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Abstract

The extraordinarily high sensitivity, large dynamic range and reproducibility of polymerase chain reaction (PCR) have made it one of the most widely used techniques for analyzing nucleic acids. As a result, considerable effort has been directed towards developing miniaturized systems for PCR, but most rely on off-chip optical detection modules that are difficult to miniaturize into a compact analytical system and fluorescent product markers that can require extensive effort to optimize. This thesis presents a robust and simple method for direct label-free PCR product quantification using a microelectronic sensor. The thesis covers the design, fabrication, and characterization of the sensing technique and its integration with PCR microfluidics into a monolithic detection platform.

The sensor used in this thesis study is an electrolyte-insulator-silicon (EIS) device fabricated on planar silicon substrates. Based on electronic detection of layer-by-layer assembly of polyelectrolytes, the sensing technique can specifically quantify double-stranded DNA product in unprocessed samples and monitor the product concentration at various stages of PCR to generate readout analogous to that of a real-time fluorescent measurement. Amplification is achieved with integrated metal resistive heaters, temperature sensors, and microfluidic valves. Direct electronic quantification of the product on-chip yields analog surface potential signals that can be converted to a digital true/false readout.

A silicon field-effect sensor for direct detection of heparin by its intrinsic negative charge has also been developed. Detection of heparin and heparin-based drugs in buffer and serum has been studied, and a study demonstrating strong correlation between electronic heparin sensing measurements and those from a colorimetric assay for heparin-mediated anti-Xa activity has been performed.
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Chapter 1

Introduction

This thesis explores the integration of biochemical signal amplification functionality to a microfabricated field-effect sensor platform for the specific quantification of biomolecules in a complex mixture. This chapter provides an introduction to biosensor technology, and presents a survey of recent developments in label-based optical DNA sensing and signal amplification methods that enable the measurements of nucleic acids at an unprecedented rate, parallelism, resolution, and accuracy. After reviewing key developments in benchtop nucleic acid analytical systems, the chapter will examine the advantages and challenges of scaling down the tools for point-of-care diagnostics and on-site testing. A survey of various label-free sensing techniques will be provided, and the prospect of integrating the label-free sensors with sample preparation functions will be studied. The motivation of this thesis work will be presented, and the chapter will conclude with a generic overview of the thesis with chapter summaries.

1.1 Principles of Biosensor Function

In the past few decades, the scientific community has witnessed the invention of many key enabling technological advances that provide the tools needed to develop new techniques to monitor biomolecular interaction events. All molecular-based biosensors rely on specific recognition events to detect their target analytes, often resulting in the
binding (antibodies, nucleic acids, peptides, etc) or biocatalytic (enzymes, microorganisms, tissue materials, etc.) event between sensing probe and target molecules. The reaction can take place either in solution, or within a 'recognition layer' on a solid surface with immobilized probes. The interaction then triggers the sensor to convert, or transduce, a biochemical event to a physical signal that is amenable to data acquisition and processing, for example, electronic output. Biosensor research is a multidisciplinary effort, exploiting many of the emerging technologies in biology, chemistry, physical sciences and engineering, and integrating many traditional assay techniques, as illustrated in Figure 1–1.

Figure 1–1: Paradigm of Biosensor Research and Development. Biomolecular Interaction that takes place on a sensing surface is converted (transduced) into a physical quantity. Developing each component of a complete biosensing platform requires expertise from different branches of science.

The basic architecture of biosensor can be applied to a large variety of applications including environment monitoring, clinical care, as well as basic molecular biology research. For example, screen-printed glucose sensors for measuring the glucose levels of diabetics have revolutionized the treatment of diabetes; a wide variety of biosensors based on immobilized microorganisms to detect of environmental organic pollutants.
capable of demanding continuous real-time monitoring have also been commercialized. [1] In contrast, the tools of molecular biology, in particular for nucleic acids quantification, have traditionally lacked throughput and resolution until the advent of revolutionary biochemical and engineering techniques such as PCR [2] and microarray [3]. To date, several major categories of biomolecular sensing techniques have achieved various levels of speed, and accuracy, and sensitivity of quantitation. Methods representing the state of the art in each attribute as well as potential trade-offs will be discussed in the following sections.

1.2 Optical Nucleic Acid Sensing Technology

Few other engineering advances have made more contribution to biological research than fluorescence detection technology. For example, microarrays technology, which has revolutionized the field of genomics by allowing gene expression on a whole genome scale, most frequently uses fluorescence to analyze the molecular binding event. [4] The samples are pre-labeled with fluorescent dyes, and after incubating them with the microarray in chambers with careful assay conditions, the slides are subsequently washed to remove non-specific targets. The brightness of each microarray spot is read optically to determine the extent of interaction with sample. The detection is often performed by a confocal laser scanner, or more recently with CCD camera, which allows thousands of spots to be read in minutes. [3]

The use of fluorescence readout for signal transduction has many decided advantages. First, the fluorescent labeling of molecules is a general technique that enables the detection of molecules regardless of their intrinsic properties as long as they can be labeled. Optical biosensors based on fluorescence are also extraordinarily sensitive, with detection limits approaching $\sim 10^7$ molecules/cm$^2$. [5] Fluorescence also permits multiplexing; for example, Cy3 and Cy5 dyes can be used to label two different nucleic acids samples which are hybridized to the same array, and the ratio of fluorescent intensities is acquired for differential analysis of gene expression. Unlike radioactive labeling, which is subject to health and environmental concerns, fluorescence is safe.
Another key factor which has contributed to the rapid popularization of fluorescence-based biosensing is the availability of commercial instruments which borrow readily from the concepts developed in microscopy. The most basic optical configuration employed is an epifluorescence setup, where a beamsplitter dichroic mirror that directs the wavelength of interest i.e. emission of fluorophore to the optical detector only, minimizing background signal from the excitation source. In recent years, confocal microscopy, originally developed for optical sectioning to produce a high-resolution 3D-image of a specimen by focusing the excitation and emission lights through pinholes [6], has become increasingly popular for low-noise microarray laser scanning. Likewise, total internal reflection fluorescence, which uses evanescent waves generated by laser above a certain critical angle on the backside of a microscope slide, was a fluorophore excitation technique developed before the invention of microarray but has now been used extensively for its readout. [7] The most popular optical detectors are photomultiplier tubes (PMT) and charge-coupled device (CCD) sensor. The two sensing methods each has their own advantages and disadvantages, where the quantum efficiency of the CCD is generally higher, while the PMT can be configured for a higher gain factor and larger dynamic range. [8] Since PMT is a more mature technology, it is more widely used, but this lead is challenged by the rapid pace of advance in CCD-based systems.

The field of fluorescence biosensing technology has also benefited greatly from a wide repertoire of labeling schemes and dyes available. Direct labeling of a biomolecule involves the introduction of a covalently linked fluorophore into the nucleic acid sequence or the amino acid sequence of a protein or antibody. The choice of dye is dependent on the optical setup and type of experiments performed, and important parameters include excitation spectrum, emission spectrum, quantum yield (Q), and photodegradation. [8] The fluorescence lifetime is of particular interest recently as dyes with long life-time can be used for time-resolved imaging, where the recording of fluorescence is done after a delay following excitation which disables interference from stray excitation light and background of biological samples. [9] Organic fluorescent dyes have been the most widely used class of labels for microarray analysis due to their
ready functionalization, solubility, and biocompatibility in aqueous buffer solutions. However, many organic dyes show quenching in bioconjugates, relatively high rate of photobleaching, and sensitivity to the buffer properties, prompting the development of alternative technologies such as fluorescent nanoparticles. Polymeric nanoparticles such as polystyrene nanobeads doped with lipophilic dyes [10], encapsulated silica particles with fluorescent complexes [11], and more recently quantum dots [12] have been used as alternative fluorescent labels. The semiconducting quantum dots are of particular interest because they can be excited at virtually any wavelength shorter than 550nm, while the emission spectrum can be tuned by the choice of the material and the size of nanocrystals. Furthermore, they are insensitive to photobleaching, have a narrow emission spectrum, and silane or thiol surface chemistry can be applied to allow solubility and conjugation to a variety of biomolecules.

Despite the advantages of fluorescence analysis format, it has many intrinsic disadvantages. For example, while extremely sensitive, the use of a label may possibly interfere with the binding event, particularly when the native structure of the analyte molecule has not yet been fully established. For example, it has been shown that fluorescent moieties that differ widely in structure produce hybridization and detection artifacts that depend on the sequence of nucleic acids and the position of dye on the labeled sequence, thereby producing false positives in differential microarray experiments, and unfortunately the basis of this is poorly understood. [3, 13] Furthermore, the process of labeling is not only time-consuming and expensive, but can also cause erroneous results by introducing undesirable variations into the samples. Also, the low detection limit is difficult to achieve in practice because the signal will always be obscured by the background autofluorescence as well as the scattered light from the microarray slide. Because detection can only be performed after the sample is rinsed to eliminate signals from unbound molecules, labeling also prevents the real-time monitoring of binding kinetics.
1.3 Measuring beyond the Physical Limits of Biosensors through Signal Amplification

When physical signals such as fluorescence are near or below the detection limit of a biosensor, it is often desirable to amplify the signal by chemical or biological means. This enhancement in signal will then shift the detection limit into the analytically useful range.

The most established and commercially successful scheme for biochemical amplification of protein signal is enzyme-linked immunosorbent assays (ELISA). The ELISA format is based on two antibodies, one specific to the antigen of interest (capture antibody), and a secondary antibody with immobilized enzyme which is responsible for signal amplification following the capture antibody-antigen complex. [14] Two common ELISA enzymes: alkaline phosphatase (AP), which removes a phosphate group from its substrate, and horseradish peroxidase (HRP), which catalyzes an oxidation of its substrate. Substrates are chosen so following the reaction there is a detectable changes in the optical or chemical properties of the sample. A study has successfully adapted the technique to microarray format, employing an Alexa546-labeled tyramide coupled to a biotin HRP streptavidin system as a reporter for allergen-specific IgE’s, enabling the detection of less than 1fg of allergen-bound IgE in human serum, lowering the detection limit by several orders of magnitude without amplification. [15] While ELISA does extend the detection limit of protein detection, the additional reagents require extensive optimizations and do not necessarily increase the dynamic range overall, as nonlinearity could be observed at high concentrations of analyte. [16]

In addition to use of biochemically active labels for signal amplification, approaches that exploit the reactivity of nanoparticles to achieve the same effect have also been developed. Similar to an ELISA assay, the capturing probe can be immobilized on a substrate in an array format, and a secondary nanoparticle-functionalized probe recognizing the complex generates the recognition signal. For example, Taton et al. functionalized a secondary DNA capture sequence with gold nanoparticles, which after capture and stringent rinsing to remove unbound particles, can catalyt-
ically promote the reduction of silver ions. [17] The product of this reaction can simply be read by a grayscale flatbed scanner, and a detection limit 100 times greater than that of conventional fluorescence-based assays was achieved. By encoding gold nanoparticles functionalized with particular peptides or proteins each with a unique raman dye, multiplexed study protein-small molecule and protein-protein interactions using surface-enhanced Raman scattering spectroscopy is also possible in a microarray format. [18] Another improvement in sensitivity based on nanoparticle secondary labeling has been reported in which the gold nanoparticles are replaced with polystyrene microspheres each impregnated with $10^{11}$ ferrocenecarboxaldehyde molecules, which is liberated for electrochemical quantification following hybridization. [19] This method has demonstrated a detection limit of $5 \times 10^{-21}$ moles, the record for hybridization-based nucleic acid assay thus far. While being very sensitive, most nanoparticle-based protocols involve many complicated development steps, and the reliability of the assembled complex on surface is questionable. [5]

While a plethora of label-free and label-based amplification methods have been developed for the sequence-specific hybridization-based detection of nucleic acids, the polymerase chain reaction (PCR) for nucleic acid amplification still represents the ultimate in detection limit [2]. Using a thermophilic DNA duplication enzyme, the technique involves thermally cycling a mixture of DNA templates, two oligonucleotide primers that mark the beginning and end of a sequence of interest, and nucleotide triphosphate monomers through three temperature regimes to chemically enrich the concentration of a specific double-stranded DNA sequence exponentially in a complex mixture of DNA. The reaction theoretically doubles the concentration after each round until saturation occurs. Traditionally, the readout of the reaction is done by gel electrophoresis that separates the DNA by length [20], but monitoring of reaction in real-time has been made possible by fluorescent intercalators [21] and sequence-specific reporter probes [22,23,24]. Together with the commercialization of thermocyclers capable of fluorescent measurements, real-time PCR enables an unprecedented range of nucleic acid measurements of up to 8 orders of magnitude, high sensitivity of fewer than 5 copies, and high precision of less than 2% standard deviation. [25]
Extensive studies have shown that commercial PCR-based kits for quantification of HIV, Mycobacterium tuberculosis, and Chlamydia trachomatis have clinical accuracies superior to more recent nucleic acid signal amplification techniques bDNA and NASAB. [26, 27]

PCR does suffer from several key drawbacks such as complexity of protocol development, especially if sequence-specific real-time probes are used [28], sensitivity to contamination, major challenges with respect to multiplexing.

1.4 Promises of Microfabricated Total Analytical Systems and Challenges of Integration

The extraordinary capabilities of polymerase chain reaction (PCR) have made it one of the most widely used techniques for analyzing nucleic acids [29]. As a result, considerable effort has been directed towards developing miniaturized and integrated systems for PCR. Examples include the inclusion of capillary gel electrophoresis, microvalves and pumps, hybridization chambers, and sample purification stages [30, 31, 32, 33]. Not only is integration advantageous in terms of efficient sample handling and automation, scaling down PCR itself leads to many improvements including increased thermal response rate of up to ten fold faster than commercial systems, more uniform temperature distribution, reduced reagent consumption, and in a number of instances, more reproducible performance in single molecule PCR. [34, 35, 36] Given these merits, several commercial prototypes have been developed that perform favorably in real-world settings. [37, 38, 39].

While there have been extensive advances in miniaturized PCR systems, progress on integrated microfabricated readout mechanisms have been rather limited, and most systems rely on off-chip optical detection modules to measure the final product. [40] Existing optical detection platforms typically include CCD cameras, photodiodes, and photomultiplier tubes. [37, 38, 41, 42, 43] While such hardware has adequate sensitivity for detecting PCR product in sample volumes significantly lower than that of bench-
top systems, most are difficult to miniaturize and integrate into a compact analytical system. Both CCD and photomultiplier tubes are popular fluorescent imaging devices for microchip DNA readout, but generally occupy a large footprint. While these devices can be scaled down to offer portability for PCR microdevices, the extent to which they may be further miniaturized maybe be limited. For example, some most recent portable systems that incorporating external LEDs and photodetectors weigh between 1kg and 4kg each. [44,45,46] To address these limitations, several groups have successfully embedded photodetectors within an integrated PCR platforms [31,47,48]. However, these devices still rely on external excitation sources.

Optical detection of nucleic acids in miniaturized systems is also challenging because the signal originates from dye molecules in solution, and thus the strength of the signal scales with sample volume. Therefore, there is a direct conflict between the goals of obtaining a strong optical signal and reducing reagent consumption in the microfluidic system. Furthermore, optical readout requires that PCR product markers such as Sybr Green and Taqman probes be added to the reagents, and this can induce inhibitory effects on PCR or require extensive effort to optimize. [49,28,50]

Another challenge faced by all designs employing microfluidics is the increased likelihood of failed reaction due to channel surface-induced reaction inhibition. Microfluidics systems possess greater surface-to-volume ratio than typical PCR reaction tubes, usually 20-times higher or more. [51] Since PCR is a multi-component reaction, the possibility of at least one of these components binding to surface of the channel is greatly increased. Of these interactions, particularly adverse to the performance of the reaction is the denaturation of Taq polymerase due to sidewall adsorption as well as the irreversible binding of the amplification target. Thus, amplification yield is usually weaker than that in a conventional PCR tube system. [52] Another issue with the scaling down of the volume is that for very low sample template concentrations, statistical effects may come into play. Consider an extreme scenario: While filling a microPCR reservoir from a tube containing only one template, there is no guarantee that the simple template will end up in the microfluidic PCR system or be flushed into waste. In practical scenarios, it is quite likely the average number of templates
in a microfabricated PCR reservoir may be below 1, which implies physically the well may contain a few or none of the templates one intends to amplify. This effect has been investigated by Matsubara et al., who demonstrated that when arrays of microPCR chambers contained only a few copies of genes per chamber, some chambers would produce positive amplification results while some would not. [53] At the same time, the author showed that the percentage of microchannels that produce positive amplification correlates with starting template concentrations for very low starting template numbers, and this feature has allowed end-point based template concentration quantitation which has not been realized on bulk-PCR systems.

1.5 Studying Molecules in their Native Form through Label-Free Sensing

To address the shortcomings associated with fluorescent biosensor technology, significant effort has been devoted to either develop labels that can be detected by other means or techniques for studying molecular interactions that obviate the need for labels all together. The most established sensing method in the field exploits surface plasmon resonance (SPR), which detects changes in the refractive index due to binding in the immediate vicinity of the surface layer where probes are immobilized, has generated over 3000 scientific publications. [54] The label-free SPR sensor is completely general, allowing a wide range of disciplines to study real-time molecular interaction kinetics for ligand fishing, apoptosis, bacteriology, epitope mapping, cell adhesion, and nucleotide-protein bindings.

Acoustic biosensors are another popular format of label-free sensing and are most often based on quartz crystal resonators. By monitoring the change in resonant frequency and resistance that occurs upon adsorption of a ligand to the surface, quartz crystal microbalance (QCM) resonators can also be applied to a wide range of biological and chemical entities with a molecular weight range from less than 200 Daltons to entire cells. [55] In addition to monitoring binding and dissociation kinetics,
a quartz crystal can also be used in an oscillation mode where an electric field of varying strength is applied to the crystal, causing the crystal to vibrate at a high frequency with enough acceleration to break bonds between a receptor and a ligand. The QCM can then simultaneously detect the acoustic noise produced when the interactions were broken. [56] While this method is very sensitive with a resolution of $3 \times 10^{-3}$ ng cm$^{-2}$, it is not amenable for multiplexing and requires highly controlled temperature chamber to maintain stability.

1.5.1 Microfabricated Label-free Biosensors

Microfabricated bio-analytical systems offer potential for function integrations and scalability comparable to microarrays. Using fabrication technology developed for microelectronics, massive arrays of micrometer-sized sensors can be fabricated at very low cost and in small footprint enabling point-of-care diagnostics. Furthermore, since the size of the sensor is scaled significantly, the sample requirement can also be reduced significantly with microfluidic integrations, a feature that saves reagent consumption and cost. Given the promise of scaling, there has been a great number of attempts to microfabricate novel biosensors to exploit the potential benefits of scaling. [57] A noteworthy example that realizes such potential for label-free biosensing is a mass-based suspended microchannel resonator technology [58], where a mass change caused by the binding of molecules inside a hollow-cantilever results a shift in the resonant frequency of the cantilever. Unlike most microfabricated cantilever-based technology, the cantilever is not immersed in fluid and can instead be packaged in vacuum, is therefore subject to far less damping force which results in superior mass-dependent frequency resolution. Based on preliminary measurements, calculations show that changes in surface mass loading on the order of $10^{-19}$ g $\mu$m$^{-2}$ can be detected in an optimized system. In addition, the fabrication process of the device makes it amenable for array implementation, and the possibility of integrating electronic frequency readout capability to individual cantilevers [59] eliminates the need for external optics, making the system ideal for integration into portable systems for point-of-care measurements.
For more specialized applications such as the detection of nucleic acids for genomic and functional genomic assays, techniques that directly make use of the intrinsic properties of the particular biomolecules can be used for enhanced signal to noise ratio. Electrochemical biosensors are particularly useful for miniaturized nucleic acid measurements because DNA bases are electrochemically active and the resulting reactions give an electrical signal via simple electrodes directly, eliminating the need for expensive and bulky signal transduction equipment. Therefore, the overall system can be a lot more compact than commercial instruments relying on external optical excitation sources and/or photodetectors. An archetypical example of electrochemical DNA detection is detection using direct quinine oxidation at carbon paste electrodes with inosine-modified probes. [60] Unfortunately, this method requires high potentials, which induces high background currents, and thus catalysts such as polypyridyl complexes of Ru(II) have been developed to facilitate this reaction. [61] Nevertheless, this detection format still destroys the sample and the use of catalyst restricts the choice of substrate for probe immobilization. Another approach takes advantage of the electronic structure of double-helical nucleic acid, using intercalated redox probe molecules to report perturbations in base stacking. [62] In this assay, thiolated duplexes are self-assembled into densely packed film on gold surfaces, then treated with redox-active intercalator. Upon intercalation, the reporter molecule is electrochemically reduced by DNA-mediated charge transport. The reaction occurs only if the individual duplexes in the film contain well-stacked base pairs, and a partially hybridized single-base mismatch is sufficient to shut off the reaction completely, making the assay well-suited for mutational analysis.

The possibility of a label-free electrical detection of DNA hybridization by its intrinsic molecular charge using semiconductor field-effect sensors offers a scalable approach for a fast, simple, and direct analysis of nucleic acids samples. The inherent miniaturization of such devices and their compatibility with standard silicon processing techniques make them very attractive for DNA diagnostics. This class of technique typically employs capacitive electrolyte-insulator-semiconductor (EIS) and field-effect transistor (FET) structures [63, 64, 65, 66, 67, 68, 69, 70], and when
complementary DNA or RNA hybridizes to the single-stranded probe immobilized on dielectric gate of the device, the resulting change in surface charge density shifts the distribution of mobile charge carrier in silicon [71], which can be measured as a change in the capacitance or conductivity of the electronic device. While historically there has been doubts that charge-screening effect of ions in solution would neutralize biomolecules rendering the field-effect sensors totally insensitive [72], at the turn of the 21st century there has been many reports on successful detection of DNA hybridization down to femtomolar concentration. [70] However, the resolution is still insufficient to detect potent viral sequence such as HIV RNA which can exist in zeptomolar concentrations. [73] While microelectronic biosensors are still inferior to optical detection of labeled DNA in sensitivity, the former offers scalability, low cost, small form factor, and ability to study molecular interactions accurately in their native forms, making them suitable for both low and high-throughput applications.

1.5.2 Comparison of Microscale and Nanoscale Field-Effect Sensors

Besides differences in modes of operation (EIS vs. FET), field-effect sensors can also be categorized based on dimensions into microscale and nanoscale field-effect sensors. Traditionally, silicon-field-effect sensors were fabricated using tools designed for semiconductor processing ([63]-[69]); however, the advent of 2-D nanostructures such as nanotubes and nanowires that can undergo analogous changes in electrical properties due to binding of charged molecules has also lead to the development of nanoscale biosensors [70,74,75]. Based on electrostatics considerations, it is know that two dimensional cylindrical nanostructures are more sensitive to adsorbed charges [76]. Experimentally, the lowest detection limits for field-effect sensors have been realized on 2D-nanostructure, for example, such as femtomolar DNA and 1 ng/L protein resolution for nanowires. [70,77]

2-D nanostructure-based field-effect sensors also enjoy more subtle advantages over conventional 1-D microfabricated sensors by considering mass transport effects.
Specifically, not only is the detection limit of a biosensor dependent on the intrinsic physical properties of the sensor, but also on the particular geometry of the biosensor which determines how many molecules can bind to the sensor to yield a detectable signal within a reasonable amount of time (settling time). Nair et al. derived a quantitative expression that describes the tradeoff between settling time and detection limit in a diffusion limited regime [76]:

\[ \rho_0 t_s^{MD} \sim k_D \]  

(1.1)

where \( t_s \) is settling time, \( \rho_0 \) is the detection limit, \( M_D \) and \( k_D \) are sensor-dimensionality dependent constants, where microfabricated field-effect devices with a planar sensing surface are considered “1-D” and nanowire or nanotube rod-shaped sensors are considered “2-D”. The former has an \( M_D \) of .5, and the latter has an \( M_D \) of 1; this means that to lower the detection limit by the same amount for both platforms, the penalty in the increase of settling time will be comparatively less for 2-D nano-sensors compared to 1-D sensors, which are typically microfabricated. Therefore, the kinetics argument could explain in part why a nanoscale sensor could potentially achieve better resolution. However, when one introduces active transport by flowing analyte through the sensor to minimize sample depletion or diffusion limited transport, the microfabricated device such as an EIS sensor with a disk-like surface in the middle of the channel benefits far more than 2-D nanoscale rod-like sensors in binding time-reduction [78]. The difference stems from the mechanism through which flow increases total flux; the fluid moves most rapidly in the middle of a channel for laminar flow, and therefore analyte is replenished most rapidly there. Thus a disk-like sensor with most sensing area along the middle of the channel benefits the most from active analyte transport, whereas a rod-like nanoscale sensor that already does not deplete significantly the analyte in solution will not experience much enhancement in binding time reduction. For example, calculations show that a disc-like sensor with 100μm radius can experience up to 100-times reduction in binding time whereas a 10 nm nanowire sensor only improves 3-fold at 1000μL/min volumetric flowrate compared
to zero flowrate. Thus when sample volume is relatively large compared to channel volume, and active flow is used to expedite sample analysis, the advantage enjoyed by nanosensors will become less clear. Despite the various possible performance advantages of 2-D nanoscale biosensors, a factor that has severely limited the parallelization and mass-production is the lack of high-throughput fabrication method. For example, nanowire and nanotube sensors are typically grown off the device, then deposited on a substrate. While recently there has been effort to orient and position the nanostructures at defined locations using techniques such as microfluidic alignment [79], the technique can only guarantee an ‘average case’ positioning accuracy for the nanostructures, but the exact positions of individual nanostructures can still be uncertain. Thus electrical contacts are frequently customized for each device, requiring e-beam lithography for patterning electrodes. The limitations in scalability requirement for device fabrication is a major challenge that needs to be overcome if the performance advantages is to be realized in a real-world setting.

1.6 Thesis Outline

A goal of the thesis is to develop a label-free nucleic acid detector that can measure at comparable resolution as an optical system without the drawbacks associated with optics and fluorescent dyes. The strategy is to incorporate biochemical amplification through PCR as a sample pre-processing stage to extend the detection limit and dynamic range of the sensing platform. In addition, to facilitate rapid adaptation to new applications, another goal is to simplify and generalize the overall protocol as much as possible for the specific detection of different sequences.

This thesis study reports a microelectronic nucleic acid sensor with integrated PCR amplification functionality. In particular, the thesis explores a sensing method which does not rely on hybridization to detect product in an unprocessed PCR mixture, thus eliminating the need to develop immobilized capture probe sequences for each application. In addition, the sensing technique based on layer-by-layer assembly of polyelectrolytes permits multiple rounds of measurements required for real-time
PCR applications. By combining amplification and detection on the same device, the device is designed to produce analog output that can readily converted to a simple digital true/false readout for the presence or absence of a target sequence.

The thesis also explores the feasibility of using the same sensing principles for detection of clinically relevant targets. The label-free electronic sensing of heparin using polyelectrolyte multilayer assembly will be studied and compared to established clinical tests.

In Chapter 2, quantitative circuit models for EIS systems and polyelectrolyte multilayers will be presented. Using empirically derived parameters for calculations, the model will be used to interpret the qualitative features of electronic measurements of polyelectrolyte multilayer assembly. Chapter 3 discusses the design and fabrication of the device, and Chapter 4 examines the tests carried on the device to characterize its basic electronic, thermal, and microfluidic properties. Chapter 5 describes a label-free electronic sensing method that can quantify PCR at various stages of the reaction, and Chapter 6 illustrates protocols to improve yield of microfabricated PCR systems and to perform end-point detections of PCR product on chip. Chapter 7 studies detection of heparin and heparin-based drugs in both buffer and serum using a differential electronic sensing scheme. The conclusions presented in Chapter 8 will review the specific contributions of this thesis and propose directions for future work.
Chapter 2

Theory

This chapter presents a theoretical framework for electronic detection of polyelectrolytes such as DNA. First, a qualitative description of field-effect sensing of charge molecules immobilized on sensor surface will be presented. Overviews of the physical and chemical properties of the sensing system and polyelectrolyte multilayer will be given independently, after which an unifying circuit model that describes the electrical characteristics of the platform will be introduced. Based on the model, the scaling of key parameters and their impact on both sensor signal and PCR protocol design will be discussed.

2.1 Equivalent Circuit Model for EIS Structure

Molecular adsorption at the solid-liquid interface plays an important role in a wide spectrum of applications including biomedical implants, drug carrier systems, and biosensors. Making use of the physical and chemical properties of biomolecules, surface-based field-effect devices such as electrolyte-insulator-semiconductor (EIS) and field-effect-transistor (FET) sensors transduce the adsorption of intrinsically charged molecules to the sensor surface to changes in capacitance and conductance of the device, respectively. The field effect sensor used in this study is an EIS device, which is conceptually similar to a MOS capacitor with gate metal replaced by electrolyte. The device consists of two primary components - a metal signal electrode
Figure 2–1: Conceptual Illustration of EIS structure, showing the effects due to adsorption of (a) positively charged and (b) negatively charged species on sensor surface. The mobile charge carriers are repelled or attracted to the sensor surface, and the measured capacitance value is inversely proportional to the size of the depleted region devoid of charges.

and lightly doped silicon region covered by a dielectric gate (Figure 2–1). Variation in the insulator-electrolyte surface potential, arising from binding of charged molecules to the sensor surface, changes the distribution of mobile charge carriers in the doped silicon, which in turn affects the depth of the depletion region in the silicon beneath the sensor surface. This effect is quantified by monitoring the capacitance of the space-charge region. The depletion region capacitance is indirectly measured by applying a small AC voltage on the metal signal electrode, and the signal is propagated to the sensor through solution. The resulting AC current through the EIS structure is amplified and recorded. In practice, it is difficult to directly calibrate the measured current value with respect to surface potential by applying a well-defined potential to the sensor surface. However, since the silicon depletion capacitance is a function of the potential difference between the electrolyte and sensor body, as will be derive later, the potential response of the sensor can be calibrated easily by applying a change in sensor substrate bias and observing the resulting change in the measured
current.

To quantify and predict how the adsorption of charged molecules on field-effect sensor surface, as well as changes in experimental conditions such as buffer composition will affect the electrical characteristics of an EIS system, the components of the EIS structure through which an AC current traverses will each be modeled as an impedance element as shown in Figure 2–2:

![Figure 2–2: Equivalent Circuit Model of an EIS Structure.](image)

The current travels through an excitation metal electrode, electrolyte, a layer of biomolecules adsorbed on sensor surface, the sensor gate dielectric, bulk silicon with a surface-potential sensitive depleted region, and finally a metal line connected to silicon. Thus, the current due to a small signal AC excitation voltage can be expressed as:

\[ I_{AC} = \frac{V_{AC}}{Z_{Si} + Z_{ox} + Z_{ox} + Z_{El}} \]  

(2.1)

The values of the impedance elements depends on the ‘DC’ conditions of an experimental system such as adsorbed charged molecule density and electrolyte composition. In the following sections, quantitative expressions for the components will be derived. The electrostatics of each circuit element will first be considered individually, then a unifying circuit model will provided.

### 2.2 MOS Electrostatics

First, consider an EIS structure with no adsorbed biomolecule but a finite charge density at the dielectric-electrolyte interface. The following interfaces are present in
an EIS structure:

\[
\text{Au}^1 \mid \text{Si} \mid \text{SiO}_2 \mid \text{electrolyte} \mid M \mid \text{Au}''
\] (2.2)

Where M is the metal signal electrode, which consists of gold in Figure 2–2, and Au is the gold wire. While it is possible to analyze the structure directly, one sees that the MOS capacitor, for which an extensive knowledge base is developed in the electronics industry, can be conceptually thought as a special case of the EIS device with electrolyte removed:

\[
\text{Al}^1 \mid \text{Si} \mid \text{SiO}_2 \mid M \mid \text{Al}''
\] (2.3)

The electrostatics of the simplified case - MOS capacitor - will be studied first, and the results will be extended to the general EIS structure. Define \( V_a \) as the voltage applied to the metal interconnects Al' and Al''. Due to equilibrium between interfaces 1 and 4, it follows:

\[
V_a = \frac{1}{q} (\Phi_M - \Phi_{Si}) + (\delta \chi_{ox}^M - \delta \chi_{Si}^{ox}) + (\delta \chi_{Si}^{ox} - \delta \chi_{Si}^{ox}) - \frac{Q_{ox}}{C_{ox}} + \psi_{Si}
\] (2.4)

where \( \Phi_M \) and \( \Phi_{Si} \) are metal and silicon work functions, \( \delta \chi_{ox}^M - \delta \chi_{M}^{ox} \) and \( \delta \chi_{Si}^{ox} - \delta \chi_{Si}^{ox} \) are the difference of inner potential across the metal gate/oxide interface and across oxide/silicon interface, \( Q_{ox} \) is the trapped charge at the Si/SiO\(_2\) interace, and \( \psi_{Si} \) is the potential drop in Si. \( V_{FB} \) is defined the applied voltage when \( \psi_{Si} = 0 \). In the simplified scenario, the trapped charges and inner potential differences across interface are not present, then \( V_{FB} \) simply reduces to \( \Phi^M - \Phi^{Si} \). At thermal equilibrium, the electrical potential of silicon \( \Phi^{Si} \) can be computed as a function of electron and hole concentration:

\[
\Phi_{Si} (x) = \frac{kT}{q} \ln \left( \frac{n_o (x)}{n_i} \right) = -\frac{kT}{q} \ln \left( \frac{p_o (x)}{n_i} \right)
\] (2.5)

where \( k \) is Boltzmann constant, \( T \) is temperature, \( q \) is electron charge, \( n_o (x) \) and \( p_o (x) \) are electron and hole concentrations at depth \( x \) from silicon/insulator interface,
and \( n_i \) is the electron concentration in undoped silicon. Extrinsic dopants such as phosphorus and boron are used to create an excess of electrons or holes in silicon, and in this case \( n_o \) or \( p_o \) are simply \( N_d \) or \( N_a \), the concentrations of donor or acceptor dopants, respectively.

To ensure a continuous potential across the different physical elements of the MOS capacitor, the Fermi levels are aligned at thermal equilibrium and an electric field is created in silicon. This creates a potential difference in silicon (hence the term \( \psi_{Si} \)), which makes extrinsic dopant concentrations alone insufficient in describing the potential and charge density of the doped silicon at position \( x \). A combination of Boltzmann statistics and Poisson equations can be used to relate charge density and potential in silicon:

\[
\frac{d^2 \Phi_{Si}}{dx^2} = -\frac{qN_A}{\varepsilon_{Si}} \left( e^{\frac{-q\Phi_{Si}}{kT}} - 1 \right) - \frac{n_i^2}{N_A^2} \left( e^{\frac{-q\psi_{Si}}{kT}} - 1 \right)
\]

(2.6)

A formula that computes the total charge density \( Q_{si} \) can be derived using the potential value at Si/SiO\(_2\) interface, \( \Phi_{Si/SiO_2} \).

\[
F(\Phi_{Si}) = \frac{\Phi_{Si}}{[\Phi_{Si}]} \sqrt{ \left( e^{\frac{-q\psi_{Si}}{kT}} + \frac{q\Phi_{Si}}{kT} - 1 \right) - \frac{n_i^2}{N_A^2} \left( e^{\frac{-q\psi_{Si}}{kT}} - \frac{q\Phi_{Si}}{kT} - 1 \right) }
\]

(2.7)

\[
Q_{Si} = -\sqrt{2\varepsilon_{Si}kTN_A}F(\Phi_{Si/SiO_2})
\]

(2.8)

The small-signal capacitance of silicon in an EIS structure is the change in space charge region due to a small change in silicon surface potential:

\[
C_{Si} = \frac{dQ_{Si}}{d\Phi_{Si/SiO_2}} = -\sqrt{2\varepsilon_{Si}kTN_A} \frac{dF(\Phi_{Si/SiO_2})}{d\Phi_{Si/SiO_2}}
\]

(2.9)

Several assumptions can be made to simplify the equation. In the case of a MOS structure with electron acceptors (\( p \)-dopant), when the applied voltage is higher \( V_{FB} \), the positively charged extrinsic carriers near the Si/SiO\(_2\) surface are expelled into bulk silicon while the embedded negatively charged atoms remain fixed to their lattice sites. Also referred to as the depletion approximation, this allows the silicon capacitance to
be expressed simply as:

\[ C_{Si} = \frac{\varepsilon_{Si}}{x_{dep}} \]  \hspace{1cm} (2.10)

where \( x_{dep} \) is the width of depleted region in silicon. In this region, the potential-independent charge density is equivalent to dopant ion concentration multiplied by their charge polarity. The size of the depleted region is however dependent on the applied voltage:

\[ x_{dep} = \frac{\varepsilon_{Si}}{C_{ox}} \left( \sqrt{1 + \frac{2C_{ox}^2 (V_a - V_{FB})}{\varepsilon_{Si} q N_a}} - 1 \right) \]  \hspace{1cm} (2.11)

As will be shown later, this capacitance will dominate the signal in an EIS setup. To optimize the sensor response, it is desirable to maximize the change in depletion region width with respect to change in applied voltage,

\[ \frac{dx_{dep}}{dV_a} \]

\[ \left| \frac{dx_{dep}}{dV_a} \right| = \frac{C_{ox}}{q N_a \sqrt{1 + \frac{2C_{ox}^2 (V_a - V_{FB})}{\varepsilon_{Si} q N_a}}} \]  \hspace{1cm} (2.12)

the expression reduces to \( \frac{C_{ox}}{q N_a} \) when \( \frac{2C_{ox}^2 (V_a - V_{FB})}{\varepsilon_{Si} q N_a} \ll 1 \). This relation is especially instructive in guiding device scaling to maximize capacitive response to changes in applied potential: one should maximize gate dielectric capacitance \( C_{ox} \) by minimizing its thickness and/or minimizing the dopant concentration. In the case of ultra-thin gate dielectrics, however, significant deviations from classical MOS model is observed since quantum mechanical effects start to become significant and Fermi-Dirac statistics must be applied to describe the operation of the device. Furthermore, issues in stability and carrier lifetime becomes more pronounced. [80] A Detailed discussion and quantitative modeling of MOS scaling is provided in [81].

### 2.3 EIS Electrostatics

Having analyzed the electrostatics of a MOS capacitor, the basic concepts can be extended to EIS modeling. First, consider the effect of replacing the gate metal
with electrolyte and introducing a sheet charge $\sigma$ to the oxide/electrolyte interface. The surface charge will induce a potential on the surface, and let $\zeta$ represent the electrostatic potential as a function of distance $y$ from the surface in electrolyte. Similar to the potential-charge relation in silicon, Poisson-Boltzmann equations can be written for distribution of ions in solution in thermal equilibrium:

$$c^\pm (y) = I e^{\mp \frac{\sigma y}{kT}}$$ (2.13)

$$\frac{d^2 \zeta}{dy^2} = \frac{-\rho (x)}{\varepsilon_w} = \frac{ze (c^+ (x) - c^- (x))}{\varepsilon_w} = \left( \frac{2zeI}{\varepsilon_w} \right) \sinh \left( \frac{ze\zeta}{kT} \right)$$ (2.14)

where $z$ is the valence of ions, $I$ is the ionic strength of bulk solution, $e$ is the elementary charge, $c^\pm$ are the positive and negative ionic concentrations, and $\varepsilon_w$ is permittivity of water. In the absence of an applied voltage on the metal electrode, at a distance far away from the oxide surface there is a balance of ionic charges, and thus $\zeta (\infty) \equiv 0$. Solving the equation yields:

$$\zeta = \left( \frac{4kT}{ze} \right) \tanh^{-1} \left[ \tanh \left( \frac{ze\zeta_0}{4kT} \right) e^{\left( \frac{\sigma y}{LD} \right)} \right]$$ (2.15)

where $L_D \equiv \sqrt{\frac{kT\varepsilon_w}{2Ize^2}}$ is known as the Debye length. At the oxide/electrolyte interface, the sheet charge imposes a boundary condition $\frac{d\zeta}{dy} = \frac{\sigma}{\varepsilon_w}$, which leads to the following expressions:

$$\sigma = \left( \frac{2kT\varepsilon_w}{zeL_D} \right) \sinh \left( \frac{ze\zeta_0}{2kT} \right)$$ (2.16)

$$C_G = \frac{d\sigma}{d\zeta_0} = \frac{\varepsilon_w}{L_D} \cosh \left( \frac{ze\zeta_0}{2kT} \right) = \frac{\varepsilon_w}{L_D} \sqrt{1 + \left( \frac{\sigma zeL_D}{2kT\varepsilon_w} \right)^2}$$ (2.17)

where $\zeta_0$ is the potential at the oxide/electrolyte interface, and $C_G$ is the differential capacitance of the counter-ions in diffuse layer that are involved in surface-charge screening. In fact, between the diffuse layer and dielectric surface, there also exists an inner layer of specifically adsorbed ions on the dielectric surface, and an outer layer of
hydrated ions, which define the inner and outer Helmholtz planes, respectively. These planes alter the charge and potential distribution across the interface, and contribute to a series capacitance that is collectively called $C_S$, or Stern capacitance. The potential drop across this layer can also be described by $(\chi^{\text{Sol}} + \delta\chi^{\text{Sol}}) - (\chi^{\text{ox}} + \delta\chi^{\text{ox}})$, that considers the energy cost for a test charge to move from the electrolyte phase to oxide phase. However, this capacitance is typically much greater than $C_G$, which is in series, thus the series capacitance at the interface converges to $C_G$.

Having derived the potential-charge relations in electrolyte, insulator, and silicon, it is now possible to match the boundary conditions to obtain a potential profile in the sensor region. To first order, the abrupt potential jumps at the interfaces are ignored, which leads to a potential profile illustrated in Figure 2–3:

![Figure 2-3: Conceptual Illustration of potential profile of EIS sensor. Structure and potential profile not drawn to scale.](image)

The structure can be modeled as three capacitor in series, and potentials are exponentially, linearly, and quadratically related to distance in the diffuse, oxide, and silicon regions, respectively.
2.3.1 Calibration of EIS sensor

Of particular interest to the users of an EIS sensor is how a change in electrolyte-oxide surface potential translates to a change in AC conductance through the entire structure, which is a parameter measured by the user. This information is important since it allows one to convert a differential current output to a relative surface potential response caused by binding of charged molecules to sensor surface. Unfortunately, unlike a MOS capacitor, in practice there is no straightforward way to impose a known quantity of charge or potential value on the surface of an EIS structure. An indirect way to obtain this information is to apply a step change in the silicon-bias and measure the change in impedance value of the structure. This approach relies on the assumption that the overall impedance is dominated by the silicon capacitance whose value is a function of the potential difference across the structure. Thus, if all potential drop occurs across the silicon, altering the potential at the oxide surface has the same effect on the capacitance of silicon as applying the same magnitude of potential change to the metal bias of bulk of silicon.

To analyze the validity of this approach, the change in potential profile across the entire EIS structure must be analyzed quantitatively. In particular, the following analysis will focus on the change in the electrolyte/oxide potential value as a function of an applied voltage change on silicon back-bias, since in an ideal case the former should be 0. Define \( C_{\text{OS}} \) as the series capacitance of oxide-silicon, and 
\[
C_T = \left( \frac{1}{C_G} + \frac{1}{C_{\text{ox}}} + \frac{1}{C_{\text{si}}} \right)^{-1} = \left( \frac{1}{C_G} + \frac{1}{C_{\text{os}}} \right)^{-1}
\]
as the total series capacitance, then the potential drop across \( C_G \) for a differential applied voltage \( V \) is.

\[
dV = \frac{C_G}{C_T} d\zeta
\]  

(2.18)

The expression can be integrated yielding exact solutions for potential drop across diffuse layer as a function of applied voltage:

\[
\zeta = \frac{2kT}{ze} \sinh^{-1} \left[ \left( \frac{zeLD_C}{2kT\varepsilon_w} \right) V + \zeta_0 \right]
\]  

(2.19)

where \( \zeta_0 \) as derived previously is the surface potential due to fixed charge on...
dielectric surface in the absence of applied voltage. Therefore, for the calibration to be accurate, $C_G \gg C_T$, or equivalently, $C_G \gg C_{OS}$ must hold. Using typical values in biological experiments and silicon microfabrication, the effects of varying dopant concentration between $10^{13}$ and $10^{19}$ cm$^{-3}$, oxide thickness between 1 and 330 nm (typical native oxide thickness is 1.5 nm [81]), and ionic strength between .32 and 100 mM on the $d\zeta$ to $dV$ ratio are shown in Figure 2-4.

As can be seen on all curves, the ratio is minimized by reducing the dopant concentration, which as shown previously, minimizes the capacitance of the depleted region in silicon. Interestingly, minimizing the gate oxide thickness, which improves sensor sensitivity by optimizing $dC_{Si}/dV$ ratio, actually causes more shift in zeta-potential given a change in $V$. Intuitively, this makes sense since reducing oxide thickness increases the series capacitance $C_{OS}$, which reduces the $C_G/C_{OS}$ ratio. This analysis shows there is a trade-off between maximizing sensitivity by scaling down oxide thickness at a risk of reducing the accuracy of sensor calibration through changing the sensor-bias. Given the same zeta-potential, lowering ionic strength actually improves the accuracy of the calibration, as higher concentration of ions increases $C_G$. However, it is normally undesirable to increase ionic strength, as it reduces Debye screening length, making the sensor less sensitive to charges near the surface. Overall, this analysis reveals that a $d\zeta$ to $dV$ ratio of less than 1% is achieved in most cases, making the method a practical approach for calibrating the capacitive response for change in surface potential. However, in all cases $dC_{Si}/d\zeta_0$ is always overestimated by this method, since the total change in voltage differential across the series oxide/silicon capacitor due to an applied an applied voltage $dV$ on substrate is $dV + d\zeta_0$, and $d\zeta_0$ is a non-zero quantity that has the same sign as $dV$. 

40
Figure 2–4: The effect of scaling electrolyte and fabrication parameters on $C_G$ to $C_{OS}$ ratio. In (a), the oxide thickness is held constant at 1 nm and ionic strength is varied between .32 and 100 mM for the different curves, and in (b) the ionic strength is held at 30 mM while oxide thickness is varied between 1 and 330 nm for the different curves. $\zeta$ potential of -.1 V is used, and the silicon is biased half-way between the threshold and flatband voltage.
2.4 EIS Measurement of Polyelectrolyte Multilayer Deposition

This previous section deals with the electrostatics of an EIS system with no adsorbed biomolecules but only an infinitesimally thin layer of adsorbed charges on sensor surface, but in most practical situations the analyte of interest is specifically captured on the sensor surface within the Debye screening length so charges can be sensed. This section introduces a circuit model for the surface-based sensing of nucleic acids through polyelectrolyte multilayer assembly using an EIS device.

2.4.1 Qualitative Overview of Electronic Multilayer Deposition Sensing

Single-stranded nucleic acid is typically attracted and captured to the surface by hybridization with immobilized capture probe. The capture probe can be immobilized through covalent attachment [82] or physisorption [64]. The latter can involve first passivating the sensor gate oxide surface with positively charged polymers such as poly-L-lysine (PLL), then introducing unmodified single-stranded DNA probe. Since DNA carries an intrinsic negative charge per base, it can be attached to the sensor surface through electrostatic interaction. While the orientations of the immobilized nucleic acid probes may be less defined, such an approach has several advantages over the covalent attachment methods including simplicity and robustness. The electrostatic attraction between oppositely charged polymers has the least steric demand of all chemical bonds and the polymer can bridge over underlying defects on the substrate and ensures uniform and high-density surface functionality. [83] Another feature of functionalization based on electrostatic interaction of charged polymers is that it permits layer-by-layer assembly. For example, after depositing DNA on PLL, a surface charge reversal occurs due to overcompensation of negative charges by the former, which gives the surface again the ability to adsorb another layer of positively charged molecules, and so on. Robust assembly of multilayers of oppositely charged
polymers can be repeated hundreds of times to yield films on the order of 10μm thick. [84] While the film thickens after deposition of each layer, Fritz et al. observed that the electronic sensor response oscillates depending on the charge of the newest layer deposited (Figure 2–5), and the amplitude of the signal did not seem to decrease significantly as the thickness grow

![Figure 2–5](image)

**Figure 2–5:** Thickness (a) and potential (b) values following the injections of poly-L-lysine (blue arrow) and oligonucleotide (blue arrow) were acquired using an ellipsometer and field effect sensor. Figures are adapted from [64].

Even though the EIS structure measures the overall series impedance of the electrical pathway including that of the multilayer film, the signal amplitude does not decay appreciably with increasing multilayer thickness. The observation suggests that the sensor is primarily sensitive to changes in surface potential of the multilayers rather than that in the dielectric properties of the surface. This feature allows one to perform multiple rounds of DNA measurements by resetting the baseline signal by re-depositing PLL onto the surface. At the same time, the additive surface regeneration process ensures that the surface is saturated by positive charges and the binding capacity does not degrade for multiple DNA analyses. Thus, the thesis explores the practicality of using layer-by-layer assembly technique for multiple measurements of PCR product.
2.4.2 Modeling of Multilayers and EIS Excitation Electrodes as Circuit Elements

An aim of the equivalent circuit analysis for EIS monitoring of polyelectrolyte growth is to avoid limiting oneself to a particular implementation and material of EIS sensor. In Section 2.2, the electrolyte, insulator, and semiconductor portion of the device was each modeled as a capacitor, and their dependence on ionic strength and applied voltage was provided.

Even though there is a lack of quantitative understanding of the electrical characteristics and how they are affected by external physical parameters, order-of-magnitude extrapolations are still possible given experimental results reported in the literature. The dielectric and ionic conductance of polyelectrolyte multilayers have both been measured [85, 86], and thus it is reasonable to model the film as a resistor in parallel with a capacitor (Figure 2-6). The dielectric properties of the films are very sensitive to temperature and moisture content, and ionic conductivity depends on solution pH and internal layer chemistry. [87, 88] Permeability has also been shown to be proportional to layer thickness. [89] The conductivity of the multilayer film is low, for example, $1 \times 10^{-12}$ S/cm has been measured for poly(allylamine hydrochloride)/poly(acrylic acid) multilayer. [85] The effective dielectric constant measured is greater than 100 when the film is solvated, which is more than an order of magnitude greater than that of oxide (3.9). Direct evidence of surface charge alteration has been verified on colloids by electrophoresis [90] that shows $\zeta$-potential alternates between positive and negative values depending on the layer number. In addition, the amplitude of oscillation reported is very consistent throughout, as has been measured by EIS sensors. [81]; furthermore, the bulk of the multilayer complex has been shown to be electrically neutral [91] with very low concentration of counterions [92]. Thus in DC analysis, one can model the multilayer as a dielectric layer that has finite resistivity with a sheet charge on the multilayer-electrolyte interface.

The equivalent circuit of signal electrode has been provided in Ref. [93]. At the electrode/bulk electrolyte interface there exist a Stern and diffuse layer capacitance
(C_S and C_G, respectively) just like that of the insulator/electrolyte interface for EIS structure. Since the electrode may be conductive, a charge transfer resistance R_{ct} may also be present. The charge transfer resistance is in series with the Warburg impedance Z_w, which reflects the impedance due to diffusion limited ionic charge transport whose magnitude scales inversely with frequency. [94] However, for ideally polarized electrode, charge can only cross the electrode/electrolyte interface via capacitive coupling, thus R_{ct} and Z_w will not be present (Figure 2–6).

![Figure 2–6: Equivalent circuit models for (a) polyelectrolyte multilayer and (b) excitation electrode. The components inside rectangle are not present if the electrode is ideally polarized.](image)

2.4.3 Complete Equivalent Circuit Model for EIS Sensing of Polyelectrolyte Multilayer Deposition

To combine the individual elements into a complete equivalent, the bulk electrolyte impedance must also be considered. The permittivity of NaCl salt solution with concentration 0.1 M differs from that of water by less than 1% [95], but conductance is enhanced strongly by the addition of strong electrolyte. The overall conductivity of bulk solution can be estimated by considering the spread resistance given by:

\[
R_b \approx \frac{1}{\kappa} \sqrt{\frac{\pi}{WL}}
\]  

(2.20)

where \( \kappa \) is the electrolyte conductivity, and \( W \) and \( L \) are the effective width and length of the sensor surface. The equation applies if its area is small compared to that
of the excitation electrode. A small-signal equivalent circuit for EIS measurement of polyelectrolyte multilayer deposition is as follows:

![Small-signal equivalent circuit model for EIS sensing of polyelectrolyte multilayer assembly.](image)

**Figure 2-7:** Combined small-signal circuit model for EIS sensing of polyelectrolyte multilayer assembly.

Define $C_{GS}$ as the series capacitance of $C_S$ and $C_G$. Typical values are derived from calculated [93] and empirically measured parameters [64,85] for a solution containing 10 mM NaCl $10^{15}$ cm$^{-3}$ $p$-doped silicon, and oxide thickness of 10 nm. Assuming the excitation frequency is 5 kHz, and sensor area is $100 \times 100 \mu$m$^2$:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Actual Impedance ($\Omega$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{Si}$</td>
<td>$0 \sim 1.2 \times 10^{-8}$ F cm$^{-2}$</td>
<td>$0 \sim 2.7 \times 10^{7}$ $\Omega$</td>
</tr>
<tr>
<td>$C_{ox}$</td>
<td>$3.5 \times 10^{-7}$ F cm$^{-2}$</td>
<td>$9 \times 10^{5}$ $\Omega$</td>
</tr>
<tr>
<td>$C_M$</td>
<td>$\sim 1 \times 10^{-5}$ F cm$^{-2}$ for 10 layers</td>
<td>$\sim 3 \times 10^{5}$ $\Omega$</td>
</tr>
<tr>
<td>$R_M$</td>
<td>$5$ $\Omega$ cm$^2$</td>
<td>$5 \times 10^{4}$ $\Omega$ cm$^2$</td>
</tr>
<tr>
<td>$C_{GS}$</td>
<td>$1 \times 10^{-5} \sim 1 \times 10^{-4}$ F cm$^{-2}$</td>
<td>$3 \times 10^{3} \sim 3 \times 10^{4}$ $\Omega$</td>
</tr>
<tr>
<td>$R_B$</td>
<td>$3 \times 10^{6}$ $\Omega$</td>
<td>$3 \times 10^{5}$ $\Omega$</td>
</tr>
</tbody>
</table>

**Table 2.1:** Impedance values for equivalent circuit elements

The effective impedance of multilayer is approximately $2 \times 10^{4}$$\Omega$. The total impedance of the structure ranges from $1.3 \times 10^{6}$$\Omega$ to greater than $2.8 \times 10^{7}$$\Omega$. The series impedance value is clearly dominated by the impedance of the depletion region in silicon, which can contribute to 20-fold change in series impedance value. Furthermore, the calculated impedance value of the polyelectrolyte multilayer is relatively negligeable compared to the total impedance of the equivalent circuit. Assuming the overall thickness of a multilayer grows linearly with respect to number of layers de-
posited, then about 100 layers is required in order for the impedance of the multilayer to become 1% of the maximum impedance value of depleted region in silicon. The validity of these assumptions will be examined in the following section. The difference in capacitance values can explain the cyclical response observed on an EIS platform that does not seem to degrade with increasing number of layers. In particular, most surface potential voltage will drop across the silicon depletion zone, and this cyclical shift in bias condition due to depositions of oppositely charged polyelectrolytes will induce a greater change in $C_{Si}$ than thickness-induced change in $C_M$. Thus, the resulting overall impedance value, which determines the EIS sensor signal output, will follow a cyclical pattern.

2.5 Physical Characteristics of Layered Polyelectrolyte Complexes

Unlike MOS or EIS, the study of multilayer assembly is still nascent [96], and theories describing polyelectrolyte multilayer assembly range from phenomenological descriptions of layer composition to quantitative models based on mean-field and electrostatics. This section aims to provide a survey of current literature emphasizing the structural composition, electrical attributes, and scaling parameters of polyelectrolyte multilayer relevant to electronic sensing.

2.5.1 Experimental Observations of Polyelectrolyte Multilayer Properties

Multilayer formation begins with the adsorption of polyelectrolyte in solution to oppositely charged surface, and has been the subject of a large number of experimental studies. [97, 98, 99] The general understanding is that highly charged chains adsorb as thin layers with a flat chain conformation, and the most important consequence is charge overcompensation occurs on the surface, which serves as a prerequisite for the subsequent deposition of oppositely charged polymers. Through pH variations, salt
screening or charge dilution along the chain, more flexible chains in thicker ‘loopy’ first layers can be observed. [100] At high ionic strength, electrostatic interactions become less relevant, thus a stronger charge overcompensation can be achieved.

The adsorption of a polyelectrolyte layer to preformed polymeric layers differs largely from adsorption to rigid, charged surfaces. [101] An important process is the entanglement into the outer surface of a multilayer, as this is driving the complexation and determining the segment distribution width of each layer. For most polyelectrolyte layers, a linear growth regime for layer thickness with layer number is observed. [64,96,102] This is consistent with the assumption made in Section 2.4. However, substantially lower absorbed amount in the first few layers before a stationary regime of a constant increase per layer has been observed for weakly charged surfaces, and is explained by the multiplication of surface functionality. [83,103] Interestingly, in some rare cases, no linear regime of regular growth is reached, and the thickness increase can be pseudo-exponential e.g. poly-L-glutamic acid/poly-L-lysine pair [104], which has been correlated with an increasing surface roughness and additional surface area providing more charges for complexation [105].

The adsorption of polyelectrolyte multilayer from salt solutions of varying ionic strength was the first approach to control layer thickness over a wide range. [96] However, thus far no single power law explained the scaling of thickness with respect to salt concentration observed experimentally. Some publications reported a linear dependence on salt [106,107], while others found it scales with concentration to the power of between 0.05 and 0.5 [105,108]. A theoretical model predicting linear dependence of thickness increment on salt concentration will be summarized in Section 2.5.2.

The internal structure and distribution of the adsorbed polyelectrolytes within the multilayers have also attracted major interest. Results have shown that about one third of the charges of the terminating layer are complexing with the underlying polyelectrolyte layer, and the remaining charges are compensated by counter-ions, which can be released on adsorption of a next layer. [109,110] The density of the multilayer film has been measured by X-ray reflectivity experiments that reported an increased
density in the complexation region between the interface of oppositely charged polyelectrolyte layers, whereas the first layer close to the surface and the loops of the outermost layer are less dense. [111] The strong layer complexation and interpenetration also prevent the formation of well-separated layers with defined interfaces. For example, by neutron reflectivity, only after the formation of a multilayer with the distance between the deuterated layers exceeding several monolayers could a clear contrast leading to interferences between reflections at internal interfaces be observed. [101]

An important property of the multilayers is macroscopic electrical neutrality within the multilayers. [91] The neutrality can be fulfilled this way by intrinsic charge compensation i.e. a layered complex being formed with an exact 1:1 stoichiometry of polycation and polyanion charges, involving ion pair formation with the previous layer until the charges of the latter are compensated. However, whether counter ions facilitated extrinsic charge compensation within multilayers has remained controversial. [112] For example, a model has proposed that if Debye length is less than the layer extension, some polyion charges can remain extrinsically compensated within the multilayer. [113] This creates a layered arrangement of positive and negative excess charge which makes the structurally globally but not locally neutral. However, studies using neutron reflectivity and radioanalytical studies showed no substantial amount of counter-ions was found in multilayers. [91, 114] Also, in electrochemical experiments, because the internal counterion concentration was very low, there was virtually no exchangeable ions, and ion transport was mediated by salt ions in solution, which made multilayers a ‘reluctant’ ion exchanger. [92] The low concentration of ions within multilayers implies that charge screening does not charge-screening law in an ionic solution does not apply within the structure, which could potentially explain why the field-effect sensor is able to detect surface charges on a multilayer several Debye lengths away from its surface.

Another noteworthy aspect of multilayer is that surface charge on the outermost terminating layer has been known to affect the electrostatic properties of the multilayer bulk. IR spectroscopy showed that the dissociation of carboxylic groups in multilayers was increased by a terminating polycation layer, and decreased by a ter-
minating polyanion layer [115], an observation that formed the experimental basis of a model that describes the internal dissociation in dependence of the outer potential\textsuperscript{1}. [113] Furthermore, water mobility in multilayer also oscillated in dependence of the surface potential as observed by water spin measurements. [116]

2.5.2 Theoretical Study of Polyelectrolyte Multilayer Growth

This section presents a quantitative model which could be used to predict how changes in buffer conditions could affect the electronic measurements of polyelectrolyte multilayer assembly, in particular, by affecting the multilayer thickness. In recent years, a number of theoretical models have been developed for multilayer growth. [117,118,119] A common feature among these models is that simultaneous equations of Edwards mean-field equation for polymer adsorption to surfaces and Poisson-Boltzmann equation for potential profile near surface are solved numerically or analytically with appropriate boundary conditions at the multilayer-electrolyte interface. This section will summarize the approach taken by Castelnovo et al. who derived simple analytical solutions to describe the adsorption of polyelectrolytes onto a charged wall and the concentration profiles of the subsequent multilayer formation.

The model relies on several assumptions that either reflect experimental observations or simplify the analysis. First, as discussed in the previous section, after several layers of deposition, the thickness of one layer depends on the salt concentration but not the surface charge on the substrate. Second, the net charge of the multilayer is carried by the last year, with the preceding layers being globally neutral. Only symmetrical complexes where the polycations and polyanions have same degree of polymerization and carry the same charges are considered. The analysis only applies to the limit of high ionic strength. The solution contains monodisperse flexible polyelectrolytes in a Θ solvent with salt, each chain of length $N$ having $N_f$ positive charges. The monomer size is $a$, and the substrate has a charge density of $-\sigma$.

The analysis begins with the adsorption of the first layer. Polymer concentration

\textsuperscript{1}The same model also claims the existence of extrinsic ionic compensation within multilayer. See previous paragraph for more details.
and electrostatic potential near the surface are governed by Edwards equation and Debye-Hückel equation:

\[
\frac{a \partial^2 \psi}{\partial z^2} = (f \psi (z) - \mu) \psi (z) \tag{2.21}
\]

\[
\frac{\partial^2 V}{\partial z^2} = \kappa^2 V (z) - 4\pi l_B f \psi^2 (z) \tag{2.22}
\]

where \( \psi (z) \) is the polymer order parameter and is related to the local polymer concentration by \( \psi^2 (z) = c (z) \). \( \mu \) is the chemical potential of the surface, and \( V (z) \) is dimensionless electrostatic potential \( V (z) = q^2 \varphi (z) / kT \). \( l_B \) is the Bjerrum length \( l_B = q^2 / 4\pi \varepsilon kT \), and \( \kappa^{-1} \) is the Debye length. This leads to the following boundary conditions on the substrate must be included:

\[
- \frac{1}{\psi} \frac{\partial \psi}{\partial z} \bigg|_{z=0} = \frac{1}{d} \tag{2.23}
\]

\[
\frac{\partial V}{\partial z} \bigg|_{z=0} = 4\pi l_B \sigma \tag{2.24}
\]

The first boundary condition for order parameter describes the short-range potentials whose strength is characterized by an extrapolation length \( d \). The second boundary condition is Poisson’s equation for charges on the substrate. The above equations and boundary conditions must be satisfied for solutions to concentration profiles of polyelectrolyte adsorbed onto a charged surface.

Essentially, the strategies employed by Castelnovo et al. is to simplify analysis in the limit of high ionic strength by eliminating the need to solve Poisson-Boltzmann equation by modifying the boundary conditions of mean-field equation for polymer adsorption to take into account of electrostatic interactions. It can be shown that in the limit of high ionic strength, the typical length scale of variation of the order parameter is much larger than the screening length i.e. \( d \gg \kappa^{-1} \). In this case, the extrapolation length \( d \) can be replaced with \( d_{\text{eff}} \), which describes interactions of nonelectrostatic origin (van der Walls, hydrogen bonding, hydrophobic effects etc.) as
well as of electrostatic origins. In the same light, the characteristic excluded volume for short-range excluded-volume interactions of polymers can be computed based on screened electrostatic interactions where \( v_{\text{el}} = \frac{4\pi \eta f^2}{\kappa^2} \).

By transforming the original equations into this simplified form described above, the original polyelectrolyte adsorption problem now has the same format as the problem of neutral polymer adsorption, and can be solved by the same techniques. The solution for concentration reads as:

\[
c(z) = \frac{a^2}{3v_{\text{el}}(z + d_{\text{eff}})^2}
\]

and the total adsorbed amount is \( \Gamma_1 \approx \frac{2a}{f} \) after integration.

For adsorption of additional layers, it is assumed the total amount of adsorbed polyelectrolyte remains fixed, since experimentally desorption has been known to be a very slow process. The concentration profile of the subsequent layers can be derived by the following arguments. Since electrical neutrality is assumed to exist in the bulk of the multilayer, \( c_+ \) and \( c_- \), the concentrations of polycations and polyanions, must be equal. However, in the region near substrate surface, there is attractive or repulsive interaction with the charges on the surface, and therefore an excess of one species over another is expected in order to compensate the surface charge. The difference decays from the substrate surface with a characteristic length \( \xi_{\text{vel}} \) until \( c_+ = c_- = c_c \), which means the density of the multilayer bulk is \( 2c_c \). Again, by analogy to the neutral polymer adsorption problem, the concentration profile of the outermost polyelectrolyte layer decays in a way similar to that in an adsorbed polymer layer of neutral polymers with an excluded volume \( v_{\text{el}} \) (Figure 2–8):

\[
c_-(z) \sim \frac{a^2}{v_{\text{el}}(z + d)^2}
\]

assuming the substrate is negatively charged. The length \( d \) is imposed by matching the profile with the equilibrium density inside the complex \( c_-(z = 0) = c_c \). By integrating to obtain the total net charge on the outermost layer:
Figure 2–8: The concentration profile of polycation and polyanions desposited on a negatively charged substrate, as predicted by a physical model at the limit of high ionic strength. Image adopted from [117].
\[ \Delta \Gamma = \int_0^\infty dz c_\text{a} (z) = \frac{a^2}{v_e d} \sim a (c_c / v_e)^{1/2} \sim \frac{1}{w^{2/3}} \left( 1 - \frac{f^2}{n_B^{1/2} a^{2/3} w^{2/3}} \right) \]  \ (2.27)

where \( w \) is three-body interaction parameter, \( n \) is the ionic strength, and an approximation of \( c_c \) is derived by considering the thermodynamics of polyelectrolyte complexation\(^1\). \[117\] The increase in thickness per layer adsorbed can be estimated by:

\[ L \sim \frac{\Delta \Gamma}{c_c} \sim \frac{w^{2/3} n a^2}{f^2} \]  \ (2.28)

Therefore, the model predicts that incremental thickness per layer deposited scales with ionic strength but not substrate surface charge density, which is consistent with experimental observation. The model does have limitations; in particular it is only valid for high ionic strength, and at lower ionic strength, the range of electrostatic interactions increases and polyelectrolyte layers interact more strongly with each other, introducing non-trivial correlations.

### 2.6 Optimizing PCR for Electronic Sensing

A recurring theme in the previous sections is the interactions of ionic strength, polyelectrolyte multilayer formation, and electronic sensor signal. Due to charge screening effects, it is often desirable to minimize ionic strength for higher sensor sensitivity. Since a goal of this thesis is to implement direct label-free detection of PCR product without post-processing steps such as desalting using electronic sensing of multilayer assembly, PCR buffer will be used as a flow buffer to for sensor stabilization, surface rinsing, and baseline establishment. In this section the effects of tuning various PCR parameters, particularly ones concerned with ionic conditions of the PCR mix, will be considered. Strategies to optimize PCR buffer for electronic sensing will be presented.

\[^1\] \( c_c \sim \frac{f^2}{a^{2/3} n w^{2/3}} \left( 1 - \frac{f^2}{n_B^{1/2} a^{2/3} w^{2/3}} \right) \)
2.6.1 Effects of changing concentrations of different PCR components

The effects of changing the concentrations of various PCR components on amplification [120, 121] and sensing will be discussed. In general, as long as there is sufficiently high concentration of Taq polymerase in the reaction mixture (typically 2 Units/25μL), the reaction will saturate to a level that is relatively independent of the enzyme concentration. A concentration that is too high may however result in unspecific product. Increasing starting template concentration also has similar effect when performing multiplex PCR, but for PCR reaction involving only one primer-pair the template concentration dependence is usually less pronounced. The concentration of the primers must be carefully optimized to balance between product yield and specificity, and generally between 100 and 1000 nM of each primer is used. The product yield can correlate strongly with dNTP concentration, but since dNTP tends to bind and trap Mg$^{2+}$ from Taq polymerase, which requires the cation for processivity, the concentration of this electrolyte must be carefully adjusted. The side effects of adjusting MgCl$_2$ will be considered in the following section. Given the same concentration of reagents, the performance of the reaction is generally independent of total reaction volume in the absence of surface adsorption effects. [51] However, interestingly, small volume PCRs may be very beneficial when using small amounts of DNA template. It has been shown that at a constant amount of template DNA, the yield of PCR product per microliter reaction is higher when the reaction volume is 5 μL compared to 100 μL. This suggests that micro-PCR systems may enable successful amplification that otherwise fails when larger reaction volumes are used.

The most commonly used PCR buffer contains Tris, KCl, and MgCl$_2$, and the last two rank among the most important determinants of a well-designed reaction. Tris-HCl concentration does not typically influence the outcome of the reactions over a large range of concentrations (from 0.75x to 5x of 20 mM), but KCl concentration can have great impact on the yield and specificity of the reaction. Empirically, an increase in salt concentration makes shorter molecules amplified preferentially if the reaction is
designed to amplify multiple products. KCl can also be used to decrease the strigency of the reaction when it is desirable to maintain a certain annealing temperature, allowing primers that have low melting temperature to anneal successfully. Magnesium ion concentration has impact on multiple parameters in reaction in addition to changing the melting temperature of the primers. As mentioned previously, dNTP and Taq both bind MgCl₂, thus often small increases in the dNTP concentrations can rapidly inhibit the PCR reaction due to MgCl₂ trapping, whereas subsequent increases in magnesium concentration often compensate for this inhibition. Thus, MgCl₂ is often required to increase melting temperature of primers and increasing enzyme activity, which reduces specificity; however, increasing [MgCl₂] above certain level can actually make the reaction more specific sometimes, as higher concentrations of MgCl₂ appeared to inhibit the polymerase activity. This feature makes MgCl₂ one of the most sensitive parameters in PCR optimization.

2.6.2 Effects of Changing Concentrations of different PCR components

The melting temperature of the primers, which is defined as the temperature at which statistically half of the primers will anneal to its complement sequence, depends directly on the ionic strength of the solution, since screening of negative charges on the backbone of nucleic acids is critical to duplex stability. Therefore, the effects of adjusting ionic strength such as specificity and yield can be primarily explained by whether a particular annealing temperature is appropriate for a primer given its melting temperature. If the melting temperature is too high, then it is likely the primer will bind incorrectly leading to amplification artifacts, but if the melting temperature is much lower than the annealing temperature, no primer extension can take place. Furthermore, because extension begins immediately upon enzyme’s binding to the primer/template pair, the annealing temperature, hence the melting temperature, must not be too much below the optimal reaction temperature for Taq polymerase, 72 °C, or the partially extended primers may denature prematurely when
the tube temperature is ramped to extension temperature. To obtain maximum signal from field-effect sensor, however, it is desirable to maximize the charge screening length which is inversely proportional to ionic strength. The ionic strength of PCR buffer is:

\[
I_{\text{PCR Buffer}} = [\text{NaCl}] + 3 [\text{MgCl}_2] + I_{\text{Tris-HCl}}
\] (2.29)

Since Tris-HCl is a weak base, its contribution to the ionic strength is secondary to that of strong electrolytes NaCl and MgCl₂. It follows that a first simple target is then to minimize ionic strength by varying the concentrations of NaCl and MgCl₂ simultaneously while preserving the same annealing temperature for a particular primer sequence to allow successful initial extension during annealing.

The melting temperature \( T_m \) depends on factors such as salt concentration, oligonucleotide concentration, and the oligonucleotide sequence. Salt reduces the effect of charge-repulsion along phosphate backbones and stabilizes double-stranded DNA. Higher nucleotide concentration favors the formation of duplex pair, and because G-C pair contains 3 hydrogen bonds rather than 2 for A-T pair, GC-rich sequences have a higher \( T_m \). An equation taking these effects into account has been derived by fitting empirical data [122]:

\[
T_m = 81.5 + 0.41 (\%GC) - \frac{500}{L} + 16.6 \log [M]
\] (2.30)

where \( L \) refers to the length of the oligonucleotide, and \([M]\) is the concentration of monovalent cations. However, the formula lacks a theoretical basis, and does not consider nearest neighbor hydrophobic base-stacking interaction. This is taken into account in the model developed by Santa Lucia et al. [123] who considers the enthalpy and entropy changes associated Watson-Crick nearest neighbor base-stacking and hydrogen bonding interactions:

\[
T_M = \frac{\Delta H}{\Delta S[K^+] + R \ln \left[ \frac{C_+}{2} \right]}
\] (2.31)
where $\Delta H$ is the enthalpy term, $\Delta S[K^+]$ is the entropy term as a function of potassium ion concentration, $R$ is the gas constant, and $C_T$ is the total oligonucleotide strand concentration. The entropy and enthalpy terms can be derived by summing the energies of nearest-neighbor interactions. Divalent cations $\text{Mg}^{2+}$ also influence the stability of DNA hybrids but their effects are quantitatively different from that of monovalent cations and are still under investigation. To incorporate the effects of magnesium ions to the nearest-neighbor equation, one simplifying strategy is to consider an 'equivalent sodium ion concentration' $[K^+_{\text{equivalent}}]$ [124]:

$$[K^+_{\text{equivalent}}] = [K^+] + 140 \times [\text{Mg}^{2+}]$$  \hspace{1cm} (2.32)

This simplifying assumption is backed by the observation that magnesium ions have about 140-fold higher stabilizing effect than monovalent ions in stabilizing DNA duplex in the PCR-relevant concentration. Melting temperature predictions have been calculated for a 20 bp sequence at a typical 200 nM concentration used in PCR in Figure 2–9.

\[\text{Figure 2–9:}\] Melting temperature calculations as a function of monovalent and divalent salt concentrations. The sequence used in this calculation is 5'-ATCAAGCAGCCATGCAAATG-3' and concentration is 200 nM.
As one can see, only 0.8 mM of MgCl$_2$ is required to achieve equivalent melting temperature as that achieved by 2 orders of magnitude higher concentration of potassium salt, which translates to more than 40-times higher ionic strength. Thus in theory, one can use MgCl$_2$ exclusively in a PCR buffer in order to provide best sensitivity for field-effect sensing. However, given the side effects divalent salt ions have on other components such as polymerase activity and dNTP accessibility, in practice this extreme scenario is most likely not feasible. This analysis does suggest one can potentially lower the ionic strength of a functional PCR buffer without changing the annealing condition, by reducing the potassium chloride concentration significantly and compensating with a slight increase in magnesium chloride concentration to maximize electronic signal from DNA binding.
Chapter 3

Design and Fabrication

This chapter presents the design and fabrication of an integrated microelectronic device for biomolecular amplification and detection. A major goal of this thesis study is to incorporate thermocycling functionality to a standalone silicon-field effect sensor fabricated by a process introduced in [125]. An overview of the sensor design and fabrication will be given, and various fabrication strategies to implement on-chip microfluidic controls and thermal measurement will be reviewed. Finally, a microfluidic architecture that brings together the independently functional sensing and amplification units will be illustrated.

3.1 Field-effect sensor design and fabrication

The field-effect sensors used in this work (Figure 3-1) are oxide-based electrolyte-insulator-semiconductor (EIS) capacitors fabricated on planar silicon substrates and encapsulated by microfluidic channels, which are either etched in glass or molded in poly(dimethylsiloxane) (PDMS) bonded to the silicon substrate. The field-sensitive region is formed by ion-implanation of boron into bulk silicon with phosphorous impurities. The gate dielectric of the sensor region consists of native oxide grown on silicon following an acid treatment of hot piranha (1:3 30% H₂O₂ in H₂SO₄) and HF. The non-sensor region of silicon is covered by a 0.8μm thick field-nitride. To make electrical contact to the sensor, buried conductive traces embedded in silicon formed
Figure 3-1: Field-effect sensor structure. (a) Top view of field-effect sensor encapsulated by a microfluidic flow-through channel drawn to scale. Shown are a pair of field-effect sensors with sensor area of $80 \times 80 \, \mu\text{m}^2$ and a gold excitation electrode in between. (b) Cross-sectional view of the field-effect sensor structure at the position outlined by dotted line in (a).
by a concentrated dose of boron ion-implantation are used as an electrical interface to gold traces. This strategy is employed to minimize protrusion on the silicon device around the sensor area to ensure good sealing of microfluidic channels while maintaining a sufficiently conductive electrical pathway to the sensor. Signal is delivered to the sensor through a metal electrode in the microfluidic channel, which is also interfaced to the signal generation source by a metal and buried conductive trace. To ensure that the signal propagates between an excitation electrode and a sensor through a solution but not silicon bulk coupling between the buried conductive traces, the silicon that does not have sensor or conductive-trace dopants are implemented with high dose of n-dopant, which can be electrically biased to serve as a 'ground plane.'

As discussed in Section 2.2, key determinants of field-effect sensor signal strengths include gate oxide thickness and sensor doping level, and these parameters guide the sensor fabrication process design. The maximum signal amplitude scales inversely with gate dielectric thickness, and thus the minimum oxide thickness generated after HF-oxide strip treatment is used. While in theory, it is most desirable to simply minimize sensor dopant concentration for widest range of depletion depth, in practice this strategy is limited by background dopant concentration. The concentration profile of ion-implant in silicon can be modeled as a Gaussian distribution around a depth that is proportional to the ion implanation energy [126], and subsequent thermal-annealing causes the dopants to diffuse and activate electrically. Since the overall polarity and concentration of mobile charge carriers is determined by the difference of the implanted species and background doping level, if the implanted atom concentration is not sufficiently high, inversion of mobile charge carrier polarity can occur near the sensor surface where the background dopant concentration can actually exceed implanted atom concentration. Thus in simulating implant profile, a conservative estimate background dopant concentration that corresponds to the lower end of the wafer resistivity specification is used. When designing the dose levels and annealing parameters for the conductive traces and ground plane, effort is devoted to maximize conductivity while maintaining a reasonable dose level that will not cause the resist
to fail during ion-implantation, or cause excessive surface sputtering or other bulk silicon damages. Using parameters summarized in Table 3.1, a simulated ion-implant profile as shown in Figure 3–2 is obtained.

<table>
<thead>
<tr>
<th>Implant Species</th>
<th>Dose</th>
<th>Energy [keV]</th>
<th>Tilt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boron, $p^{++}$</td>
<td>$2 \times 10^{15}$</td>
<td>150</td>
<td>7</td>
</tr>
<tr>
<td>Boron, $p$</td>
<td>$2 \times 10^{11}$</td>
<td>180</td>
<td>7</td>
</tr>
<tr>
<td>Phosphorous, $n^{++}$</td>
<td>$1 \times 10^{15}$</td>
<td>160</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3.1: Implant Parameters

![Figure 3–2: Simulated implant profile. An initial background phosphorus concentration corresponding to 10 Ω-cm resistivity is assumed.](image)

The fabrication process of field-effect sensor uses mostly CMOS-compatible tools. [125] First, a 20 nm silicon oxide is thermally grown on 6” n-type (phosphorus doped) 20-50 Ω-cm silicon substrates to form a protective layer against surface sputtering. Ion implantation of active sensor areas (lightly-doped p-type), conductive traces (heavily-doped p-type), and an insulating ground plane (heavily-doped n-type) is then carried out in sequence using photoresist implant masks. The implant oxide mask is then stripped and a 30 nm dry-thermal oxide is regrown to ensure good adhesion with field-nitride, which is deposited by LPCVD. Annealing of the substrate at 1050 °C for 4 hours is then performed to activate and drive in the dopants. Metal contact holes and sensor areas are then etched in the dielectric layer in a single step. Finally,
30 nm Cr and 1 gm Au or Pt are evaporated on the substrate and patterned as conductive traces using a liftoff process.

Figure 3-3: Calculated MOSCAP C-V characteristic of sensor region. Both low and high-frequency C-V curves are computed with a 1.5 nm gate oxide and an imaginary gate metal using the Supreme IV.

Gold traces are expected to account for less than 10 Ω resistance overall. Using Supreme IV process simulation package, additional important electrical characteristics of the device can be obtained. The sheet resistivity of the n++ and p++ areas are 65 and 54 Ω, respectively. This implies that the conductive traces contribute at least 150Ω each to the resistance of the conduction path without taking into account of other bias-dependent depletion effects and contact resistance with metal. By placing an imaginary metal gate on the thin 1.5 nm native oxide gate of the field-sensitive region, a MOS-capacitor C-V curve can be calculated as shown in Figure 3-3. While at less than 10 kHz excitation frequency, one typically expects low-frequency C-V characteristics, experimentally high-frequency behavior is observed [81,125], thus high-frequency C-V behavior has also been computed. In both cases, a series oxide-silicon capacitance of less than 2.3 F/cm² is observed. Furthermore, in high-frequency regime, capacitance on the order of 10⁻¹⁰ F/cm² can be realized, which is 1000-fold smaller than the minimum computed value used in Chap-
ter 2.4 to estimate the extent to which the overall impedance is dominated by silicon sensor capacitance. Since the effective capacitance spans 5 orders of magnitude, the analysis shows that in the best case scenario silicon is not only essentially a short circuit element at accumulation mode, it is can also be thought of as an open-circuit at depletion or inversion, suppressing any possible current through the EIS electrical pathway. However, in practice, an AC current that travels through other parasitic pathways such as substrate and wire coupling can still be measured, and this defines the background signal of the EIS circuitry.

3.2 Integrated heater design and fabrication

The goal of new process flow design for integrated sensor and heaters is to incorporate the EIS structure with a heater design and microfluidic system that could successfully facilitate both spatial [127] and temporal PCR and its subsequent detection all on-chip. To achieve good thermal isolation for localized heating, a variety of suspended structures has been previously fabricated by several different etching techniques. [128] In this work, fabrication of suspended heaters utilizing a backside KOH etch with a p++ etch stop was attempted. The process involves etching the backside of field-effect sensor device to release a nitride membrane with p++ conductive trace on its backside that can conduct electrically to heat up the membrane locally. A modification to the fabrication process for standalone field-effect sensors to that added additional anisotropic back-side etching for heater release is summarized in Figure 3–4, and temperature profile simulation using FEMLAB thermal modeling was employed to guide heater geometry design (Figure 3–5).

Even though successful fabrication of suspended heater was clearly demonstrated in [129], many challenges were encountered during process development, many of which still requires significant optimization. First, the membranes were less than 1 micrometer thick and required very careful handling during fabrication to prevent their rupture. In addition, the suspended membrane cannot withstand a pressure differential between the frontside and the backside of the wafer, thus rendering the
Figure 3–4: Fabrication of suspended p++ heater traces under nitride membrane. (a) Following the annealing of dopants and deposition of nitride, a backside etch exposed bare silicon. (b) KOH etched away exposed silicon anisotropically and terminated at p++ traces and nitride membrane. The good adhesion of p++ silicon to silicon nitride allowed the heaters to stay attached to the nitride membrane. (c) and (d) are standard processing steps to etch the frontside of silicon for sensor and metal contact holes, followed by metal deposition and patterning (e) Optical micrograph of a successfully released serpentine heater trace.
wafers incompatible with all microfabrication equipment that handles wafers by applying a vacuum to its backside. This can be solved by ‘gluing’ a piece of handle wafer to the backside of etched wafer, but the procedure is quite finicky and lacks scalability. The most significant issue encountered during fabrication is the low selectivity of undoped silicon vs. p++ silicon to KOH etching. During the KOH backside silicon etch, for non-double-sided-polished wafers, the roughness was clearly preserved during the etch, which lead to uneven clearing of the p++ traces when the etch reached the endpoint. Since p++ traces was still etched by KOH, the parts of the traces that were exposed by KOH first would continue to be etched while one waited for the remainder of the heater traces to clear, resulting in uneven p++ trace thickness. For example, Figure 3-4(e) shows a heater where some undoped silicon remained on the nitride membrane, which could potentially alter the electrical characteristics and temperature uniformity of that particular heating trace drastically. While locally the uniformity can be optimized by slowing the etch rate by lowering the temperature of the bath and monitoring the etch endpoint carefully, globally traces at different locations often reached etch endpoints at significantly different times, hence high

Figure 3-5: Suspended heater modeling using FEMLAB. The thermal analysis considered fluid convection and radiative heat loss from the nitride membrane. Fluid flow in the following simulations has been ignored for simplicity.
processing yield on a wafer was not possible. However, there exist several options to improve etch selectivity. Diluting the KOH solution with isopropanol could potentially improve the etch selectivity. However, this would greatly have reduced the etch rate and increased the complexity of the etch step. Using TMAH was another option, but it was not clear if it had better etch selectivity than KOH.

Another issue with the device design is the lack of a simple and direct temperature sensing structure for feedback control of the p++ heater traces, leaving power-feedback of the traces the only viable method to maintain certain temperature. However, due to low thermal conductivity, it is also unclear whether the temperature-dependent properties of the heaters will accurately reflect the thermal-profile of the sample in microfluidic sample. Together with yield and robustness issues, alternative on-chip heater fabrication strategies were considered. To overcome these problems, the decision was made to trade-off thermal efficiency for sturdiness and finer control. The goal became to heat up the entire chip uniformly using metal traces that are fabricated in the same step as metal connections to sensors and excitation electrodes. In this design, the fabrication process is identical to that for discrete sensor devices, as there is no need to release any membranes for thermal insulation. Furthermore, this strategy isolates heaters from sensors electrically, making completely independent testing and calibration possible. Temperature sensing metal traces that measure chip-temperature based on temperature coefficient of resistivity can also be fabricated in the same step for in-situ temperature feedback control. The calibration and accuracy of the temperature sensing mechanism will be discussed in the next chapter.

3.3 Active Microfluidic Control

The design and integration of active microfluidic control elements to field-effect sensor design is one of the most critical components of the fabrication process that has not been explored for discrete sensor devices. On-chip microfluidic control is important for the following reasons. First, it isolates the PCR channels from contamination by sensor surface-functionalizing agents. Second, sealing of PCR channels prevents content
evaporation when the device is heated during thermocycling. Microfluidic valves can also eliminate the need for off-chip sample selection valve and enable combinatorial reagent preparation on chip. [130]

Many integrated microfluidic valve fabrication techniques have been published in recent years. [131, 132, 133] Of these, the multilayer lithography-based PDMS integrated microfluidic structure contains both valves and channels in the silicone plastic and can be directly bonded to the silicon sensor device. A detailed characterization of the fabrication process can be found in Ref. [129]. Briefly, fluidic layer and valve layer molds are created by coating a silicon wafer with photoresists, and then exposing and developing. The wafers are treated with HMDS to prevent the PDMS from irreversibly bonding to the silicon. To fabricate the elastomeric structure for microfluidics and valves, 80 g of 7 part A: 1 part B RTV (General Electric, Wilton, CT) was cast over the valve mold and baked at 80 °C for 20 minutes. The partially cured elastomer was peeled off the mold and access holes were punched with a 19-gauge needle. 20 part A: 1 part B RTV was spin-coated on the fluidic master at 1100 rpm for 40 seconds, and baked in the oven at 80 °C for 15 minutes. The partially cured valve layer was then aligned and bonded to the fluidic layer and baked overnight. The bonded devices were then peeled off the fluidic master, and access ports to the fluid channels were then drilled. To assemble the silicon and elastomer layers, the silicon and elastomer substrates were first rinsed with ethanol, then the surfaces to be bonded were exposed to air plasma for 20 seconds in a Harrick PDC-32G RF plasma cleaner (Harrick Plasma, Ithaca, NY), and finally the two pieces were aligned and bonded shortly after plasma treatment. The bonded device is left in air for 10 minutes before use to strengthen the elastomer-silicon bond. The valves are filled with water before being pressurized by air to prevent gas permeating through the valve membrane and inject bubbles into fluid channels.

While a hybrid double-layered PDMS-silicon device can be directly used for PCR experiments, several concerns remain. The push-down geometry of the PDMS valve demands low aspect ratio channel profile (1:10). This requirement not only increases surface-to-volume ratio leading to increased chance of bimolecular adsorption to chan-
nel sidewall, but also limits the total sample size volume per area when a higher volume is desirable initially for high PCR yield. To solve this problem, a modified PDMS fabrication process that uses multiple fluid channel depths was developed. The fabrication procedure to create a mold for the valve layer remains the same, as do the PDMS assembly and silicon bonding procedures. However, the new process incorporates patterns of different thicknesses on the microfluidic mold to make deep channels for PCR reagents and shallow channels for valves in PDMS. The shallow channels can be sealed completely when a pressure is applied, whereas the deep channels that have rectangular cross sections can be used at locations that do not require valves for larger fluid handling capacity. 10 μm shallow rounded features based on AZP4620 resist were deposited on fluid-layer master as before, and 60 μm rectangular SU-8 50 features had also been added to the mold. In order to prevent streaking during spin-coating, the thinner structure must be deposited and patterned first, followed by spinning and patterning of the thicker resist. However, since AZP4620 resist can be dissolved by the solvent of SU-8 50, a thermal treatment by heating up the patterned AZP4620 resist to 200 °C, which is above its glass transition temperature [134], was necessarily to alter the chemical properties in order to make it insoluble. Subsequently, SU-8 50 photoresist was spun on the wafer, and patterned with respect to AZP-4620 alignment features. The mold was then hard-baked and silanized at identical conditions described previously. The 200 °C bake step rendered the resist feature fragile, however, and rapid cooling of the wafer should be avoided to prevent resist cracking.

3.4 Robust Glass Microfluidics Fabrication

While multilayer microfluidics offers active control of samples on-chip, because the structure is based on PDMS, it is not compatible with acids such as sulfuric acids which are used for sensor surface cleaning procedures [64]. Thus, if an application requires only passive fluidics, it is desirable to employ more robust materials. This section describes the fabrication procedures for the glass-encapsulated field-effect sen-
Figure 3-6: Glass encapsulated field-effect sensor fabrication. See text for more details.
Arrays used for heparin sensing discussed in Chapter 7.

Instead of using gold, platinum which is known for its stability at elevated temperature required for anodic-bonding of glass to silicon is used. Glass patterning begins with blank Pyrex (Corning 7740) glass wafers. Figure 3–6 illustrates the two possible processes to define microfluidic channels in glass. The first strategy attempted used evaporated gold/chrome film as a mask against hydrofluoric acid-based etchant [135] (Figure 3–6(b1)), since standard photoresist would peel off following extended incubation in HF, resulting in significant undercutting. After etching the glass with using a photoresist mask using buffered oxide etchant to define 1 μ deep channels in glass to define recesses over bonded areas that have metal traces, the photoresist is removed from pyrex glass, which subsequently goes through piranha and UV-Ozone clean to ensure a clean dehydrated surface, followed immediately by 100nm Au/20nm Cr deposition. Photolithography is used to define etch regions on metal mask, and aqua regia (3 HNO₃:1 HCl) and commercial chrome etchant CR-7 was used to expose glass area to be etched. The pyrex wafer is submerged in H₂O:HF:HNO₃: (66:14:20) for 40 μm etch. The etch step is completed after stripping the metal mask with aqua regia and CR-7. The second strategy (Figure 3–6(b2)) uses an amorphous silicon mask for 40%HF etchant. 100-nm amorphous silicon was deposited onto the substrate following RCA-clean in an LPCVD furnace. Following photoresist patterning, the exposed amorphous silicon area was dry-etched by SF6 plasma. Glass etching occurred in undiluted HF, and following patterning, the silicon-mask can be dissolved in HNA (8 CH₃COOH: 3 HF: 1 H₂O). After clean pyrex wafers are recovered after channel etch, through-holes are drilled through pyrex ultrasonically (Figure 3–6(c)). The pyrex and silicon device wafers are then bonded anodically (Figure 3–6(d)). Finally, two rounds of diesaw sessions (Figure 3–6(e),(f)), one cutting through glass only to expose metal bond-pads, and another releasing individual dies, complete the fabrication of individual glass-encapsulated field-effect devices.

Both glass microfluidics fabrication processes were successfully carried out, with difficulties encountered mostly during the glass-etching steps. When metal-masking was used, significant undercutting far above the ideal 1:1 undercut:etch-depth ratio
Figure 3–7: Glass-etching using gold/chrome mask. The original exposed area defined by etching of gold/chrome mask is about 100μm wide, and etch depth target is 40μm. Label 1 and 2 show the two regimes of etching, where 2 shows that undercutting became much more significant when a particular etch depth was reached and metal started to delaminate more rapidly.
was observed (Figure 3–7). For an estimated etch-depth of 40 μm, an undercut of more than 100 μm was observed on each side of the channel. The undercut seems to occur in a two-stage process, where the metal served as good mask initially, producing an undercut ratio of about 1.5:1, but beyond certain depth, the metal seemed to delaminate much more rapidly, showing much more undercut per etch depth increment. For example, Figure 3–7 shows that the fluid channel over the sensor and excitation electrode almost merged with the 1μm channels over the metal traces. Therefore, the masking technique is most appropriate for glass etching up to tens of microns. Granted, the etch solution produced channels with smooth sidewalls, and the channel depth was appropriate for measurement-only applications that do not require deep channels, and thus this glass-etching procedure was used to fabricate robust sensor array devices for heparin measurement (Chapter 7). While amorphous silicon-masking achieved 1:1 ideal undercut, the concentrated HF etch produced sidewalls that were inconsistent in smoothness, and depending on etchant stirring condition, the etch rate was found to be feature-size and wafer-location dependent, indicating that etching was limited by etchant transport. Unfortunately, since the etch solution that produced smooth sidewalls for metal-masking is known to attack silicon, it is incompatible with amorphous-silicon masks. The etch uniformity can potentially be improved by using a milder etching solution with surfactant such as BOE at the expense of etch rate. Because the gold-mask process resulted in etches that are more uniform across the entire wafer, hence higher device yield, the technique was chosen for making field-effect heparin sensor arrays.

### 3.5 Integrated Device Design

Figure 3–8 shows the final device design, which consists of a PDMS microfluidic layer with integrated valve bonded to a silicon field-effect sensor chip. The device consists of two subunits (field-effect sensors and PCR thermocycler) that are independently functional. The device is designed to carry out end-point detection of PCR product: the sample is thermocycled in the PCR channel which is isolated by on-chip valves,
and the electronic sensor can be functionalized at the same time. The channel content is then flowed through the sensor to analyze product concentration. On-chip temperature control and sensing are accomplished by metal traces located outside of the channels along the edges of the device. The overall dimension of the device is 23 mm × 10.3 mm × ~5 mm.
Figure 3-8: Layout of integrated device. (a) Top view of device, drawn to scale. (b) Close-up view of the sensor region. (c) Photograph of an integrated device.
Chapter 4

Characterization

4.1 Electronic Sensor Characterization

The electrical characteristic of EIS sensing system can be modeled as a capacitor in parallel with a resistor with an overall impedance magnitude of $|Z_{EIS}|$. A purely AC signal with an amplitude of $V_{AC}$ is applied to the metal pad connected to the excitation electrode, while a DC bias $V_{bias}$ is applied on the metal pad leading to the field-effect sensor. Therefore the effective input signal on the EIS system is:

$$V_{input}(t) = V_{AC} \cos(\omega t) - V_{bias}$$ \hspace{1cm} (4.1)

In an ideal system with no leakage current through EIS structure, the resulting current through the system will also be an AC sinusoid, and this current is amplified by a current amplifier (Keithley 428, Keithley Instruments, Cleveland, Ohio) with a transimpedance gain factor $G_{amp}$ to produce an amplifier output voltage $v_{amp}$:

$$v_{amp}(t) = \frac{G_{amp}}{|Z_{EIS}|} V_{AC} \cos(\omega t + \Phi)$$ \hspace{1cm} (4.2)

The output of a current amplifier signal is then connected to a lock-in amplifier, which uses a reference signal from the AC function generator to convert the current amplifier signal to a DC signal of which the level can be adjusted with a DC offset:
As discussed in Section 2.2, the output of the amplifier can be converted to a relative surface potential value by applying a step change to the sensor bias and measuring the resulting change in output of the lock-in amplifier i.e. \( \frac{\Delta V_{\text{lock-in}}}{\Delta V_{\text{bias}}} \). By identifying a range of bias value where this value is approximately constant, the relative change in surface potential, or \( \Delta \zeta \), can then be approximated as the difference in measured lock-in amplifier output divided by this calibration ratio.

The pH sensitivity of sensors has also been characterized. The response of EIS structure to variation in pH has been explained by a site-dissociation-site-binding model of the electrolyte-oxide interface. [136] In this model, the oxide surface is assumed to contain amphoteric groups S-OH, which can take or release protons, resulting in alteration of surface charge due to variations in pH condition, thus changing the surface potential. In this work, the pH response of the sensor in the absence of ionic strength effects was tested with injections of 10 mM phosphate-citrate buffers with same ionic strength but different pH. Figures 4-1(a) and (b) show pH measurements over a wide range and over a narrower range at higher resolution. In these measurements, a continuous flow of buffer with pH 7.0 was used, and an autosampler was used to inject known volumes of samples without disturbing the flow condition.

Both plots show that the response of sensor to different pH values is approximately linear in the range of pH 2.2 to pH 7.8. In addition, given a noise level with standard deviation on the order of 10 \( \mu \)V, sensitivity of up to 0.00013 pH unit can potentially be resolved. The almost linear pH response, however, contrasted with the parabolic curve profile reported in literature for silicon dioxide-based EIS sensors. [137] In particular, it has been reported that pH sensitivity of the device decreases near the point of zero charge of the dielectric film, which is around pH 2 for SiO\(_2\) film. However, since the dielectric used in this study is a native oxide layer whose chemical properties may differ from that of a silicon dioxide film with defined thickness, a direct comparison is not necessarily appropriate. In addition, a slope of 25 mV/pH unit was fitted for the
Figure 4-1: pH response of field-effect sensor. (a) pH response of field-effect sensor to injections pH 2.2 to pH 7.8 phosphate citrate buffer. Samples were injected increments of pH 0.4, and a constant flow of pH 7.0 buffer was used as baseline. An imaginary dotted line outlines the trend between sensor signal and pH values. (b) Sensor response to pH values between pH 6.8 and pH 7.0 injected in steps of pH 0.2.
data, a value which is within the 25 - 48 mV/pH range reported in the literature. [138] An acid treatment following the HF treatment that increases surface silanol group density could potentially be used to increase the pH sensitivity of the device. [139]

4.2 On-chip Heater Calibration

Three methods have been used to calibrate the temperature of the device: thermochromic liquid crystal, temperature-sensitive fluorescent dye, and resistance measurement of metal traces on-chip.

4.2.1 Thermochromic Liquid Crystal Measurement

Imaging of thermochromic liquid crystals (TLC) was the first approach used to monitor the temperature of microfluidic channel. Two types of thermochromic crystals: R90C5W and R38C5W, were purchased from Hallcrest, Glenview, and have red-start temperature at 90 °C and 38 °C, respectively. Since the crystals have a 5°C bandwidth, they turn blue at 95 °C and 43 °C, respectively, and according to product specification, a 5 °C bandwidth implies the crystal will also become green at 1 °C above their red-start temperature. Figure 4–2 demonstrates temperature measurement inside sections of a microfluidic channel heated by suspended microheaters. The crystals are reported to have temperature measurement error of less than 1% of the TLC effective temperature range [140], and thus these crystals can potentially yield temperature measurement accurate to within 1 °C at the red-start temperature. However, a major limitation of the crystal is that it does not yield any information below the red-start temperature and offers poor temperature resolution above green-start temperature. In addition, the crystal sizes range between 5 and 15 μm, and come in as concentrated slurry, which easily clogs microfluidic channels with depth of comparable dimensions. In practice, it has also been found that they tend to melt and leave behind residue at elevated temperature, potentially contaminating the microfluidic channels and adversely affecting PCR performance. Therefore, while these crystals are excellent for visualizing temperature uniformity at the specified red-start temper-
ature, a feature which was eventually used to prove the accuracy of other methods of calibration, they did not offer the capability for measurement of temperature over a continuous range which is required for a primary temperature calibration method.

Figure 4-2: Temperature measurement using thermochromic liquid crystals. Top and bottom images are photos of microchannels with different voltages applied to the suspended heaters under the nitride membrane. Images courtesy of T. Loh.

4.2.2 Heater calibration using Fluorescent Dyes

Temperature measurement using temperature-sensitive fluorescent dyes is a powerful method to obtain spatial temperature distribution in microfluidic channels. [141] The fluorescence intensity of the temperature-sensitive dye varies continuously over a wide range of temperature. The dye can be dissolved in buffer, providing a calibration medium that resembles the reagent which will undergo heat treatment in thermal characteristics. Also, the dissolved dye will not clog the channel, unlike thermochromic liquid crystals. For these reasons, this technique has been chosen
to monitor the temperature of microfluidic channel that are heated by suspended conductive traces. [129]

The particular implementation of fluorescent dye calibration method uses D-1824 Dextran-rhodamine B Conjugate probe purchased from Molecular Probes Inc., Carlsbad, California. Because channel heights can vary between devices, and the channels do not necessarily have a rectangular profile, a ratiometric approach that compares the pixel intensity at a particular location at certain temperature to the intensity at the same location at some reference temperature acquired previously yields a ratio that can be quantitatively converted to a temperature based on calibration data. The calibration data were acquired by heating an entire device on a hotplate and measuring the resulting fluorescent intensity at temperatures of interest. The ratios of pixels are then averaged spatially, and plotting the intensity ratio with respect to temperature reveals a relation that can be fitted by a second order polynomial i.e.:

\[ I_{ratio}(x, y, T) = \frac{I(x, y, T)}{I(x, y, T_0)} = C_1 T^2 + C_2 T + C_3 \]  

where \( C_1, C_2, \) and \( C_3 \) are best-fitted parameters derived from calibration data, and \( T_0 \) is the reference temperature on which the calibration data were based. By implementing various image stabilizing algorithm to ensure the analyzed image does not shift spatially during image acquisition, accuracy to within 5 °C can be achieved for the actual experimental setup. During the actual temperature measurement step, a matlab-based software that communicates with a CCD camera which continuously obtain snapshots of the channel fluorescence also performs real-time temperature conversion and outputs spatial temperature information. An example of temperature-map acquired during operation of a suspended heater is shown in Figure 4–3.

Once the technique was developed, it was applied to the calibration of heaters and immediately yielded important information. For example, only 30 mW was required to heat boil liquid in channel on top of a heater, and thermal isolation ensured that the elevated temperature remain confined to less than 100 microns away from the edges of the heaters. The heaters can also transition between the high and low end
of PCR temperatures within seconds, a property enabled by the low thermal-mass of the system. This study, however, also exposed flaws of the original 3-heater design for spatial thermocycling; in the initial design, the heaters were sufficiently far apart that two temperature zones do not sufficiently overlap to ensure a smooth spatial temperature transition, which is critical for a well-designed spatial-PCR system. Also, it was realized that it is difficult to fabricate heaters of uniform thicknesses even on the same die with the KOH release process, and frequently a certain area of a single heater would produce more heat than another, leading to temperature variation within a single temperature zone. Problems associated with the temperature sensing method were also encountered. In the case of PDMS-silicon chip, the device frequently became cloudy due to content evaporation. Also, while the solution never clogged the PDMS channel, it is possible that the dye could remain bound to the microfluidic channel and inhibit PCR.

### 4.2.3 Metal Resistive Temperature sensors

One aspect discovered during the testing of suspended heaters that makes the open-loop control very difficult is drift. Therefore, practically, it is most desirable to have a temperature sensing element on-chip located at a position that can accurately reflect

---

**Figure 4–3:** 2D temperature map of microfluidic channel obtained using custom matlab software and a rhodamine dye. One heater at the bottom of the channel was turned on when during the image acquisition. Image adopted from [129].

---
the actual temperature of the channel for closed-loop heater control. Conductive silicon traces have a negative coefficient of resistivity, and a suspended conductive trace structure could also be used for temperature measurement by monitoring its resistance. However, given the excellent thermal insulation property of silicon nitride membrane, unless a temperature sensing trace is placed directly above or under a corresponding heater trace, an accurate thermal profile cannot be obtained, but fabricating such a structure requires introducing additional steps to an already complicated fabrication process that has limited yield.

To overcome these issues, the decision was made to trade-off thermal efficiency for sturdiness and finer control. The KOH etch step was removed from the process, making the process flow identical to that of the original discrete sensor devices, and heaters were redesigned to heat up the entire chip uniformly. Heaters now consist exclusively of metal traces on silicon nitride and make no contact to the bulk silicon, therefore completely isolating the heaters from sensors electrically. The electrical isolation is important for usability, since the resistance of the original suspended p++ trace heater design depends on n++ ground-plane bias condition, a parameter that could be changed between experiments. Thus a complete calibration of suspended heaters requires measurement of heater resistance values with respect to different bias conditions.

Temperature sensing gold traces that make use of gold’s temperature coefficient of resistivity have been added on-chip for in-situ feedback control. The temperature measurement method is quite straightforward to calibrate; the entire device was simply placed in a convective oven and the resistance of the temperature sensor traces were recorded at different temperatures, and analysis revealed a linear dependence at the range of temperatures required for PCR Figure 4–4. Subsequent experiments using thermochromic liquid crystals, R90C5W and R38C5W, showed that even though the traces are outside of channels, the high thermal conductivity of silicon substrate spread the heat from heaters uniformly, the temperature measured by conductive traces and crystals inside channels were identical.
4.2.4 On-chip Temporal Thermocycling

A temperature controller software was written in Labview. The system implements on-off control of heaters based on the acquired resistance value acquired from the temperature sensing metal traces. To maximize the temperature ramp rate in order to speed up PCR reactions, the following strategies are employed. First, the silicon/PDMS hybrid device is glued on the PCB package with thermally insulating double-sided polyurethane tape, in order to minimize heat loss through conduction and speed up heating. Second, a hole is drilled through the backside of the PCB package to enable nitrogen-gun forced convective cooling. A custom circuit board was made to control solenoid valves (Lee Company, Westbrook, CT) to blow 15 psi compressed air on the backside of the device to accelerate cooling. Thanks to these strategies, the devices achieve heating and cooling rates exceeding 50 °C/s, more than an order of magnitude faster than typical thermocyclers with on average 2 °C/s ramp rates. During temperature transition, the entire chip heats or cools uniformly, whereas benchtop systems often require tens of seconds for the content PCR tube to equilibrate in temperature. Moreover, the package is robust since it does not require
Figure 4–5: Performance comparison of on-chip and off-chip temperature controllers running the same PCR protocol of 95 °C for 10 s, 55 °C for 10 s, and 72 °C for 10 s. Off-chip heating uses an external thermoelectric stage pressed against the backside of the device (black solid trace a), and on-chip heater configuration consists of integrated metal resistive heater and temperature sensors with compressed air cooling (red dotted trace b).
the various etching techniques many fast chip-based thermocyclers used for optimal thermal performance. Temperature calibration is straightforward and done by placing the entire package in a convection oven and measuring the temperature sensor trace resistance at various temperatures. Custom Labview software was written to control the temperature of the chip with 0.1 °C resolution, 0.4 °C stability, and less than 1 °C variation across the chip, as verified by thermochromic liquid crystals.

For comparison, an off-chip temperature controller setup has also been implemented. Off-chip temperature control was achieved using a thermoelectric module (mounted against the chip) powered by a pulse-width-modulated PID controller (model 5C7-378, McShane Inc., Medina, Ohio). A custom Labview program was implemented for thermocycling applications. Although the temperature ramp rate is slower than that of the integrated heaters, the off-chip configuration eliminates the need to recalibrate the temperature sensing traces for each new device that is used. Figure 4–5 demonstrates a performance comparison of on-chip and off-chip thermocycling configurations carrying out the same PCR protocol but requiring different temperature transition times.

4.3 On-chip Microfluidic Control Characterization

The performance of on-chip active microfluidic control was evaluated in terms of the fluid sample switching speed and sharpness of injection peaks. In any fluidic system designed for sample selection, there is a certain passage volume from the sample leading to the location of interest, in this case the sensor, and this can greatly affect the measured sample concentration profile. This phenomenon is best described by a fluid dispersion theory developed by Tayloer [142]: When a fluid flows through a tube, a velocity profile develops. This profile is not uniform over the cross-section of the tube; the laminar profile for Newtonian fluids has a parabolic velocity distribution. When there is a plug of liquid sample in a continuous flow of running buffer, the flow will cause this plug to disperse and induce radial composition gradients. This leads to diffusive fluxes at the front and back sides of the plug. If the radial diffusive
fluxes are roughly of the same order of magnitude as the convective axial fluxes, which occurs when either the axial velocity is very low, or when the radial distances are very small, then diffusion tends to keep the plug together. Through the combined action of convection and diffusion, the plug will leave the tube as a broadened plug with a concentration lower than that of the original injected sample. In most circumstances, especially for sensing applications, it is desirable to minimize this sample dilution effect, a phenomenon that is determined by the design of microfluidics.

In this study, both on-chip and off-chip sample selection mechanisms have been employed, and detailed protocols of their uses will be discussed in detail in Chapter 6. A ‘T’ junction exists on the device, with one path leading to sensors, one connected to a ‘sensor channel input’ port, and another interfacing with PCR channel. The external sample selection valve employed in this work is a nanopeak selection valve with 6 inputs and 1 output (Upchurch Scientific, Oak Harbor, WA), which is connected to the inlet of the sensor channel. There is an integrated valve which can be programmed to isolate the sensor channel from PCR channel. While there is no active on-chip valve to shut off the sensor channel input port connected to the external selection valve, thus a reverse flow into the valve is possible when injecting sample through the PCR channel. However, in practice the ‘upstream’ flow path resistance is significantly greater than that of the downstream path leading to the sensors, so approximately all the injected content flows through the sensors.

The following on-chip and off-chip selection mechanisms were tested. For off-chip sample selection, PCR channel valves were shut, and the external valves were used to choose from two samples in vials pressurized by nitrogen. Evaluation of on-chip sample selection performance includes filling the PCR channel and the tube connecting to the input port of sensor channel with different buffers. The on-chip valves were not used, as it induced other effects which will be discussed in Chapter 6, and therefore only ‘passive valves’ which resulted in differences in fluid pathway resistances prevented flow in the reverse directions. 10 mM phosphate citrate buffer and PCR buffer (20 mM KCl, 2 mM MgCl$_2$, and 10 mM Tris-HCl pH 8.3) were used. Figure 4–6 shows that the on-chip valve both reduced sample injection delay due to the passage
Figure 4–6: Sample-switching performances of on-chip and off-chip selection valves. (a) Switching from PCR buffer to phosphate citrate buffer at time = 0 s. (b) Switching from phosphate citrate buffer to PCR buffer at time = 0 s.
volume and maintained a sharper injection peak, suggesting less Taylor dispersion. This study therefore confirms the advantage of moving the sample selection mechanisms as close to the sensor as possible, although one must also consider whether the mechanical and electrical disturbances due to sample switching can cause artifacts on sensors and obscure the measurements.
Chapter 5

PCR Sensing

This chapter explores the feasibility of label-free electronic quantification of unprocessed PCR product using layer-by-layer assembly of polyelectrolyte multilayers. First, the properties of electronic readout for DNA-PLL multilayer depositions will be examined. Second, a series of control experiments measuring the individual components of PCR reagents will establish the basis of this quantification approach. Finally, the use of sensor to monitor product concentration at various stages of PCR will be demonstrated, and a performance comparison to existing real-time optical measurement methods will be presented.

5.1 Electronic sensing of multilayer film assembly

After establishing the EIS structure’s pH sensitivity in the previous chapter, the ability of the device to carry out biomolecular measurement was tested by using the sensor to monitor the formation of polyelectrolyte multilayers through alternating depositions of poly-L-lysine (PLL), a positively charged polypeptide, and DNA, which carries two negative charges per base pair. The thickness of polyelectrolyte multilayers is known to increase with alternating depositions of oppositely charged species due to electrostatic associations, thus yielding rising signals when measuring their mass or thickness. As discussed in Section 2.1, polyelectrolyte multilayer deposition on the intrinsically negatively charged field-effect sensor surface reveals markedly different
behavior; the deposition of a positively charged polymer consistently results in a decrease of signal and the subsequent adsorption of a negatively charged species results in an increase. Figure 5–1 shows the sensor response to two consecutive rounds of alternating PLL and DNA injections within an experiment where 18 dielectric layers were deposited. The cyclical pattern was observed without noticeable degradation in the amplitude of the equilibrated signal, where 13mV was recorded for both the first and final layer of DNA deposition, indicating that the overcompensated surface charge at the top layer is effectively measured by the field-effect sensor. In addition, even though the technique measures the overall series impedance of the electrical pathway including that of the multilayer film, because the signal amplitude does not decay with increasing multilayer thickness, the observation indicates that the sensor is primarily sensitive to changes in surface potential rather than that in the dielectric properties of the surface, which is consistent with the theoretical calculations in Section 2.4. This feature allows one to perform multiple rounds of DNA measurements by resetting the baseline signal by re-depositing PLL onto the surface. At the same time, the
additive surface regeneration process ensures that the surface is saturated by positive charges and the binding capacity does not degrade for multiple DNA analyses. After multilayer deposition, cleaning with piranha acid can restore the sensor to its initial state without degrading sensitivity. This cleaning procedure has been repeated on a device which was reused for more than a month.

One notable feature observed during the PLL disposition step is the characteristic overshoot in surface potential during the injection of the PLL solution. Unlike the binding of DNA, which results in a relatively stable surface potential during rinsing, flushing the sensor with buffer after introducing PLL results in a significant increase in signal and requires additional time in order to reach equilibrium. Similar observations were also made when we constructed multilayers of poly-L-glutamic acid (PG), the negatively charged analogue to PLL, and PLL. In contrast, studies which used surface plasmon resonance spectrometry monitor the multilayer assembly process does not reveal a sharp change in the signal upon rinsing, suggesting that the polymer did not desorb rapidly due to flushing. [143,144] This phenomenon cannot be caused by conductivity change in the solution, since dissolved polyelectrolyte should increase the conductivity in the solution, which would lead to an increase in sensor signal when PLL was in solution, but instead the signal was higher after switching back to rinse buffer. It is likely that there is a rearrangement of the polymer or ionic distribution in the film which in turn changes the potential profile at the film-electrolyte interface. However, recent studies of the kinetics of PLL/hyaluronan (HA) multilayer formation reveal that PLL in the film diffuses into the film away from the electrolyte-solution interface during the PLL solution injection, and diffuses back to the surface during HA injection, a phenomenon that could explain the exponential increase growth in film thickness in this particular system. [145] Thus, it is also possible that changes taking place in the bulk of the multilayer film in addition to those in the multilayer-electrolyte interface contributes to the signal overshoot.

To further investigate this phenomenon, the kinetics of the overshoot was studied. In particular, the goal was to determine whether the presence of diluted PLL in solution due to Taylor-dispersion sample broadening effect at the tail-end of the sample
Figure 5-2: Investigation of post-PLL injection overshoot effect using different microfluidic sample delivery systems. PLL-DNA multilayer deposition was measured electronically using two sample delivery systems: (a) autosampler and (b) selection valve, the latter of which has less sample dispersion effect on the tail end of sample plugs. The blue lines outline the post-PLL injection recovery times, and the red lines show the time the sensor took to reach a full response after DNA injection.
plug could have direct influence on the recovery time of the overshoot response, or there was some slow rearrangement process that happened in the film independent of the buffer solution composition. This was achieved by comparing the results using two microfluidic sample delivery systems: an autosampler (Hitachi High Technologies America), which has significant sample dilution effect at the end of a sample plug, and a selection valve (Upchurch Scientific) which has lower passage volume. If the recovery time was reduced by using a system with faster sample switching time i.e. PLL was removed from solution more quickly, then the response is related to presence of PLL in solution. This is in fact what was observed in the comparative study (Figure 5-2), where the overshoot recovery time was reduced approximately 10-fold by using a sample selection system with lower passage volume, indicating the presence of PLL in solution seems to make surface potential more ‘positive,’ even though as mentioned in the previous paragraph studies have shown that there is no apparent multilayer film thickness reduction following post-PLL injection buffer rinse. Interestingly, the results also show that the time required to reach a full sensor response was not improved by using a microfluidic system with lower passage volume.

**Figure 5-3:** Flow rate dependence of DNA signal kinetics. Flow of DNA sample through PCR buffer was turned on and off intermittently until the response saturated.
Also studied was the kinetics of DNA response in relation to sample flow rate. A pressure driven flow to inject DNA, and the pressure was turned on and off intermittently during sample injection. Because there was no significant pressure build-up in the microfluidic system, the flow could be assumed to start and stop with instantaneously following a switch in pressure. The result is shown in Figure 5–3. When fluid flow was paused, the slope of the signal was significantly reduced, and a subsequent restoration of flow would increase the slope again. This suggests the possibility of DNA depletion in channel near the sensor area due to irreversible deposition of DNA onto the surface, and a flow must be used to replenish DNA for the signal to continue rising. However, an increase in flow rate did not have significant impact on the kinetics of DNA response. While each round of DNA deposition at the same concentration produced signal of almost identical amplitudes, the slope of the signal does seem to decrease gradually with increasing number of layers. This effect was also observed and investigated in detail in Reference [81].

5.2 PCR reagents sensitivity characterization

The sensor’s response to DNA concentrations in the range relevant to PCR conditions was tested in order to determine if it could be used for PCR analysis. To obtain the DNA mass concentration response of the sensor, a DNA ladder of lengths between 50 bp to 1350 bp which is representative of various PCR product sizes was chosen. It was empirically determined using the Labchip kits that product concentrations between 20 and 50 ng/μL are obtained from various saturated PCR experiments. Therefore, the dependence of surface potential change on DNA concentration between 2.5 and 80 ng/μL was measured. The dose-response curve (Figure 5–4) shows that the device is most sensitive to DNA concentration between 10 ng/μL and 40 ng/μL, a range relevant to PCR quantifications. One noteworthy feature of the electronic multilayer assembly technique is that the response from a DNA injection is independent of the history of prior DNA injections. For example, the dose response data were obtained at no particular order. This makes the sensor amenable to blind sequential quantitation.
**Figure 5-4:** DNA concentration response of the electronic sensor. (a) DNA ladder (50bp to 1350bp) were injected at various dilutions in the order of increasing concentrations. (b) Steady state response as a function of DNA concentration. The yellow window indicates the typical total concentration of nucleic acid at the start of the PCR reaction including the primers and templates; the red window indicates a range of expected product concentrations at PCR saturation. Error bar represents one standard deviation above and below the average sensor output for multiple injections of a given concentration. Samples were injected in no particular order.
Figure 5-5: Sensitivity assessment for individual components in a PCR reaction including DNA (40 ng/μL), dNTP (0.1 mM each), and Taq Polymerase (0.05 U/μL) at concentrations relevant to PCR conditions. Upon rinsing, only DNA yielded consistent changes from the baseline signal.

The electronic detection of DNA/PLL multilayers is useful for PCR product analysis if the measurement is only sensitive to the products of interest in a PCR mixture. To characterize this, the PLL-coated surface of the sensor was exposed to the individual components present in a PCR mixture: Taq polymerase, dNTP, and DNA including primers, templates, and PCR products. The components were introduced at the same concentrations used for PCR in order to quantify their corresponding surface potential response. Taq polymerase decreased the surface potential slightly during its introduction (Figure 5-5), but the baseline potential was recovered after subsequent rinsing. The dNTP solution raised the sensor output during injection, but the change was again not permanent. While dNTP has four negative charges per molecule, this result shows that permanent electrostatic adsorption requires stronger interactions between the molecules in solution and the surface in order to prevent elution. In contrast, 40 ng/μL of dsDNA ladder resulted in a clearly resolvable baseline shift.
The types of nucleic acids in a PCR mixture include primers, templates, and products. The sensor’s response to each component was characterized at the concentrations used for the PCR experiments. In particular, the sensor’s response to 0.4 μM forward and reverse primers, 2 ng/μL genomic DNA (equivalent to 100 ng DNA template in 50 μL of PCR buffer), and 30 ng/μL purified amplification product yielded average surface potential changes of 1 mV, 1 mV, and 10 mV, respectively. This result indicates that even though the primers and templates in a PCR mixture will produce background signals, the product is expected to contribute most significantly to the overall sensor readout when PCR saturates.

Developing PCR protocols for different targets inevitably involves varying the sizes and concentrations of the reagents and products. To demonstrate the generality of the sensing technique for different PCR conditions, this report provides further characterization of the sensors’ response to nucleic acids of different lengths (including dNTP monomers) at a variety of mass concentrations. This provides a foundation for understanding how changing PCR parameters such as primer/dNTP concentrations, and/or final product concentrations can affect the sensor’s response. Specifically, the sensor response to dNTP, 20 bp ssDNA, 50 bp DNA ladder (50 - 1000 bp, weighted average length = 222 bp) and 1 kbp (500 - 10,000 bp, average length = 1491 bp) ladder, each at 3.16 ng/μL, 10 ng/μL, 31.6 ng/μL, and 100 ng/μL, have been characterized. The 50 bp ladder and 1 kbp ladder were chosen to represent the low and high ends of average diagnostic PCR product size ranges. This concentration range was selected to represent typical product concentrations between 20 and 100 ng/μL (as verified from various saturated PCR using Labchip kits). Typical primer concentrations of 0.5 μM each and dNTP concentrations of 200 μM each type of nucleotide [146] correspond to a mass concentration of approximately 3 ng/μL and 100 ng/μL, respectively.

Indeed, as shown in Figure 5-6, the signal amplitudes correlate with both the length and concentrations of DNA. Injecting dNTP results in a transient response only (Figure 5-6a). Even though the injection of DNA of different lengths caused a permanent response, as shown in Figure 4b, the response to short 20 bp single-stranded oligonucleotide was weaker compared to those of longer double-stranded
Figure 5–6: Characterization of sensor response to different DNA lengths. (a) Time-course measurement of surface potential of dNTP, 20 bp ssDNA, 50 bp dsDNA ladder, and 1 kbp dsDNA ladder at 100 ng/µL. Samples were injected for 5 minutes each (left dotted line) onto a surface coated with PLL, followed by rinsing with buffer (right dotted line). (b) Dose-response curve of nucleic acids of different sizes using the same injection protocols described in (a). Each series of curves was obtained from a unique device using electronic polyelectrolyte multilayer detection technique. To ensure comparability between data, before the dose-response analysis, a control sample of 50 bp ladder at 40 ng/µL was measured, which yielded potential shifts 9.0 ± 0.2 mV. Each data point is an average of two measurements ± 1 SD.
DNA ladders at the same mass concentrations. To demonstrate consistency among different devices, 40 ng/μL 50bp DNA ladder was injected during each experiment as a control, producing a change in surface potential of 9.0 ± 0.2 mV. This variability is relatively small compared to the difference of greater than 8 mV observed between signals from short nucleotides and 50 bp ladders at 100 ng/μL. In contrast, the sensors responded very similarly to injections of 50 bp DNA ladder and 1 kbp DNA ladder at the same mass concentrations (Figure 5–6b).

Several inferences can be drawn from the data. For relatively short DNA, the magnitude of the response correlates positively with length. However, as similar dose-response curves for 50 bp and 1 kbp DNA ladders were obtained, it could be inferred for sufficiently long DNA, the response becomes independent of length and is instead dominated by the total nucleotide mass concentrations. Since PCR is a process that converts short oligomers and nucleotide monomers to longer double-stranded DNA, the measurements shown in Figure 5–6 suggests that the magnitude of the sensor response can be used to determine whether or not the target sequence was amplified. This analysis also shows that when optimizing PCR protocols for sensitivity with field-effect readout, maximizing total product yield rather than product length should be the primary consideration. This property is desirable given that amplifying long templates can be very challenging. [147]

5.3 Microelectronic real-time PCR Quantification

A segment of the HIV-1 gag gene was amplified and the products were analyzed at various stages of the reaction. Figure 5–7a shows the time-course response of the electronic detector, and Figure 5–7b shows the comparison of end-point measurements by optical detection with an intercalating dye, by gel electrophoresis, and by electronic detection. Real-time Sybr Green I fluorescence readout showed a marked increase after approximately 20 cycles of amplification. Electronic measurements of PCR experiments terminating after various cycles also showed an increase in output after the 15th cycle, but the steepest rise was registered between the 15th and 20th cycle,
Figure 5–7: PCR progress monitoring using electronic and optical measurement methods. (a) Real-time electronic surface potential measurements for injections of PCR products. Reaction mixtures terminating after different number of cycles (0, 15, 20, 25, 30, 35) were introduced to the electronic sensors for 5 minutes followed by 5 min rinsing. The sensor was regenerated after each measurement by injecting PLL solution. (b) Comparison between steady state response of electronic measurements (black squares), real-time monitoring of PCR using Sybr Green I intercalating dye at 10,000 fold dilution from stock solution (red triangles), and concentration analysis of the products using DNA Labchip kits (blue circles). No fluorescent labels were used for electronic detection and concentration measurements.
compared to the 20th and 25th cycles for the Sybr Green measurement. To further analyze this discrepancy, the PCR products used for the electronic measurements were also separated and quantified using Labchip kits. As shown in Figure 5–7b, there is good correspondence between the product concentrations as measured by the Labchip kit and the electronic results. Both sets of data show the largest increase between 15th and 20th cycle, indicating the electronic readouts were representative of product concentrations. One possible explanation for the discrepancy with the Sybr Green I measurement is that the fluorescent reagent partially inhibits the PCR reaction [50, 49]; indeed total inhibition of PCR reaction occurred when 3 times the factory recommended concentration (10,000x dilution of stock solution) of Sybr Green I dye was included in the PCR mixture at low starting template concentrations which otherwise yielded positive amplification. As a control, 40 ng/μL of DNA ladder was injected before and after analyzing the series of PCR products and observed similar responses. This confirms that the sensitivity of the sensor is preserved throughout the measurements.

Since this electronic PCR detection format measures total amplified products indiscriminately, it does not offer the additional specificity afforded by hybridization approaches. Thus, it must be viewed as a complement rather than a replacement for sequence-specific hybridization-based PCR detection schemes. However, electronic detection of PCR based on electrostatic association of polyelectrolytes offers several advantages over detection by hybridization. First, there is no need to denature the duplex PCR product as in cases where immobilized single-stranded DNA is used as capturing probe. Second, the association rate resulting from electrostatic interactions between DNA and PLL is up to 3 orders of magnitude faster than for hybridization events. [143, 144] Third, the structural robustness of layer-by-layer deposition allows multilayers of up to hundreds of layers [84], and a fresh layer of PLL is deposited before every analytical step. This feature contrasts with techniques that rely on washing to regenerate probe surfaces for additional hybridization experiments. Such regenerations can require harsh conditions and reduce the sensitivity of sensor by up to 20% between trials due to damage to the functionalized surface. [148]
Chapter 6

Device Integration

This chapter presents an integrated platform for amplification and label-free detection of nucleic acids. First, specific attempts to address the concerns with micro-PCR and the results achieved will be discussed. The operational principles of a microdevice that combines amplification and electronic detection will be shown. A simple strategy to convert the analog surface potential output of the field-effect sensor to a simple digital true/false readout for the presence/absence of a nucleic acid sequence will be demonstrated.

6.1 Micro-PCR Optimization

Since microchannels have a high surface-to-volume ratio, the channel surface properties are one of the most critical determinants of PCR product yield. Two major categories of surface passivation strategies for maximizing yield are: i) static passivation where channels are pre-treated with coatings during device fabrication or immediately before PCR, and ii) dynamic passivation where passivating chemicals are mixed directly in with the PCR solution. [40] Typical passivation coatings include silicon oxide surface modification for static passivation [52], bovine serum albumin (BSA) for both passive and static passivation [34,149,46], polyethylene glycol (PEG) for dynamic passivation [150,151], and various channel silanizing agents for static passivation [152,42]. In this work, both static and dynamic passivation have been
applied using a mild nonionic surfactant n-Dodecyl-β-D-maltoside (DDM). DDM adsorbs strongly on hydrophobic surfaces, such as graphite, and forms a monolayer. This monolayer coverage causes the surface to become hydrophilic and nonionic, thus reducing the interaction between the protein and the surface. Because alkyl oligosaccharides do not affect the functionality of many proteins, for example, by solubilizing proteins without denaturation, it is possible to keep a certain concentration of DDM in solution so that it equilibrates with the adsorbed surfactant molecules.

To investigate surface passivation by DDMS, the PCR channel was flushed the channel with deionized water containing 0.1% DDM for 10 minutes before a reaction, and PCR reagents mixed with 0.1% DDM were used for on-chip amplification.

The following PCR components were used in a reaction. Forward primer, 5' ATC AAG CAG CCA TGC AAA TG 3', and reverse primer, 5' CCT TTG GTC CTT GTC TTA TGT C 3', were used to amplify a 291 base pair (bp) fragment of the HIV-I GAG gene (Genebank accession no. K02007). The PCR buffer consisted of 10 mM Tris-HCl (pH 8.3), 20 mM KCl, 2 mM MgCl$_2$. The reaction mixture included the PCR buffer, 0.1 mM each of four dNTPs, 0.4 μM each of forward and reverse primers, 5 U Taq polymerase (New England BioLabs, Ipswich, MA), 0.1% DDM (Sigma, St. Louis, MO), and 0.1 ng/μL control template. Positive control template was an HIV-I proviral plasmid (Maxim Biotech, Rockville, MD), and the negative control template was ΦX174 Virion DNA (New England BioLabs). The PCR was performed for 25 cycles of 90 °C for 15 s, 52 °C for 15 s, and 68 °C for 30 s.

Two methods have been employed to optically detect chip-based PCR products. A fluorescent microscope setup based on Nikon SMZ-1000 stereo microscope (Nikon USA, Melville, NY), FITC Filter (31001, Chroma Technology Corp, Rockingham, VT), and MicroMAX 1300YHS CCD Camera (Princeton Instruments, Roper Scientific, Tucson, AZ) was constructed to directly measure product concentration level on-chip using a PCR mix with 10,000-fold standard dilution Sybr Green I (Molecular Probes). Because the microfluidic channel has 2 μL volume, product visualization by conventional gel electrophoresis (Sybr Safe Gel kit, Invitrogen, Carlsbad, CA) was also possible. Using these methods, an increase in the average pixel intensity was
Figure 6-1: On-chip PCR product detection by optical methods. (a) PCR product quantification on-chip using fluorescent Sybr Green I dye before and after a reaction with positive control template containing a 291bp segment of HIV-I GAG gene. (b) Analysis of chip PCR product by gel electrophoresis. PCR reactions were performed with a positive control gene and a negative control gene: Lane L, 50bp DNA ladder; lane 1, negative template before thermocycling; lane 2, positive template before thermocycling; lane 3, negative template after thermocycling; lane 4, positive template after thermocycling.
clearly observed on-chip, and a clear gel electrophoresis band was observed off-chip gel analysis using samples containing the HIV-I GAG positive control gene template (Figure 6-1). Furthermore, when quantified by Agilent LabChip kits, product concentrations in excess of 40 ng/μL was measured for on-chip PCR products, compared to 35 ng/μL and above for identical reagents amplified in a bench-top system. When control experiments were carried out to test whether DDM would interfere with electronic multilayer-based PCR detection, no transient signal or permanent baseline shift was observed, indicating that the passivating agent is compatible with the electronic sensing technique.

When conducting PCR with our device, it was occasionally noticed that the PDMS valve would remain shut permanently after thermocycling, preventing any subsequent analysis of the PCR product. It is anticipated that more comprehensive PDMS surface treatments can alleviate these issues. [155]

6.2 Integration of PCR and Electronic Sensing

The integrated device is configured to perform end-point detection of samples before and after on-chip thermocycling. The experimental protocol shown in Figure 6–2 is as follows: i) the sensor is first functionalized with PLL, ii) as the PCR channel is filled with PCR reagents, a measurement is simultaneously acquired, iii) once thermocycling is completed, the sensor is again functionalized with PLL, and iv) the previously closed valves which isolated the PCR channel are opened and the content is delivered to the electronic sensor for a second measurement. Since each chip has two electronic sensors, a set of four curves is expected for each PCR experiment.

To demonstrate the utility of this protocol, two control experiments were performed using: i) PCR mix which had a template containing HIV-I GAG gene and the primers designed to amplify a 291 segment in the template, and ii) PCR mix with the same conditions but with a virion template that did not contain the sequence. Figures 6–3(a) and 6–3(b) show the time course surface potential data for measurements taken before and after thermocycling, respectively. In Figure 6–3(a), prior to
Figure 6-2: Microfluidic operations for sensor functionalization and detection using a combination of on-chip and external selection valves. (a) PCR measurement buffer is injected through an external selection valve during sensor stand-by mode. (b) Injection of PLL from a different vial by switching the external selection valve to functionalize the sensor for DNA detection. (c) Valves isolating sensor channels from the PCR channel are opened to enable measurement of PCR product amplified on chip. After step (b) or (c), sensor rinsing by step (a) is necessary to wash away unbound molecules.

thermocycling, there was a transient response during injection of the PCR sample but the sustained response after restoring the measurement buffer was all below 3.2 mV. This transient response was created not only by the presence of charged molecules (e.g. dNTPs) that caused temporary baseline shifts, but also by disturbance from the opening (and subsequent closing) of microfluidic valves and the pressure fluctuations due to the injection of PCR sample. However, when the valves were closed, and the initial measurement buffer flow condition was restored, the electronic reading became directly comparable to the initial baseline value again. While the sensors were also affected by transient conditions after thermocycling, the two distinct positive control experiments on different devices produced a permanent increase of more than 10 mV over baseline value, whereas the response from negative controls were less than 3.2 mV. To ensure the sensor was functional after the thermocycling and that the negative post-PCR measurements was not simply due to a loss in sensitivity, the sensors were subjected to a third measurement of 40 ng/μL 50 bp ladder, which resulted in an approximately 9 mV response on all sensors. Based on the baseline shifts, a threshold value can be defined that converts the analog potential readings to a digital readout. For example, in this particular example, 10 mV was defined as a threshold for ‘true’
and 3.2 mV as a threshold for 'false'; a digital sequence detector would require a pre-PCR value of 'false' and post-PCR value of 'true' for a positive amplification.

The throughput of the device can be estimated by considering the time required for the individual steps followed in the experimental protocols. Before analysis of PCR product, the sensor requires a 2 hour equilibration time following acid treatment. Analysis of a single product requires 5 minutes for PLL-functionalization, and another 5 minutes for DNA sensing. Assuming PCR requires 1 hour on a microdevice, the throughput of a device with a single PCR channel and single sensor would, in principle, be 20 samples/day. However, depending on the ultimate cost per device and specifics of the application, it may be more desirable to use the devices in a disposable format.

Detection throughput for electronic sensing of PCR product could potentially be improved using the following strategies. Since the sensor can be functionalized during thermocycling, the PLL functionalizing step does not need to be added to the required sample analysis time; therefore throughput is primarily limited by the combined time of the initial equilibration and the thermocycling. The sensor could also be left in a 'standby' mode indefinitely without losing its sensitivity. This feature could allow the initial equilibration to be performed during the manufacturing of a hand-held nucleic acid analytical device based this electronic sensing technology, and the device would be ready for PCR and sensing on demand. Several strategies also exist for improving PCR product measurement time. Currently, DNA measurement step involves flowing content in PCR channel through the sensor for 3 minutes to ensure sensor surface saturation for the maximum electronic signal. However, this time could potentially be minimized by characterizing the lowest possible injection volume required of a positively-amplified sample to yield a signal above a positive threshold value. Another rate-limiting step for DNA measurement is sensor stabilization time after injection of PCR sample. The reason for the temporary drift could be explained in part by the electrical couplings of mechanical events including the switching of on-chip valves and changing of injection pathways i.e. from reagents in PCR channel to measurement buffer. Thus, PCR measurement time could potentially be improved by modifying
the microfluidic design to better isolate it from possible external disturbances that could couple into the signal.
Figure 6–3: Integrated PCR and field-effect sensing of product. For each PCR experiment, measurements were taken both (a) before and (b) after thermocycling. Every control experiment was performed on two distinct devices, each containing two sensors producing independent readouts. The same microfluidic operations were followed for both pre-PCR and post-PCR measurements. The PCR channel was replenished with starting PCR reagent as its content was flowed into the sensing channel. The grey-out area indicated the period of PCR channel injection. The higher and lower dotted segments are arbitrarily defined threshold levels for positive and negative signals, respectively.
Chapter 7

Heparin Sensing by Field-effect

This chapter presents the application of field-effect sensor to clinical heparin sensing using polyelectrolyte multilayer assembly. First, the clinical importance of heparin sensing and the limitations of current diagnostic tools will be discussed. The multilayer assembly of heparin and protamine will be described, and a microfabricated device architecture that employs differential sensing to allow accurate measurement of heparin in a sample with a high concentration of background molecules such as serum will be shown. The protocols of heparin sensing will be discussed, and measurements of heparin in pure buffer and serum will be analyzed. The detection of heparin-based drugs such as the low-molecular-weight heparin enoxaparin (Lovenox®) and the synthetic pentasaccharide heparin analog fondaparinux (Arixtra®), which cannot be monitored by the existing near-patient clinical methods, will also be described. The chapter concludes with a discussion of future directions to enhance specificity by immobilizing heparin-binding proteins to sensor surface.

7.1 Background

The complications associated with regulating blood coagulation present major health concerns that can be managed by careful administration and monitoring of anticoagulation drugs. [156,157] In a clinical setting, it is critical to maintain anticoagulant levels that are sufficient to prevent thrombosis yet low enough to avoid bleeding risks.
Heparin has been used as a major anticoagulant, and it is second to insulin as a natural therapeutic agent. [158] Heparin is a linear glycosaminoglycan consisting of uronic acid-(1 → 4)-D-glucosamine repeating disaccharide subunits containing variable substitution with N-sulfate, O-sulfate and N-acetyl groups (Figure 7–1). [159] The biological activities of heparin result from sequence-specific interactions with proteins, most importantly with antithrombin III (AT-III), a serine protease inhibitor that mediates heparin’s anticoagulant activity. [160,161,162] Heparin and other structurally similar glycosaminoglycans have been implicated in various other biological processes including embryonic development, cancer metastasis, and viral pathogenesis. [163,164,165]

Figure 7–1: Heparin Structure.

Despite the widespread use, the native, unfractionated heparin has many limitations, such as interpatient variability, non-specific protein binding, unstable pharmacokinetics, and side-effects such as hemorrhage and heparin-induced thrombocytopenia. [166] The variability of heparin arises from its complex molecular structure, intrinsic polydispersity (Mw ranges from 3 to 30 KDa) and heterogeneity of samples (only one in three molecules contains the active AT-III-binding site). [167] Clinical use of heparin remains high because it is the only anticoagulant drug that can be effectively controlled and neutralized by an antidote, namely cationic protein protamine. [168]

Low-molecular-weight heparins (LMWHs), i.e. heparin molecules with reduced chain length, have been designed as a class of heparin-based drugs with improved bioavailability, simplified administration, more predictable dose response and pharmacokinetics, and therefore improved safety. [169] LMWHs such as enoxaparin (Lovenox®),
which is generated by chemical \( \beta \)-elimination of heparin, have been used for prophylaxis of deep venous thromboembolisms (DVT), which occurs in as many as 50% of patients after undergoing elective orthopedic surgical procedures. Compared to heparin, LMWHs have a longer half-life and a lower incidence of complications. [170] Fondaparinux (Arixtra\textsuperscript{®}), a synthetic heparin-based drug based on the unique pentasaccharide AT-III binding domain of heparin, has antithrombotic anti-Xa activity superior to LMWHs, and is therefore used for the prevention of thromboembolic events following elective orthopedic surgery and other prophylactic indications, as well as the treatment of DVT, pulmonary embolisms, and coronary artery diseases. [171] Although LMWHs and fondaparinux improve upon heparin’s therapeutic limitations, they also have shortcomings. The most important safety concerns are that the anticoagulant activity of LMWHs and fondaparinux cannot be effectively neutralized [172], and that their blood level cannot be effectively monitored by current point-of-care clinical methods. Without the ability to monitor and control their blood level, LMWH are unsuitable for certain critical and unmet clinical needs. For example, patients with acute coronary syndrome taking LMWH are at high risk of bleeding complications in the case of an urgent surgical intervention. [173]

Standard clinical procedures for monitoring anticoagulant activity of heparin are based on measuring the activated clotting time (ACT) or activated partial thromboplastin time (APTT). [174,156] Although widely used, these tests often fail to provide the actual heparin level because the clotting time can be affected by additional factors commonly encountered during surgery, such as hypothermia or hemodilution, as well as abnormal levels of clotting factors. [156,175,176] It has been demonstrated that careful patient-specific assessment of heparin levels would reduce the occurrence of anticoagulation complications. [175,177] Standard colorimetric assays of heparin levels based on the anti-Xa or other activities are available, but they require laboratory settings and elaborate sample handling. There have been extensive efforts to develop new devices suitable for routine measurement of heparin levels in clinical settings. [156,178] Various approaches such as, for example, quartz crystal microbalance, surface plasmon resonance, ion-sensitive field-effect transistor, and membrane-
based ion-selective electrode involve either protamine or synthetic cationic polymers as heparin probes, and are either based on surface affinity capture or on an automated heparin titration. [178, 179] Such methods have had variable success in fully achieving the required objectives: selectivity, sensitivity, robustness and reusability. Moreover, because the heparin capture is based on non-specific, activity-independent electrostatic binding, these measurements are of limited utility since they can only determine total rather than clinically active heparin. [167]

7.2 Assembly of Heparin-Protein Multilayer

Since heparin is a strong linear polyanion of polysaccharide nature that is heavily sulfated (~3.3 mmol sulfate groups/g), it is possible to construct a multilayer based on heparin and positively charged proteins through layer-by-layer depositions. This property has been investigated for the heparin-albumin multilayer system. [180] In the study, the heparin with various ranges of molecular weights from averages of 2000 to 15,000 were tested for their abilities to form multilayers with albumin. It was observed that all heparins tested were very effective links for the layer-by-layer assembly with albumin, and based on the amount of heparin adsorbed in each layer, it was concluded that heparin is one of the most efficient polyelectrolytes in forming multilayers with albumin. Several reasons are possible for this efficient interaction. First, the interaction of heparin and various proteins are not only of electrostatic origins, but the specific structure strengthens association with these proteins. For example, it has been shown that even the interaction of heparin with albumin is not specific, it can interact with albumin even at pH above its isoelectric point where albumin bears a net negative charge. [181] Such interactions are usually explained by uneven distribution of charges on protein resulting in local charge clusters that can bind polyelectrolyte of the same charge polarity as the net charge of the proteins. [182] However, heparin is a very strong polyanion, which may shift ionization of the protein, and the stoichiometry of the multilayer may correspond to a lower pH than is the bulk pH. [181]
In this study, the ability of heparin to form multilayers with protamine, a clinical heparin antagonist, was investigated. The layer-by-layer deposition of protamine and heparin was examined using Sentech SE400 ellipsometer (Sensor Technologies America, Carrollton, TX), with the assumed refractive index of organic film of 1.5. The experiments were done by the alternating 5-min exposure of a 1 cm² piece of silicon wafer to a 20 μM protamine solution and 1 U/mL heparin solution, separated by a buffer rinse. The first deposition of protamine-heparin pair yielded a 0.78 ± 0.29 nm thick film, whereas ten deposition cycles produced a film with thickness of 7.36 ± 0.56 nm, consistent with ten protamine-heparin layers. This feature suggests that just as in the studies involving DNA and polylysine multilayers, it could be possible to regenerate the sensor surface and the recover the initial signal baseline after a round of heparin measurement by simply flowing a protamine solution through the sensor. This allows for multiple measurements on the same device, a feature necessary for clinical applications requiring real-time monitoring.

7.3 Device Design

Figure 7–2a shows an optical micrograph of two EIS structures with 50 × 50 μm² sensing surfaces in separate microfluidic channels. Twenty sensors (two in each channel for redundancy) were fabricated on a single chip using the process described in Section 3.3 and were subsequently encapsulated with glass microchannels. Glass microchannels which were fabricated using a metal-based HF etch mask were more robust to stringent cleaning procedures, and they eliminated defects and tediousness associated with hand packaging individual devices with PDMS slabs. A cross-section of the structures (Figure 7–2b) illustrates the use of two adjacent channels for differential molecular measurements. Specific detection of biomolecules requires prior sensor surface functionalization with receptors that exhibit high specificity towards the target analyte. In order to reduce unwanted interference from bulk properties of the solution (e.g. ionic strength and pH) and, to some extent, the interference from nonspecific binding, measure the difference in surface potential between two sensors
in adjacent channels were measured. The active sensor is modified with a heparin receptor, protamine, and the control sensor is passivated with BSA.

Figure 7–2: Glass-encapsulated device for differential heparin measurements. (a) Optical micrograph showing an array of parallel anodically bonded glass microfluidic channels, each containing two field-effect sensors and a gold signal electrode. Differential measurements involved two channels, one for the active sensor and another for the control sensor. b) Schematic illustration of device operation showing the use of two adjacent channels for differential measurements. Heparin (yellow) binds to the surface of the sensor containing the protamine receptor (red) whereas this binding is absent for the control sensor passivated by BSA (blue).

7.4 Heparin Sensing

Total heparin concentration is measured by modifying the active sensor with protamine, a high affinity ($K_d < 10^{-7}M$) [183] cationic protein used as a heparin antagonist. Figure 7–3a shows absolute and differential surface potential response of protamine sensor to a 0.3 U/mL heparin solution, and the subsequent recovery of the protamine surface. During the injection (blue shaded region) the active and con-
Figure 7–3: Differential heparin measurements with protamine sensors. (a) The response to a 0.3 U/mL heparin solution in 10% PBS of the active sensor (red) and the control sensor (blue). The differential response (green) reveals the surface potential change caused by heparin binding by eliminating bulk solution effects. The arrows from left to right correspond to the injection of heparin solution, rinse with running buffer, injection of protamine solution, and the second buffer rinse. The spikes at 6 and 67 min corresponds to externally applied positive and negative 2.5 mV calibration signal. (b) Dose-response curve for heparin in 10% PBS from a protamine functionalized sensor.
trol sensor respond to surface adsorption as well as to the slight difference between ionic strength and pH of the sample and the running buffer. The resulting differential response, however, eliminates the bulk effects, and the signal primarily represents heparin binding to the active sensor. Arrows (from left to right) indicate the injection of heparin solution, buffer, a 20.0 μM protamine solution, and the final buffer rinse. The increased baseline upon injection of heparin solution, expected from its negative charge, gradually decreases during the buffer rinse, which suggests a slow dissociation of sensor-bound heparin in the non-equilibrium conditions of the flow-through setup. The transient baseline change during protamine injection over the active sensor originates from the variations in ionic strength and pH between the 20 μM protamine solution and the running buffer.

The baseline recovery to the original level prior to heparin injection is consistent with the surface deposition of a fresh protamine layer on top of the existing heparin layer. Importantly, as in previous measurements involving DNA and polylysine multilayers, the deposition of multiple layers does not decay signal amplitude over multiple measurements, suggesting that the overcompensated surface charge at the top layer is effectively propagated to the sensor surface, a feature that allows for multiple measurements on the same device.

To evaluate the performance of the protamine sensor, the dose-response curve for heparin in buffer (Figure 7–3b) was measured and it was found that the sensitive region ranges over two orders of magnitude, from approximately 0.01 to 1 U/mL. Heparin doses given to patients are typically in the range of 2-8 U/mL (0.8-3.2μM) during bypass surgery, and an order of magnitude lower for postsurgical therapy. [156] Evidently, the protamine sensor is capable of detecting heparin at and below clinically relevant concentrations. In this way, the most sensitive range of the dose-response curve could be matched to a desired range by an appropriate dilution of a clinical sample.

To demonstrate clinical utility of the protamine sensor, samples of diluted human serum spiked with known heparin concentrations were analyzed. The resulting calibration curve, shown in Figure 7–4, corresponds to the range of 0.5 U/mL to 20
Clinically relevant range of the dose response curves from the protamine sensor for heparin in 10% human serum. Each data point is an average of two measurements and the error bars represent two standard deviations.

U/mL for the original undiluted serum. The observed decreased sensitivity (detection limit of 0.05 U/mL in 10% serum) compared to the buffer samples can be attributed to partial heparin neutralization by serum proteins such as platelet factor IV [174], as well as to surface fouling by interfering molecular species present in the serum sample. Importantly, the device response remained linear in the clinically relevant range, providing simple device calibration and easy readout and data interpretation.

The demand for laboratory monitoring of LMWH is not as frequent as for heparin since the interpatient variability in dosage requirements is much lower. There is, however, a growing view that monitoring is necessary in certain cases. The guidelines of the College of American Pathologists recommends laboratory monitoring in pediatric patients and suggests laboratory monitoring in patients with renal insufficiency, those receiving prolonged therapy including pregnancy, those at high risk of bleeding or thrombotic recurrence, and patients with obesity or low body weight. [175] The current inability to monitor LMWH levels particularly limits its usage in catheterization laboratory, and a simple and rapid point-of-care monitoring system would therefore improve the safety and efficacy of LMWH administration. [173]
Figure 7-5: Dose response curves of the protamine sensor for enoxaparin in 10% PBS. Each data point is an average of two measurements and the error bars represent two standard deviations.

Figure 7-5 shows the dose-response curves of enoxaparin binding to the protamine sensor. As with unfractionated heparin, the sensitive region of the dose-response curve includes the clinically relevant concentrations. Although protamine is not effective at completely neutralizing the activity of LMWHs in vivo (it neutralizes the antithrombin activity but not the anti-Xa activity) [184], the interaction is sufficient to detect enoxaparin using protamine sensor. The somewhat lower sensitivity and the signal amplitude compared to heparin can be attributed to lower electrostatic binding affinity of relatively shorter polysaccharide chains, and less overall negative charge introduced to the surface.

7.5 Comparison with Anti-Xa Assay

As a validation for clinical use, the electronic measurements were compared with an assay of heparin’s anti-Xa activity (Coatest), a standard method for clinical assessment of heparin levels. Although ACT and APTT remain the dominant tests for monitoring anticoagulation, it is widely known that they poorly correlate to the actual
heparin level due to the lack of specificity and interference of other factors. [175,176] Enzymatic assays such as this anti-Xa assay (which has a correlation coefficient of \( \geq 0.90 \) with the APTT), are more accurate in reporting heparin levels, but they are complex, reagent-intense, and they require laboratory settings, which makes them impractical for routine near-patient testing. Moreover, the anti-Xa assay relies on unstable reagents, is sensitive to the presence of other molecules that can affect stability of chromogenic substrate and activity of Xa, and is sensitive to Xa levels in test plasma.

![Figure 7-6: Correlation between field-effect sensor and Anti-Xa assay measurements](image)

**Figure 7-6:** Correlation between field-effect sensor and Anti-Xa assay measurements. Linear correlation \( (r^2 = 0.97) \) between the values for different heparin concentrations in 10% PBS by field-effect measurements and by the colorimetric anti-Xa assay (●) were measured. The values were obtained using a five-point standard curve in the range of 0.1 to 0.9 U/mL. The actual values (○) were 0.1, 0.3, 0.45, 0.6, and 0.75 U/mL. The samples were diluted 10 times in the case of field-effect measurements. The horizontal error bars represent the standard deviation from three distinct anti-Xa assays and the vertical error bars represent the standard deviation from two field-effect measurements.

To compare the performance of protamine sensor to that of anti-Xa assay and to the actual heparin concentrations, a standard curve for each method using 0.1, 0.3, 0.5, 0.7 and 0.9 U/mL solutions of heparin to construct a standard curve was
obtained, and these were used to determine five ‘unknown’ concentrations in this range by both methods. Because the sensitivity of protamine sensor exceeds the range of anti-Xa assay (broadly 0.1-1.0 U/mL) by an order of magnitude, the samples were adequately diluted. Figure 7–6 shows a good correlation (correlation coefficient $r^2 = 0.97$) between the two methods. Importantly, the comparison of the standard deviations and the divergence from the expected values show that field-effect sensor exhibited both the better precision and the accuracy compared to anti-Xa assay.

7.6 Future Directions

While differential heparin sensing based on a protamine-functionalized surface offers the ability to measure heparin in a complex sample such as serum, the technique will not be able to distinguish the clinically active heparin from other highly charged molecular analogs such as chondroitin sulfate, which is structurally related to heparin and thus will bind electrostatically to the protamine-functionalized sensor. To overcome this issue, sensors that employ immobilized proteins with specific binding capability for heparin sensing are been developed. [185] The highly specific interaction between AT-III and heparin involves clinically active pentasaccharide domains, which are randomly distributed along the heparin chains and a single binding site on the AT-III surface. Using AT-III as surface probe, a dose response curve for heparin was obtained and revealed a $K_d$ of 180 nM, while measurements of chondroitin sulfate yielded negligible response, thus confirming the selectivity of the AT-III sensor.

Although the sensor is capable of detecting heparin in plasma samples, the device exhibited a gradual decrease in sensitivity over successive sample runs, presumably due to non-specific deposition of plasma components in the sensor channel, a frequent problem of plasma-contacting medical devices. This limitation can be overcome by further suppressing non-specific binding (for example by coating the device surfaces by polyethylene glycol or adding mild surfactants to the sample) and by incorporating an efficient surface recovery regimen. Also, while the current device design requires
prolonged times for measurement and rinsing due to a complex fluid delivery system. This shortcoming can be overcome by incorporating the sensor into an integrated microfluidic system capable of handling small volumes and rapid on-chip exchange of samples.
Chapter 8

Conclusions

8.1 Conclusions

An integrated microelectronic device for the amplification and label-free detection of nucleic acids has been presented [186, 187]. This device consists of microfluidic channels and integrated valves molded in a silicone substrate which is bonded to silicon die with integrated heaters, temperature sensors, field-effect sensors and signal electrodes. The specific design allows direct endpoint product detections of a standard polymerase chain reaction without sample post-processing or use of additional sequence-specific reagents. As such, the device offers capability to directly detect double-stranded PCR product similar to existing optical approaches that use intercalating agents such as SYBR Green I, while in contrast the system does not require the additional optimization to a standard PCR reaction to avoid inhibitory effects of the dyes.

The sensor consists of a microfabricated charge sensing Electrolyte-Insulator-Semiconductor (EIS) structure embedded in a silicon substrate. The field-effect sensor behaves as a variable capacitor whose impedance value is sensitive to the charge density of surface-bound molecules. By applying an AC voltage to a signal electrode inside the microfluidic channel, the resulting current that traverses the solution through the capacitor can be measured and converted to a relative surface potential value. Buried conductive traces are used to connect the signal electrode
and the field-effect sensor to metal traces that interface with external electronics in order to maintain a locally planar topography around channel area for robust sealing of microfluidic channels. Amplification by polymerase chain reaction (PCR) is achieved with on-chip metal resistive heaters, temperature sensors, and microfluidic valves. On-chip temperature sensing which enables close-loop temperature control is achieved by measuring the temperature coefficient of resistance of metal wires. The reduced thermal mass and high thermal conductivity of a silicon microdevice permits rapid thermocycling with rates of up to 50 °C/s and excellent uniformity of less than 1 °C within the channel.

Direct label-free detection of PCR product is enabled by electronic sensing of layer-by-layer assembly of polyelectrolytes. First, the sensor surface is exposed to a solution containing positively charged polyelectrolytes PLL which bind to the negatively charged silicon oxide surface. This gives the sensor the ability to bind negatively charged DNA such as PCR product DNA. The adsorption of DNA to the PLL-coated surface reverses the polarity of the sensor surface, making it capable of binding a fresh layer of PLL. The alternating depositions can be repeated indefinitely with no noticeable degradation in signal amplitude, hence allowing quantifications of multiple unprocessed PCR products. The technique measures nucleic acid concentration in the PCR relevant range and specifically detects the PCR products over reagents such as Taq polymerase and nucleotide monomers. The system is capable of differentiating nucleic acid concentrations at various stages of PCR by producing a readout which resembles that of fluorescent measurements using intercalating dyes in real-time PCR. By employing a nonionic microfluidic channel passivating agent \(n\)-Dodecyl-\(\beta\)-D-maltoside, PCR product yield equivalent to that of a bench-top system has been achieved. Active on-chip microfluidic control is employed to interface the amplification and detection subunits, which are independently functional. Finally, it has been shown that the presence or absence of a particular DNA sequence can be determined by converting the analog surface potential output of the field-effect sensor to a simple digital true/false readout.

Direct electronic label-free quantification of heparin has also been demonstrated
with layer-by-layer assembly of protein-polyelectrolyte complexes [185]. A glass-encapsulated microdevice with arrays of sensors and channels has been developed for differential sensing of heparin in a complex biological fluid such as serum. Heparin's clinical antagonist, protamine, has been used as the capture agent, and the dose-response curves revealed a detection limit of less than 0.01 U/ml, which is an order of magnitude lower than clinically relevant concentrations. This detection format also allows the measurement of heparin-based drugs such as the low molecular weight heparin enoxaparin (Lovenox®) and the synthetic pentasaccharide heparin analog fondaparinux (Arixtra®). To validate the potential for clinical applications, a strong correlation ($r^2 = .97$) between the electronic measurement and a standard assay of heparin's anti-Xa activity has been demonstrated.

### 8.2 Recommendations for Future Work

While electronic sensing of multilayer assembly is capable of multiple rounds of PCR product quantitation, there lacks a detailed understanding of the properties of the multilayer film and its scaling properties. Such understanding is necessary to predict the sensitivity of the sensing technique given a particular combination of reagents and buffer conditions for PCR.

Currently, native oxide is used as the gate dielectric of the sensor due to the simplicity of fabrication and high sensitivity. However, the composition and thickness of native oxide depends heavily on surface preparation conditions and is prone to drift, thus it is worthwhile to explore whether employing a gate oxide with defined thickness can improve stability and reproducibility of different devices. In addition, other gate materials such as tantalum pentoxide film have been shown to exhibit higher pH sensitivity and linearity. It is interesting to see if a similar improvement can be achieved for the measurement of polyelectrolyte multilayers.

The integrated device has been designed to perform a single measurement of PCR product after thermocycling, and the PCR channel has been designed to carry a relatively high volume of reagents. However, it was discovered during the injection of
chip-amplified product that for a positive amplification, the sensor did not require all the volume to in order obtain a saturated sensor response, thus the volume can clearly be scaled down without affecting the sensor sensitivity. Also, it is relatively unknown what proportion of DNA in solution that flows through the sensor binds to it. It could be possible to develop a fluidic architecture that flows PCR reagents through a sensor in a closed loop using peristaltic pumping to ensure complete binding of product. The current integrated device is designed to give a digital response for the presence or absence of a particular sequence, while it has been demonstrated that the sensor can monitor multiple products and follow the progress of a reaction for real-time quantification of initial template concentration. Such prospect can potentially be realized by integrating multiple channels to a device and monitoring the content of each channel after different numbers of cycles of reaction.

The small footprint of the device can potentially allow packaging into a handheld device for field diagnostics. However, for direct analysis of crude samples, additional sample pre-processing capabilities must be added such as cell lysis and nucleic acid purification stages.

By integrating additional capabilities such as magnetic bead-based affinity capture, the integrated PCR-electronic sensing platform could potentially enable automated selection of protein-binding nucleic acid species (aptamers) with feedback capabilities. In vitro selection is a general and powerful technique for evolving nucleic aptamers against a large variety of molecules ranging in size and structure from cations to cells, but the procedure is time-consuming and error-prone. Protocols have been developed for automated workstations, reducing selection time from months to several days; however, robots cannot fine-tune parameters based on observed intermediate results as their human counterpart, thus they frequently generate spurious parasitic species. With improved thermocycling performance, a microfabricated device could potentially not only increase the throughput of automated selection, but also performs electronic label-free PCR endpoint readout to ensure the integrity of the aptamer pool during a selection.
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