6.034 QUIZ 2 SOLUTIONS
FALL 2000

(Preliminary —without Explanations)



Problem 1: Miscellaneous (30 points)

This problem is first because other problems were judged to take three to four times as
long Circlethesingle phrase tha best completes thefollowing fragments. All multiple
votes will bergected.

Progressive degpening, dso known asiterative degpening, works well for games because:

» Alphabeaallowsyou to go twice asdeep in agiven gane tree.

* Thebranching factor varies fromlayer to layer.

« Almog noneof thenodesin agame tree of a given depth arein thefind layer.
<Almog al thenodes in agame tree of agiven depth arein thefina layer.”—>
» All of theabove

* Noneof theabove

Alphabeda:

* Doublesthe speed of minimax.

* Isslower than minimax.

e Isincompatible with minimax.

* Isincompatible with progressive degpening
e Allof ve

*  Noneof theabove

Thetopological sorting algorithm was developed to:

e Improve run time speed.
* Enare precedence is deermined by the up-to-join prindple.
» Dea with loopsin theinheitance tree.

* Noneof theabove
Frames have been usd to:

» Enable sentence undestanding.

* Enable story undestanding.

* Enable metaphorunderstanding.

» Enable default reasoning viainheitance.
» All of theabove




A key virtue of thetrangtion-space representation isthat it:

Subsumes thematic role frames and primitive-act frames.
Can betrandated to relationd-daabase records

Enables thedescription of states.

Facilitates the understanding of metaphars—>

All of theabove
Noneof theabove

A key virtue of thethematic-role frame representation is tha it:

Expresses all actionsin terms of afew primitive acts.
Enables description & thestory level.

Focuses on variable-value changes.

Captures causal relations

All e

Noneof theabove

A key virtue of semantic-trangtion-4ree grammarsisthat they:

Reduce the number of wordstha need to beunderstood.
mplify grammar condruction by subgituting recursion for explicit loops—=

Exploit therete agormtnm.

Exploit trangtion-space representation.
All of theabove

Noneof theabove

Natural language database interfaces work because processed noun phases mog often
become:

Relatlond sorting opeations
All of theabove
Noneof theabove



The puipos of crossover in genetic algorithmsis to:

e Increase diversity.

. 0 aral mutation.

e Change selection pobabilities.

e Reducethenunber of genotypes.
e All of theabove

e Noneof theabove

In neura nets:

e Biologica neura nesare modded accurately.

e Sigmoid thresholdswere introduced to avoid ovefitting.

e Ovefitting occursif there are too-few training cycles.

e Thecomputation required by backpropagation pe training cycleis propationd
to r?, where n is the nurber of nodes.

e All of theabove

@oneof the aboD




Problem 2: Nearest Neighbor, Decision Trees and Support Vectors (30 points)

Congess has decided to ask each voter afew key questionsso as to predict how each will
vote. Thiswill, of course, save everyonethetroubesome and time-consuming practice of
actudly having to examinethebdlots to figure out the election result.

They decideto gart with jus two questions
a) On ascale of —1 (strongly disagree) to +1 (strongly agree) how do you feel
aboutprivatizing sodal security?
b) On ascaleof —1 to +1, how do youfeel aboutregistering handguns?

Thetraining sample is shown bdow, with 15 individuds plotted according to howthey
feel aboutthese two issues, with adark square (for Gore) and alight diamond (for Bush)
indicating how they voted for president. Thereisalso aquestion mark “?’ on theplot,
indicating oneof theinfamousundecided voters aboutwhich so much has been said
duringthis election. We'll call him Mr. Undecided.
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Part A: Nearest Neighbor (10 points)

1) Wha would nearest neighborpredict aboutthevote of Mr. Undecided, assumingthe
use of thestandard Eudidean distance as themetric? (Y our answver should beeithe
Gore or Bush.)

2) On theplot above carefully draw theprecise bounday lines tha nearest naghbor
would indicate as separating the Gore part of the sample space from the Bush pat.



3) Wha would 3-hearest neighbor predict aboutthevote of Mr. Undecided (usngthe
same Eudidean metric)?

Gore

4) It tumsoutthere was one othe question tha voters had been asked: “How do you
feel aboutlowering the pay of Congressmen/women?’ The question was notinduded
in thepublicly released data because, (according to the politicianswho cntrolled the
release), thedaawill notbeuseful in making adecision. When digging in, you find
outtha theactud problem wastha all theanswvers were strongly clugered near the
+1 end ofthescale. You are brought in as a conaultant and suggest tha:

a) Thepoliticiansare correct; thedaawill not be useful.

b) Thedaa can gill beussful, you just need to divide all thevalues by the mean of
thevalue

¢) Thedaacan dill beuseful, you jus need to subtract from each valuethe mean
of all thevalues, then multiply al thevalues by the standad deviation ofthe
values

@hedaacan 4ill beuseful, you just need to divide by the standad deviaID

e) Thedaacan dill beuseful, butnoneof the choices offered éboveare correct.




B: Identification Trees (8 points)
(We repesat the same daa here for your convenience.)

1.2

0.8

0.6 |

0.4 B

0.2
m Voted for Gore

& Voted for Bush

-0.2 4

Opintion on gun registration

-0.4 |

-0.6

-0.8 [ ]

-1 -0.8 -0.6 -04 -0.2 0 0.2 0.4 0.6 0.8 1

Opinion on social security

Things seem to begoing alongwell, when suddenly, Ralph Nader appears on the scene
and suggests tha nearest neighboris wrecking the environment by wasting precioustime
and gace. He suggests using ID treesingead.

1) You decideto try as your first test opinion on social security < 0.
But as you know; you need to deerminethe average disorder of the sets producd by
thistest to s2e whether it’s any good. What istheaverage disorder? (Y our answer can
indudethelog, opeator, you need notsimplify your expression.)



2) You deidethat it looksgood, ® you decideto complete thedecision tree. Draw the
ID tree and Pecify all tests.

SS<0
Y N
@ GR<0.9
V.

Bush Gore

3) Wha does yourtree predict abouthow Mr. Undecided will vote for president? Circle
the corresponding node on your ID tree.

Part C: MoreVoter Questions (4 points)

Mr. Gore, having invented the Internet, claims to knowathing or two aouttechnology.
He says tha we're asking way too few questionsof thevoters, and indicates that to get a
decent predictive ability we should ask them at least 100 quetions You come up with
100 quetions and while you worked had a it, you dont think dl 100 quetionsare
going to give you predictive information éboutthe voter. Neverthdess, you forge ahead
and try usng both nearest neghbors and identification frees. Yourinitial experiments
indicate (circle themog likely result):

a) Both techniques work well and work aboutequdly well.
b) Nearest naghbors works much beter than identification trees.

@fication trees work much beiter than nearest ne@

d) Neither works well.




Part D: Support Vector Machines (8 points)

All of thisis aboutto end when you notce asmall butvocal demondration going on out
in thestreet, with people carrying signstha say

Suppot
Vector Machines

You're abit confused and ask a colleague, “Wha's a vector machine?” He explainsthat
you've parsed this abit incorrectly, it's called asuppot vector machine This bringsit all
back to you, and you indicate your understanding by answering thefollowing question.
(A third copy of thesame daais shown bdow for your convenience.)

You decide experiment with aradial-basis-fundion kernd,

‘HX1‘X2H2
K(Xl, X2) = GF

Y our experiment succeeds, with asmall number of samples emerging as support vectors,
and dl samples correctly providing values of lessthan orequd to -1 or greater than or
equd to +1.



1. Sketch thedecision bourday in thediagram bdow.
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2. Check all thestatementsthat are correct:

Thereisasigmavauesuch tha all the Gore/Bush samples will become
suppot vectors.

Thereisasigmavauesuch tha the Gore/Bush samples will notbe
sepaable.

Thereisasigmavauesuch tha overfitting will occur.

If theradial-basis-function kend is replaced by a dot produd kernd, x; -
Xz, the Gore/Bush samples will be separable.

10




Problem 3: Neural Nets (40 points)
Part A (24 points):
Congde thefollowing neural network. All three of the units are perceptron units, not

sigmoid units; that is, all the outputsare O or 1. Assume all inpussto threshold
implementing weights, such aswp; and wy, are-1.

A

Wog

Wi 22

X X2
A.1 (10 points)
Give values for themissingweights of net A so that it correctly classifiestheDatain D,

bdow. Theoutputfor each ingdance should be0 for ingances labded — and 1 for
ingances labded +.

X2
&
- + T + i Wo]_: -1.5
W]_]_: -1
A L Wa= 0
i + 13 + ) W02: -1.5
W12: 1
- + 12 + - W22: 0
. + 11 + . Woi= 1.5
W14: 1
-2 -1 1 2 x Wo= 1
Dl
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A.2 (8 points)
Using the weights you computed in A.1:

1. Carefully draw thedecision boundaesfor units 1 and 2 of A on thediagram
bdow. Besureto labd each bounday with al or 2.
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D,

2. On thediagram bdow, draw in dl combinaionsof outputs for units 1 and 2.
Label each combination with the class(es) associated with tha combinaion (+ or
— orboth), given thedaa set D;.

¥z

h

1 ¥
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A.3 (8 points)

Congde thefollowing data set, which is somewhat different from D;:

X,
&
- + 15 . +
. + 14 . +
. + 13 . +
. + 12 . +
- + 11 - +
2 1 1 2 x

g

A]
3
\g
oz

4
Y2
o1
Rt :z
*2

Circle ALL of thenet architectures, if any, tha can correctly classify this data set.
Assumethat all the architectures use only perceptron units.

W
Wi
X1
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Part B (16 points)
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Sigmoid Values

S(5)=0

S(-4)=0.02

S(-3)=0.04

S(-2)=0.12 | S(-1)=0.27 | S(0)=0.5

S(5)=1

S(4)=0.98

$(3)=0.96

S(2)=0.88 | S(1)=0.73

B.1 (6 points)

Assuming tha each unit has afixed threshold of 0.0, compute (approximately), given that
theinputs are both st to 2 and theweights are wi= 2, wo= -2, ws=4, and w;=0.

e V1= 12

. v,=0.88

e Y3= 1/2
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B.2 (8 points)

Y ou ae confronted with two dtuaions and you aeto dderminewhether theweights
will go up ordown. In both stuaions you areto use thenegwork of pat B.1, which uses
sigmoid naurons

In dtuation 1, you aeto assume tha thedesired outputs for inputs

are

y» =0,
y3 =1,

that thelearning rateis 1, and tha theweightsare asin B.1.

In gtuation 2, you aeto assume tha thedesired outputs, for thesame inputs, are

y. =1,
y3=0,

Fill in thecells of thetable bd ow with up and down, as appropriate.

Situation 1 Situation 2
w ! f
w y t
w y t
w t y
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