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Abstract

This thesis considers the performance implications of throughput optimal scheduling in physically and computationally constrained data networks. We study optical networks, packet switches, and wireless networks, each of which has an assortment of features and constraints that challenge the design decisions of network architects. In this work, each of these network settings are subsumed under a canonical model and scheduling framework. Tools of queueing analysis are used to evaluate network throughput properties, and demonstrate throughput optimality of scheduling and routing algorithms under stochastic traffic. Techniques of graph theory are used to study network topologies having desirable throughput properties. Combinatorial algorithms are proposed for efficient resource allocation.

In the optical network setting, the key enabling technology is wavelength division multiplexing (WDM), which allows each optical fiber link to simultaneously carry a large number of independent data streams at high rate. To take advantage of this high data processing potential, engineers and physicists have developed numerous technologies, including wavelength converters, optical switches, and tunable transceivers. While the functionality provided by these devices is of great importance in capitalizing upon the WDM resources, a major challenge exists in determining how to configure these devices to operate efficiently under time-varying data traffic. In the WDM setting, we make two main contributions. First, we develop throughput optimal joint WDM reconfiguration and electronic-layer routing algorithms, based on maxweight scheduling. To mitigate the service disruption associated with WDM reconfiguration, our algorithms make decisions at frame intervals. Second, we develop analytic tools to quantify the maximum throughput achievable in general network settings. Our approach is to characterize several geometric features of the maximum region of arrival rates that can be supported in the network.

In the packet switch setting, we observe through numerical simulation the attractive throughput properties of a simple maximal weight scheduler. Subsequently, we consider small switches, and analytically demonstrate the attractive throughput properties achievable using maximal weight scheduling. We demonstrate that such throughput properties may not be sustained in larger switches.

In the wireless network setting, mesh networking is a promising technology for achieving connectivity in local and metropolitan area networks. Wireless access points and base stations adhering to the IEEE 802.11 wireless networking standard can be bought off the shelf at little cost, and can be configured to access the Internet in minutes. With ubiquitous low-cost Internet access perceived to be of tremendous societal value, such technology is naturally garnering strong interest. Enabling such wireless technology is thus of great importance. An important challenge in enabling mesh networks, and many other wireless network applications, results from the fact that wireless transmission is achieved by broad-
casting signals through the air, which has the potential for interfering with other parts of the network. Furthermore, the scarcity of wireless transmission resources implies that link activation and packet routing should be effected using simple distributed algorithms. We make three main contributions in the wireless setting. First, we determine graph classes under which simple, distributed, maximal weight schedulers achieve throughput optimality. Second, we use this acquired knowledge of graph classes to develop combinatorial algorithms, based on matroids, for allocating channels to wireless links, such that each channel can achieve maximum throughput using simple distributed schedulers. Third, we determine new conditions under which distributed algorithms for joint link activation and routing achieve throughput optimality.
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Preliminaries

Notation

We use $\mathbb{R}$ to denote the set of real numbers. We use $\mathbb{R}_+$ to denote $[0, \infty)$, the set of non-negative reals. We use $\mathbb{Z}$ to denote the set of integers, and $\mathbb{Z}_+$ to denote the non-negative integers. For a set $S$, and an integer $n \geq 1$, the set $S^n$ denotes the $n$-fold Cartesian product of $S$. Thus, $\mathbb{R}^n$ is the $n$-dimensional real coordinate space, and $\mathbb{R}^n_+$ is the positive orthant in $n$ dimensions. Scalar quantities are italicized, e.g., $x$. Bold symbols are associated with vectors and matrices, e.g., $\mathbf{x} = (x_1, \ldots, x_n)$. For a vector $\mathbf{x} = (x_1, \ldots, x_n)$ and an index set $I \subseteq \{1, \ldots, n\}$, we denote the subvector $\mathbf{x}_I = (x_i, i \in I)$. The cardinality operator is $|\cdot|$, with $|S|$ representing the cardinality of the set $S$. The convex hull operator is $\text{conv}(\cdot)$, where for the set $\mathcal{A} \subseteq \mathbb{R}^n$,

$$\text{conv}(\mathcal{A}) = \{\alpha \mathbf{a}_1 + \beta \mathbf{a}_2 : \mathbf{a}_1, \mathbf{a}_2 \in \mathcal{A}, \alpha \geq 0, \beta \geq 0, \alpha + \beta = 1\}.$$ 

An accumulation point of $\mathcal{R} \subseteq \mathbb{R}^n$ is such that there exist other points of $\mathcal{R}$ arbitrarily close by. The closure of $\mathcal{R}$ is then given by the union of $\mathcal{R}$ and all its accumulation points [93]. The closure operator is $\text{cl}(\cdot)$. We use w.p.1 to represent the statement ‘with probability 1’. The indicator function is represented by $\mathbb{1}_{\{\cdot\}}$, returning unity when its argument is true, and zero when its argument is false.
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Chapter 1

Introduction

With the continuing growth in demand for data traffic, the existing network infrastructure will be strained in terms of both transport and processing requirements. Advances in technology and hardware capability drive much of the progress in meeting increasing demands, often at the expense of additional costs. It is natural and economically sound that network designers and administrators will always seek cost-effective strategies for addressing the needs of their customers. Consequently, a great deal of interest inevitably arises when low cost, high-performance communication solutions are proposed, particularly when these solutions are compatible with or designed to be implemented using existing technology. Recent examples of this phenomenon include the drive towards low cost WIFI-based wireless mesh networks [1, 7, 8, 77, 122], the intense interest in software and cognitive radio [18, 20, 30, 50, 57, 70, 100, 101, 159], and the incorporation of electronic aggregation (grooming) and optical aggregation (wavebanding) techniques for efficient utilization of bandwidth in optical networks [19, 33, 102, 103, 116, 135, 143, 168].

The essential driver of data networking has been the steadily decreasing cost and miniaturization of computing technology. As processing power improves, our communication solutions can admit increasingly intelligent and sophisticated network control algorithms. For example, small, inexpensive, mobile wireless devices can be made robust to channel variations, interference, and mobility, leading to effective solutions for cellular communication, wireless ad-hoc networks, and mesh networks. In the optical network setting, configurable components in combination with intelligent network control algorithms enable networks that are adaptable and responsive to traffic variations.

In this thesis, we develop dynamic algorithms for routing and scheduling traffic in data networks. In Chapter 2, we introduce the general network setting of interest. The remainder of the thesis is dedicated to studying the algorithmic and performance implications of networking in various communication settings. Our network model encompasses wireless and optical networks, as well as high-speed electronic packet switches. We study each of these networking scenarios, focusing on enabling efficient network control algorithms given their respective engineering constraints. For example, wireless networks are subject to co-channel interference and cannot effectively admit centralized control policies [90]. WDM-based optical networks have wavelength and port constraints, and incur non-negligible delays associated with propagation of light, component configuration, and link synchronization [121].
Figure 1-1: Generic representation of the networking scenario. Arrivals at each node can be destined to any other node in the network. The corresponding arrival rate for source destination pair \((i, j)\) is indicated with \(\lambda_{ij}\). Note that available communication links are depicted as bidirectional, though this need not be the case in general.

We address WDM-based optical networks in Chapters 3–5, where we introduce throughput-optimal routing and scheduling algorithms and quantify achievable performance. We study efficient switch scheduling in Chapter 6. Finally, we consider wireless networks in Chapters 7–9, and determine network topologies for which simple distributed algorithms maximize throughput.

1.1 Research overview

Our study of network layer throughput properties in wireless and optical networks has a common underlying network queueing model. The details of this model are presented in Chapter 2. In this section, we introduce the key elements of this model.

Figure 1-1 depicts a generic representation of the networking scenario of interest. The network consists of a set of nodes, representing users in the wireless setting, input and output ports of a crossbar switch, or switching/router equipment in the optical setting. Network links provide a means for establishing communication between nodes. In wireless networks, a link exists between two users when their wireless communication channel is sufficiently strong for reception. In crossbar switches, a link exists between every input/output port pair. In optical networks, a link exists between any two nodes that can communicate all-optically (without intermediate electronic processing) through the network.

Each network node is subjected to random exogenous arrivals of packets. These packets
can be destined to any other network node, and often require routing between multiple
nodes of the network to reach their destinations.

Service of packets through the network is effected through activation of communication
links over the network. In the wireless setting, a communication link is always established
between nodes in direct communication with one another. This is not the case in optical
networks however, where switching at the optical layer allows communication links to optically bypass intermediate nodes. Multiple communication links can be simultaneously active, subject to the physical communication constraints of the network. For example, wireless communication is constrained by co-channel interference, while optical networks are constrained by bandwidth (wavelength) and processing (transceiver and wavelength conversion) capability.

Naturally, each network setting that we consider will have an order of precedence among
the various engineering considerations required to enable communication. For example, distributed network control is an essential feature in many wireless networking applications, while being unimportant in electronic switches, where the primary concern is to enable efficient resource utilization using simple schedulers. In this thesis, we focus our attention on the following general questions.

What network control algorithms maximize achievable performance?
Can we determine precise measures of performance?
How do network topology and architectural features affect performance?
How do we effectively utilize resources in a distributed fashion?
Does distributed network control lead to a performance penalty?

Since we consider optical, wireless, and electronic switching applications, our emphasis on these questions varies throughout the thesis. We determine algorithms for achieving the maximum throughput in optical, wireless, and switch settings. We exactly quantify throughput properties achievable in optical networks. We explore the stability properties of low-complexity switch scheduling algorithms. We develop channel allocation algorithms to enable efficient decentralized network control in wireless networks. We study network topologies that are amenable to achieving the maximum throughput using simple distributed schedulers.

1.2 Related work

The seminal work of Tassiulas and Ephremides underlies much of the existing literature in
the area of stability of data networks [150]. In that work, a backpressure-based algorithm for
scheduling multi-commodity packets in a general network setting was proposed and proved
to be throughput optimal. The general network setting that we consider in this thesis fits
into the framework of Tassiulas and Ephremides. In Chapter 2, we describe our general
network model as well as the algorithm of [150].
In the design of traffic-adaptive networking algorithms, the maximum weight scheduling discipline has received considerable attention [3–6,9,10,12,49,54–56,62–65,76,86,88,95–97, 111–115, 125, 126, 138–141, 146, 148–151, 163], owing largely to its application in algorithm design and analysis in crossbar switch scheduling [3,4,6,49,63–65,73,76,88,95–97,138–140]. The first appearance of maximum weight scheduling for general networks was in [150]. In the context of switch scheduling, the maximum weight matching algorithm was first enlisted and shown to be throughput optimal in [95–97]. Subsequent works on switch scheduling focused on developing implementable algorithms by considering speedup [35,44, 49,80,88,118], randomization [64,76,138], approximate maximum weight scheduling [73,139], variable-length packets [4], parallel techniques [65], multicast [3,78], multiclass traffic [6], and modified crossbar architecture [63,167]. Additionally, delay performance of switch scheduling algorithms was considered in [76,78,79,87,140]. Outside of switch scheduling, maximum weight scheduling has been applied in wireless [55,56,111,113,114,148–150], satellite [115], and optical [26,27,74,154,155] network settings.

Fluid models are a standard tool for studying the stability of queueing networks [24], where stability properties are investigated by studying the corresponding fluid limits [23, 24, 37, 38, 46–49, 51, 52, 98, 107, 130, 140, 141, 145, 146]. The papers [37, 46, 48, 130, 145] are largely responsible for introducing and establishing fluid limits as effective means of studying stability. Rybko and Stolyar [130] studied a simple network, which was generalized by Dai [46] (this is regarded as the main reference on fluid limits in the literature) and by Stolyar [145]. The papers [5, 24, 47, 98] considered the implications of instability in fluid limit models upon corresponding queueing network stability.

Dai and Prabhakar [49] are responsible for the first treatment of fluid models and fluid limits of input-queued switches, where they demonstrated the rate stability of the maximum weight matching service discipline, as well as of maximal size matching under a speedup of two. This analysis was extended to general switched networks in [9,146]. In [146], the maximum weight scheduling discipline was proved to be throughput optimal, and to achieve optimal delay performance when exactly one port is saturated. For the $N \times N$ input-queued switch, the delay optimality of maximum weight scheduling was studied in [140] under general saturated port loadings. The works of [12,140,146] restrict to non-negative service at each queue, which precludes routing in the respective networks considered.

An alternative tool for studying the stability of queueing networks is the Lyapunov drift technique [13], applied directly upon the discrete-time queueing model. This technique was employed in the stability analysis of Tassiulas and Ephremides [150], and has been a standard approach in subsequent works in the scheduling literature [3,4,54–56,63,64,76,81,86–88,95–97,111–115,148,149,151].

The algorithm of Tassiulas and Ephremides [150] employs centralized maximum weight scheduling, which is often considered too complex to implement on a slot-by-slot basis in high-speed data networks [29,35,36,39,44,49,80,88–90,104,118,136,160,161]. In the wireless setting, the design of distributed scheduling algorithms has attracted a great deal of attention. Lin and Shroff [90] studied the impact of imperfect scheduling on cross-layer rate control. Under primary interference constraints\footnote{Primary interference constraints imply that each pair of simultaneously active links must be separated}, they showed that using a distributed
maximal matching algorithm along with a rate control algorithm is only guaranteed to achieve 50% throughput. Similar results for different settings were also obtained in [36,39,89,136,160,161]. Chaporkar et al. [36,136] characterize the stability region of a maximal scheduling algorithm under arbitrary topologies and interference models. They show that under secondary interference constraints, the stability region may be reduced to $\Lambda^*/8$, where $\Lambda^*$ is the stability region under a perfect (centralized) scheduler. A novel distributed randomized approach that can achieve 100% throughput has been presented in [104].

An important work that we study at length in this thesis is Dimakis and Walrand [51]. They consider the performance of the Longest Queue First (LQF) scheduling algorithm (a greedy maximal weight scheduling algorithm) in a graph of interfering queues, and present sufficient conditions (called Local Pooling) for a maximal weight algorithm to provide 100% throughput.

### 1.3 Contributions

Chapter 2 of this thesis introduces the queueing model that encompasses the network settings considered in this thesis. Many of the important notations and queueing variables are presented, as well as the formal definition of stability. The algorithm of Tassiulas and Ephremides [150] is presented for the queueing model, and we provide a proof of its stability based on the fluid limits technique.

Chapter 3 primarily introduces the optical networking framework, and two throughput-optimal scheduling algorithms. These algorithms make maximum weight (maxweight) scheduling and routing decisions. Important engineering aspects of the networking problem are addressed, including link propagation delay, transceiver tuning latency, and link synchronization delay. The delay associated with transmission of packets through the network is studied for several algorithms and networking scenarios.

Chapter 4 focuses on quantifying the maximum throughput properties of WDM-based optical networks, under a single-wavelength constraint. The chapter culminates in several theoretical results that exactly quantify two geometric properties of the network stability region in terms of the Routing and Wavelength Assignment problem. This enables us to determine closed-form expressions for the network performance under many common network topologies of interest.

Chapter 5 seeks to answer questions that arise naturally following the single-wavelength analysis of Chapter 4. We study the computational complexity associated with determining the geometric properties studied in Chapter 4. Additionally, we extend the results of Chapter 4 to the multi-wavelength setting.

Chapter 6 is motivated by the fact that implementing maximum weight scheduling may be computationally cumbersome. This chapter looks at a lower complexity scheduling algorithm, which makes link activation decisions based on maximal weight scheduling. We consider the simple case of bipartite network graphs, which are commonly studied in the context of input-queued switches. We present numerical results attesting to the attractive throughput properties of maximal scheduling, and proceed to develop a theoretical result by at least one hop (i.e. the set of active links at any point of time constitutes a matching) [36,68,90,104,164].
for the case of a $2 \times 2$ input-queued switch. For the $3 \times 3$ switch, although maximal weight scheduling can have suboptimal throughput performance, we demonstrate that the network only loses throughput on a set of arrival rates having measure zero. Finally, we study larger switches, and find that maximal weight scheduling may result in throughput loss over a non-negligible portion of the switch capacity region.

Decentralized scheduling in wireless networks is the focus of Chapters 7 through 9. Here again, maximal weight scheduling plays an important role. In Chapter 7, we study certain conditions known as Local Pooling conditions, under which maximal weight scheduling can be shown to achieve maximum throughput. Under limited routing and interference models, we determine network topologies for which decentralized scheduling achieves maximum throughput. We also develop network partitioning algorithms, based on matroids, to separate the network links into channels, each of which achieves maximum throughput. In Chapter 8, we seek to loosen the restrictions imposed on the network in Chapter 7. In particular we greatly expand our knowledge of graphs that satisfy Local Pooling, and we study the implications of multi-hop interference constraints upon network stability. In Chapter 9, we extend the Local Pooling conditions to networks employing electronic routing.
Chapter 2

Network model, stability, and throughput maximization

In this chapter, we present the fundamental queueing network model used throughout this thesis. We define the capacity region of the network and formalize the concept of a throughput maximizing algorithm. We introduce an algorithm that maximizes throughput in the network.

2.1 Network queueing model for scheduling and routing

We consider a general network structure, which we denote by $N$. $N$ represents all physical aspects of the network, including network topology, node architecture, and all communication mechanisms. The network consists of $n$ nodes, physically interconnected in a graph structure $G_N = (V, E_N)$, where the vertex set $V$ corresponds to the set of network nodes, and the directed edge set $E_N$ corresponds to the communication links available in the network. Clearly $|V| = n$, and we denote $|E_N| = m$. For a directed edge $e$, let $\sigma(e)$ denote the source (initial) vertex, and $\tau(e)$ denote the terminal (destination) vertex.

The network consists in general of multiple sources and sinks of data. Hence, it is well described as a multicommodity data network. Throughout the work, we will treat data destined for a particular terminal node $v \in V$ as commodity $v$ data.

For simplicity, we assume that time is slotted and that packets are of equal size, each packet requiring one time slot of service across any network link. Each node $i$ is equipped with $n$ queues, one for each possible destination of data traffic originating or passing through node $i$. The queue corresponding to packets at node $i$ destined to node $j$ is denoted by $Q_{ij}$, with $Q_{ij}(t)$ equal to the number of enqueued packets at the beginning of time slot $t$. The differential backlog (backpressure) of commodity $j$ packets across edge $e \in E_N$ at time $t$ is $Z_{ej}(t) = Q_{\sigma(e)j}(t) - Q_{\tau(e)j}(t)$. For link $e \in E_N$, the maximum backpressure at time $t \geq 0$ is given by $Z_c^*(t) = \max_{e \in E_N} Z_{ej}(t)$. For $t \geq 0$, denote

\[
Q(t) = (Q_{ij}(t), i, j \in V), \quad Z(t) = (Z_{ej}(t), e \in E_N, j \in V), \quad Z^*(t) = (Z_c^*(t), e \in E_N)
\]
as the matrices of queue backlogs, link backpressures, and maximum backpressures, resp-
tively. In some instances, we will refer to \( Q(t) \) as a vector instead of a matrix, where we adopt the convention \( Q(t) = (Q_{\sigma(e)\tau(e)}(t), e \in E_N) \).

Data traffic arrives for service through the network according to a stochastic process, \((A_{ij}(t), t \geq 0)\), where \( A_{ij}(t) \) represents the cumulative number of exogenous arrivals up to the end of time slot \( t \) of packets to node \( i \) that are destined to node \( j \). The arrival processes are assumed to be general, in the sense that they can be temporally and mutually correlated, with \( \lambda_{ij} \) equal to the long term rate of arrivals for each source/destination pair \( i,j \), where

\[
\lambda_{ij} = \lim_{t \to \infty} \frac{A_{ij}(t)}{t} \text{ w.p.1}
\]

We make the assumption that there is no self-traffic in the network, which is represented symbolically with \( A_{ii}(t) = 0 \) for all times \( t \geq 0 \) and all nodes \( i \in V \). Denote the arrival rate matrix \( \Lambda = (\lambda_{ij}, i,j \in V) \). Service of packets is effected through network link activation and routing decisions for active links. Let \( \Pi_N \) denote the set of available link activations in the network graph \( G_N \): the vector \( \pi = (\pi_e, e \in E_N) \in \Pi_N \) is a nonnegative integer vector, where \( \pi_e \) equals the total number of active communication links from node \( \sigma(e) \) to node \( \tau(e) \). Each allowable link activation is subject to the physical communication constraints of the network: a set of network links can be simultaneously activated depending on both network topology and network node functionality.

Service is applied to the system at each time slot by activating a set of edges, and routing a packet of a single commodity across each active link. We denote the corresponding service activation matrix by \( S = (S_{ej}, e \in E_N, j \in V) \). Here, \( S_{ej} \) equals the number of communication links from node \( \sigma(e) \) to node \( \tau(e) \) used to service commodity \( j \) packets under the activation \( S \). Every feasible matrix \( S \) is an integer matrix. Note that an admissible service activation matrix must have a valid underlying link activation belonging to \( \Pi_N \). This property characterizes the set of admissible service activation matrices, \( S \):

\[
S = \left\{ S \in \mathbb{Z}_{++}^{m \times n} : \sum_{j \in V} S_{ej} \in \Pi_N \right\}.
\]  

The set \( S \) places no restriction on which commodity is allowed to cross an active link. This means that service activations belonging to \( S \) can correspond to multi-hop routing, where packets are re-enqueued after transmission across a link. Thus, we will occasionally refer to \( S \) as \( S^{\text{mh}} \), to emphasize this multi-hop capability. In this thesis, we will also deal with networks in which single-hop routing is exclusively employed. In such a situation, the set of admissible service activations is denoted \( S^{\text{sh}} \), where \( S \in S^{\text{sh}} \) must satisfy

\[
S_{ej} > 0 \text{ implies } j = \tau(e).
\]  

In words, the above statement means that a link can only be activated to service traffic directly to its destination node.

The matrix \( S \in S \) leads to packet transitions through the network. To model the queue evolution implied by invoking \( S \), we introduce for each commodity \( j \in V \) the \( n \times m \) routing
matrix $R^j = (R^j_{ie}, i \in V, e \in E_N)$, where:

$$R^j_{ie} = \begin{cases} 1, & \text{if } \sigma(e) = i \\ -1, & \text{if } \tau(e) = i \text{ and } i \neq j \\ 0, & \text{else} \end{cases}$$

Denote by $d_{ij}(S)$ the service to queue $Q_{ij}$ under activation matrix $S$. Using the above routing matrix we can express $d_{ij}(S) = \sum_k R^j_{ik}S_{kj}$. Denote matrix $d(S) = (d_{ij}(S), i, j \in V)$.

Denote by $D_{ij}(t)$ the total service applied to commodity $j$ packets at node $i$ up to the end of time slot $t$. Finally for each $S \in \mathcal{S}$, denote by $F_S(t)$ the number of time slots up to the end of time slot $t$ in which service activation matrix $S \in \mathcal{S}$ was active. The following are the dynamics of the queueing system for $t \geq 0$:

$$Q_{ij}(t) = Q_{ij}(0) + A_{ij}(t) - D_{ij}(t), \quad \forall(i,j) \tag{2.3}$$

$$D_{ij}(t) = \sum_{S \in \mathcal{S}} d_{ij}(S)F_S(t), \quad \forall(i,j) \tag{2.4}$$

$$\sum_{S \in \mathcal{S}} F_S(t) = t, \quad \forall t \tag{2.5}$$

$F_S$ is non-decreasing, $\forall S \in \mathcal{S}$ \tag{2.6}$$

In this thesis, we will only consider the case $Q_{ij}(0) = 0$ for all $i, j$.

### 2.2 Throughput optimality

We are now prepared to define the stability region of the network.

**Definition 2.2.1 (Admissible Rate Vector)** An arrival rate matrix $\lambda = (\lambda_{ij}, i, j \in V)$ is admissible if it is non-negative and there exists a collection of service activation matrices $S^l \in \mathcal{S}, 1 \leq l \leq L$ such that for all $i, j \in V$,

$$\lambda_{ij} \leq \sum_{l=1}^L \alpha_l d_{\sigma(e)\tau(e)}(S^l), \quad \text{where } \alpha_l \geq 0 \forall l \text{ and } \sum_{l=1}^L \alpha_l \leq 1. \tag{2.7}$$

The set of all admissible rate matrices is called the network capacity region and is denoted by $\Lambda^*$. 

A scheduling algorithm at each time slot makes a link activation and routing decision that is constrained to the set of available service activations $S$. Under an algorithm for link activation and routing decisions, the queue backlogs evolve according to the process $(Q(t), t \geq 0)$. We next define the network capacity region, based on the notion of stability usually referred to as rate stability [6,36,49].

**Definition 2.2.2 (Stability Region)** The network stability region under algorithm $A$, $\Lambda_A$, consists of the set of rate vectors $\lambda \in \Lambda^*$ such that any arrival process having rate...
matrix $\lambda$ induces a process $(Q(t), t \geq 0)$ satisfying

$$
\lim_{t \to \infty} \frac{Q_{ij}(t)}{t} = 0 \quad \text{w.p.1} \quad \forall i, j \in V.
$$

(2.8)

When the queue backlog process satisfies (2.8), we say that the algorithm is stable for arrival rates $\lambda$. A throughput optimal algorithm or an algorithm that achieves 100% throughput, is defined as follows.

**Definition 2.2.3 (Throughput Optimal Algorithm)** A scheduling algorithm $A$ is throughput optimal if $A_A = \Lambda^*$.

Note that the above definitions can all be understood for the case of single-hop routing as well. Thus, given the set of single-hop service activations, $S^s$, a single-hop admissible rate region, $\Lambda^s$ can be defined:

**Definition 2.2.4** An arrival rate matrix $\lambda = (\lambda_{ij}, i, j \in V)$ is single-hop admissible if it is non-negative and there exists a collection of service activation matrices $S^l \in S^s$, $1 \leq l \leq L$ such that for all $i, j \in V$,

$$
\lambda_{ij} \leq \sum_{l=1}^{L} \alpha_l d_{\sigma(e)}(S^l), \quad \text{where} \quad \alpha_l \geq 0 \forall l \quad \text{and} \quad \sum_{l=1}^{L} \alpha_l \leq 1.
$$

is satisfied. The set of all single-hop admissible rate matrices is called the single-hop capacity region and is denoted by $\Lambda^s$.

It is simple to demonstrate (see Appendix 2.A) that

$$
\Lambda^s = \text{conv}(\Pi_N).
$$

(2.9)

To clearly distinguish the single-hop and general multi-hop capacity regions, we will refer occasionally to the multi-hop capacity region $\Lambda^*$ as $\Lambda^s$.

### 2.3 Centralized throughput optimal scheduling and routing

Tassiulas and Ephremides developed a stable scheduling and routing algorithm that applies in this setting [150]. The algorithm is presented as Algorithm 1 below.

In step 3, Algorithm 1 assigns a weight to each edge $e \in EN$, equal to the maximum backpressure across that edge. In step 4, the algorithm obtains a maximum weight link activation based on the backpressure link weights. In step 5, the algorithm makes routing decisions to service commodities achieving maximum backpressure. Note that the combination of steps 4 and 5, where link activation and routing decisions are respectively made, implies the selection of a service activation matrix $S \in S$.

Algorithm 1 is often referred to as a maximum weight (maxweight) scheduling algorithm. In [150], it was proved that Algorithm 1 is stable over the network capacity region, up to a set of measure zero. The result requires the following restrictions on the arrival processes:
Algorithm 1 Backpressure-based maximum weight scheduling algorithm

1: for time $t \geq 0$ do
2: For each directed edge $e \in E_N$ assign
3: $Z_{ej}(t) \leftarrow (Q_{\sigma(e)j}(t) - Q_{\tau(e)j}(t))$
4: Assign $Z'(t) \leftarrow \max_j Z_{ej}(t)$
5: Obtain a maximum weight link activation $\pi^* = (\pi^*_e, e \in E_N)$, where
6: end for

$$\pi^* \in \arg\max_{\pi \in \Pi_N} \pi^T Z'(t)$$

(2.10)

5: For each $e \in E_N$ such that $\pi^*_e \geq 1$, choose a commodity $j^* \in \arg\max_j Z_{ej}(t)$. Route
6: \( \min\{\pi^*_e, Q_{\sigma(e)j^*}(t)\} \) packets of commodity $j^*$ across $e$

Each traffic stream is i.i.d. with finite second moments, and the traffic streams are mutually
independent. The proof uses a Lyapunov drift argument, which implies that the state space
of queue backlogs can be partitioned into a set of states that are positive recurrent and a
set of transient states that the system departs from in finite time with probability 1.

The following theorem demonstrates that Algorithm 1 achieves 100% throughput in the
queueing network model of interest. The theorem is proved using the fluid limits technique,
as opposed to the Lyapunov approach of [150]. This proof is a valuable exercise, as we will
use the fluid limits approach to demonstrate stability of scheduling algorithms throughout
this thesis. A secondary motivation for providing a proof of this theorem is that although
it demonstrates a weaker notion of stability than that in [150], it covers a wider class of
arrival processes: none of the above-mentioned restrictions need to be explicitly assumed at
the outset. Finally, our weaker notion of stability allows us to conclude that the stability
region under Algorithm 1 equals the closed network capacity region $\Lambda^*$, instead of asserting
equality up to a set of measure zero.

Theorem 2.3.1 Algorithm 1 achieves 100% throughput.

Proof: See Appendix 2.B. 

In the following chapters, we will specialize our treatment to particular networking set-
tings, which in each instance will require a characterization of the network $G_N$ and the
allowed service activation set $S$. We will see that network topology and physical communi-
cation constraints play an important role in determining these quantities.

2.4 Model extensions

One might suggest the assumption of error-free transmission as a limitation of the network-
ing model considered in this thesis. This model obviously abstracts away physical layer
communication impairments that can lead to errors. However, augmenting the model with
a finite probability of transmission failure is indeed trivial, and can be found in [150].
Appendix

2.A Proof that $\Lambda_{sh}^* = \text{conv}(\Pi_N)$

We first show that $\text{conv}(\Pi_N) \subseteq \Lambda_{sh}^*$. Consider $\lambda \in \text{conv}(\Pi_N)$. Then there exist $\pi_l$, $1 \leq l \leq L$ such that for all $i, j$,

$$
\lambda_{ij} = \sum_{i=1}^{L} \alpha_l \pi_{ij}.
$$

Above, $\alpha_l \geq 0$ for all $l$, and $\sum_l \alpha_l = 1$. We construct corresponding single-hop service matrices $S^l$, $1 \leq l \leq L$ according to Algorithm 2, as follows. It is clear from the above algorithm that for all $e \in E_N$, $\sum_j S^l_{ej} = \pi_{\sigma(e)\tau(e)}$, and further that $S^l_{ej} > 0$ implies that $j = \tau(e)$. Thus, $S^l \in S_{\text{sh}}$ for $1 \leq l \leq L$. For each $e \in E_N$, this single-hop property allows us to express

$$
\lambda_{\sigma(e)\tau(e)} = \sum_{i=1}^{L} \alpha_l S^l_{\sigma(e)\tau(e)} = \sum_{i=1}^{L} \alpha_l d_{\sigma(e)\tau(e)}(S^l).
$$

Thus, (2.7) is satisfied, which implies $\lambda \in \Lambda_{sh}^*$, as desired.

Next we show that $\Lambda_{sh}^* \subseteq \text{conv}(\Pi_N)$. Consider $\lambda \in \Lambda_{sh}^*$, which implies that there exist $S^l \in S_{\text{sh}}$, $1 \leq l \leq L$ such that for all $i, j$ (2.7) is satisfied. From the single-hop property of each matrix $S^l$, we have for each $e \in E_N$

$$
\lambda_{\sigma(e)\tau(e)} \leq \sum_{i=1}^{L} \alpha_l S^l_{\sigma(e)\tau(e)} = \sum_{i=1}^{L} \alpha_l \sum_j S^l_{ej} = \sum_{l=1}^{L} \alpha_l \pi^l_e,
$$

where we assign $\pi^l_e \triangleq \sum_j S^l_{ej}$. Clearly $\pi^l = (\pi_e)$ is by definition a valid link activation vector. If we assign $\tilde{\lambda}_{ij} = \lambda_{ij}$ for all $i, j$, then Algorithm 3 (below) obtains a decomposition of $\lambda$ as a convex combination of link activation matrices.

At termination, we can express for all $i, j$ $\lambda_{ij} = \sum_{l=1}^{L} \alpha_l \pi^l_{ij}$, where $\alpha_l \geq 0$ for all $l$, and without loss of generality $\sum_l \alpha_l = 1$ (since we can always associate additional weight with the zero matrix, which is a valid logical configuration where no link is active). Thus, $\lambda \in \text{conv}(\Pi_N)$, as desired.

We conclude that $\Lambda_{sh}^* = \text{conv}(\Pi_N)$.  

---

Algorithm 2 Constructing a single-hop service matrix $S^l = (S^l_{ej})$ from matrix $\pi^l$

1: Assign $S^l_{ej} \leftarrow 0$ for all $e, j$
2: for all $e \in E_N$ do
3: Assign $S^l_{\sigma(e)\tau(e)} \leftarrow \pi_{\sigma(e)\tau(e)}$
4: end for
Algorithm 3 Translating the decomposition of $\tilde{\lambda}$ to a decomposition of $\lambda$

1: $n^* \leftarrow L$
2: for all $e \in E_N$ do
3: if $\tilde{\lambda}_{\sigma(e)r(e)} = \lambda_{\sigma(e)r(e)}$ then
4: continue
5: end if
6: $\omega \leftarrow \tilde{\lambda}_{\sigma(e)r(e)} - \lambda_{\sigma(e)r(e)}$
7: $n^+ \leftarrow 1$
8: for all $l \in \{1, \ldots, n^*\}$ do
9: if $0 < \alpha_l \pi^l_{\sigma(e)r(e)} \leq \omega$ then
10: $\pi^l_{\sigma(e)r(e)} \leftarrow 0$
11: $\omega \leftarrow \omega - \alpha_l \pi^l_{\sigma(e)r(e)}$
12: if $\omega = 0$ then
13: break
14: end if
15: else if $\alpha_l \pi^l_{\sigma(e)r(e)} > \omega$ then
16: $\pi^{n^*+n^+} \leftarrow \pi^l$
17: $\pi^{n^*+n^+}_{\sigma(e)r(e)} \leftarrow 0$
18: $\alpha_{n^*+n^+} \leftarrow \alpha_l - \omega/\pi^l_{\sigma(e)r(e)}$
19: $\alpha_l \leftarrow \omega/\pi^l_{\sigma(e)r(e)}$
20: $n^+ \leftarrow n^* + 1$
21: break
22: end if
23: end for
24: $n^* \leftarrow n^* + n^+ - 1$
25: end for

2.B Proof of Theorem 2.3.1

Recall from our definition that $Q_{ij}(t)$ is the number of commodity $j$ packets enqueued at node $i$ at the beginning of time slot $t \geq 0$. For the purposes of our analysis, we extend the queueing variables to the reals. For functions $A_{ij}, Q_{ij}, Z_{ej}, Z^*_e$, we use the floor function, where $A_{ij}(t)$ is to be interpreted as $A_{ij}([t])$, and similarly for the other functions. For functions $D_{ij}, F_S$, linear interpolation is employed, where $D_{ij}(t) = D_{ij}([t]) + (t - [t])(D_{ij}([t]) - D_{ij}([t]))$, and similarly for $F_S(t)$. The linear interpolation is needed for its continuity properties.

For each of the above functions, we define for any $r > 0$ the scaled functions

$$A'_{ij} = \frac{A_{ij}(rt)}{r}, \quad D'_{ij} = \frac{D_{ij}(rt)}{r}, \quad Q'_{ij} = \frac{Q_{ij}(rt)}{r},$$

$$Z'_{ej} = \frac{Z_{ej}(rt)}{r}, \quad Z^*_{e'} = \frac{Z^*_e(rt)}{r}, \quad F'_S = \frac{F_S(rt)}{r}.$$

The following lemma demonstrates convergence properties of sequences of the scaled functions, indexed by $r$. A sequence of functions $\{f^r\}$ where for each $r$, $f^r : \mathbb{R} \to \mathbb{R}$ converges
uniformly on compact sets (u.o.c) if for each sequence \( \{r_k\} \) there exists a subsequence \( \{r_{k_l}\} \) and a function \( f : \mathbb{R} \to \mathbb{R} \), such that for \( t \geq 0 \),

\[
\lim_{l \to \infty} \sup_{0 \leq t' \leq t} |f^{r_{k_l}}(t') - \bar{f}(t')| = 0.
\]

In order to demonstrate uniform convergence on compact sets, we will enlist the Arzela-Ascoli theorem.

**Theorem 2.B.1 (Arzela-Ascoli Theorem)** Consider a sequence of functions \( \{f^{r_k}\} \) defined on closed interval \([t_1, t_2]\). If the sequence is uniformly bounded\(^1\) and uniformly equicontinuous\(^2\), then there exists a subsequence \( \{r_{k_l}\} \) that converges uniformly.

We now proceed with a lemma concerning the convergence properties of the scaled functions.

**Lemma 2.B.1** The following statements hold with probability 1. For any sequence \( \{r_k\} \), there exists a subsequence \( \{r_{k_l}\} \) such that

\[
\begin{align*}
(A_{ij}^{r_{k_l}}(t), t \geq 0) &\to (A_{ij}(t), t \geq 0) \quad \text{u.o.c., } \forall i, j \in V, \\
(D_{ij}^{r_{k_l}}(t), t \geq 0) &\to (D_{ij}(t), t \geq 0) \quad \text{u.o.c., } \forall i, j \in V, \\
(Q_{ij}^{r_{k_l}}(t), t \geq 0) &\to (Q_{ij}(t), t \geq 0) \quad \text{u.o.c., } \forall i, j \in V, \\
(F_S^{r_{k_l}}(t), t \geq 0) &\to (F_S(t), t \geq 0) \quad \text{u.o.c., } \forall S \in S, \\
(Z_e^{r_{k_l}}(t), t \geq 0) &\to (Z_e(t), t \geq 0) \quad \text{u.o.c., } \forall e \in E_N, j \in V, \\
(Z_e^{r_{k_l}}(t), t \geq 0) &\to (Z_e(t), t \geq 0) \quad \text{u.o.c., } \forall e \in E_N,
\end{align*}
\]

where the functions \( A_{ij}, D_{ij}, F_S \) are Lipschitz-continuous\(^3\) in \([0, \infty)\), and functions \( Q_{ij}, Z_{ej}, Z_e^* \)

---

\(^1\) A sequence of functions \( \{f^{r_k}\} \), where \( f^{r_k} : [t_1, t_2] \to \mathbb{R} \) is uniformly bounded if there exists \( M \geq 0 \) such that \( |f^{r_k}(t)| \leq M \) \( \forall t \in [t_1, t_2] \) and \( \forall k \).\([129]\)

\(^2\) A sequence of functions \( \{f^{r_k}\} \), where \( f^{r_k} : [t_1, t_2] \to \mathbb{R} \) is uniformly equicontinuous if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for all \( k \) and all \( t_3, t_4 \in [t_1, t_2] \) with \( |t_3 - t_4| < \delta \) we have \( |f^{r_k}(t_3) - f^{r_k}(t_4)| < \varepsilon \).\([129]\)

\(^3\) A function \( f : \mathbb{R} \to \mathbb{R} \) is Lipschitz-continuous if there exists \( K \geq 0 \) such that for all \( t_1, t_2 \in \mathbb{R}, |f(t_1) - f(t_2)| \leq K|t_1 - t_2| \).\([93]\)
are continuous in \([0, \infty)\). Additionally, the following properties hold:

\[
\begin{align*}
\bar{A}_{ij}(t) &= \lambda_{ij}t, \quad \forall i, j \in V, \ t \geq 0 \quad (2.17) \\
\bar{D}_{ij}(0) &= 0, \quad \forall i, j \in V \quad (2.18) \\
\bar{F}_s(0) &= 0, \quad \forall s \in S \quad (2.19) \\
\bar{Q}_{ij}(t) &= \bar{A}_{ij}(t) - \bar{D}_{ij}(t), \quad \forall i, j \in V, \ t \geq 0 \quad (2.20) \\
\bar{D}_{ij}(t_2) - \bar{D}_{ij}(t_1) &= \sum_{s \in S} d_{ij}(s)(\bar{F}_{s}(t_2) - \bar{F}_{s}(t_1)), \quad \forall i, j \in V \quad (2.21) \\
\bar{Z}_{eij}(t) &= \bar{Q}_{\sigma(e)j}(t) - \bar{Q}_{\tau(e)j}(t), \quad \forall e \in E_N, j \in V \quad (2.22) \\
\bar{Z}^*_e(t) &= \max_{j \in V} \bar{Z}_{eij}(t), \quad \forall e \in E_N \quad (2.23) \\
\bar{F}_s(t) \text{ is non-decreasing } \forall s \in S, \text{ and } \sum_{s \in S} \bar{F}_s(t) = t, \quad t \geq 0 \quad (2.24)
\end{align*}
\]

**Proof:** From the strong law of large numbers, we have

\[(A_{ij}(t), t \geq 0) \rightarrow (\lambda_{ij}t, t \geq 0) \text{ u.o.c., w.p.1 } \forall i, j.
\]

Equations (2.11) and (2.17), and the Lipschitz continuity of \(\bar{A}_{ij}\) for all \(i, j\) follow.

Note that for any \(0 \leq t_1 \leq t_2\), we have

\[
\begin{align*}
(\min_{s \in S} d_{ij}(s)) (t_2 - t_1) &\leq D_{ij}^k(t_2) - D_{ij}^k(t_1) \leq (\max_{s \in S} d_{ij}(s)) (t_2 - t_1) \\
0 &\leq F_s^k(t_2) - F_s^k(t_1) \leq (t_2 - t_1)
\end{align*}
\]

Thus the sequence of functions \(\{D_{ij}^k\}\) is uniformly equicontinuous, and since \(D_{ij}^k(0) = 0\), the sequence is also uniformly bounded. Similarly, the sequence \(\{F_s^k\}\) is uniformly bounded and uniformly equicontinuous. Consequently there must exist a subsequence of \(\{r_k\}\) for which (2.12) and (2.14) hold. Note also that the above equations imply the Lipschitz-continuity of \(\bar{D}_{ij}, \bar{F}_s\).

Applying (2.4), for any fixed \(0 \leq t_1 \leq t_2\), and any \(i, j\) we have

\[
D_{ij}^k(t_2) - D_{ij}^k(t_1) = \sum_{s \in S} d_{ij}(s)(F_{s}^k(t_2) - F_{s}^k(t_1)).
\]

Thus, there must exist a further subsequence of \(\{r_k\}\) under which (2.21) holds. Since \(D_{ij}^k(0) = F_{s}^k(0) = 0\), we must have (2.19). Further, we have that \(F_{r_k}\) is non-decreasing, with our linear interpolation providing \(\sum_{s \in S} F_{s}^k(t) = t\), from which we conclude that (2.24) holds. Since \(Q_{ij}^k(t) = A_{ij}^k(t) - D_{ij}^k(t)\), we have in the limit (2.13) and (2.20). Finally, since \(Z_{eij}^k(t) = Q_{\sigma(e)j}^k(t) - Q_{\tau(e)j}^k(t)\) and \(Z_{e}^k(t) = \max_{j \in V} Z_{eij}^k(t)\), we have (2.15) and (2.16). Since \(\bar{A}_{ij}, \bar{D}_{ij}, \bar{F}_s\) are Lipschitz continuous, the Lipschitz continuity of \(\bar{Q}_{ij}, \bar{Z}_{eij}, \bar{Z}^*_e\) also follows.

Note that under Algorithm 1 the following additional properties of the fluid limit func-
tions can be inferred:

If \( \exists j, j' \in V \) with \( \tilde{Z}_{ej}(t) < \tilde{Z}_{ej'}(t) \) then \( \dot{F}_S(t) = 0 \forall S \in S \) such that \( S_{ej} > 0 \); \hspace{1cm} (2.25)

If \( \exists \pi, \tilde{\pi} \in \Pi_N \) with \( \pi^T \tilde{Z}^*(t) < \pi^T \tilde{Z}^*(t) \) then \( \dot{F}_S(t) = 0 \forall S \in S \) such that \( \sum_j S_{.j} = \pi \). \hspace{1cm} (2.26)

We are now prepared to present the proof of Theorem 2.3.1. Let \( h(t) = (1/2) \sum_{i,j} \tilde{Q}_{ij}(t) \).

Consider a regular time\(^4 \) \( t \geq 0 \) for which \( h(t) > 0 \). Consider a fluid model solution satisfying (2.17)-(2.26). Denote by \( S' \) the subset of \( S \), where \( S \in S' \) satisfies

\[ S_{ej} > 0 \implies \tilde{Z}_{ej}(t) = \tilde{Z}^*_e(t), \]

\[ \left( \sum_j S_{.j} \right)^T \tilde{Z}^*(t) = \max_{\pi \in \Pi_N} \pi^T \tilde{Z}^*(t). \]

By properties (2.25)-(2.26) we must have

\[ \sum_{S \in S'} \dot{F}_S(t) = 1. \] \hspace{1cm} (2.27)

Then,

\[ \dot{h}(t) = \sum_{i,j} \tilde{Q}_{ij}(t) \dot{Q}_{ij}(t) \]

\[ = \sum_{i,j} \tilde{Q}_{ij}(t) \left( \lambda_{ij} - \dot{D}_{ij}(t) \right), \]

\[ = \sum_{i,j} \tilde{Q}_{ij}(t) \left( \lambda_{ij} - \sum_{S \in S} d_{ij}(S) \dot{F}_S(t) \right). \]

Recall the definition of an admissible arrival rate matrix from (2.7). Suppose that \( \lambda = (\lambda_{ij}, i, j \in V) \) is admissible. Then, for some nonnegative vector \( (a_S, S \in S) \), where

\(^4 \)A regular time is a point at which the system is differentiable. By the Lipschitz continuity of the fluid limit, almost every time in \( [0, \infty) \) is regular.
\[ \sum_{s \in \mathcal{S}} \alpha_s = 1, \text{ we have} \]

\[ h(t) \leq \sum_{i,j} \tilde{Q}_{ij}(t) \sum_{s \in \mathcal{S}} d_{ij}(s) \left( \alpha_s - \tilde{F}_s(t) \right), \]

\[ = \sum_{s \in \mathcal{S}} \sum_{i,j} \tilde{Q}_{ij}(t) R_{i,j}^s (\alpha_s - \tilde{F}_s(t)), \]

\[ = \sum_{s \in \mathcal{S}} \sum_{j} (\bar{Q}_j(t))^T R_j^s (\alpha_s - \tilde{F}_s(t)), \]

\[ = \sum_{s \in \mathcal{S}} \sum_{j} (\bar{Z}_j(t))^T S_j (\alpha_s - \tilde{F}_s(t)), \]

\[ \leq (\bar{Z}^*(t))^T \sum_{s \in \mathcal{S}} \sum_{j} \alpha_s S_{s,j} - \sum_{s \in \mathcal{S}} \sum_{j} \tilde{F}_s(t) (\bar{Z}_j(t))^T S_j. \]

From (2.24) and (2.27), we obtain

\[ \dot{h}(t) \leq (\bar{Z}^*(t))^T \sum_{s \in \mathcal{S}} \sum_{j} \alpha_s S_{s,j} - \sum_{s \in \mathcal{S}'} \sum_{j} \tilde{F}_s(t) (\bar{Z}_j(t))^T S_j, \]

\[ = (\bar{Z}^*(t))^T \sum_{s \in \mathcal{S}} \sum_{j} \alpha_s S_{s,j} - (\bar{Z}^*(t))^T \sum_{s \in \mathcal{S}'} \sum_{j} \tilde{F}_s(t) S_j, \]

\[ = \sum_{s \in \mathcal{S}} \alpha_s (\bar{Z}^*(t))^T \left( \sum_{j} S_{s,j} \right) - \sum_{s \in \mathcal{S}'} \sum_{j} \tilde{F}_s(t) (\bar{Z}^*(t))^T \left( \sum_{j} S_{s,j} \right), \]

\[ = \sum_{s \in \mathcal{S}} \alpha_s (\bar{Z}^*(t))^T \left( \sum_{j} S_{s,j} \right) - \max_{s \in \mathcal{S}} (\bar{Z}^*(t))^T \left( \sum_{j} S_{s,j} \right), \]

\[ \leq 0. \]

Using the terminology of [49], we call the above fluid model with \( \bar{Q}(0) = 0 \) weakly stable if \( \bar{Q}(t) = 0 \) for \( t \geq 0 \). Clearly, since \( h(0) = 0 \) and \( \dot{h}(t) \leq 0 \) for every regular \( t \) at which \( h(t) > 0 \), we have that \( h(t) = 0 \) almost everywhere. Then, we must have that \( \bar{Q}(t) = 0 \) almost everywhere and the fluid model is weakly stable. (Similar conclusions are made in [49, Lem. 1] and [146, Lem. 6(i), Thm. 2(i)-(ii)].) We draw the following result from [49] to complete the proof.

**Theorem 2.B.2 (Dai and Prabhakar [49, Thm. 3])** A network operating under a joint routing and scheduling algorithm is rate stable if the corresponding fluid model is weakly stable.

By the weak stability of the fluid model, and using Theorem 2.B.2, we conclude that the network is rate stable.
Chapter 3

Dynamic reconfiguration and routing algorithms for WDM-based optical networks

In this chapter, we consider scheduling and routing in optical networks employing wavelength division multiplexing (WDM). In particular, we consider the interaction of the electronic layer and the optical WDM layer. Since the electronic layer commonly employs the Internet Protocol (IP) for packet routing, joint consideration of electronic and optical layers is often called IP-over-WDM [61]. We establish a queueing model for the optical networking architecture. We develop throughput-optimal algorithms, based on the backpressure-based algorithm of Tassiulas and Ephremides [150], taking into account delay overheads. Finally, we conduct numerical simulations to evaluate the delay performance of the algorithms.

3.1 Network architecture

We consider an optical networking architecture consisting of nodes having an electronic router overlaying an optical interface, with the nodes interconnected by an optical transport layer. Depicted at the top in Figure 3-1 is an example of our architecture with electronic edge nodes interconnected by an optical transport network using optical fiber links. This constitutes the physical topology of the network. Optical transceivers, multiplexers/demultiplexers, wavelength converters, and optical switches allow individual wavelength signals to be either dropped to the electronic routers at each node or to pass through the node optically. The logical topology consists of the set of all-optical interconnections between the electronic routers and is determined by the configuration of the optical interface at each node [42]. Future optical networks will make use of optical bypass, tunable transceivers, optical switches, and wavelength converters in order to harness the full capacity of the optical transport network. The interaction of these optical components with the electronic interface is depicted at the bottom in Figure 3-1.

1Logical links are sometimes called virtual links, lightpaths, or MPAS tunnels. Essentially, these are all-optical connections established for a sustained period of time.
Figure 3-1: Network architecture, with each edge node having the following features: 1—electronic inflows; 2—electronic outflows; 3—electronic packet switch; 4—optical to electronic converter; 5—electronic to optical converter; 6—tunable optical receivers; 7—tunable optical transmitters; 8—wavelength converter; 9—optical switch; 10—optical multiplexer/demultiplexer; 11—incoming fiber; 12—outgoing fiber; 13—controller. The network also includes all-optical nodes providing switching/conversion services to incoming fibers.

Tunable optical components introduce flexibility to optical networks by enabling logical topology reconfiguration. As network traffic changes with time, the optimal logical topology varies as well. Consequently, dynamic reconfiguration algorithms can be employed in order to improve the throughput and delay properties of the network, as well as recover from network failures. In essence, a trade-off emerges between lightpath reconfiguration at the WDM layer and routing at the electronic layer. We explore this trade-off in the following example.

3.1.1 Performance trade-off example

Consider a 3-node line network, with a single transceiver per node. The single transceiver constraint implies that each node can source at most one lightpath at any given time and can simultaneously terminate at most one lightpath at any given time. In this example, we assume that transmission of each packet across a lightpath requires one time slot. There are two possible logical configurations that are rings, as depicted in Figure 3-2. This figure shows the lightpath interconnections over the WDM layer (on the bottom) and the resulting ring configuration at the electronic layer (on the top). Note in Figure 3-2(a) that logical link 3 → 1 is established by optically bypassing node 2 at the WDM layer.

In an earlier study [109], Narula-Tam and Modiano considered the gains associated with dynamic topology reconfiguration under changing traffic, and designed algorithms for incremental logical topology reconfiguration to balance link loads. If the traffic matrix $T$
Figure 3-2: Lightpath interconnections for 3-node rings on a line physical topology.

(corresponding to transmission requests) is given by

\[ T = \begin{bmatrix} 0 & 1 & \cdot \\ 1 & 0 & \cdot \\ \cdot & 1 & \cdot \end{bmatrix}, \]

then by routing the traffic along the clockwise ring, \( C_1 \), each logical link experiences a load of 2, while for the counterclockwise ring, \( C_2 \), each logical link load is 1. Clearly, the gain achievable by selecting \( C_2 \) is a link load reduction by a factor of 2.

In the stochastic setting, where traffic variations are random processes, and the system is subject to reconfiguration delay, packet service delays are affected by the joint algorithm for WDM topology reconfiguration and IP layer packet routing. In this setting, the traffic configuration is characterized by an arrival rate matrix \( \lambda \), where the entry on the \( i \)-th row and \( j \)-th column represents the long-term rate of exogenous arrivals of packets to node \( i \) destined for node \( j \), in packets per time slot.

To demonstrate the important delay trade-off between incurring reconfiguration overhead and additional load from IP layer routing, consider arrival rate matrix \( \lambda_1 \) under the 3-node network of Figure 3-2,

\[ \lambda_1 = \begin{bmatrix} 0.5 & 0.2 & 0.5 \\ 0.2 & 0.5 & \cdot \\ \cdot & 0.2 & \cdot \end{bmatrix}. \]

Under \( \lambda_1 \), if we fix the topology to be \( C_1 \), each logical link has long term arrival rate 1.2, which exceeds the maximum service rate\(^3\) of 1.0 for each link. Thus under \( C_1 \), the system becomes overloaded with unserviced traffic as time progresses. If \( C_2 \) is employed, each logical link experiences a long-term rate of arrivals of 0.9, which is sufficient to guarantee the stability of the network.

It is not always possible to exclusively make use of a single logical topology configuration.

---

\(^2\)We adopt the convention in this thesis of discarding all diagonal entries in traffic or service matrices. This follows from our assumption of no self-traffic at any node in the network.

\(^3\)The maximum service rate arises because of the single transceiver constraint. Each logical link can service at most one packet per time slot, and no node can source or terminate more than a single logical link. Thus, the maximum service rate is 1.0 packets per time slot.
Consider the following arrival rate matrix, \( \lambda_2 \):

\[
\lambda_2 = \begin{bmatrix}
0.4 & 0.5 \\
0.5 & 0.4 \\
0.4 & 0.5
\end{bmatrix}.
\]

If we service traffic exclusively on \( C_1 \), all links experience a long-term arrival rate of 1.4, while if \( C_2 \) is exclusively chosen the link arrival rates are each 1.3. In either case, the system becomes overloaded with unserviced traffic as time progresses. However, a TDM schedule using only single-hop routes allocating at least 40% of its time to \( C_1 \) and at least 50% of its time to \( C_2 \) is sufficient to guarantee that the network is stable, so long as the contiguous service time allocated to each logical ring is adequately long to make the reconfiguration overhead negligible. Because the TDM schedule employs only single-hop routes, this ensures a long term service rate of at least 0.4 packets per time slot to buffers associated with \( C_1 \) (buffers for source-destination pairs \((1, 2), (2, 3), (3, 1)\)) and a long term service rate of at least 0.5 packets per time slot to buffers associated with \( C_2 \) (buffers for source-destination pairs \((1, 3), (2, 1), (3, 2)\)).

It is clear that in order to ensure stability and provide excellent delay properties under a broad class of traffic processes, it is essential to balance the idleness associated with reconfiguration against the additional load incurred from multi-hopping along the IP layer.

3.1.2 Related work

The reconfigurable network architecture has been approached in the literature from several angles. Many studies aim to achieve, in some sense, a balanced set of link loads \([16, 83, 84, 109]\). The work of \([83]\) considers a reconfigurable multi-hop WDM network subject to deterministic non-uniform traffic. The goal of this study is to determine an algorithm for joint reconfiguration and routing with desirable throughput properties. The authors suggest that minimizing the maximum link load (a minimax formulation) is an effective means of achieving strong throughput properties. A mixed integer program is provided for the joint optimization, and a heuristic separating the reconfiguration and routing problems and iterating between them is provided. In \([84, 109]\), branch-exchange algorithms are introduced to incrementally adjust the logical topology towards a desired configuration. Here, \([84]\) approaches the problem essentially in a deterministic setting, by considering an initial WDM configuration as well as a fixed target configuration, and seeking a suitable sequence of two-branch exchanges\(^4\) to transition between the two configurations with little overall disruption to the network. In \([109]\), the problem is approached under dynamic traffic. This work recognizes that two-branch exchanges may leave the logical topology disconnected, which is undesirable under dynamic traffic, opting instead for three-branch exchanges, which are guaranteed to maintain connectivity. The work of \([16]\) associates for each time a cost for reconfiguring the logical topology and a reward that depends on the degree of load balancing for the current logical topology. An average reward dynamic program is then formulated.

\(^4\)A two-branch exchange tears down two existing logical links \( s_1 \rightarrow d_1, s_2 \rightarrow d_2 \) and establishes the new logical links \( s_1 \rightarrow d_2, s_2 \rightarrow d_1 \).
with the total reward at any time equal to a weighted sum of the cost and reward for that particular time.

To the best of our knowledge, the study of stability properties of optical networks was introduced in [127,128,158], where the authors considered optical burst scheduling under dynamic traffic in time-domain wavelength interleaved networks. Subsequent work looking at stability properties of optical networks includes: [26, 27], where scheduling algorithms were introduced for joint electronic routing and WDM layer reconfiguration under a variety of practical optical layer constraints; and [154,155], where the stability properties of optical burst, flow, and packet switched architectures were compared.

In recent years, tremendous efforts have been made in the research towards so-called "IP-over-WDM" networks. These studies aim to improve network performance through increased electro-optical integration [58,61,119,134,153,165]. Several studies consider Optical Burst Switching (OBS) as the mechanism for accessing the optical transport layer [119,127,128,158,162,166]. Most solutions seek to integrate IP and Generalized Multi-protocol Label Switching (GMPLS) functionality. Our work differs from existing studies on electro-optical integration in that we are not tied to a particular protocol suite, but rather employ a "generic" architecture utilizing electronic packet switching along with a reconfigurable optical transport layer. Our approach is to determine the fundamental performance characteristics achievable in general reconfigurable optical networks having varying topology and processing functionalities.

3.1.3 Summary of contributions

In [109], logical topology reconfiguration was initiated at regular intervals in order to deal with changing traffic. Furthermore, the reconfigurations were incremental, and made no guarantees about the stability of the system. In this chapter, we provide the first systematic approach to the dynamic reconfiguration and routing problem under stochastic traffic in the presence of reconfiguration overhead. We determine stable algorithms employing IP layer routing in order to elicit an understanding of the performance trade-offs between reconfiguration at the optical layer and packet routing at the IP layer. Our major contributions are:

1. We develop mechanisms for dynamically triggering WDM reconfiguration under stochastic traffic. Our algorithms are based on maximum weight scheduling decisions, and specify precisely when and how to reconfigure the WDM layer as well as the IP routing employed between reconfigurations.

2. We demonstrate the asymptotic throughput optimality of our frame-based algorithms in the presence of reconfiguration overhead.

3. For multiple transceivers per node, we demonstrate the stability region by providing a novel algorithm extending Birkhoff-von Neumann matrix decompositions to this setting.

4. Using delay as a performance metric, we employ simulations to demonstrate the important trade-off between WDM reconfiguration and IP layer routing. Our simula-
tions point to the advantage of packet switching at low throughput levels and circuit switching at high throughput levels.

3.2 Reconfigurable network model

Here we provide the details of the optical network model of interest. We will use the variables and terminology introduced in Chapter 2.

We consider a reconfigurable WDM-based packet network $N$, consisting of $n$ nodes (the set of nodes is $V$). The network symbol $N$ refers to all physical aspects of the optical data network, including the physical topology of the network, the number of wavelengths available in each fiber link, and the number of transceivers (or ports) at each node. We assume that node $v \in V$ has $P_v$ transceivers. The network nodes are interconnected by optical fiber, with each fiber having a single (usually bidirectional) wavelength available for transmission of data. Let $G_P = (V, E_P)$ be the directed physical topology graph of the network $N$: if there exists a fiber between nodes $v_1, v_2 \in V$ along which data can travel from node $v_1$ to $v_2$, then the directed edge $(v_1, v_2)$ belongs to $E_P$.

A direct optical communication link between two nodes is called a logical link or a lightpath. Such a link consists of an all-optical path through the network $N$, connecting the nodes, possibly traversing multiple intermediate nodes, with no intermediate electronic processing (see for example the straight-edge links depicted in Figure 3-2). The edges of the directed graph $G_N = (V, E_N)$ represent the set of logical links that can be enabled in the network. Denote $m = |E_N|$. In general these logical links may not be able to be activated simultaneously, but resources exist to at least allow each link to be active individually. We assume that a lightpath can exist between any two nodes, which implies that $G_N$ is a complete graph. At any time, the network may initiate a logical topology reconfiguration, under which existing lightpaths are torn down and new ones are set up.

Since $G_N$ is a complete graph, for several symbols in our study it will be convenient to alternate between understanding the symbol as representing a vector or a matrix. This will always arise in the context of collections of symbols representing the possible source-destination pairs in the network. For example, we denote the collection of queue backlogs at time $t \geq 0$ as $Q(t)$, which can be understood as a matrix, $Q(t) = (Q_{uv'}(t), u, v' \in V)$, or as a vector, $Q(t) = (Q_e(t), e \in E_N)$. These definitions are interchangeable, since we attach no meaning to diagonal entries of the matrix $Q$. The other symbol that we will treat in this manner is $\lambda$, the collection of exogenous arrival rates.

The set $\Pi_N$ denotes the collection of feasible logical topologies in the network: the matrix $\pi = (\pi_{ij}, i, j \in V) \in \Pi_N$ is a nonnegative integer matrix, where $\pi_{ij}$ is the number of active logical links from node $i$ to node $j$. Clearly, $\Pi_N$ is constrained by the wavelength/port limitations of the network. We refer to a WDM network as wavelength-unconstrained when there exist sufficiently many wavelengths to allow any arbitrary logical interconnection of nodes subject to the port constraints.

**Example 3.2.1** Consider the case of a single port per node ($P_v = 1, \forall v \in V$), and assume that the network is wavelength-unconstrained. In this case, the set of $n \times n$ (sub)permutation matrices (with discarded diagonal entries) is in one-to-one correspondence with $\Pi_N$. This
follows because \( P_r = 1 \) implies that no node can originate or terminate more than one lightpath. Consider a \( n \times n \) (sub)permutation matrix. By letting entry \((i, j)\) of the matrix correspond to a lightpath from node \( i \) to node \( j \), we see clearly that at most one lightpath can originate or terminate at each node.

We consider two levels of IP layer electronic routing capability: single-hop and multi-hop routing. Each of these mechanisms has a different set of admissible service activations, detailed in Chapter 2, and denoted \( S_{sh}, S_{mh} \), respectively, as well as single-hop and multi-hop capacity regions, \( A_{sh}, A_{mh} \), respectively.

As in Chapter 2, packets are assumed to have fixed size, with transmission duration of one slot. This assumption is for simplicity of exposition and can be relaxed with appropriate envelope algorithms [75]. The network allows a maximum of one packet to be transmitted across any logical link during a slot. At any time, the network may initiate a logical topology reconfiguration, under which existing lightpaths are torn down and new ones re-established to form a new logical topology. Transceivers that are tuned are forced to be idle for the reconfiguration time of \( \delta \) slots, while links that are unaffected may continue to service traffic during reconfiguration. The queueing variables comprising the queue evolution equations of (2.3)-(2.6) apply to this system without loss of generality.

### 3.2.1 Scheduling under tuning latency, propagation delay, and distributed control

Since we are operating in a distributed mesh network environment, it may not be practical to assume that each node is synchronized to a common clock. A key aspect of the reconfiguration and routing algorithms in our packet-based WDM network is that they employ frame-based scheduling, where logical links are held fixed over data intervals, and the logical topology is changed over reconfiguration intervals. A frame boundary occurs at the instant when the network initiates the sequence of controls to reconfigure the logical topology. This sequence includes: 1) the time for the final packets of the terminated frame to arrive at their respective destinations, \( t_p \) (can be taken as a fixed value if we bound the delay over all possible logical links); 2) the time for information exchange in order to make a decision about the new logical topology to configure, \( t_c \) (this information exchange may have occurred prior to the frame boundary, in which case \( t_c = 0 \)); and 3) the time for tuning the transceivers to establish a new logical topology, \( t_r \). The value of \( t_p \) depends on the underlying fiber plant topology of the network, which in the case of WAN's is on the order of 10's of milliseconds. The value of \( t_c \) depends on the transceiver technology, with current components requiring on the order of 10's of milliseconds for reconfiguration. Thus, we designate the reconfiguration overhead \( \delta = t_p + t_c + t_r \).

Using tools from standard clock synchronization algorithms [99], each node can be made aware of a common time reference. Rather than requiring that the electronics at each node be synchronized to this common reference, the reference is used to make nodes aware of frame boundaries. In the case of variable frame durations, this reference can be used to establish agreement between the nodes about each successive frame boundary. The frame boundary is initialized by having each node stop transmission of packets after the complete
Figure 3-3: A reconfiguration interval is used to change the logical topology. The interval consists of \( t_P \) slots for propagation delay of the final packets of the last data interval (slots labeled \( p \)), \( t_c \) slots for passing control information in order to decide on a new logical topology (slots labeled \( c \)), and \( t_r \) slots to tune the transceivers and establish the new logical topology (slots labeled \( r \)). Slots labeled \( d \) are slots for packet transmission (corresponding to a data interval). The top sequence of slots corresponds to a common time reference according to which frame boundaries are set. The second and third sequences of slots correspond to distinct nodes in the network. As illustrated, these slots need not be synchronized to each other or to the common time reference. The frame-based scheduling is depicted at bottom, with \( \delta \) used to indicate the reconfiguration interval of duration \( \delta \), and data used to indicate the data interval.

transmission of any packet being serviced at that time. We have illustrated the structure of a reconfiguration interval in Figure 3-3.

3.3 Algorithms for asymptotic throughput optimality

In Chapter 2, we detailed a general version of the algorithm of Tassiulas and Ephremides, originally introduced in [150]. The algorithmic description for scheduling in this network setting involves maxweight decisions, where each network configuration has associated with it a particular weight, and the maximum weighted configuration is chosen at each time. Here, we introduce two versions of this algorithm, specialized to general reconfigurable WDM-based networks. Our algorithms are valid under arbitrary wavelength/port constraints.

We begin by considering the case of no reconfiguration delay (\( \delta = 0 \)), and introduce single-hop and multi-hop algorithms for joint WDM reconfiguration and electronic layer routing. Subsequently, for \( \delta > 0 \), we prove that any stable algorithm for the case of \( \delta = 0 \) may be transformed into a frame-based algorithm that stabilizes the network. Furthermore, we introduce a bias-based algorithm that makes reconfiguration decisions by taking into account the current logical topology of the network. These algorithms are a natural extension
of maxweight scheduling algorithms to the case $\delta > 0$.

### 3.3.1 Single-hop maxweight scheduling algorithm, for $\delta = 0$

The single-hop maxweight scheduling algorithm (Algorithm SHMW) employs WDM reconfiguration and single-hop electronic layer routing. In other words, if a directed logical link exists connecting node $i$ to node $j$ at time $t$, then that link can only be used at time $t$ to service packets at node $i$ that are destined for node $j$. At time $t$, the algorithm selects a logical topology from $\Pi_N$ whose inner product with the queue backlog vector $Q(t)$ is maximum. This logical topology is used for single-hop routing of packets to their destinations. Algorithm SHMW is detailed next.

**Algorithm 4 Single-hop maxweight scheduling algorithm (SHMW)**

1: for time $t \geq 0$ do
2: Obtain a maximum weight WDM logical configuration $\pi^* = (\pi^*_e, e \in E_N)$, using
$$\pi^* \in \arg \max_{\pi \in \Pi_N} \pi^T Q(t),$$
where $Q(t) = (Q_{\sigma(e)\tau(e)}(t), e \in E_N)$. Reconfigure the WDM network to this configuration.
3: Route $\min\{\pi^*_e, Q_{\sigma(e)\tau(e)}(t)\}$ packets of commodity $\sigma(e)$ from node $\sigma(e)$ to $\tau(e)$.
4: end for

Note in step 3 that the number of packets routed is the minimum of $\pi^*_e$, which is the number of active logical links from node $\sigma(e)$ to $\tau(e)$, and $Q_{\sigma(e)\tau(e)}(t)$, which is the number of packets in queue awaiting service across edge $e$. Our result concerning the throughput optimality of Algorithm 1 can be applied to demonstrate that SHMW is stable over the region $\Lambda_{sh}^*$. We present this result next.

**Corollary 3.3.1** Algorithm SHMW achieves the single-hop capacity region: $\Lambda_{SHMW} = \Lambda_{sh}^*$.

**Proof:** This result can be derived as an immediate consequence of [146, Lem. 5] and [49, Thm. 3]. Alternatively, our proof of Theorem 2.3.1 can be enlisted to demonstrate this result, by redefining
$$Z_{ej}(t) = \begin{cases} Q_{\sigma(e)\tau(e)}(t), & \text{if } j = \tau(e), \\ 0, & \text{otherwise,} \end{cases}$$
and assigning $Z^*_e(t) = \max_{j \in V} Z_{ej}(t)$.

Recall from example 3.2.1 that when the network has a single transceiver per node, and no wavelength constraint, the set $\Pi_N$ is in direct correspondence with the set of permutation and subpermutation matrices (with diagonal entries discarded). Thus, $\Lambda_{SHMW}$ corresponds to the convex hull of the (sub)permutation matrices, which is identical to the
doubly substochastic region:

\[ \Lambda_{\text{mh}}^* = \left\{ \lambda \in \mathbb{R}_{+}^{n \times n} : \sum_{j} \lambda_{i,j} \leq 1, \forall i, \sum_{i} \lambda_{i,j} \leq 1, \forall j \right\}. \]  

(3.1)

For context, note that this is also the admissible region of an input-queued switch [97].

3.3.2 Multi-hop backpressure based algorithm, for \( \delta = 0 \)

The multi-hop maxweight scheduling algorithm (Algorithm MHMW) employs WDM reconfiguration and multi-hop electronic layer routing. MHMW is equivalent to Algorithm 1. We present MHMW below, only modifying some of the terminology from Algorithm 1.

Algorithm 5 Multi-hop maxweight scheduling algorithm (MHMW)

1: for time \( t \geq 0 \) do
2: For each available directed logical link \( e \in EN \) assign
   \[ Z_{ej}(t) \leftarrow (Q_{\sigma(e)j}(t) - Q_{\tau(e)j}(t)) \]
3: Assign \( Z^*_e(t) \leftarrow \max_j Z_{ej}(t) \)
4: Obtain a maximum weight WDM logical configuration \( \pi^* = (\pi^*_e, e \in EN) \), where
   \[ \pi^* \in \arg \max_{\pi \in \Pi_N} \pi^T Z^*(t), \]
   and reconfigure the WDM network to this configuration
5: For each logical link \( e \) where \( \pi^*_e \geq 1 \), choose a commodity \( j^* \in \arg \max_j Z_{ej}(t) \).
     Electronically route \( \min\{\pi^*_e, Q_{\sigma(e)j^*}(t)\} \) packets of commodity \( j^* \) across the logical
     links from node \( \sigma(e) \) to \( \tau(e) \)
6: end for

Since MHMW and Algorithm 1 are technically identical, we can immediately conclude that MHMW achieves 100% throughput.

Corollary 3.3.2 Algorithm MHMW achieves 100% throughput: \( \Lambda_{\text{MHMW}} = \Lambda_{\text{mh}}^* \).

3.3.3 Frame-based scheduling framework for \( \delta > 0 \)

Although algorithms SHMW and MHMW are specifically defined for the case \( \delta = 0 \), it is intuitively clear that they can be adapted to the case of \( \delta > 0 \) using frame-based schemes, where reconfiguration decisions are only made at frame boundaries. In this section, we formalize this idea by providing a result showing that the stability region achieved by these algorithms for \( \delta = 0 \) can be asymptotically achieved using frame-based versions of the algorithms when \( \delta > 0 \). The frame-based scheduling framework makes use of a frame interval \( I_f \in \mathbb{Z}_+ \), with a WDM topology reconfiguration decision made every \( I_f \) time slots.

The frame-based scheduling framework alternates regularly between idle and service intervals, as illustrated in Figure 3-4. The algorithm operates as follows: at each frame boundary, under backlog matrix \( Q \), the frame-based scheduling algorithm makes the same
Algorithm 6 Frame-based scheduling framework applied to algorithm SHMW/MHMW

1: for time slots \( \{kI_f, kI_f + 1, \ldots, (k + 1)I_f - 1\} \), where \( k \in \mathbb{Z}_+ \) do
2: At time \( kI_f \), make a WDM reconfiguration decision according to algorithm SHMW/MHMW
3: Idle through the reconfiguration interval \( \{kI_f, \ldots, kI_f + \delta - 1\} \)
4: At each time slot in \( \{kI_f + \delta, \ldots, (k + 1)I_f - 1\} \), make an electronic routing decision according to algorithm SHMW/MHMW, subject to the fixed WDM topology configuration selected at time \( kI_f \)
5: end for

Figure 3-4: The regular on-off nature of the frame-based algorithm.

WDM reconfiguration decision that SHMW/MHMW makes under backlog \( Q \). Note in step 3, the algorithm requires that the system remains completely idle while WDM reconfiguration is conducted. This could be improved to allow packets to traverse links that are not affected by the WDM reconfiguration decision. We do not consider this improved policy in the following stability analysis. The remainder of the frame is devoted to servicing packets over the fixed WDM configuration according to the maxweight decisions of algorithm SHMW/MHMW, whichever is being employed.

We next demonstrate the asymptotic throughput optimality of the frame-based scheduling framework. Our proof makes use of the throughput parameter \( \varepsilon^*(\lambda) \), defined as follows:

\[
\varepsilon^*(\lambda) = \max \left( 1 - \sum_{S \in \mathcal{S}} \alpha_S \right)
\]

subject to \( \lambda_{ij} \leq \sum_{S \in \mathcal{S}} \alpha_S d_{ij}(S) \), \( \forall i, j \in V \)

\[
\sum_{S \in \mathcal{S}} \alpha_S \leq 1
\]

\[
\alpha_S \geq 0, \quad \forall S \in \mathcal{S}
\]

The variable \( \varepsilon^*(\lambda) \) can be considered a measure of the "distance" of the rate vector \( \lambda \) from the outer boundary of the capacity region. As an example, if \( \lambda \) is organized as a rate matrix, then if the network \( N \) has a single port per node and no wavelength constraint, \( \varepsilon^*(\lambda) \) equals the difference between the maximum row/column sum of \( \lambda \) and 1:

\[
\varepsilon^*(\lambda) = 1 - \max \left\{ \max_{i \in V} \sum_{j \in V} \lambda_{ij}, \max_{j \in V} \sum_{i \in V} \lambda_{ij} \right\}
\]

(3.2)
Theorem 3.3.1 Consider arrival rate vector $\lambda \in \Lambda^*$, and suppose $\varepsilon^*(\lambda) > 0$. Then, the frame-based version of algorithm MHMW is stable for any arrival process having rate vector $\lambda$, so long as the frame interval satisfies $I_f \geq \delta/\varepsilon^*(\lambda)$.

Proof: See Appendix 3.A. Subsequent to the proof, Appendix 3.B provides a simple alternative demonstration of stability, for a frame-based scheduler that employs a simple batching algorithm.

Since Theorem 3.3.1 applies for any $\lambda \in \Lambda^*_\text{mh}$ satisfying $\varepsilon^*(\lambda) > 0$, we say that the frame version of MHMW is asymptotically throughput optimal. The asymptotic throughput optimality of the frame-based version of SHMW follows in a similar manner, just as the stability of SHMW followed from that of MHMW under $\delta = 0$ in Corollary 3.3.1. As for the case of the frame version of MHMW, define the single-hop throughput parameter $\varepsilon^*_\text{sh}(\lambda)$ according to:

$$
\varepsilon^*_\text{sh}(\lambda) = \max \left( 1 - \sum_{S \in S^\text{sh}} \alpha_S \right)
$$

subject to $\lambda_{ij} \leq \sum_{S \in S^\text{sh}} \alpha_S d_{ij}(S), \quad \forall i,j \in V$

$$
\sum_{S \in S^\text{sh}} \alpha_S \leq 1
$$

$$
\alpha_S \geq 0, \quad \forall S \in S^\text{sh}.
$$

Similar to the multi-hop case, $\varepsilon^*_\text{sh}(\lambda)$ provides a measure of the “distance” of $\lambda$ from the outer boundary of the single-hop admissible region $\Lambda^*_\text{sh}$.

Corollary 3.3.3 Consider arrival rate vector $\lambda \in \Lambda^*_\text{sh}$, and suppose $\varepsilon^*_\text{sh}(\lambda) > 0$. Then, the frame-based version of algorithm SHMW is stable for any arrival process having rate vector $\lambda$, so long as the frame interval satisfies $I_f \geq \delta/\varepsilon^*_\text{sh}(\lambda)$.

Proof: The proof follows similarly to that of Theorem 3.3.1, only that service activations are limited to the set $S^\text{sh}$. The only necessary modification to the proof of Theorem 3.3.1 is to redefine

$$
Z_{ej}(t) = \begin{cases} 
Q_{\sigma(e)\tau(e)}(t), & \text{if } j = \tau(e), \\
0, & \text{otherwise},
\end{cases}
$$

and assign $Z^*_{e}(t) = \max_{j \in V} Z_{ej}(t)$.

Recall that Example 3.2.1 focused on the case of no wavelength constraint, where there are sufficiently many wavelengths available to allow configuration of any logical topology subject to the port constraint. Our next result again looks at this scenario. We find that the single-hop and multi-hop admissible regions are equal, which implies that when there is no wavelength constraint, algorithms SHMW and MHMW both achieve 100% throughput. The port constraint implies that the following set is the multi-hop admissible region $\Lambda^*_\text{mh}$:

$$
\Lambda^*_\text{mh} = \left\{ \lambda \in \mathbb{R}^{n \times n}_+ : \sum_{j \in V} \lambda_{ij} \leq P_i \forall i, \sum_{i \in V} \lambda_{ij} \leq P_j \forall j \right\}
$$
Theorem 3.3.2 For a WDM network having no wavelength constraint and port distribution $(P_v, v \in V)$, the multi-hop admissible rate region $\Lambda^*$ equals the convex hull of the link activation set $\Pi_N$: $\Lambda^* = \text{conv}(\Pi_N)$.

Proof: See Appendix 3.C.

The following corollaries result immediately from Theorem 3.3.2 and its proof.

Corollary 3.3.4 For a WDM network having no wavelength constraint, the single-hop capacity region equals the multi-hop capacity region: $\Lambda_{sh}^* = \Lambda_{mh}^*$. Consequently, algorithms SHMW and MHMW both achieve 100% throughput when $\delta = 0$, and the frame versions of algorithms SHMW and MHMW are both asymptotically throughput optimal.

Proof: From Theorem 3.3.2, we have that $\Lambda_{mh}^* = \text{conv}(\Pi_N)$. The result then follows because $\Lambda_{sh}^* = \text{conv}(\Pi_N)$.

The next corollary attempts to gain a sense of the frame interval required in stabilizing implementations of frame versions of SHMW and MHMW, when the WDM network has no wavelength constraint. Interestingly, we find that the single-hop and multi-hop throughput parameters are equal in this case, which implies that the frame intervals sufficient for stability in Theorem 3.3.1 and Corollary 3.3.3 are equal.

Corollary 3.3.5 For a WDM network having no wavelength constraint and port distribution $(P_v, v \in V)$, and given $\lambda \in \Lambda_{mh}^*$,

$$\varepsilon_{sh}^*(\lambda) = \varepsilon^*(\lambda).$$

Proof: See Appendix 3.D.

While the maxweight scheduling mechanism we have proposed for WDM reconfiguration and packet routing depends upon local traffic variations, the use of a deterministic frame interval does not take traffic conditions into account. The focus of the next section is on building a frame-based scheduling framework, where the frame interval is of varying duration, based upon the local traffic conditions.

3.3.4 Additive bias-based scheduling framework

In this section, we introduce the additive bias-based scheduling framework, which provides asymptotic throughput optimality for any $\delta > 0$. Here we assume that the dissemination of control information across the network is sufficiently fast such that every node is aware of the backlog matrix at each slot. Thus, this class of algorithms is also well suited for scheduling crossbar switches with reconfiguration overhead.

The additive bias-based scheduling framework is provided below. The intuition behind the algorithm is that every decision to reconfigure should be followed by some opportunity to service packets under the logical topology selected (in essence, the algorithm has a built-in hysteresis). Under the framework, WDM reconfiguration decisions are made at each time slot. The only difference is that the weight associated with the existing logical topology prior
The service intervals of the additive bias-based algorithm.

to the decision instant is biased additively by the constant number $b$. This bias is chosen in such a way as to increase the expected time interval between WDM reconfiguration decisions sufficiently to ensure stability of the system for $\delta > 0$.

**Algorithm 7** Additive bias-based scheduling framework applied to algorithm SHMW/MHMW

1: for time $t \in \mathbb{Z}_+$ do
2:   if the WDM layer is not in the process of reconfiguration then
3:     Denote the existing logical configuration by $\pi(t)$. Select logical configuration $\pi^* \in \Pi_N$ according to
4:       \[
        \begin{cases} 
          \arg \max_{\pi \in \Pi_N} b\mathbb{1}_{\{\pi = \pi(t)\}} + \pi^TQ(t), & \text{for algorithm SHMW} \\
          \arg \max_{\pi \in \Pi_N} b\mathbb{1}_{\{\pi = \pi(t)\}} + \pi^T\mathbf{Z}^*(t), & \text{for algorithm MHMW}
        \end{cases}
        \]
5:   else
6:     Initiate WDM reconfiguration to logical topology $\pi^*$
7:     continue
8:   end if
9: end if
10: end for

Figure 3-5 illustrates the intervals associated with service and reconfiguration phases of bias-based scheduling. As opposed to the frame-based scheduling policies, the service intervals are of variable duration. We denote by $\xi_k$ the $k$-th reconfiguration decision instant, with $\xi_0 \triangleq 0$, and $\chi_k \triangleq \xi_{k+1} - \xi_k$.

The following lemma establishes a sufficient condition for the stability of the bias-based scheduling framework. The result makes use of the fluid limit function $\bar{F}(t)$ corresponding to the process $F(t)$, which tracks the cumulative time up to and including time $t$ spent idle during reconfiguration intervals. This process was introduced in the proof of Theorem 3.3.1 in Appendix 3.A.

**Lemma 3.3.1** Consider an arrival process with arrival rates $\lambda \in \Lambda_{mb}$. If the fluid limit
process $\hat{F}_6(t)$ satisfies $\hat{F}_6(t) \leq \varepsilon^*(\lambda)$ for all $t \in \mathbb{R}_+$, then the additive-based based version of MHMW stabilizes the network.

Similarly, for an arrival process with arrival rates $\lambda \in \Lambda_{sh}^*$, if the fluid limit process $\hat{F}_5(t)$ satisfies $\hat{F}_5(t) \leq \varepsilon_{sh}^*(\lambda)$ for all $t \in \mathbb{R}_+$, then the additive-based based version of SHMW stabilizes the network.

**Proof:** The proof follows similarly to that of Theorem 3.3.1. The details can be found in Appendix 3.E.

Note that for $\delta = 0$, Lemma 3.3.1 immediately implies that the additive bias-based versions of SHMW and MHMW are stable, since zero time is lost to reconfiguration and thus $\hat{F}_6(t) = 0$ for all $t$. For $\delta > 0$ we now use Lemma 3.3.1 to prove the stability of a network having a single port per node and no wavelength constraint, under any joint Bernoulli arrival process.

**Theorem 3.3.3** Consider a WDM network with a single port per node, and no wavelength constraint, subject to a Bernoulli arrival process (not necessarily independent or identically distributed in time or across VOQ's) with rates $\lambda \in \Lambda_{sh}^*$, where $\varepsilon_{sh}^*(\lambda) > 0$. If $b$ is chosen to satisfy $b/n \geq 2(\delta/\varepsilon_{sh}^*(\lambda)) - \delta$, then the bias-based version of SHMW stabilizes the reconfigurable queueing network.

Similarly, if $\lambda \in \Lambda_{sh}^*$ with $\varepsilon^*(\lambda) > 0$, and $b$ is chosen to satisfy $b/n \geq 6(\delta/\varepsilon^*(\lambda)) - 3\delta$, then the bias-based version of MHMW stabilizes the reconfigurable queueing network.

**Proof:** See Appendix 3.F.

### 3.3.5 Comments regarding frame-based scheduling

The fixed and variable frame-based scheduling frameworks we have proposed in this section suffer a few drawbacks. First, our sufficiency conditions for stability are a function of the traffic statistics, which in general are unknown. There are several approaches to dealing with this issue:

1. the system's arrival rates can be estimated periodically, and the frame interval/additive bias adjusted accordingly;

2. a selective packet dropping mechanism can be implemented at the input and output ports, in order to guarantee a minimum value of $\varepsilon^*$ or $\varepsilon_{sh}^*$.

A second drawback of frame-based scheduling was mentioned earlier: the system as defined does not allow packets to transfer across links that are not torn down at frame boundaries. Clearly, such a restriction need not apply in a true implementation of a fixed or variable frame-based scheduling framework.

A third drawback of the system as we have modeled it is that packets are of fixed size. Any true implementation would have to eliminate such an assumption. Fortunately, the frame-based scheduling frameworks easily admit variable-length packets, by allowing transmission of any enqueued data through to the end of the frame interval, possibly terminating transmission early in the frame when there is no packet available that can be transmitted in the remainder of the frame interval. Thus, a frame-based scheduler can be thought of as an “envelope algorithm”, much like that presented in [75].
3.4 Delay performance studies

In this section, we compare the delay performance of algorithms under different traffic conditions, reconfiguration overheads, and physical topologies. Our simulations demonstrate that there exists a strong advantage to employing multi-hop routing at the IP layer under certain conditions. In particular, when there is a single transceiver per node, multi-hop routing is advantageous at low throughput levels. Also, we observe the tremendous advantage of employing multi-hop routing in an access network scenario, where a single hub node has \( n \) transceivers and each of the other local nodes is equipped with a single transceiver.

When considering the system at the packet level, a relevant performance metric is the average service delay experienced by packets in the system. Through a straightforward application of Little's formula, the average service delay is tied to the time average aggregate queue backlog. When the WDM network is subject to an arrival process with rates \( \lambda \), and employs scheduling policy \( P \), the time average delay is given by

\[
\frac{1}{\sum_{i,j} \lambda_{ij}} \lim_{T \to \infty} \frac{1}{T} E \left[ \sum_{t=0}^{T-1} \sum_{i,j} Q^P_{ij}(t) \right],
\]

where \( Q^P(t) = (Q^P_{ij}(t), i, j \in V) \) is the queue backlog matrix at time \( t \) under algorithm \( P \). It turns out that quantifying the average delay is difficult, because of the widely varying collection of allowable traffics that have the same arrival rates. Using the theory of Lyapunov stability, the authors of [87] derive bounds on average queue occupancy (and consequently on average delay), that achieve varying degrees of tightness, depending on how correlated different arrival streams are. For this reason, this section makes use of both theory and numerical results to arrive at our conclusions.

In gigabit networks, reconfiguration delay intervals on the order of \( \delta = 1,000 \) to \( \delta = 50,000 \) time slots are reasonable values. In this section, we provide data for the case \( \delta = 1,000 \), though our tests for larger values of \( \delta \) yield identical conclusions.

3.4.1 Zero reconfiguration delay (\( \delta = 0 \))

For \( \delta = 0 \) it is unknown whether in fact there exists any benefit to IP layer routing. We begin by showing that for \( n = 3 \), in the simple case of a single port per node, and no wavelength constraint, each algorithm employing packet forwarding is no better than an associated algorithm that never forwards packets.

**Theorem 3.4.1** For a WDM network having \( n = 3 \) nodes, a single port per node, and no wavelength constraint, any algorithm employing multi-hop routing has an associated algorithm that does not multi-hop packets with an equal or lower average aggregate backlog when \( \delta = 0 \), for any joint arrival distribution.

**Proof:** See Appendix 3.G.

Essentially, we may conclude that for \( n = 3 \), when there is no reconfiguration overhead, there is no benefit from treating such a system system as more than a switch. For \( n > 3 \), it is not possible to generalize Theorem 3.4.1 directly to conclude that packet forwarding is
not beneficial with respect to average delay. We leave this as an interesting open problem for future study.

3.4.2 Overview of algorithms tested

We compare several algorithms for joint WDM topology reconfiguration and IP layer routing. The algorithms are frame or bias-based versions of the following:

1. SHMW;
2. MHMW;
3. Prioritized Backpressure: This algorithm makes decisions according to MHMW for reconfiguration and routing, but priority is given to servicing packets single-hop across active links;
4. MW Minhop: This algorithm makes WDM topology reconfiguration decisions identically to SHMW, and then applies minhop routing at the electronic layer.

The algorithms Prioritized Backpressure and MW Minhop have not been introduced until now. They are heuristic algorithms that we devised in order to test the delay properties of SHMW and MHMW. Prioritized Backpressure operates on the philosophy that once MHMW has chosen a logical topology, it seems reasonable to transmit those packets that are one hop from departure prior to the multihop packets scheduled by MHMW. Thus, Prioritized Backpressure uses MHMW for joint logical topology reconfiguration decisions and IP layer routing, with the caveat that any nonempty VOQ’s one hop from departure are serviced with priority.

Given \( \delta \), in our simulations we choose a frame size 10% in excess of the minimum value required for stability, in order to mitigate the probability of large deviations in the queue occupancies in our numerical simulations.

3.4.3 Circuit versus packet switching

It is certainly true that statistical multiplexing from packet switching makes efficient use of link bandwidth. However, the additional link loads from multi-hopping data across a network experiencing congestion can lead to oscillation and instability of data flows. Circuit switching is an effective solution in this situation, because heavy loads can efficiently be scheduled over the available capacity. Thus, it makes great intuitive sense that different throughput levels are well served by different degrees of circuit and packet switching. In this section we address this issue, by presenting simulation results demonstrating that our stabilizing multi-hop algorithms naturally transition between circuit and packet switching in order to achieve improved delay performance over the range of achievable throughputs.

For the simulation setup of this section, we consider a WDM-based optical network having \( n = 6 \) nodes, with each node having a single transceiver, and no wavelength constraint. We consider a range of throughput parameters in the interval \([0,1]\). At each throughput level, we randomly draw 25 arrival rate matrices, where entries are chosen i.i.d. uniformly from the interval \([0,1]\), and normalize the maximum row/column sum to the desired...
throughput level. (Recall from (3.2) that when there is no wavelength constraint, and a single port per node, the throughput parameter is one minus the maximum row/column sum of the arrival rate matrix.) Each matrix is used to generate a Bernoulli arrival process that is simulated for $20 \times 10^6$ time slots, with an initial backlog of zero at each VOQ. Each point on the plots of Figures 3-6-3-8 is the mean value over the 25 sample paths generated for each arrival rate matrix.

Figure 3-6 shows the average delay for our algorithms under $\delta = 1000$. The single-hop routing algorithm (SHMW) is outperformed by all other algorithms in the low throughput regime. However, for increasing throughputs, SHMW is the algorithm with best delay performance. MW Minhop is unstable outside of the low throughput regime where the plot shows a significant jump in the delay associated with this algorithm. MHMW and Prioritized Backpressure are stable across all throughputs, though underperforming SHMW at moderate to high throughputs.

To understand the apparent performance trade-off between the circuit-centric approach (WDM reconfiguration with little or no IP layer routing) and the packet-centric approach (small amount of WDM reconfiguration with IP layer routing), we show in Figure 3-7 the average fraction of departed packets single-hopped in each time slot, and in Figure 3-8 the fraction of frames in which reconfiguration was triggered, for all algorithms. We have truncated the data in Figure 3-8 because for higher throughputs all algorithms have a fraction of approximately 1. At low throughput levels, the best performing algorithms
employ a large degree of IP layer routing, with a small fraction of packets single-hopped. Also, WDM layer reconfiguration is not triggered as often by the multi-hop algorithms, which implies lower delay associated with reconfiguration overhead. At high throughputs, all algorithms tend to depart more packets through single-hop routes, but the multi-hop algorithms still employ a significant amount of IP layer routing, which leads to an overall increased load and lack of performance compared to SHMW. All algorithms tend to employ WDM layer reconfiguration at each frame boundary from a relatively low throughput level and up.

We conclude that MHMW and Prioritized Backpressure are attractive algorithms, because of their ability to achieve significant gains through the use of packet routing at low throughputs and an increased tendency towards WDM reconfiguration with single-hop routing at the IP layer at high throughputs. These algorithms effectively transition between packet switching and circuit switching, and require no knowledge of the traffic arrival process other than the value of δ.

### 3.4.4 Frame vs. bias-based algorithms

The intuitive motivation for introducing additive bias-based algorithms is that a reconfiguration algorithm that does not make decisions at fixed intervals may be able to better adapt to actual traffic variations as they happen. Figure 3-9 provides simulation results demonstrating the validity of this argument. The simulation scenario has 6 nodes, a uni-
form arrival rate matrix of $\lambda_{i,j} = 0.04 \forall i \neq j$ (low throughput scenario), and Bernoulli arrivals, under algorithm MHW. Since our algorithms are intended to be implemented at a particular value of frame size $I_f$ or bias size $b$, we note that for appropriately chosen bias size, there is tremendous benefit to using the bias-based algorithm in lieu of the frame-based scheme.

### 3.4.5 Random ring algorithms

In this section, we introduce and analyze a class of randomized algorithms from which the switch scheduling algorithms of [21] are drawn. This section considers again the scenario where there is no wavelength constraint, and a single port per node.

The class of random ring algorithms selects at each frame boundary a ring logical topology randomly with equal probability. This class of algorithms includes all possible packet routing schemes on top of the random logical topology selection.

Clearly a desirable feature of random ring algorithms is the low computational complexity associated with choosing a logical topology. Unfortunately, this results in a throughput penalty, as described in the following theorem.

**Theorem 3.4.2** For WDM networks having a single port per node, and no wavelength constraint, the class of random ring algorithms is not throughput optimal, in the sense that the stability region of any random ring algorithm has smaller volume and is a strict subset
of the doubly substochastic region.

Proof: See Appendix 3.H.

3.4.6 Access network

Consider an access network, where \( n - 1 \) of the nodes (the local nodes) each have a single transceiver, and one node (the hub node) has \( P = n - 1 \) ports. We assume there are \( n \) wavelengths so that the only constraints on the allowable logical topologies come from the port constraints. We consider arrival rate matrices \( \lambda \) satisfying

\[
\lambda_{ij} = \begin{cases} 
0, & \text{if } i = j, \\
\alpha, & \text{if } i = 1 \text{ and } j \neq i, \text{ or if } j = 1 \text{ and } i \neq j, \\
\beta, & \text{else,} 
\end{cases}
\]  

(3.3)

where \( \alpha > 0 \) and \( \beta > 0 \). From Theorem 3.3.2, it is easy to see that a stabilizable rate matrix for \( \delta = 0 \) simply must satisfy

\[
\alpha + (n - 2)\beta \leq 1.
\]  

(3.4)

Thus, for \( I_f \) or \( b \) chosen appropriately for their respective frame-based algorithms, we may proceed to investigate the performance trade-offs of multi-hop versus single-hop routing.
Figure 3-10: Average delay (left) and fraction of frames in which a reconfiguration was initiated (right) for a range of $\alpha/\beta$ values. $n = 6$ nodes, $\delta = 1000$ time slots. Each non-hub node has an average arrival rate of $\alpha + (n - 2)\beta = 0.9$ packets per slot.

for various $\alpha, \beta$ values.

Figure 3-10 plots the data corresponding to the access network under i.i.d. Bernoulli arrivals for a range of $\alpha/\beta$ values. The plot at left of Figure 3-10 shows that the algorithms based on MHMW are far superior to SHMW for $\alpha/\beta > 1$. We plot the average fraction of frames where reconfiguration was triggered at right in Figure 3-10. It is clear that reconfiguration is in fact unnecessary in this network when the traffic is largely targeted at the hub node. Once the algorithms based on MHMW choose the logical topology directly connecting each node to the hub node, pure IP layer routing is employed thereafter. Thus, local traffic among nodes in the access network is easily served by the algorithms based on MHMW, while SHMW suffers from having to reconfigure the logical topology in order to directly service this local traffic. We have omitted the data corresponding to the MW Minhop algorithm, because of its extremely poor performance (orders of magnitude worse) next to SHMW.

3.5 Conclusions

We have studied algorithms for joint WDM reconfiguration and IP layer routing in IP-over-WDM networks. The key algorithms, SHMW and MHMW, operate based on maxweight scheduling, and are asymptotically throughput optimal in single-hop and multi-hop capable networks, respectively. We found that optical layer overhead due to reconfiguration delay is
mitigated by frame-based algorithms. We provided fixed frame and variable frame duration algorithms and proved their stability properties. Our algorithms precisely dictate the control decisions made at each slot at the IP and WDM layers, with the Differential Backlog (MHMW) algorithm in general making use of both IP layer multi-hop routes and WDM reconfiguration.

In terms of delay performance, there is a great benefit from employing algorithms that tend to use multi-hop IP layer routes instead of WDM reconfiguration, when the additional load incurred from these multi-hop paths is sufficiently small. At high system loads the opposite is true, and WDM reconfiguration is preferable to additional load from multi-hop IP layer routing.

We demonstrated theoretically that multi-hop routing is of no use when reconfiguration delay is negligible, in the 3 node scenario. Further, we showed that simple algorithms employing random ring selection at the WDM layer are not capable of achieving throughput optimality.

3.5.1 Future directions

Our optical networking architecture, due to its general physical topology, and wavelength and port limitations, cannot always be considered as wavelength-unconstrained. Thus, the available configurations in the network do not correspond to matchings on a bipartite graph. This points to the challenging nature of the maxweight decision problem, which is central to SHMW and MHMW. An important future direction is to study and develop efficient algorithms for selecting logical topology configurations under a maxweight scheduling rule. There are many \(O(n^3)\) implementations of the maximum weighted matching algorithm for bipartite graphs, including the Hungarian Method, the successive shortest path algorithm, and the relaxation algorithm [2]. Since our architecture does not necessarily admit bipartite configurations, one possible avenue is to develop new primal-dual algorithms for maxweight scheduling. One can treat the maxweight scheduling as a special min-cost multi-commodity integer flow problem, where link and port constraints are explicitly taken into account in the optimization. If the feasible convex set (or polytope) of flows under this multi-commodity integer flow problem has only integer corner points, then linear programming algorithms can be applied directly to obtain maxweight schedules. These algorithms can be combinatorialized to obtain efficient discrete routines (as in the development of the Hungarian Method [117]). It is well established however, that the general multi-commodity integer flow problem does not have exclusively integer solutions [2]. Consequently, one can determine the network conditions under which the polytope of feasible multi-commodity flows has exclusively integer corner points, and corresponding combinatorial algorithms to obtain maxweight schedules. Under network conditions where the polytope does not have integer corner points, one can develop relaxations on the multi-commodity integer flow problem that yield efficient approximate maxweight scheduling algorithms.

The throughput maximizing algorithms that we have considered for single-hop and multi-hop routing and reconfiguration are based on maxweight scheduling decisions. Maxweight algorithms are inherently centralized, essentially requiring that each node is made aware of all other nodes' traffic backlogs in order to make a decentralized scheduling decision.
This large degree of *communication complexity* is a highly undesirable feature, especially when considering the scalability of our network model. A very exciting and important research opportunity exists in distributed scheduling. One candidate algorithm for reducing the communication complexity in bipartite scheduling is greedy maximal weighted matching [14,45,71]. We study this algorithm and its performance implications in the switching and wireless settings in Chapters 6-8.

Another promising approach to achieving *optimal maxweight schedules in a distributed manner is through* “belief propagation” (BP) algorithms. Such algorithms have been tremendously successful in iterative decoding and computer vision, and have recently been demonstrated to be successful in obtaining maximum weighted matchings in simple switches [17]. BP algorithms, such as the *max-product algorithm*, seek to determine the maximum a posteriori (MAP) assignment of a probability distribution described by a *graphical model*. These algorithms are inherently *local* and thus distributed in nature. By developing an appropriate graphical model for our network architecture, BP algorithms can be used to generate optimal or approximate maxweight schedules. The challenging aspect of this problem is that convergence of BP algorithms to optimal solutions can be difficult to prove in graphs having multiple cycles, which is the case even in the simple scenario of an input-queued switch [17].

It is important to explore the *communication complexity* of our distributed algorithms. Maxweight scheduling and approximations thereof look at the scheduling problem as a throughput optimization problem, with no regard to control information dissemination. Distributed algorithms on the other hand attempt to make *local* scheduling decisions that achieve low communication complexity. Fundamentally, it is of interest to explore the trade-offs that must exist between communication complexity, delay, and throughput. One potential approach to evaluating this trade-off is to consider various implementations of primal-dual algorithms for maxweight scheduling, built with different degrees of communication complexity.

Recent results [140,146] point to delay optimality properties of maxweight scheduling policies in the heavy traffic limiting regime. Since maxweight scheduling is at the heart of the SHMW and MHMW algorithms, these results deserve further exploration in the context of WDM networks with reconfiguration delays. Obtaining extensions of these results to WDM networks holds promise, since the results of [140,146] essentially parallel our architecture under single-hop electronic routing. Applying similar arguments to our general multi-hop architecture should then lead to delay optimality results.

It is important to study the real-world performance implications of our joint reconfiguration and routing algorithms. For example, it is well understood that backbone network traffic is extremely aggregated, meaning traffic may be modeled as a random process with slowly-changing mean and low standard deviation. On the other hand, metropolitan area networks are subject to much more bursty traffics. These widely different traffic patterns deserve attention, because they will surely require different algorithms for achieving optimal delay performance.
Appendix

3.A Proof of Theorem 3.3.1

The proof follows closely that of Theorem 2.3.1. Note that Lemma 2.B.1 from Appendix 2.B holds true under the frame-based scheduling framework, except for the fluid model equation (2.24). We augment the lemma by adding one process, \( F_\delta(t) \), which tracks the cumulative time up to and including time \( t \) spent idle during reconfiguration intervals. The linearly interpolated continuous-time version of this process can be scaled, using

\[
F_\delta^r(t) = \frac{F_\delta(rt)}{r}.
\]

There must then exist a subsequence of the sequence found in Lemma 2.B.1 for which the scaled functions converge uniformly on compact sets to the Lipschitz-continuous fluid limit function \( \tilde{F}_\delta(t) \). This function can easily be shown to satisfy the following properties:

\[
\begin{align*}
\tilde{F}_\delta(0) &= 0, \\
\tilde{F}_\delta(t) &= \frac{\delta}{I_f}.
\end{align*}
\]

The fluid model resulting from the frame-based scheduling framework yields the following analogue of (2.24):

\[
\tilde{F}_\delta(t) \text{ and } \tilde{F}_S(t) \forall S \text{ are non-decreasing, and } \tilde{F}_\delta(t) + \sum_{S \in S} \tilde{F}_S(t) = t, \quad t \geq 0.
\]

Clearly also, equations (2.25)-(2.26) are unaffected by the frame-based scheduling framework. Thus, we can summarize as in (2.27):

\[
\tilde{F}_\delta(t) + \sum_{S \in S'} \tilde{F}_S(t) = 1.
\]

Using \( h(t) = (1/2) \sum_{i,j} \tilde{Q}_{ij}^2(t) \), we can then apply these results to reach the inequality

\[
\begin{align*}
\dot{h}(t) &\leq \sum_{S \in S} \alpha_S (\tilde{Z}^*(t))^T \left( \sum_j S_j \right) - \sum_{S \in S'} \tilde{F}_S(t) (\tilde{Z}^*(t))^T \left( \sum_j S_j \right) \\
&= \sum_{S \in S} \alpha_S (\tilde{Z}^*(t))^T \left( \sum_j S_j \right) - \left( 1 - \frac{\delta}{I_f} \right) \max_{S \in S} (\tilde{Z}^*(t))^T \left( \sum_j S_j \right).
\end{align*}
\]
Above, we assume that the non-negative vector \( \alpha \) satisfies

\[
\lambda_{ij} \leq \sum_{S \in \mathcal{S}} \alpha_S d_{ij}(S), \quad \forall i, j \in V,
\]

\( (3.5) \)

\[
\alpha_S \geq 0, \quad \forall S \in \mathcal{S},
\]

\( (3.6) \)

\[
\sum_{S \in \mathcal{S}} \alpha_S = 1 - \epsilon^*(\lambda).
\]

\( (3.7) \)

Denote the normalized vector \( \alpha' = (1/(1 - \epsilon^*(\lambda)))\alpha \), and suppose that \( I_f \geq \delta/\epsilon^*(\lambda) \). Then we obtain

\[
\dot{h}(t) \leq (1 - \epsilon^*(\lambda)) \sum_{S \in \mathcal{S}} \alpha'_S (\bar{Z}^*(t))^T \left( \sum_j S_{j} \right) - \left( 1 - \frac{\delta}{I_f} \right) \max_{S \in \mathcal{S}} (\bar{Z}^*(t))^T \left( \sum_j S_{j} \right)
\]

\[
\leq \left( 1 - \frac{\delta}{I_f} \right) \left[ \sum_{S \in \mathcal{S}} \alpha'_S (\bar{Z}^*(t))^T \left( \sum_j S_{j} \right) - \max_{S \in \mathcal{S}} (\bar{Z}^*(t))^T \left( \sum_j S_{j} \right) \right]
\]

\[
\leq 0.
\]

The last inequality follows similarly to the final step of the proof of Theorem 2.3.1. It is immediate from the fact that \( \delta \leq I_f \) by definition, and the non-negative vector \( \alpha' \) sums to one.

### 3.B Alternative proof of stability of frame-based scheduling

The proof of Theorem 3.3.1 makes use of the powerful fluid limit technique. In this section, we demonstrate that although such a fundamental approach to proving stability is valid and correct, it may not be entirely necessary, given that algorithms SHMW and MHMW are proven to be stable for \( \delta = 0 \). In particular, we demonstrate that Corollaries 3.3.1 and 3.3.2 are sufficient to imply the stability of the frame-based scheduling framework.

For the purpose of simplicity, our study in this section employs a **batching** mechanism. By this, we mean that when the frame interval is \( I_f \), and a logical link \( e = (i, j) \) is active for service through the frame interval, virtual queue VOQ\(_{ij}\) will not service packets across that link unless there are at least \( I_f - \delta \) commodity \( j \) packets enqueued at node \( i \).

As an example, suppose that \( \delta = 1 \) and \( I_f = 4 \). Figure 3-11 shows how exogenous arrivals for a particular VOQ are batched before being made available to that VOQ for service. All exogenous arrivals are batched and are not available for service until the frame boundary, when the maximum number of batched packets that are a multiple of \( I_f - \delta = 3 \) are made available to the VOQ (here, we have 3 packets made available for service at time \( 2I_f \) and 6 packets made available at time \( 3I_f \)). Thus, the batch size process is nondecreasing over the frame interval, and decreases by a multiple of 3 at the frame boundaries. Because only 3 slots are allocated to servicing VOQ’s within each frame, this ensures that the backlog of packets available for service at each VOQ changes by an integer multiple of 3 over every
frame. Thus, the frame scheme looks at the system only at the frame boundaries and considers the VOQ backlog processes divided by $I_f - \delta = 3$, and ties the resulting process back to the stabilizing scheme for $\delta = 0$.

**Theorem 3.B.1** Suppose algorithm $P$ stabilizes the network for $\delta = 0$ for some class of arrival processes $\mathcal{A}$. Then for each $\delta > 0$, if there exists $I_f$ such that the cumulative arrival process $(A(t), t \in \mathbb{Z}^+)$ satisfies $(\tilde{A}(t), t \in \mathbb{Z}_+) \in \mathcal{A}$, where

$$\tilde{A}(t) = \left\lfloor \frac{A(tI_f)}{I_f - \delta} \right\rfloor,$$

then $P$ is frame-stabilizable. Specifically, a frame-based scheduler that makes a reconfiguration and routing decision every $I_f$ time slots, idles for $\delta$ time slots, and subsequently services packets according to the fixed reconfiguration and routing decision made at the beginning of the frame, stabilizes the network.

**Proof:** The number of batched arrivals released to the system for service at each frame boundary, $kI_f$ for $k \in \mathbb{Z}_+$, is given by $(I_f - \delta)(\tilde{A}(k) - \tilde{A}(k-1))$, which is clearly an integer multiple of $(I_f - \delta)$. Thus, since the frame version of algorithm $P$ services queues in batches of $(I_f - \delta)$ slots per frame, with the same control decision held over the duration of the frame, we are guaranteed that every virtual queue has a backlog of packets available for service that is an integer multiple of $(I_f - \delta)$.

Define the process $(\tilde{Q}(t), t \in \mathbb{Z}_+)$ with $\tilde{Q}(t)$ equal to $1/(I_f - \delta)$ times the backlog of packets available for service at the beginning of slot $tI_f$ under the frame version of algorithm $P$. The evolution of $(\tilde{Q}(t), t \in \mathbb{Z}_+)$ is defined according to the arrival process $(\tilde{A}(t), t \in \mathbb{Z}_+)$ (which we assume to be a member of the set $\mathcal{A}$), and scheduling decisions according to algorithm $P$ at each $t$. Thus, the process $(\tilde{Q}(t), t \in \mathbb{Z}_+)$ is equivalent to the backlog process under $P$ for $\delta = 0$ and exogenous arrival process $(\tilde{A}(t), t \in \mathbb{Z}_+)$. This implies the stability of $(\tilde{Q}(t), t \in \mathbb{Z}_+)$ and consequently the stability of the queue backlog process under the frame version of $P$.

Given Corollaries 3.3.1 and 3.3.2, Theorem 3.B.1 can be enlisted to infer the existence of frame-based stable scheduling policies for any $\delta > 0$. Consider the frame version of
algorithm SHMW. Consider the arrival process \((A(t), t \in \mathbb{Z}_+), a\) having arrival rate matrix \(\lambda \in \Lambda^*_\text{sh}, \) with \(\varepsilon^*_\text{sh}(\lambda) > 0\). The class \(A\) of arrival processes of interest in this case is all processes that have long term arrival rates belonging to \(\Lambda^*_\text{sh}. \) Theorem 3.B.1 then asserts the stability of frame-based scheduling if there is a frame interval \(I_f\) for which the process \((\hat{A}(t), t \in \mathbb{Z}_+) \in A, \) where \(\hat{A}(t) = \lfloor A(tI) / (I_f - \delta) \rfloor. \) The following sequence of equalities establishes the long-term rate of the process \((\hat{A}(t), t \in \mathbb{Z}_+)\):

\[
\lim_{T \to \infty} \frac{\hat{A}(T)}{T} = \lim_{T \to \infty} \frac{1}{T} \left| \frac{A(TI_f)}{I_f - \delta} \right| = \frac{I_f}{I_f - \delta} \frac{A(TI_f)}{TI_f} = \frac{I_f - \delta}{\varepsilon^*_\text{sh}(\lambda)} \text{ w.p.1}
\]

In order to satisfy \((\hat{A}(t), t \in \mathbb{Z}_+) \in A,\) it must then we then require that \((I_f / (I_f - \delta)) \lambda \in \Lambda^*_\text{sh},\) which follows if \((I_f / (I_f - \delta)) \leq 1 / (1 - \varepsilon^*_\text{sh}(\lambda)). \) This implies \(I_f \geq \delta / \varepsilon^*_\text{sh}(\lambda). \) Thus, we have proved that the frame version of SHMW is stable so long as \(I_f \geq \delta / \varepsilon^*_\text{sh}(\lambda). \) A similar proof follows for the frame version of MHW.

3.C Proof of Theorem 3.3.2

The theorem proof is accomplished in several steps, in a similar manner as in [34, Prop. 1, Prop. 2, Alg. 1, Alg. 2]. The goal of the proof is to demonstrate that any rate \(\lambda \in \Lambda^*\) can be expressed as a convex combination of link activations from \(\Pi_N.\) Our approach is as follows: First, given a matrix \(\lambda \in \Lambda^*, \) we find a matrix \(\hat{\lambda}\) on the Pareto frontier of \(\Lambda^*,\) which we denote by \(\Lambda^*_\hat{P}:\)

\[
\Lambda^*_\hat{P} = \left\{ \lambda : \sum_j \lambda_{ij} = P_i \forall i, \sum_i \lambda_{ij} = P_j \forall j \right\}
\]

Second, an algorithm is derived for constructing a bipartite graph based on any matrix in \(\Lambda^*_\hat{P},\) with the property that the graph has a maximum matching that includes all nodes. Finally, an algorithm for expressing any matrix in \(\Lambda^*\) as a convex combination of valid link activation matrices (from the set \(\Pi_N\)) is provided.

3.C.1 Extending von Neumann's result

In [152], von Neumann demonstrated that any doubly substochastic matrix can be dominated by a doubly stochastic matrix. Here, we provide a methodology for finding a matrix in \(\Lambda^*_\hat{P}\) that dominates an admissible rate matrix matrix in \(\Lambda^*.\)

Consider \(\lambda \in \Lambda^*. \) If the summation over the elements of \(\lambda\) is less than \(\sum_i P_i,\) then there must exist \(k, l\) such that \(\sum_j \lambda_{kj} < P_k\) and \(\sum_i \lambda_{il} < P_l.\) This follows easily: suppose that no such \(k\) can be found. Then \(\sum_j \lambda_{kj} \geq P_k, \forall k,\) which by the definition of \(\Lambda^*\) implies that \(\sum_j \lambda_{kj} = P_k, \forall k.\) This implies that \(\sum_k \lambda_{kj} = \sum_k P_k,\) which violates our initial assumption.
An identical argument applies to the value of \( l \). Thus, \( k, l \) must exist, and the entry \( \lambda_{kl} \) should be increased to \( \lambda_{kl} + \min \{ P_k - \sum_{j} \lambda_{kj}, P_l - \sum_{i} \lambda_{ij} \} \). Repeating this process at most \( 2n - 1 \) times (once for each row/column with the final entry completing both a row and a column simultaneously), a matrix in \( \Lambda_P^* \) is achieved. The following lemma summarizes this result.

**Lemma 3.C.1** Given \( \lambda \in \Lambda^* \), the above methodology yields a matrix \( \tilde{\lambda} = (\tilde{\lambda}_{ij}, i, j \in V) \in \Lambda_P^* \) that dominates \( \lambda \) in all entries: \( \tilde{\lambda}_{ij} \geq \lambda_{ij}, \forall i, j \).

3.C.2 Building a bipartite graph

Given matrix \( \tilde{\lambda} \in \Lambda_P^* \), we now construct a corresponding bipartite graph for which Hall's Theorem guarantees a maximum matching covering all nodes exists. This maximum matching can subsequently be translated to a valid link activation matrix. Designate the nodes of the two bipartitions by

\[
\begin{align*}
P_s &= \{ s_1^1, s_1^2, \ldots, s_1^{P_1}, s_2^1, s_2^2, \ldots, s_2^{P_2}, \ldots, s_n^1, \ldots, s_n^{P_n} \}, \\
P_d &= \{ d_1^1, d_1^2, \ldots, d_1^{P_1}, d_2^1, d_2^2, \ldots, d_2^{P_2}, \ldots, d_n^1, \ldots, d_n^{P_n} \}.
\end{align*}
\]

Above, \( P_s \) and \( P_d \) represent source ports and destination ports, respectively. Algorithm 8 establishes edges between the nodes of \( P_s \) and \( P_d \).

**Algorithm 8** Generates a bipartite graph from matrix \( \tilde{\lambda} \in \Lambda^* \)

1. Let \( \phi = \tilde{\lambda} \)
2. Associate with each vertex of the bipartite graph \( v \) a bin \( b_v \), initially empty and having maximum capacity 1
3. for each \( i, j \in V \) do
   4. while \( \phi_{ij} > 0 \) do
      5. Obtain \( k = \min \{ m : b_{s_k} < 1 \} \), and \( l = \min \{ m : b_{d_l} < 1 \} \)
      6. Add an edge joining \( s_k \) to \( d_l \), if no such edge exists
      7. Obtain \( y_{ij} = \min \{ \phi_{ij}, 1 - b_{s_k}, 1 - b_{d_l} \} \)
      8. Set \( \phi_{ij} \leftarrow \phi_{ij} - y_{ij} \), \( b_{s_k} \leftarrow b_{s_k} + y_{ij} \), and \( b_{d_l} \leftarrow b_{d_l} + y_{ij} \)
   9. end while
10. end for

For a matrix \( \tilde{\lambda} \in \Lambda^* \), upon algorithm completion, it is simple to show that each bin is at capacity: Suppose \( b_{s_k} < 1 \). Then if there is no \( j \) such that \( \phi_{ij} > 0 \), it must be true that \( \sum_{j} \tilde{\lambda}_{ij} \leq P_i - (1 - b_{s_k}) < P_i \). This follows because each time matrix entry element \( \phi_{ij} \) is decreased, one of the bins at source \( i \) (one of \( b_{s_1}, \ldots, b_{s_n} \)) is increased by the same amount. Since we have assumed the entire \( i \)-th row of \( \phi \) is zero, then the sum over the same bins must equal the initial \( i \)-th row sum of matrix \( \phi \), or equivalently \( \sum_{j} \tilde{\lambda}_{ij} \). This sum must be less than \( P_i \) since all source \( i \) bins are not full, which provides a contradiction to our assumption that \( \tilde{\lambda} \in \Lambda^* \). The argument against a value \( b_{d_l} < 1 \) upon algorithm termination follows similarly.
Alternatively, if \( b_{i,j} < 1 \) and there exists \( j \) such that \( \phi_{i,j} > 0 \), then there must exist a value \( l \) such that \( b_{d,j} < 1 \). This follows because \( \phi_{i,j} \) has not been reduced to zero, which implies that the full column sum of \( P_j \) has not been distributed over the \( P_j \) bins corresponding to ports at destination \( j \). Thus, the algorithm would have discovered source and destination bins with which to reduce \( \phi_{i,j} \) further, which contradicts that the algorithm has terminated.

For each \( i, j \in V \), the algorithm reduces \( \phi_{i,j} \) to zero in at most \( 2 \min\{P_i, P_j\} - 1 \) steps, because this is the maximum number of times that the minimizing term \( y_{i,j} \) does not have to equal \( \phi_{i,j} \). Thus, we have shown that the algorithm terminates, and that all bins are full (at unit capacity) upon termination.

We now show that the bipartite graph constructed by the above algorithm satisfies the condition of Hall's Theorem to guarantee the existence of a perfect matching (a matching that covers every node of the graph). Take any set of source nodes \( \mathcal{P}_s \subseteq \mathcal{P}_s \). Then we require that this set connects to at least \( |\mathcal{P}_s| \) destination nodes in \( \mathcal{P}_d \).

A useful way of considering each bin in the algorithm is as a measure of the flow departing (in the case of a source node bin) or arriving (in the case of a destination node bin) at that port. As each link is added in the algorithm, an element of matrix \( \Phi \) is reduced by some amount, and the bins associated with the source and destination nodes of that link are increased by the same amount. This captures the amount of flow serviced from the source to the destination along that link.

Upon algorithm termination, each bin is at unit capacity, which equivalently means that one unit of flow departs from each source node and arrives at each destination node. Thus, since \( \mathcal{P}_s \) is the source of \( |\mathcal{P}_s| \) units of flow, at least \( |\mathcal{P}_s| \) units of flow must arrive to the destination nodes. Further, since each destination bin has unit capacity, this flow must arrive along at least \( |\mathcal{P}_s| \) links. Thus, we have that the set of neighbor nodes to \( \mathcal{P}_s \) must have size at least \( |\mathcal{P}_s| \). Applying Hall's Matching Theorem [157], a perfect matching is guaranteed. The following lemma summarizes this result:

**Lemma 3.C.2** The bipartite graph generated by Algorithm 8 has a perfect matching.

3.C.3 Translating a perfect matching on the bipartite graph into a link activation matrix

Beginning with \( n \times n \) matrix \( \pi = 0 \), for each edge \((s_i^k, d_j^l)\) in the perfect matching, increment \( \pi_{ij} \) by one. Once each edge has been considered, matrix \( \pi \) must have \( i \)-th row sum \( P_i \) for all \( i \) and \( j \)-th column sum \( P_j \) for all \( j \). This follows because the matching on the bipartite graph is perfect, and thus source \( i \) is associated with \( P_i \) vertices having edges in the matching, and destination \( j \) is associated with \( P_j \) vertices having edges in the matching. Thus \( \pi \) corresponds to a valid logical topology under the port distribution \( (P_i, i \in V) \), and given no wavelength constraint. Finally, by the construction of Algorithm 8 it is clear that a nonzero element in \( \pi \) implies that the corresponding entry of \( \lambda \) is nonzero, and conversely. The following lemma summarizes this result.

**Lemma 3.C.3** For a bipartite graph obtained according to Algorithm 8, the graph may be translated to a link activation matrix whose incidence matrix has \( i \)-th row sum equal to \( P_i \)
and j-th column sum equal to $P_j$ (we refer to this as a perfect link activation). Furthermore, this matrix has positive entries where $\tilde{\lambda}$ is nonzero.

3.C.4 Proof of Theorem 3.3.2

Given $\lambda \in \Lambda^*$, Lemma 3.C.1 guarantees the existence of a matrix $\tilde{\lambda} \in \Lambda^*_{calP}$ that is entry-by-entry dominant over $\lambda$. Applying Algorithm 8 to $\tilde{\lambda}$, Lemmas 3.C.2 and 3.C.3 guarantee the existence of a perfect link activation where each active link $i \rightarrow j$ implies nonzero value $\tilde{\lambda}_{ij}$. Algorithm 9 (presented below) capitalizes on this to decompose $\tilde{\lambda}$ as a convex combination of valid link activation matrices. This algorithm is the natural generalization of the decomposition presented in [34].

Algorithm 9 Decompose $\tilde{\lambda}$ into a convex combination of link activations

1: Assign $\omega \leftarrow \tilde{\lambda}$
2: $k \leftarrow 0$
3: while $\omega \neq 0$ do
4: $k \leftarrow k + 1$
5: For matrix $\omega$, find a perfect link activation $\pi^k$ according to Algorithm 8 and Lemmas 3.C.2-3.C.3
6: Set $\alpha_k = \min\{\omega_{ij}/\pi^k_{ij} : \pi^k_{ij} > 0, \forall i, j \in V\}$
7: Set $\omega \leftarrow (1/(1-\alpha_k))(\omega - \alpha_k \pi^k)$.
8: end while

Since the link activation found for an arrival rate matrix on the Pareto frontier of $\Lambda^*$ is perfect, step $k$ of the algorithm reduces the i-th row sum by $\alpha_k P_i$, and the j-th column sum by $\alpha_k P_j$. Thus, all row and column sums are reduced by a factor of $1 - \alpha_k$ at each iteration. For this reason, the scale factor of $1 - \alpha_k$ is applied at each iteration to bring the matrix back to the Pareto frontier of $\Lambda^*$. Finally, since at each iteration, $\alpha$ is chosen to reduce at least one matrix element to zero, with $n$ elements reduced to zero at once in the last step, the decomposition takes at most $n^2 - n + 1$ steps to complete. $\tilde{\lambda}$ may then be expressed as

$$\tilde{\lambda} = \sum_{k=1}^{n^2-n+1} \left( \alpha_k \prod_{l=1}^{k-1} (1 - \alpha_l) \right) \pi^k \quad (3.8)$$

The fact that the weights in the above decomposition sum to unity is guaranteed by the property that each link activation in the decomposition is perfect. Applying Algorithm 3, we can translate the decomposition in (3.8) to a decomposition of $\lambda$. The only modifications to the algorithm are that initially we assign $n^* \leftarrow n^2 - n + 1$, and instead of using weights $(\alpha_k)$ we use weights $(\beta_k)$, where $\beta_k = \alpha_k \prod_{l=1}^{k-1} (1 - \alpha_l)$ for $k = 1, \ldots, n^2 - n + 1$.

At termination, we must have

$$\lambda = \sum_{k=1}^{n^*} \beta_k \pi^k,$$

where $\sum_k \beta_k = 1$, and $\pi^k$ a valid link activation for all $k$. 69
3.D Proof of Corollary 3.3.5

The port constraints provide a lower bound on $e^*(\lambda)$:

$$e^*(\lambda) \geq \max \left\{ \max_i \left(1 - \frac{\sum_j \lambda_{ij}}{P_i} \right), \max_j \left(1 - \frac{\sum_i \lambda_{ij}}{P_j} \right) \right\}. \quad (3.9)$$

This follows because no node $i$ can source or terminate more than $P_i$ packets per time slot, which means that any matrix in a decomposition of $\lambda$ has $i$-th row and column sum bounded above by $P_i$. Let $\epsilon_{\text{lower}}(\lambda)$ denote the term on the right in (3.9). It remains to demonstrate that $e^*(\lambda) \leq \epsilon_{\text{lower}}^*(\lambda)$. We assert that the matrix $\tilde{\lambda} = (1/(1 - \epsilon_{\text{lower}}(\lambda)))\lambda$ must belong to $\Lambda^*$:

$$\tilde{\lambda} = \left( \frac{1}{\max \left\{ \max_i \sum_j \lambda_{ij}, \max_j \sum_i \lambda_{ij} \right\}} \right) \lambda,$$

whose $k$-th row sum satisfies the inequality

$$\sum_j \tilde{\lambda}_{kj} \leq \frac{1}{(\sum_i \lambda_{kj})} \sum_j \lambda_{kj} = P_k.$$

Since identical reasoning applies to any column sum, it must be true that $\tilde{\lambda} \in \Lambda^*$. By Theorem 3.3.2, we have that $\tilde{\lambda} \in \text{conv}(\Pi_N)$, with decomposition weights summing to one. Consequently, $\lambda$ can be expressed as a weighted sum of link activation matrices, with the weights summing to $(1 - \epsilon_{\text{lower}}(\lambda))$. Thus, $\epsilon_{\text{sh}}^*(\lambda) \leq \epsilon_{\text{lower}}^*(\lambda)$. Since $e^*(\lambda) \leq \epsilon_{\text{sh}}^*(\lambda)$, we have that $e^*(\lambda) \leq \epsilon_{\text{lower}}^*(\lambda)$, as desired.

3.E Proof of Lemma 3.3.1

The formulation that was followed in the proof of Theorem 3.3.1 also follows here. Consequently, we have that

$$h(t) \leq \sum_{S \in \mathcal{S}} \alpha_{S} (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right) - \sum_{S \in \mathcal{S}} \hat{F}_S(t) (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right)$$

$$= \sum_{S \in \mathcal{S}} \alpha_{S} (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right) - \left( 1 - \hat{F}_\delta(t) \right) \max_{S \in \mathcal{S}} (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right)$$

$$\leq \left( 1 - e^*(\lambda) \right) \sum_{S \in \mathcal{S}} \alpha_{S} (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right) - \left( 1 - \hat{F}_\delta(t) \right) \max_{S \in \mathcal{S}} (\tilde{Z}^*(t))^T \left( \sum_j S_{j} \right)$$

Above, the vector $\alpha' = (1/(1 - e^*(\lambda)))\alpha$ satisfies (3.5)-(3.7). It follows that $h(t) \leq 0$ when $\hat{F}_\delta(t) \leq e^*(\lambda)$. A similar proof follows for the bias-based version of algorithm SHMW.
3.F Proof of Theorem 3.3.3

We begin by considering the bias-based version of algorithm SHMW. Let \( \pi(\xi_k) \) denote the maximum weighted logical topology at time \( \xi_k \). We will characterize the minimum time needed for another logical topology \( \tilde{\pi} \neq \pi(\xi_k) \) to become the maximum weighted logical topology and thus trigger a WDM reconfiguration. At time \( \xi_k \), \( \pi(\xi_k) \) satisfies

\[
\tilde{\pi}^T Q(\xi_k) \leq \pi^T(\xi_k)Q(\xi_k). \tag{3.10}
\]

After time \( \xi_k \), logical topology \( \pi(\xi_k) \) will be effectively biased with \( b \) additional dummy packets over \( \tilde{\pi} \). Since the arrival process is Bernoulli, no more than a single packet may arrive to any VOQ at each time slot. Suppose that a single packet arrives to each of the VOQ’s corresponding to logical topology \( \tilde{\pi} \) at every slot, and \( \tilde{\pi} \) does not have any lightpaths in common with \( \pi(\xi_k) \). Further suppose that there are no arrivals to VOQ’s corresponding to \( \pi(\xi_k) \), and that at each slot at most one packet is removed from each of the VOQ’s corresponding to \( \pi(\xi_k) \). Then, in order to have a decision to reconfigure the logical topology, the inter-reconfiguration interval \( \chi_k \) must satisfy

\[
\tilde{\pi}^T Q(\xi_k) + n\chi_k \geq b + \pi^T(\xi_k)Q(\xi_k) - n(\chi_k - \delta). \tag{3.11}
\]

Combining (3.10) and (3.11), we obtain

\[
\chi_k \geq \frac{b}{2n} + \frac{\delta}{2}. \tag{3.12}
\]

Suppose \( b/n \geq 2(\delta/\varepsilon_{sh}^*(\lambda)) - \delta \). Then, using (3.12), we have that \( \chi_k > \delta/\varepsilon_{sh}^*(\lambda) \) for all \( k \), which means that irrespective of the backlog process, at least \( \delta/\varepsilon_{sh}^*(\lambda) \) slots pass before a reconfiguration decision. Thus, for \( \kappa > 0 \)

\[
F_\delta(r(t + \kappa)) - F_\delta(rt) \leq \delta \left[ \frac{r\kappa}{\delta/\varepsilon_{sh}^*(\lambda)} \right], \quad \tag{3.13}
\]

\[
\leq r\varepsilon_{sh}^*(\lambda)\kappa + \delta. \tag{3.14}
\]

Dividing both sides of (3.14) by \( r \), the right hand side of the inequality can be made arbitrarily close to \( \varepsilon_{sh}^*(\lambda)\kappa \) for sufficiently large integer \( r \). This immediately implies that \( \hat{\mathcal{F}}_\delta(t) \leq \varepsilon_{sh}^*(\lambda) \), which is sufficient for stability.

The proof for the bias-based version of MHMW follows similarly, except that rather than tracking the possible change in VOQ backlogs associated with each logical configuration, we must track the change in maximum backpressure. Again, since the arrival process is Bernoulli, no more than a single packet may arrive to any VOQ at each time slot. Suppose that \( \pi_e = 1 \), with commodity \( v \in V \) maximizing backpressure across logical link \( e \). Then the differential backlog across \( e \) increases maximally at each slot when:

1. one exogenous commodity \( v \) packet arrives at node \( \sigma(e) \) in each slot;

2. one commodity \( v \) packet arrives internally at node \( \sigma(e) \) in each slot;
3. one commodity \( v \) packet is serviced away from node \( \tau(e) \) (and not back to node \( \sigma(e) \)) at each slot; and

4. there is no arrival of commodity \( v \) packet at node \( \tau(e) \) in each slot.

Further, suppose that \( \pi_{e'}(\xi_k) = 1 \), with commodity \( v' \in V \) maximizing backpressure across logical link \( e' \). Then the backpressure across \( e' \) decreases maximally when:

1. commodity \( v' \) uniquely maximizes backpressure across \( e' \), since maximum backpressure across \( e' \) then only depends on service of commodity \( v' \) packets;

2. node \( v' \neq \tau(e') \), since backpressure decreases by two units at each service in this case;

3. node \( \sigma(e') \) has no exogenous arrivals of commodity \( v' \) packets

4. node \( \tau(e') \) receives an exogenous arrival of one commodity \( v' \) packet

Thus, the weight associated with \( \tilde{\pi} \) increases by at most \( 3n \) at each slot, and that associated with \( \pi(\xi_k) \) decreases by at most \( 3n \) at each slot. Then, in order to have a decision to reconfigure the logical topology, the inter-reconfiguration interval \( \chi_k \) must satisfy

\[
\tilde{\pi}^T Z^*(\xi_k) + 3n\chi_k \geq b + \pi^T(\xi_k)Z^*(\xi_k) - 3n(\chi_k - \delta). \tag{3.15}
\]

Note that at time \( \xi_k \), \( \pi(\xi_k) \) satisfies \( \tilde{\pi}^T Z^*(\xi_k) \leq \pi^T(\xi_k)Z^*(\xi_k) \). Combining this fact with (3.15), we obtain

\[
\chi_k \geq \frac{b}{6n} + \frac{\delta}{2}. \tag{3.16}
\]

Thus, if we select \( b/n \geq 6(\delta/\varepsilon^*(\lambda)) - 3\delta \), and follow the same steps as above for algorithm SHMW, we can conclude that \( \tilde{F}_\delta(t) \leq \varepsilon^*(\lambda) \), which is sufficient for stability of the bias-based version of algorithm MHMW.

3.G Proof of Theorem 3.4.1

The proof is by induction, using a stochastic coupling argument [147]. We begin with policy \( P_0 = \text{MHMW} \), and successively refine it to a policy employing single-hop routing, with no worse average expected aggregate backlog. The recursion implies that a policy with no multi-hopping produces smaller or equal average aggregate backlog. For this proof, at step \( k - 1 \) of the induction, assume that arrivals under policies \( P_{k-1} \) and \( P_k \) are coupled to the same queues for all time. Quantities marked with a tilde symbol, such as \( \tilde{Q} \), correspond to policy \( P_k \), while those without a tilde symbol correspond to policy \( P_{k-1} \).

For convenience, we denote by \( a_{ij}(t) \) the number of exogenous arrivals to \( \text{VOQ}_{ij} \) at time \( t \in \mathbb{Z}_+ \), and \( u_{ij}(t) \) as the cumulative service of packets (departed and internally arriving) at \( \text{VOQ}_{ij} \) at time \( t \in \mathbb{Z}_+ \). We collect these variables into vectors \( a(t), u(t) \), respectively.

Consider policy \( P_{k-1} \) for \( k \in \mathbb{Z}_+ \) and time slot \( k - 1 \). By the recursion, up to and including time \( k - 1 \) policy \( P_{k-1} \) does not multi-hop any packets. At time \( k \), if \( P_{k-1} \) does not multi-hop any packets, then let \( P_k \) choose the same controls as \( P_{k-1} \) for all subsequent time slots. If \( P_{k-1} \) does multi-hop one or more packets, let \( P_k \) choose the same controls...
as $P_{k-1}$ up to time $k-1$. At time $k$, we must consider three cases. For all time after $k$, let $P_k$ attempt to mimic $P_{k-1}$ in its controls, only deviating from $P_{k-1}$ if there simply is no packet in a queue under $P_k$ where for the corresponding queue under $P_{k-1}$ a packet is multi-hopped or departs the system.

**Case 1.** If $P_{k-1}$ multi-hops only a single packet, along link $(a, b)$, then note that for any link $(a, b)$ there are only two possible logical topologies containing this link. These configurations are $\{(a, b), (b, c), (c, a)\}$ and $\{(a, b), (b, a)\}$. For either configuration, link $(a, b)$ is being used to multi-hop a packet from VOQ$_{ac}$ to VOQ$_{cb}$. Let $Q(k-1) = (Q_{ab}, Q_{bc}, Q_{ca}, Q_{ac}, Q_{cb}, Q_{ba})$ be the queue backlogs at time $k-1$. For the first configuration containing link $(a, b)$, policy $P_{k-1}$ results in the following queue occupancy at time $k$,

$$Q(k) = Q(k-1) + a(k) + (0, -u_{bc}(k) + 1, -u_{ca}(k), -1, 0, 0).$$

Since $-u_{bc}(k) + 1 \geq 0$, it is sufficient to let $P_k$ employ a logical configuration that allows packets to depart from the VOQ$_{ca}$ and VOQ$_{ac}$. This is clearly an allowable control, and thus $P_k$ results in the queue occupancy distribution

$$\hat{Q}(k) = Q(k-1) + a(k) + (0, 0, -u_{ca}(n), -1, 0, 0).$$

For the second possible configuration containing link $(a, b)$, the queue occupancy distributions at time $k$ are

$$Q(k) = Q(k-1) + a(k) + (0, 1, -u_{ca}(k) + 1, 1, 0),$$

$$\hat{Q}(k) = Q(k-1) + a(k) + (0, 0, -1, 0).$$

Here, policy $P_k$ chooses the configuration that allows packets from VOQ$_{ac}$ and VOQ$_{ba}$ to exit the system.

For either case, it is clear that $P_k$ has an improved or equal aggregate queue occupancy at each time after $k$.

**Case 2.** If $P_{k-1}$ multi-hops two packets, there are three possible sets of links that are used for multi-hopping: $\{(a, b), (b, c)\}$, $\{(a, b), (c, a)\}$, or $\{(a, b), (b, a)\}$. Note that each of these sets of links forces the network to a particular configuration, because of the assumption of a single port per node. We consider each of these cases in turn. If $P_{k-1}$ multi-hops packets along links $(a, b)$ and $(b, c)$, then $P_{k-1}$ has enabled logical configuration $\{(a, b), (b, c), (c, a)\}$ for single-hop service. The queue occupancy distributions under the policies are then given by

$$Q(k) = Q(k-1) + a(k) + (0, 1, -u_{ca}(k) + 1, -1, 0, -1),$$

$$\hat{Q}(k) = Q(k-1) + a(k) + (0, 0, -1, 0).$$

Here, policy $P_k$ chooses the switch configuration that allows packets from VOQ$_{a,c}$ and VOQ$_{ba}$ to exit the system.

If $P_{k-1}$ multi-hops packets along links $(a, b)$ and $(c, a)$, then $P_{k-1}$ has again chosen logical configuration $\{(a, b), (b, c), (c, a)\}$. The queue occupancy distributions under the policies are
then given by

\[ Q(k) = Q(k - 1) + a(k) + (1, -u_{bc}(k) + 1, 0, -1, -1, 0), \]

\[ \tilde{Q}(k) = Q(k - 1) + a(k) + (0, 0, 0, -1, -1, 0). \]

Here, policy \( P_k \) chooses the logical configuration that allows packets from VOQ_{ac} and VOQ_{cb} to exit the system.

Finally, if \( P_{k-1} \) multi-hops packets along links \((a, b)\) and \((b, a)\), then \( P_{k-1} \) has chosen logical configuration \{\((a, b), (b, a)\)\}. The queue occupancy distributions under the policies are then given by

\[ Q(k) = Q(k - 1) + a(k) + (0, -1 + 1, 0, -1 + 1, 0, 0), \]

\[ \tilde{Q}(k) = Q(k - 1) + a(k) + (0, 0, 0, 0, 0, 0). \]

Here, policy \( P_k \) does nothing because \( P_{k-1} \) has effectively made no change to its occupancy distribution.

It is clear that in all cases, \( P_k \) has an improved or equal aggregate queue occupancy at each time after \( k - 1 \).

Case 3. If \( P_{k-1} \) multi-hops three packets then the logical configuration must be \{\((a, b), (b, c), (c, a)\)\}. The queue occupancy distributions under the policies are then given by

\[ Q(k) = Q(k - 1) + a(k) + (1, 1, 1, -1, -1, -1), \]

\[ \tilde{Q}(k) = Q(k - 1) + a(k) + (0, 0, 0, -1, -1, -1). \]

Here, policy \( P_k \) chooses the switch configuration \{\((a, c), (c, b), (b, a)\)\} to allow packets from VOQ_{ac}, VOQ_{cb}, and VOQ_{ba} to exit the system. Again, it is clear that \( P_k \) results in an improved aggregate queue occupancy at each time after \( k - 1 \).

This completes the induction.

3.H Proof of Theorem 3.4.2

For this proof, we invoke the multi-hop parameters described in Section 3.2. The proof follows for any \( \delta \geq 0 \). Denote by \( \Pi^r \subseteq \Pi(V) \) the set of logical topology matrices corresponding to logical rings of size \( n \). Recall from Definition 2.2.1 that an arrival rate matrix is stabilizable if there exists a subprobability measure \((\phi_S, S \in \mathcal{S})\) such that

\[ \sum_{S \in \mathcal{S}} \phi_S \leq 1, \quad \text{ (3.17)} \]

\[ \sum_{S \in \mathcal{S}} \phi_S d_{ij}(S) \geq \lambda_{ij}, \quad i, j \in V. \quad \text{ (3.18)} \]

Since there are \((n - 1)!\) different logical rings having \( n \) nodes, it is clear that under any random ring algorithm, the long-term amount of time allocated to each ring is \( 1/(n - 1)! \). Thus, the subprobability measures \((\phi_S, S \in \mathcal{S})\) achievable under a random ring algorithm
are restricted to the form
\[ \phi_S = \sum_{\pi \in \Pi^r} \frac{\phi_{S|\pi}}{(n-1)!}, \quad S \in S \]
where \( \sum_S \phi_{S|\pi} = 1 \) for all \( \pi \in \Pi^r \), and \( \phi_{S|\pi} > 0 \) only if \( S \) is an allowed activation matrix under logical ring \( \pi \).

For \( i, j \in V \), we may now express the left hand side of (3.18) as
\[ \sum_{S \in S} \sum_{\pi \in \Pi^r} \frac{\phi_{S|\pi}}{(n-1)!} d_{ij}(S) = \frac{1}{(n-1)!} \sum_{\pi \in \Pi^r} \sum_{S \in S} \phi_{S|\pi} d_{ij}(S). \quad (3.19) \]

Now \( (\phi_{S|\pi}, S \in S) \) has no restrictions other than to be a subprobability measure restricted to logical ring \( \pi \). Consider the set of arrival rate matrices that are dominated by the inner summation in (3.19), as we range over the compact set of feasible subprobability measures \( (\phi_{S|\pi}, S \in S) \). This set of arrival rate matrices must be equal to the stability region corresponding to electronic routing over a fixed logical ring. Thus, the set of stabilizable arrival rate matrices for the class of random ring algorithms has outer bound equal to the average over the \((n-1)!\) fixed-ring stability regions. Since each fixed-ring stability region clearly has smaller volume than the doubly substochastic region, the result follows.
Chapter 4

Achieving 100% throughput in reconfigurable optical networks: The single-wavelength case

In this chapter, we continue our study of the optical networking architecture introduced in Chapter 3. Chapter 3 focused on developing scheduling algorithms for addressing delays associated with reconfiguration in networks with no wavelength constraints. In this Chapter, we quantify the impact of wavelength constraints on the network throughput properties. We determine the performance penalty associated with wavelength constraints, and we characterize the performance gap between architectures that employ single-hop versus multi-hop routing at the electronic layer.

4.1 Overview and summary of contributions

A major contribution of this chapter is a characterization of the capacity region for single-wavelength optical networks through a linkage to the Routing and Wavelength Assignment (RWA) problem for WDM networks. This characterization allows us to derive fundamental geometric properties of the capacity region for optical networks of arbitrary topologies. In this chapter, we primarily focus on single-wavelength optical networks. The single wavelength topology is commonly used in traditional metropolitan and access networks operating on one frequency (e.g. 1.3nm systems). Moreover, our single-wavelength treatment simplifies the presentation considerably and can be extended, by appropriate scaling of the capacity region, to multi-wavelength optical networks.

Our work is conceptually related to Birkhoff-von Neumann (BvN) decompositions, particularly as applied to switching theory [34,152]. The set of switch configurations (or service configurations) available to an $n \times n$ input-queued switch is typically represented by the set of permutation matrices of size $n$. The result of [150] implies that the convex hull of these service configurations equals the capacity region of the input-queued switch. BvN decompositions draw on these concepts to express any stabilizable rate matrix as a convex combination of permutation matrices (service configurations) [34]. An alternative characteri-
ization employs a result of Birkhoff [22] to state that the convex hull of the service matrices (permutation matrices) equals the doubly substochastic region [97]. Like BvN decompositions for input-queued switches, our work seeks to express any stabilizable rate matrix as a convex combination of service configurations. Unlike input-queued switches, our optical networking architecture has physical constraints, such as port and wavelength limitations, that affect the set of service configurations. For example, the set of service configurations may not include the full set of permutation matrices, and may include non-permutation matrices. Thus, while the work of [150] allows us to express the capacity region as the convex hull of available service configurations, this description can have limited value in providing an understanding of the geometric properties of the capacity region. This is in contrast to the case of the input-queued switch, where a result of Birkhoff [22] has been applied to demonstrate that the convex hull of the service matrices (permutation matrices) equals the doubly substochastic region [97]. Recently, the study of [92] has developed order bounds, based on uniform multi-commodity flow, for maximum achievable throughput performance in general network settings. In this chapter, we develop a theory of RWA decompositions that enables us to exactly elicit geometric properties of the capacity region of single-wavelength optical networks having general topologies.

4.1.1 Simple motivating example

Consider a unidirectional ring network having 3 nodes, as depicted in Figure 4-1(a). Suppose this network is restricted to a single wavelength per optical fiber, with lightpaths routed only in the clockwise direction. These constraints restrict the network to four maximal logical topologies. These topologies are illustrated in Figure 4-1.

Consider the traffic matrix \( \lambda \), given by

\[
\lambda = \begin{bmatrix}
0 & \theta \\
\theta & 0 \\
0 & \theta
\end{bmatrix},
\]

where the \((i, j)\)-th entry of \( \lambda \) is equal to the average arrival rate of packets to node \( i \) destined for node \( j \). We wish to determine the maximum value of \( \theta \) that the network can support, given that only one packet can be serviced along a logical link per time slot. If we restrict the network to only use single-hop electronic-layer routes, the maximum value of \( \theta \) is 1/3. This follows because logical links 1 \( \rightarrow \) 3, 2 \( \rightarrow \) 1, and 3 \( \rightarrow \) 2 each traverse two fibers, which due to the single-wavelength constraint means that only one of these links can be served at a time. Sharing time equally between the three links affords a maximum of 1/3 of the proportion of time to service each link. Thus, \( \theta = 1/3 \) is the maximum value such that the traffic rate matrix \( \lambda \) can be supported.

Suppose instead that we allow the network to make use of multi-hop electronic-layer routes. In this case, a simple policy that maintains logical topology \( \pi^1 \) (Figure 4-1(b)) for all time and multi-hops packets along the electronic layer leads to a link load of 2\( \theta \) on each

\(^1\)Every valid logical topology is either equal to, or has some subset of logical links from, one of the maximal topologies.
Figure 4-1: There are four maximal logical topology configurations for the unidirectional three-node ring having a single wavelength per optical fiber. The logical configurations are depicted as lightpath routings (straight-edge links with corners) with corresponding logical topology graph overlaid (curved links).

For comparison, consider the wavelength-unconstrained case [26, 27, 128], which in the case of the 3-node unidirectional ring topology implies that there exist at least three wavelengths per optical fiber. The maximum value of $\theta$ that is supported in this case is $\theta = 1$, which is achievable by maintaining for all time the logical configuration $1 \rightarrow 3, 2 \rightarrow 1, 3 \rightarrow 2$. This example highlights three important points. First, the wavelength constraint has been shown to reduce the maximum throughput achievable under single-hop and multi-hop routing. This is an example of the intuitively obvious fact that wavelength constraints often lead to throughput penalties. Second, there is a throughput performance gap between electronic layers employing multi-hop versus exclusively single-hop routing. Again, this is intuitively obvious in light of the optical-layer constraints, but this is in contrast to the case of unconstrained networks, where single-hop and multi-hop algorithms are identical in
terms of throughput performance [26]. Finally, note that both the single-hop and multi-hop cases have made use of service configurations that cannot be equated to permutation matrices, where each input port is always connected to a single output port, each output port is always connected to a single input port, and the connections are exclusively used for single-hop service of packets. This points to the fact that a direct application of BvN decompositions does not apply in constrained network scenarios. These observations suggest three important goals of this chapter:

1. to develop a theory of generalized decompositions analogous to BvN decompositions for port and wavelength constrained networks;
2. to explore the throughput penalty of constrained versus unconstrained optical networks; and
3. to determine the throughput gap between single-hop and multi-hop electronic-layer routing algorithms.

4.2 RWA decompositions

In this section, we demonstrate that in any optical network having a single wavelength per physical fiber link, the question of stability for a particular arrival rate matrix can be directly tied to the RWA problem on the same physical topology graph. Note that our work considers capacity properties of single-wavelength optical networks. Yet, we use properties of the RWA for multi-wavelength optical networks to characterize the capacity region of single-wavelength optical networks. We directly relate the RWA problem with no wavelength conversion to the set of achievable rates using only single-hop electronic routing, and the RWA problem with wavelength conversion to the set of achievable rates using multi-hop electronic layer routes.

4.2.1 The RWA problem

The objective of the RWA problem is to minimize the number of wavelengths needed to set up a certain set of lightpaths for a given physical topology. We consider two versions of the RWA problem: RWA with no wavelength conversion capability and RWA with full wavelength conversion capability.

Let $T = (T_{ij})$ be a non-negative $n \times n$ integer lightpath demand matrix, where $T_{ij}$ is the number of lightpaths, originating at node $i$ and terminating at node $j$, that must be assigned. In the case of no wavelength conversion capability, the RWA is subject to the wavelength continuity constraint, which requires that no lightpath makes use of more than a single color from its source to its destination. In this case, let $W_{nc}(T)$ be the minimum number of wavelengths required to service the demands of matrix $T$ with no wavelength conversion (see Appendix 4.A for details). As an example, consider the 3-node unidirectional ring physical topology having a single wavelength per optical fiber, and the lightpath demand matrix $T$ given in Figure 4-2(a). A valid RWA with no wavelength conversion is provided in Figure 4-2(b), It is easy to see for this network that $W_{nc}(T) = 4$. 
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A network node having full wavelength conversion capability can transform any pass-through lightpath, in the optical domain, from its incident wavelength to any other wavelength. In this case, we define $W^c(T)$ to be the minimum number of wavelengths required to service the demands of $T$ with wavelength conversion (see Appendix 4.A for details). Since using a single color per lightpath is accommodated by the RWA with wavelength conversion, it is clear for any physical topology that $W^c(T) \leq W^{nc}(T)$ for all $T$. For the trivial case of $T = 0$, we define (for technical reasons) that $W^c(0) = W^{nc}(0) = 1$. For the traffic demand $T$ of Figure 4-2(a), Figure 4-2(c) depicts the RWA employing wavelength conversion. In this case, $W^c(T) < W^{nc}(T)$ (the inequality is strict).

### 4.2.2 Examples of RWA decompositions

In the RWA problem, multiple single-wavelength logical configurations are multiplexed through the use of frequency division (WDM). In our reconfigurable network setting, restricted to a single wavelength per optical fiber, multiple single-wavelength logical configurations are multiplexed through the use of time division (by enabling logical reconfiguration and adjustable electronic-layer routing over time). Through careful interchange of time and frequency, we can conceptually link the RWA problem to the stability issue in our reconfigurable network. Consequently, we will demonstrate how to transform a RWA for a particular wavelength traffic demand into a sequence of arrival rate matrices belonging to the network capacity region, when the network $N$ has a single wavelength per optical fiber. We next demonstrate this relationship with examples for both the single-hop and multi-hop scenarios.

#### Single-hop RWA decompositions

Consider the RWA with no wavelength conversion for traffic $T$ in Figure 4-2(a). The RWA of Figure 4-2(b) multiplexes the traffic demand $T$ over 4 wavelengths. This RWA can be expressed as a decomposition of $T$ into a superposition of single-wavelength logical topology
configurations (expressed in matrix form) as follows,

\[ T = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \]

where the matrices from left to right represent the rings depicted in Figure 4-2(a) in order of increasing radius. Note that each of the matrices in the decomposition of (4.2) is a valid single-wavelength logical configuration.

Assuming there is a constant number \( W \geq 4 \) wavelengths available in each optical fiber, then we can say that each single-wavelength logical configuration in the RWA utilizes a fraction of \( 1/W \) of the total available multiplexing resources in the network. The utilization of the multiplexing resources is then given by \( 4/W \leq 1 \).

We also consider time as a multiplexing resource; however, since we consider the evolution of our system over an infinite horizon, the time resource is normalized to unity. Consequently, when a particular single-wavelength logical configuration utilizes a fraction of the time resource, this is a measure of the long-term fraction of time spent servicing that logical configuration.

Consider equation (4.2), the valid RWA for traffic matrix \( T \) on the physical topology \( G_p \), and re-interpret each wavelength configuration as utilizing \( 1/W \) of the available time resources in a single-wavelength network \( N \). We have established that each wavelength configuration from the RWA is a valid single-wavelength logical topology and that the total utilization of multiplexing resources can be no more than 1. Consequently, we have validly multiplexed time in the single-wavelength network \( N \). The resulting rate matrix corresponding to time sharing of service configurations is given for \( W \geq 4 \) by

\[ \lambda_W = \frac{1}{W} T = \frac{1}{W} \begin{bmatrix} 0 & 2 \\ 1 & 0 \\ 1 & 1 \end{bmatrix}. \]

Using (4.2), we have an explicit decomposition of \( \lambda_W \) into a convex combination of valid single-hop service matrices, subject to a single-wavelength per optical fiber,

\[ \lambda_W = \frac{1}{W} \begin{bmatrix} 0 & 1 \\ 0 & 0 \\ 1 & 0 \end{bmatrix} + \frac{1}{W} \begin{bmatrix} 0 & 1 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} + \frac{1}{W} \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix} + \frac{1}{W} \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} + \frac{W-4}{W} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}. \]

From the decomposition of (4.3), we can immediately conclude that \( \lambda_W \in \Lambda_{sh}^* \) for \( W \geq 4 \) (this follows directly from the definition of \( \Lambda_{sh}^* \)). In words, the arrival rate matrix \( \lambda_W \) belongs to the single-hop capacity region for any \( W \geq 4 \). We call this decomposition a single-hop RWA decomposition of \( \lambda_W \). In summary, by interchanging frequency and time, we have used a RWA for a particular wavelength traffic demand to produce a sequence of arrival rate matrices belonging to the single-hop capacity region of \( N \), when \( N \) has a single wavelength per optical fiber.
Multi-hop RWA decompositions

For the RWA with wavelength conversion, each wavelength routing can be considered a valid single-wavelength logical configuration. The difference from the RWA with no wavelength conversion is that lightpaths on a particular wavelength can have endpoints on that wavelength, corresponding to the use of a wavelength converter. We can re-interpret the RWA problem in our reconfigurable setting by noting that while the RWA problem uses wavelength converters to take advantage of available resources at different frequencies (equivalently, wavelengths), our reconfigurable network uses electronic-layer queues to take advantage of available resources at different times. Thus, wherever RWA invokes a wavelength converter, the reconfigurable network can be understood to terminate a lightpath at that node and electronically enqueue the carried data for multi-hop transmission to its destination at a different time.

We demonstrate multi-hop RWA decompositions in the following example. Consider the RWA problem for the wavelength traffic demand $T$ in Figure 4-2(a). We have established that wavelength conversion can be used to service $T$ with only 3 wavelengths, as depicted in Figure 4-2(c). This RWA can be expressed as the following decomposition, with the matrices successively representing the rings depicted in Figure 4-2(b) in order of increasing radius,

$$
T = \begin{bmatrix}
-0 & 1 \\
0 & 0 \\
1 & 0
\end{bmatrix}
+ \begin{bmatrix}
-1 & 1 \\
0 & 0 \\
0 & 1
\end{bmatrix}
+ \begin{bmatrix}
1 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}.
$$

(4.4)

The above decomposition can be interpreted as follows. The first wavelength fully services demands $\{1 \rightarrow 3, 3 \rightarrow 1\}$. The second wavelength services demand $1 \rightarrow 3$ and services demand $3 \rightarrow 2$ only up to node 1. Consequently, the $'-1'$ in the second matrix of (4.4) represents the $3 \rightarrow 2$ traffic that is enqueued for multi-hop transmission at node 1. The third wavelength services the remainder of demand $3 \rightarrow 2$ from node 1 to node 2 as well as fully servicing demand $2 \rightarrow 1$.

Thus, for $W \geq 3$, the arrival rate matrix $\lambda_W = (1/W)T$ can be expressed using (4.4) as a convex combination of valid single-wavelength multi-hop service matrices,

$$
\lambda_W = \frac{1}{W} \begin{bmatrix}
-0 & 1 \\
0 & 0 \\
1 & 0
\end{bmatrix}
+ \frac{1}{W} \begin{bmatrix}
-1 & 1 \\
0 & 0 \\
0 & 1
\end{bmatrix}
+ \frac{1}{W} \begin{bmatrix}
1 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
+ \frac{W-3}{W} \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}.
$$

We conclude that $\lambda_W \in \Lambda_{mh}^*$ for $W \geq 3$.

4.3 Capacity regions from RWA decompositions in single-wavelength networks

The examples of the previous section have shown how the RWA with and without wavelength conversion for a single traffic demand $T$ can be translated to a sequence of arrival rate matrices belonging to the single-hop and multi-hop capacity regions, respectively. In this
section, we will demonstrate that the single-hop and multi-hop capacity regions for single-wavelength optical networks can be fully described by the RWA functions $W^{nc}$ and $W^c$, respectively.

### 4.3.1 Single-hop capacity region

We begin by considering the single-hop capacity region. In networks with no wavelength constraints, this region is characterized in Chapter 3 and [26, 27]. In [154, 155], this region is studied as the capacity region of general optical flow switched networks. Our characterization, which is exclusive to single-wavelength networks, is useful in our subsequent development of geometric properties of the capacity region. In particular, it allows us to express the entire capacity region as a collection of limit points based on the solution to the RWA problem.

The example of Section 4.2.2 provided a sequence of arrival rates belonging to $A^*_h$ for a single integer traffic demand matrix $T$ in the RWA problem with no conversion. In this section we consider all such arrival rates, gathered over all possible integer traffics $T$ in the RWA problem. Let $R^{nc}$ be the set of all such arrival rates,

$$R^{nc} = \left\{ \lambda = \frac{1}{W} T : T \in \mathbb{Z}^{n \times n}_+, W \in \mathbb{Z}_+, W \geq W^{nc}(T) \right\}.$$  \hspace{1cm} (4.5)

Recall that we are restricting attention to joint optical reconfiguration and electronic layer routing algorithms where the optical layer has only a single wavelength available in each optical fiber. Consequently, $A^*_h$ is the single-hop capacity region of the single-wavelength network $N$.

For the set $R$, let $\text{cl}(R)$ represent the closure of $R$. We next establish that every matrix in $\text{cl}(R^{nc})$ belongs to $A^*_h$, and conversely, that every matrix in $A^*_h$ belongs to $\text{cl}(R^{nc})$.

**Theorem 4.3.1** $A^*_h = \text{cl}(R^{nc})$

*Proof:* See Appendix 4.B.

### 4.3.2 Multi-hop capacity region

The multi-hop capacity region is characterized in a similar manner. In [26, 27], this region is characterized for networks having no wavelength constraints, where it is shown that the single-hop and multi-hop capacity regions are equal. In [154, 155], a queueing model is enlisted to study the throughput properties of optical packet switched networks (OPS). The OPS capacity region of [154, 155] is related to the multi-hop capacity region of our reconfigurable optical network, with differences arising depending on the set of available optical layer network configurations $\Pi_N$. Our characterization in the single-wavelength setting is tailored to our subsequent analysis of geometric properties of the multi-hop capacity region.

---

2 An accumulation point of $R$ is such that there exist other points of $R$ arbitrarily close by. The closure of $R$ is then given by the union of $R$ and all its accumulation points [93].
Here, we gather all possible arrival rates generated by multi-hop RWA decompositions over all possible traffic demand matrices $T$ into the set $\mathcal{R}$,

$$\mathcal{R} = \left\{ \lambda = \frac{1}{W} T : T \in \mathbb{Z}^{n \times n}_+, W \in \mathbb{Z}_+, W \geq W^c(T) \right\}. \quad (4.6)$$

Through similar steps as in the single-hop case, we can establish the following theorem.

**Theorem 4.3.2** $\Lambda_{\text{sh}}^* = \text{cl}(\mathcal{R})$

**Proof:** The proof is similar to the proof of Theorem 4.3.1, and is provided, with important details specific to the multi-hop scenario, in Appendix 4.C. $\blacksquare$

### 4.4 Geometric properties of the capacity region

While the capacity properties of our dynamically reconfigurable electronic-over-optical network are well characterized in the multi-hop and single-hop cases through equations (2.7) and (2.9), respectively, these expressions do not easily yield simple geometric properties of the capacity regions. This is in contrast to the characterization of the input-queued switch capacity region of equation (3.1).

The remainder of this work is dedicated to extracting geometric properties of the single-hop and multi-hop capacity regions in the wavelength-constrained WDM network setting.

In what follows, we will occasionally refer to the wavelength-unconstrained network setting. From our assumption that node $v \in V$ has $P_v$ transceivers available, when the network has no wavelength constraint, the capacity region (single-hop and multi-hop) equals [26, 27]

$$A_{\text{port}} = \left\{ \lambda : \sum_j \lambda_{ij} \leq P_i \forall i, \sum_i \lambda_{ij} \leq P_j \forall j \right\}. \quad (4.7)$$

#### 4.4.1 Maximum uniform arrival rate matrices

In this section, we make use of RWA decompositions to establish geometric properties of the single-hop and multi-hop capacity regions. Define $J$ as the $n \times n$ matrix having $(i,j)$ entry equal to 1 if $i \neq j$:

$$J = \begin{bmatrix} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{bmatrix}. $$

We then seek to determine the maximum values $\theta_{\text{sh}}, \theta_{\text{mh}}$ such that $\theta_{\text{sh}} J$ belongs to the single-hop capacity region, and $\theta_{\text{mh}} J$ belongs to the multi-hop capacity region.

**Theorem 4.4.1** For network $N$ having a single wavelength per optical fiber, let $\theta_{\text{sh}} = \sup \{ \theta : \theta J \in \Lambda_{\text{sh}}^* \}$. Then,

$$\theta_{\text{sh}} = \lim_{k \to \infty} \frac{k}{W^c(kJ)}. \quad (4.8)$$
Table 4.1: Maximum values $\theta_{\text{sh}}, \theta_{\text{mh}}$ for various physical topologies having a single wavelength per optical fiber. The corresponding wavelength-unconstrained values are listed under $\theta_{\text{max}}$, along with the resulting throughput performance gap.

<table>
<thead>
<tr>
<th>Phy. topology $G_P$</th>
<th>$P_i, V_i$</th>
<th>$W_{\text{nc}}^{\text{co}}(IJ) = W_{\text{c}}^{\text{co}}(IJ)$</th>
<th>$\theta_{\text{sh}} = \theta_{\text{mh}}$</th>
<th>$\theta_{\text{max}}$</th>
<th>Performance gap $\frac{\theta_{\text{mh}}}{\theta_{\text{max}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree T</td>
<td>1</td>
<td>$1 \max_{e \in T}</td>
<td>N_{e,1}</td>
<td></td>
<td>N_{e,2}</td>
</tr>
<tr>
<td>Unidir. ring</td>
<td>1</td>
<td>$\ln(n-1)/2$</td>
<td>$2/(n^2 - n)$</td>
<td>$(n-1)$</td>
<td>$2/n = \bigO(1/n)$</td>
</tr>
<tr>
<td>Bidir. ring</td>
<td>$n$ odd</td>
<td>$l(n^2 - 1)/8$</td>
<td>$8/(n^2 - 1)$</td>
<td>$(n-1)$</td>
<td>$4/(n+1) = \bigO(1/n)$</td>
</tr>
<tr>
<td></td>
<td>$n$ even</td>
<td>$2 \left[\ln^2 /8\right]$</td>
<td>$8/n^2$</td>
<td>$(n-1)$</td>
<td>$4(n-1)/n^2 = \bigO(1/n)$</td>
</tr>
<tr>
<td>2D Torus</td>
<td>$R$ rows, $C$ cols (R, C div. by 4)</td>
<td>$4 \left[\text{IRC}(R+C)/16\right]$</td>
<td>$16/\left(\text{IRC}(R+C)\right)$</td>
<td>$(n-1)$</td>
<td>$\frac{4(n-1)}{n(R+C)} = \bigO(1/(R+C))$</td>
</tr>
<tr>
<td>Bin. hypercube</td>
<td>$\log_2 n$</td>
<td>$\ln/2$</td>
<td>$2/n$</td>
<td>$(\log_2 n)/(n-1)$</td>
<td>$\frac{2(n-1)}{n \log_2 n} = \bigO(1/\log_2 n)$</td>
</tr>
</tbody>
</table>

For the multi-hop scenario, let $\theta_{\text{mh}} = \sup\{\theta : \theta J \in \Lambda_{\text{mh}}^*\}$. Then,

$$\theta_{\text{mh}} = \lim_{k \to \infty} \sup_{k} \frac{k}{W_{\text{c}}^{\text{co}}(kJ))}$$  \hspace{5mm} (4.9)

**Proof:** See Appendix 4.D.

Equations (4.8) and (4.9) essentially capture the maximum ratio of the uniform traffic load $l$ to the number of wavelengths needed to support that traffic demand. These values are a measure of the most efficient way that the uniform traffic demand $l$ can be packed over network $N$, with or without wavelength conversion.

Theorem 4.4.1 allows us to draw on the literature regarding RWA algorithms for various physical topologies to obtain geometric properties of the single-hop and multi-hop capacity regions. As an example, consider the unidirectional ring having a single transceiver per node ($P_i = 1$). In this case, it can be shown that the minimum numbers of wavelengths required to service traffic $lJ$ with or without wavelength conversion are equal: $W_{\text{nc}}^{\text{co}}(IJ) = W_{\text{c}}^{\text{co}}(IJ) = \ln(n-1)/2$. Applying (4.8) and (4.9) we obtain a maximum uniform arrival rate of $\theta_{\text{sh}} = \theta_{\text{mh}} = 2/(n^2 - n)$. Thus, there is no single-hop versus multi-hop performance gap for uniform arrival rates under the unidirectional ring. However, noting in the wavelength-unconstrained case (see (4.7)), the maximum uniform arrival rate is given by $\theta_{\text{max}} = 1/(n-1)$, we find a constrained versus unconstrained performance gap of $2/n = \bigO(1/n)$.\footnote{We employ $O$-notation to represent an *asymptotically tight bound* [45] on the performance gap.}

We draw the RWA values $W_{\text{nc}}^{\text{co}}(IJ), W_{\text{c}}^{\text{co}}(IJ)$ from [41,131–133], and summarize the single-hop and multi-hop maximum uniform arrival rates for several physical topologies in Table 4.1. The table lists the maximum uniform arrival rates achievable in the single-wavelength setting, as well as the corresponding maximum uniform arrival rate achievable in the wavelength-unconstrained case, $\theta_{\text{max}}$, and the implied unconstrained versus constrained
performance gap. For the tree topology $T$, denote $N_{e,1} \cap N_{e,2}$ as the node sets in the cut corresponding to edge $e \in T$.

A remarkable property evident from Table 4.1 is that for all physical topologies considered, there is no single-hop versus multi-hop performance gap with respect to uniform arrival rates. This follows for all physical topologies considered in Table 4.1, because under uniform traffic demand, RWA with and without wavelength conversion can achieve the same minimum number of wavelengths. It is conjectured in [131] that this result holds generally over all physical topologies.

Note that the geometric properties listed in the table are exact. For physical topologies besides rings, trees, tori, hypercubes, and others where the solution to the RWA problem is known, the exact characterizations of (4.8) and (4.9) can be approximated through evaluation of the RWA functions over multiple all-to-all integer traffic demands. Techniques for solving the integer RWA problem are well-studied in the literature. In [43], various RWA methodologies are classified, based on their optimization criteria, and their approach to solving the problem. Additional comments regarding the solution to the RWA problem can be found in Appendix 4.A. The computability of $\alpha^{th}$ and $\alpha^{mh}$ is explored further in Chapter 5.

4.4.2 Maximum scaled doubly substochastic set

In this section, we take advantage of RWA decompositions to derive bounds on the maximum scaling that can be applied to the set of doubly substochastic matrices, such that every matrix in the scaled set is contained within the capacity region. For a mathematical description of this property we require the following definitions.

**Definition 4.4.1** For matrix $A$, let the maximum row/column sum of $A$ be given by $\|A\|_{\text{max}}$:

\[
\|A\|_{\text{max}} = \max \left\{ \max_i \sum_j A_{ij}, \max_j \sum_i A_{ij} \right\}.
\]

**Definition 4.4.2** Let the set $D_s$ denote the doubly substochastic region, scaled by factor $s$,

\[
D_s = \{ \lambda \in \mathbb{R}_{+}^{n \times n} : \|\lambda\|_{\text{max}} \leq s \}.
\]

We seek the maximum values $\alpha^{th}$, $\alpha^{mh}$ such that the sets $D_{\alpha^{th}}, D_{\alpha^{mh}}$ are respectively subsets of the single-hop and multi-hop capacity regions. We will demonstrate that there are cases in which the multi-hop capacity region provides improved performance over the single-hop capacity region, in terms of this geometric property. Consequently, we can conclude that there are indeed cases in which multi-hop routing can provide a strict throughput performance improvement over algorithms that exclusively employ single-hop routes. This is in contrast to the case of a crossbar switch, where single-hop algorithms can achieve the capacity region.

**Definition 4.4.3** The integer matrix $T = (T_{ij}) \in \mathbb{Z}_{+}^{n \times n}$ is called $k$-allowable if it satisfies $\|T\|_{\text{max}} \leq k$. Let $\mathcal{K}_k$ be the set of all $k$-allowable matrices.
Let $W^{mc}(k)$ be the minimum number of wavelengths required to service any $k$-allowable traffic matrix in the RWA with no conversion: $W^{mc}(k) = \max_{T \in \mathcal{K}_k} W^{mc}(T)$. Similarly, let the corresponding value with wavelength conversion be $W^c(k)$. The RWA problem for $k$-allowable matrices was introduced in [60] and subsequently studied in [41, 131–133]. These papers seek to understand the values of the quantities $W^{mc}(k), W^c(k)$ for various physical topologies. The bidirectional ring with no wavelength conversion is considered in [60, 133], tree topologies with no wavelength conversion were considered in [60, 132], and ring and torus topologies with wavelength conversion were considered in [41]. Additional results for $k$-allowable traffics can be found in [131].

The following theorem establishes the quantity $\alpha^{sh}$ as the maximum scale factor on the substochastic region, such that the scaled region is a subset of the single-hop capacity region. The analogous result for the multi-hop case is also provided.

**Theorem 4.4.2** Let $\alpha^{sh} = \sup\{\alpha : \mathcal{D}_{\alpha} \subseteq \Lambda_{sh}^*\}$. Then,

$$\alpha^{sh} = \limsup_{k \to \infty} \frac{k}{W^{mc}(k)}. \quad (4.10)$$

Similarly, let $\alpha^{mh} = \sup\{\alpha : \mathcal{D}_{\alpha} \subseteq \Lambda_{mh}^*\}$. Then,

$$\alpha^{mh} = \limsup_{k \to \infty} \frac{k}{W^c(k)}. \quad (4.11)$$

**Proof:** See Appendix 4.E.

Equations (4.10) and (4.11) provide the limiting ratios of $k$ to the worst-case number of wavelengths required to support any $k$-allowable traffic, in their respective RWA problems. This is a measure of the most efficient way that the worst-case $k$-allowable traffic can be packed over network $N$, in the limit of large $k$.

Applying Theorem 4.4.2, we can use results from the RWA literature [40,41,108,131–133] to characterize the values $\alpha^{sh}, \alpha^{mh}$ for various physical topology configurations. Consider for example the bidirectional ring having an even number $n \geq 8$ nodes. For the RWA with no wavelength conversion, the worst-case $k$-allowable traffic requires $[kn/3]$ wavelengths, resulting in a maximum scaling of $\alpha^{sh} = 3/n$. The RWA with wavelength conversion requires at most $[kn/4]$ wavelengths for any $k$-allowable traffic, yielding $\alpha^{mh} = 4/n$. Consequently, we have a single-hop versus multi-hop performance gap of $3/4$, irrespective of the number of nodes in the network. Designating the maximum scale value achievable in the wavelength-unconstrained case by $\alpha^{\max}$, we note that the bidirectional ring has $\alpha^{\max} = 2$, since the architecture employs two transceivers per node (one for each incident fiber). This yields a constrained versus unconstrained performance gap in the unidirectional ring of $2/n$. Our results for various physical topologies are summarized in Table 4.2. Note that the value of $W^c(k)$ for a bidirectional ring when $n$ is odd remains an open problem. Consequently, Table 4.2 provides the tightest known interval in which this value resides [40], and the interval in which $\alpha^{mh}$ resides. The lower limit of this interval is derived based on the next theorem (see Theorem 4.4.3 and the subsequent discussion). Also note that for the tree
Table 4.2: Maximum values \( \alpha_{\text{sh}}, \alpha_{\text{mh}} \) for various physical topologies having a single wavelength per optical fiber. Also listed for each topology is the single-hop versus multi-hop performance gap, as well as the constrained versus unconstrained performance gap.

<table>
<thead>
<tr>
<th>Phy. topology</th>
<th>( \mathcal{Y}_{\text{sc}}(k) )</th>
<th>( \alpha_{\text{sh}} )</th>
<th>( \mathcal{W}^*(k) )</th>
<th>( \alpha_{\text{mh}} )</th>
<th>( \alpha_{\text{sh}}/\alpha_{\text{mh}} )</th>
<th>( \alpha_{\text{mh}}/\alpha_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Star</td>
<td>( k )</td>
<td>1</td>
<td>( k )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Tree ( T )</td>
<td>( k c_T )</td>
<td>( 1/c_T )</td>
<td>( k c_T )</td>
<td>( 1/c_T )</td>
<td>1</td>
<td>( 1/c_T )</td>
</tr>
<tr>
<td>Unidir. ring</td>
<td>( kn )</td>
<td>( 1/n )</td>
<td>( k(n-1) )</td>
<td>( 1/(n-1) )</td>
<td>( 1-1/n )</td>
<td>( 1/(n-1) )</td>
</tr>
<tr>
<td>Bidir. ring ((n \geq 7))</td>
<td>( [kn/3] )</td>
<td>( 3/n )</td>
<td>( k(n-1)/4 )</td>
<td>( 4n/(n^2-1) )</td>
<td>( \alpha_{\text{mh}} \leq \frac{4}{n-1} )</td>
<td>( \frac{3}{4} - \frac{3}{4n^2} )</td>
</tr>
</tbody>
</table>

network, throughput performance depends on the tree topology employed, and particularly on the worst-case cut that maximizes the number of nodes on the smaller side of the cut. We call this number \( c_T \). Recalling our definition of \( \mathcal{N}_{c,1}, \mathcal{N}_{c,2} \) as the node sets in the cut corresponding to edge \( e \), we have \( c_T = \max_{e \in T} \min\{|\mathcal{N}_{e,1}|,|\mathcal{N}_{e,2}|\} \).

Theorem 4.4.2 provides an exact characterization of the maximum scaled doubly substochastic region fully contained within \( \Lambda_{\text{mh}}^* \). If an order bound is sufficient, then we can use [92, Lem. 1] to provide the following connection between the geometric properties studied in this section.

**Theorem 4.4.3** \( n\theta_{\text{mh}}/2 \leq \alpha_{\text{mh}} \leq (n-1)\theta_{\text{mh}} \)

**Proof:** Lemma 1 of [92] can be understood in our reconfigurable WDM network setting as follows: if \( \theta J \in \Lambda_{\text{mh}}^* \), then \( D_\alpha \subseteq \Lambda_{\text{mh}}^* \) when \( \alpha \leq n\theta/2 \). The lower bound follows. The upper bound follows since \( (\alpha_{\text{mh}}/(n-1))J \in D_{\alpha_{\text{mh}}} \subseteq \Lambda_{\text{mh}}^* \), which implies \( \theta_{\text{mh}} \geq \alpha_{\text{mh}}/(n-1) \).

Theorem 4.4.3 allows us to obtain a refined bound on \( \alpha_{\text{mh}} \) for the bidirectional ring when \( n \) is odd. For this physical topology, Theorem 4.4.3 provides that \( \alpha_{\text{mh}} \geq 4n/(n^2-1) \). Based only on the fact (from Table 4.2) that \( k(n-1)/4 \leq \mathcal{W}^*(k) \leq [kn/4] \), we find that \( 4/n \leq \alpha_{\text{mh}} \leq 4/(n-1) \). However, since \( 4n/(n^2-1) > 4/n \) for \( n \geq 2 \), we can obtain the refined bound, \( 4n/(n^2-1) \leq \alpha_{\text{mh}} \leq 4/(n-1) \).

A similar statement to Theorem 4.4.3 cannot be made for the quantity \( \alpha_{\text{sh}} \), because the argument of [92, Lem. 1] is inherently a multi-hop result.

### 4.5 Conclusions

In this chapter, we have studied the optimal throughput performance properties of reconfigurable WDM-based packet networks. We considered networks having arbitrary physical topologies, and general node architectures.

In general, the capacity region of joint arrival rates that can be supported in a particular network is described as a convex combination of available service configurations (joint routing and WDM configurations) in that network. However, this typical characterization
provides little insight into the physical attributes of the capacity region, particularly of important performance metrics.

We thus undertook a study of geometric properties of the capacity region in networks having general topologies. The work of this chapter focused on networks having a single-wavelength per optical fiber. We developed a theory of RWA decompositions that establishes the entire capacity region under any physical topology in terms of the RWA properties of the same physical topology graph. The RWA problem with no conversion was tied to the single-hop capacity region of the reconfigurable network, while the RWA problem with conversion was tied to the multi-hop capacity region.

This characterization enabled us to exactly determine certain geometric properties of the capacity region under any physical topology, restricted to a single-wavelength per optical fiber: the maximum all-to-all arrival rate and maximum doubly substochastic region that can be supported by the network. We presented closed-form solutions for certain network topologies such as rings, trees, and tori. For any other physical topology, the characterization of these geometric properties in terms of the RWA problem can be approximated through numerical evaluation of the RWA problem.

These geometric properties provide a measure of the optimal achievable throughput under any physical topology. Consequently, a network designer could use such a metric in comparing and evaluating network topologies and/or varying node functionality. For example, we have exactly demonstrated the throughput performance gap between wavelength-limited and wavelength-unconstrained networks having particular physical topologies. Additionally, we have exactly characterized the throughput performance gap between networks employing exclusively single-hop routing and those employing multi-hop routing. In the case of the bidirectional ring, we have observed a performance improvement of 33% of multi-hop over single-hop enabled networks.

The contributions of this chapter are primarily theoretical in nature, but we have laid out the essential considerations for network designers seeking to understand the performance limits of future configurable optical networks. Naturally, the single-wavelength constraint we adopted is not realistic in many practical settings. However, the development of multi-wavelength capacity properties is quite similar to the single-wavelength case. We consider multi-wavelength networks in the next chapter.
Appendix

4.A The RWA optimization

The RWA problem with full wavelength conversion is an integer multicommodity flow problem, which can be formulated as follows [106]. Let $T = (T_{ij}) \in \mathbb{Z}_+^{n \times n}$ represent the set of lightpath demands, and let $f_{ij}^e$ be a flow variable that represents the number of lightpaths from node $i$ to node $j$ that cross the fiber link $e$. For physical topology graph $G_P$, let $E'_p$ be the set of edges originating at node $v$: $E'_p = \{ e \in E_p : \sigma(e) = v \}$. Similarly, let $E''_v$ denote the set of edges terminating at node $v$: $E''_v = \{ e \in E_p : \tau(e) = v \}$.

\[
\begin{align*}
\min & \quad W \\
\text{s.t.} & \quad W \geq \sum_{i,j \in V} f_{ij}^e, \quad \forall e \in E_p \\
& \quad \sum_{e \in E'_v} f_{ij}^e - \sum_{e \in E''_v} f_{ij}^e = \begin{cases} T_{ij} & v = i \\ -T_{ij} & v = j \\ 0 & \text{else} \end{cases} \quad \forall v, i, j \in V \\
& \quad f_{ij}^e \in \mathbb{Z}_+, \quad \forall i, j \in V, e \in E_p
\end{align*}
\]

The minimum value $W$ reached by the optimization is $W^c(T)$.

The RWA problem with no wavelength conversion can be formulated through the addition of the following constraints in the optimization (4.12)-(4.15), which impose the wavelength-continuity constraint on the RWA problem.

\[
\begin{align*}
& \quad f_{ij}^e = \sum_{w=1}^W c_{ij}^{e,w} \quad \forall i, j \in V, e \in E_p \\
& \quad \sum_{e \in E'_v} c_{ij}^{e,w} - \sum_{e \in E''_v} c_{ij}^{e,w} = \begin{cases} \geq 0 & v = i \\ \leq 0 & v = j \\ = 0 & \text{else} \end{cases} & \forall v, i, j \in V \\
& \quad c_{ij}^{e,w} \in \{0, 1\} \quad \forall i, j \in V, e \in E_p, w \in \{1, \ldots, W\}
\end{align*}
\]

The minimum value $W$ reached by this optimization is $W^{nc}(T)$.

Commonly, the RWA problem is solved in two stages, first by solving the lightpath routing problem, followed by obtaining a wavelength assignment for the routing determined in the first step [43]. The routing problem can be solved sequentially using shortest-path algorithms, or through standard integer programming solution methods such as randomized rounding. The wavelength assignment algorithm is typically studied as a graph coloring algorithm, with common approaches to the problem including sequential assignment, genetic algorithms, simulated annealing, and randomized rounding. See [43] and the references contained therein for details.
4.B Proof of Theorem 4.3.1

Here we divide the proof as follows. First we demonstrate that $\text{cl}(\mathcal{R}^{nc}) \subseteq \Lambda_{sh}^*$, and second we prove $\Lambda_{sh}^* \subseteq \text{cl}(\mathcal{R}^{nc})$.

Proof that $\text{cl}(\mathcal{R}^{nc}) \subseteq \Lambda_{sh}^*$: Suppose $\lambda \in \mathcal{R}^{nc}$. Then from (4.5) there must exist $T, W$ such that $\lambda = (1/W)T$, with $T \in \mathbb{Z}^n_+$ and $W \geq W^{nc}(T)$. We establish a RWA decomposition for $\lambda$ as a subconvex combination of $W^{nc}(T)$ matrices as follows. For each index $i = 1, \ldots, W^{nc}(T)$, we construct the matrix $\hat{\pi}^i$, corresponding to a valid single-wavelength logical topology configuration: let $\hat{\pi}^i_{kl} = 1$ if logical link $k \rightarrow l$ is enabled on the $i$-th color of the RWA of $T$ employing $W^{nc}(T)$ wavelengths, and $\hat{\pi}^i_{kl} = 0$ otherwise. Clearly $\hat{\pi}^i$ is a valid logical topology subject to the single-wavelength constraint, since the same configuration had a valid routing on the $i$-th color under the RWA of $T$. Let the elements of $\Pi_N$ be indexed by $\pi_1, \ldots, \pi_{|\Pi_N|}$, where $|\Pi_N|$ is the cardinality of $\Pi_N$. Thus, it must be true that

$$\lambda = \frac{1}{W} \sum_{j=1}^{W^{nc}(T)} \hat{\pi}^j,$$

$$= \sum_{i=1}^{|\Pi_N|} \frac{\sum_{j=1}^{W^{nc}(T)} I_{\{\hat{\pi}^j = \pi^i\}}}{W} \pi^i,$$

$$= \sum_{i=1}^{|\Pi_N|} \alpha^i \pi^i,$$  \hspace{1cm} (4.16)

where $I(.)$ is the indicator function and for all $i$,

$$\alpha^i \triangleq \left( \sum_{j=1}^{W^{nc}(T)} I_{\{\hat{\pi}^j = \pi^i\}} \right) / W.$$

By definition we have that $\alpha^i \geq 0, \forall i$, and since $W \geq W^{nc}(T)$, $\sum_i \alpha^i \leq 1$. We conclude that $\lambda \in \Lambda_{sh}^*$.

Next, suppose $\lambda \in \text{cl}(\mathcal{R}^{nc}_P) \setminus \mathcal{R}^{nc}$. By the definition of the closure of a set, there must exist a sequence $\{\lambda^k\}$, with $\lambda^k \in \mathcal{R}^{nc}$ for all $k$, such that $\lambda^k \rightarrow \lambda$ as $k \rightarrow \infty$. From (4.16), each $\lambda^k$ has a RWA decomposition given by

$$\lambda^k = \sum_{i=1}^{|\Pi_N|} \alpha^i_k \pi^i.$$

For each $k$, the vector $(\alpha^1_k, \ldots, \alpha^{|\Pi_N|}_k)$ belongs to the compact set of non-negative real vectors having $L^1$ norm no greater than one. Using this compactness property, the Bolzano-Weierstrass Theorem [93] guarantees the existence of a vector $(\alpha^1, \ldots, \alpha^{|\Pi_N|})$ and a subsequence $\{k_j\}_{j=1}^\infty$ with

$$\alpha^i_{k_j} \rightarrow \alpha^i \text{ as } j \rightarrow \infty, \text{ for } i = 1, \ldots, |\Pi_N|. \hspace{1cm} (4.17)$$
To demonstrate that \( \lambda = \sum \alpha^i \pi^i \), we make use of the following chain of relations. Let \( \varepsilon > 0 \), and let \( \| \cdot \| \) be the \( L^1 \) norm operator.

\[
\left\| \lambda - \sum_i \alpha^i \pi^i \right\| \leq \left\| \lambda - \lambda^k \right\| + \left\| \lambda^k - \sum_i \alpha^i \pi^i \right\| \\
= \left\| \lambda - \lambda^k \right\| + \left\| \sum_{i=1}^{\Pi_N} (\alpha_{k^j}^i - \alpha^i) \pi^i \right\| \\
< \varepsilon. \tag{4.18}
\]

Equation (4.18) follows for \( j \) sufficiently large from the convergence property of the sequence \( \{\lambda^k\} \) and by (4.17). Finally, we have that \( \alpha_k^i \geq 0, \forall k, i \), and that \( \sum_i \alpha_k^i \leq 1, \forall k \), from which it must be true that the limiting quantities \( \alpha^1, \ldots, \alpha^{\Pi_N} \) satisfy \( \alpha^i \geq 0, \forall i \), and \( \sum_i \alpha^i \leq 1 \). This implies \( \lambda \in \Lambda_{sh}^* \).

Proof that \( \Lambda_{sh}^* \subseteq \text{cl}(\mathcal{R}^{nc}) \): Suppose \( \lambda \notin \text{cl}(\mathcal{R}^{nc}) \). Then we must show that \( \lambda \notin \Lambda_{sh}^* \).

Suppose \( \lambda \in \Lambda_{sh}^* \). Then there exist \( \alpha^1, \ldots, \alpha^{\Pi_N} \) such that \( \lambda = \sum_i \alpha^i \pi^i \). Define \( \alpha_k^i \) to be the value \( \alpha^i \) truncated to \( k \) decimal places. This truncation ensures that \( \alpha_k^i \geq 0, \forall i, k \), \( \sum_i \alpha_k^i \leq 1, \forall k \), and that \( \alpha_k^i \to \alpha^i \) as \( k \to \infty \) for \( i = 1, \ldots, \Pi_N \). For each \( k \), define \( \lambda^k = \sum_i \alpha_k^i \pi^i \), \( T^k = 10^k \lambda^k \), and \( W_k = \sum_i 10^k \alpha_k^i \). Clearly \( T^k \) is an integer matrix for every \( k \). The decomposition property of \( \lambda^k \) implies

\[
T^k = \sum_{i=1}^{\Pi_N} 10^k \alpha_k^i \pi^i. \tag{4.19}
\]

Since \( 10^k \alpha_k^i \) is an integer for all \( i, k \), we may interpret (4.19) as a valid RWA for traffic \( T^k \) using \( W_k \leq 10^k \) wavelengths. This follows because each \( \pi^i \) can be routed on a single wavelength. By definition, it must be true that \( W_k \geq W^{nc}(T^k) \). Thus, \( \lambda^k = T^k / W_k \in \mathcal{R}^{nc} \) for each \( k \). Since \( \lambda^k \to \lambda \), then \( \lambda \in \text{cl}(\mathcal{R}^{nc}) \), which is a contradiction.

4.C Proof of Theorem 4.3.2

Proof that \( \text{cl}(\mathcal{R}^{c}) \subseteq \Lambda_{mb}^* \): Suppose \( \lambda \in \mathcal{R}^{c} \), which by definition implies there must exist \( T, W \) such that \( \lambda = (1/W)T \), with \( T \in \mathbb{Z}^m \) and \( W \geq W^{c}(T) \). We establish a RWA decomposition for \( \lambda \) from the RWA for \( T \) using \( W^{c}(T) \) wavelengths as follows.

Suppose the RWA for \( T \) employs logical link \( j \to k \) on wavelength \( i \). Starting with \( m \times n \) matrix \( \tilde{S}^i = 0 \), we build the service activation matrix corresponding to the \( i \)-th wavelength as follows. Suppose index \( l \) corresponds to link \( j \to k \).

1. If \( j \to k \) is the terminal fragment of an end-to-end lightpath (whether or not wavelength conversion occurs on the lightpath), then assign \( \tilde{S}_{ik}^i \leftarrow 1 \).

2. If \( j \to k \) is not a terminal fragment, and instead wavelength conversion at node \( k \) is employed, with the ultimate destination of the multi-color lightpath being node \( v \), then assign \( \tilde{S}_{iv}^i \leftarrow 1 \).
Applying this procedure to all logical links on all wavelengths $i = 1, \ldots, W^c(T)$, we now claim that the $\tilde{S}^i$ are valid service activation matrices, subject to the single wavelength constraint, and that the $(j, k)$-th element of $T$ can be expressed as

$$T_{jk} = \sum_{i=1}^{W^c(T)} R^k_{j, i} \tilde{S}^i_{jk} = \sum_{i=1}^{W^c(T)} d_{jk}(\tilde{S}^i). \quad (4.20)$$

Since $\tilde{S}^i$ is built from the RWA on wavelength $i$, $\tilde{S}^i$ must be a valid single-wavelength service activation matrix for each $i$. Consider the value $T_{jk}$. We need only consider values $l$ such that $\tilde{S}^i_{lk} = 1$. In this case, by the definition of matrix $R^k$, if the source node of link $l$ is $j$ then $R^k_{jl} = 1$, and if the destination node of link $l$ is $j$ then $R^k_{jl} = -1$, and otherwise $R^k_{jl} = 0$. Thus the quantity at right in (4.20) is equivalent to

$$\sum_{i=1}^{W^c(T)} \left( \sum_{\{l : \sigma(l) = j\}} \tilde{S}^i_{lk} - \sum_{\{l : \tau(l) = j\}} \tilde{S}^i_{lk} \right). \quad (4.21)$$

Equation (4.21) assigns unit weight to each logical link sourced at node $j$ that is carrying traffic destined to node $k$, and assigns weight negative one to each logical link that terminates at node $j$ and carries traffic destined to node $k$. Since this sum is carried out over all activation matrices corresponding to the RWA of $T$, this ensures that only traffic sourced at node $j$ for node $k$ is counted in the overall sum in (4.21). Since this holds for all $j, k$, it must be true that (4.21) equals $T$, as desired. Thus, for $W \geq W^c(T)$, the $(j, k)$-th entry of matrix $\lambda$ can be expressed as

$$\lambda_{jk} = \sum_{i=1}^{W^c(T)} \frac{1}{W} d_{jk}(\tilde{S}^i),$$

$$= \sum_{i=1}^{W^c(T)} \frac{1}{W} \sum_{j=1}^{W^c(T)} 1_{\{S^i_j = S^i_k\}} d_{jk}(S^i),$$

$$= \sum_{i=1}^{W^c(T)} \alpha^i d_{jk}(S^i), \quad (4.22)$$

where for all $i$, $\alpha^i \triangleq (1/W) \sum_{j=1}^{W^c(T)} 1_{\{S^i_j = S^i_k\}}$. By definition we have that $\alpha^i \geq 0, \forall i$, and since $W \geq W^c(T)$, $\sum_i \alpha^i \leq 1$. Consequently, (4.22) implies that $\lambda$ is an admissible arrival rate matrix, and we conclude that $\lambda \in \Lambda^*_{mh}$.

Next, suppose $\lambda \in \text{cl}(R^c) \setminus R^c$. By a similar argument used in the proof of Theorem 4.3.1, there must exist sequences $\{\lambda^k\}$ and $\{(\alpha^1_k, \ldots, \alpha^{|S^m|}_k)\}$ such that $\lambda^k \to \lambda$, and $\alpha^i_k \to \alpha^i$ for $i = 1, \ldots, |S^m|$, as $k \to \infty$. Furthermore, it can be shown that the limits of these sequences satisfy $\lambda_{jk} = \sum_i \alpha^i d_{jk}(S^i)$, for $j, k \in V$. This establishes that $\lambda \in \Lambda^*_{mh}$.

**Proof that $\Lambda^* \subseteq \text{cl}(R^c)$:** Suppose $\lambda \notin \text{cl}(R^c)$. By a similar argument to the proof of Theorem 4.3.1, if $\lambda \in \Lambda^*_{mh}$, we can construct a decimal-truncated sequence of arrival rate matrices $\{\lambda^k\}$, satisfying $\lambda^k \to \lambda$. Defining $T^k = 10^k \lambda^k$, $W_k = \sum_i 10^k \alpha^i_k$, and making use
of the decomposition property

\[ T_{j,j'}^k = \sum_{i=1}^{\lfloor S^m_{i,j} \rfloor} 10^k \alpha_i^j d_{jj'}(S^i), \quad j, j' \in V, \]  

(4.23)

where \( 10^k \alpha_i^j \) is an integer for all \( i, k \), it is clear that (4.23) is a valid RWA for traffic \( T_k \) using \( W_k \leq 10^k \) wavelengths. This follows because each \( S^i \) can be routed on a single wavelength. By definition, it must be true that \( W_k \geq W^c(T^k) \). Thus, \( \lambda^k = \frac{1}{W_k} T^k \in \mathcal{R}^c \) for each \( k \). Since \( \lambda^k \to \lambda \), then \( \lambda^k \in \text{cl}(\mathcal{R}^c) \), which is a contradiction.

### 4.D Proof of Theorem 4.4.1

We consider the single-hop case only, since the multi-hop case follows similarly. Denote

\[ \theta^* = \limsup_{k \to \infty} \frac{k}{W^{nc}(kJ)}. \]

From the definition of \( \theta^* \), there must exist a sequence \( \{ k_l \} \) such that \( k_l \to \infty \) as \( l \to \infty \), and

\[ \frac{k_l}{W^{nc}(k_lJ)} \to \theta^*. \]

(4.24)

Define the uniform arrival rate matrix \( \lambda^l = k_lJ/W^{nc}(k_lJ) \). From the definition of the set \( \mathcal{R}^{nc} \), we have that \( \lambda^l \in \mathcal{R}^{nc} \) for all \( l \). Due to the convergence property (4.24), it must be true that \( \theta^*J \in \text{cl}(\mathcal{R}^{nc}) \). By Theorem 4.3.1 we then have that \( \theta^*J \in \Lambda^s_{sh} \).

Conversely, suppose that \( \lambda \) is a uniform arrival rate matrix, with uniform arrival rate \( r > \theta^* \), for which \( \lambda \in \Lambda^s_{sh} \). Theorem 4.3.1 provides that \( \lambda \in \text{cl}(\mathcal{R}^{nc}) \). Thus, there must exist a sequence of matrices \( \{ \lambda^k \} \) such that \( \lambda^k \to \lambda \) as \( k \to \infty \), and \( \lambda^k \in \mathcal{R}^{nc} \) for all \( k \). Consequently, by the definition of the set \( \mathcal{R}^{nc} \), there must exist a sequence of traffics \( \{ T^k \} \) and integers \( \{ W_k \} \) such that \( \lambda^k = T^k/W_k \) with \( W_k \geq W^{nc}(T^k) \) for all \( k \). Define the sequence of traffics \( \{ \tilde{T}^k \} \), with \( \tilde{T}^k = (\min_{i \neq j} T^k_{ij})J \). Since \( \lambda^k \to r \) for all \( i \neq j \), it must be true that \( (\min_{i \neq j} \lambda^k_{ij}) \to r \). This implies that \( \tilde{T}^k/W_k = (\min_{i \neq j} T^k_{ij}/W_k)J \to rJ \). Clearly, since the traffic \( \tilde{T}^k \) is integer and fully dominated (entry-by-entry) by \( T^k \), it must be true that \( \tilde{T}^k \) can be satisfied using \( W_k \) wavelengths. This follows by using the RWA for \( T^k \) using \( W_k \) wavelengths in order to build a RWA for \( \tilde{T}^k \) using \( W_k \) wavelengths. Since \( r > \theta^* \), there must exist \( k^* \) such that when \( k > k^* \), \( \tilde{T}^k_{ij}/W_k > \theta^* \). Since \( W_k \) wavelengths are sufficient for a RWA with no conversion of traffic \( \tilde{T}^k \), we must have that \( W_k \geq W^{nc}(\tilde{T}^k) \). Thus for all \( i \neq j \), \( \tilde{T}^k_{ij}/W^{nc}(\tilde{T}^k) > \theta^* \), which implies by the definition of \( \tilde{T}^k \) that for \( k > k^* \),

\[ \frac{\min_{i \neq j} T^k_{ij}}{W^{nc}(\min_{i \neq j} T^k_{ij}J)} > \theta^*. \]

(4.25)

For integer \( c > 0 \), the traffic \( c\tilde{T}^k \) can be satisfied using \( cW_k \) wavelengths, by simply repeating the RWA for traffic \( \tilde{T}^k \) a total of \( c \) times. Consequently, we must have \( W^{nc}(c\tilde{T}^k) \leq cW_k \).
Combining this fact with (4.25), we have for any \( k > k^* \), and any \( c \geq 1 \),

\[
\frac{c \min_{i \neq j} T_{ij}^k}{W^{nc}(c(\min_{i \neq j} T_{ij}^k)J)} > \theta^*.
\]

This violates the definition of \( \theta^* \) and provides a contradiction.

### 4.E Proof of Theorem 4.4.2

In this appendix, we focus on the single-hop quantity, \( \alpha^{sh} \). The proof for the multi-hop quantity \( \alpha^{mh} \) follows identically. Denote \( \alpha^* = \limsup_{k \to \infty} k/W^{nc}(k) \).

**Definition 4.E.1** Let the set \( \partial D_s \) denote the set of doubly substochastic matrices having at least one row or column sum equal to \( s \): \( \partial D_s = \{ \lambda \in D_s : \| \lambda \|_{\text{max}} = s \} \).

Proof that \( \alpha^{sh} \geq \limsup_{k \to \infty} k/W^{nc}(k) \): Suppose \( \lambda \in D_{\alpha^*} \), with \( \lambda \neq 0 \) (since \( \lambda = 0 \) has a trivial RWA decomposition). Define the sequence of integer traffic matrices \( \{ T^k \} \), such that for \( i \neq j \),

\[
T_{ij}^k = ([\lambda_{ij} W^{nc}(k) - \eta_k])^+.
\]

Here, the operator \(( \cdot )^+\) sets to zero any negative elements of its matrix operand, and \( [ \cdot ] \) is the floor operator. We seek to ensure that \( T^k \in K_k, \forall k \). To this end, consider the following series of relations. For sequence \( \{ \eta_k \} \), which we define subsequently, and \( k \) sufficiently large,

\[
\| T^k \|_{\text{max}} = \| (\lambda W^{nc}(k) - \eta_k J)^+ \|_{\text{max}} \\
\leq \| (\lambda W^{nc}(k) - \eta_k J)^+ \|_{\text{max}} \\
\leq \| \lambda W^{nc}(k) \|_{\text{max}} - \eta_k \\
\leq \alpha^* W^{nc}(k) - \eta_k \\
\leq k + \epsilon_k W^{nc}(k) - \eta_k,
\]

where \( k \in \mathbb{Z}_+ \),

\[
\epsilon_k = \sup_{k \geq k} \left| \frac{\hat{k}}{W^{nc}(k)} - \alpha^* \right|.
\]

In (4.26), if we assume that \( \eta_k/W^{nc}(k) \to 0 \) as \( k \to \infty \), then (4.27) follows for \( k \) sufficiently large, since there is at least one non-zero element on the row/column having maximum sum in \( \lambda \). Note that \( W^{nc}(k) \) increases at least linearly in \( k \). Since \( \lambda \in D_{\alpha^*} \), (4.28) must follow. By (4.10) we then have (4.29).

To ensure \( T^k \in K_k \), we simply choose \( \eta_k = \epsilon_k W^{nc}(k) \). Clearly, \( \eta_k/W^{nc}(k) \to 0 \) as \( k \to \infty \), since (4.10) implies that \( \epsilon_k \to 0 \) as \( k \to \infty \). Next, define \( \lambda^k = (1/W^{nc}(k))T^k \). Since \( T^k \in K_k \), it must be true that \( \lambda^k \in R^{nc} \). To demonstrate that \( \lambda \) has a RWA decomposition, we need to show that \( \lambda^k \to \lambda \) as \( k \to \infty \). Since \( \eta_k/(W^{nc}(k)) \to 0 \) as \( k \to \infty \), this is clearly true. Thus, \( \lambda \in \text{cl}(R^{nc}) \), which implies by Theorem 4.3.1 that \( \lambda \in \Lambda_{sh}^* \). Since this holds for all \( \lambda \in D_{\alpha^*} \), it must be true that \( \alpha^{sh} \geq \alpha^* \).
Proof that \( \alpha_{sh} \leq \limsup_{k \to \infty} k/\mathcal{W}^{nc}(k) \): Suppose there exists \( \alpha > \alpha^* \) such that \( \mathcal{D}_\alpha \subseteq \Lambda_{sh}^\alpha \). Consider any positive integer \( u \). Let \( \lambda^{u,1}, \ldots, \lambda^{u,K_u} \) be a finite set of matrices belonging to \( \partial \mathcal{D}_\alpha \), such that

\[
\partial \mathcal{D}_\alpha \subseteq \bigcup_{l=1}^{K_u} \left\{ \lambda : |\lambda_{ij} - \lambda_{ij}^{u,l}| \leq 1/u, \forall i, j \in V \right\}.
\]

In words, the set of points \( \{\lambda^{u,1}, \ldots, \lambda^{u,K_u}\} \) are the center locations of a set of \( (1/u) \)-balls that cover the outer boundary \( \partial \mathcal{D}_\alpha \). The compactness of \( \mathcal{D}_\alpha \) is sufficient to ensure the existence of a covering such that \( K_u \) is finite-valued [93].

Since \( \lambda^{u,l} \in \mathcal{D}_\alpha \), and by our assumption that \( \mathcal{D}_\alpha \subseteq \Lambda_{sh}^\alpha \), Theorem 4.3.1 provides that there must exist a set of integer traffics \( \{T^{u,1}_l, \ldots, T^{u,K_u}_l\} \), and a set of positive integers \( \{W^{u,1}_l, \ldots, W^{u,K_u}_l\} \) such that for \( l = 1, \ldots, K_u \),

\[
\frac{1}{W^{u,l}_l} T^{u,l}_l \in \left\{ \lambda = (\lambda_{ij}) : |\lambda_{ij} - \lambda_{ij}^{u,l}| \leq 1/u, \forall i, j \in V \right\}.
\]  

(4.30)

where \( W^{u,l}_l \geq W^{nc}(T^{u,l}_l) \) for all \( l \). Since \( K_u \) is finite and \( T^{u,l}_l \) is an integer matrix for all \( l \), there must exist integers \( \kappa^{l}_l, \ldots, \kappa^{l}_{K_u} \) and \( \kappa^{l}_u \), such that for \( l = 1, \ldots, K_u \),

\[
\kappa^{l}_u \|T^{u,l}_l\|_{\text{max}} = \kappa^{l}_u.
\]

The integer traffic \( \kappa^{l}_u T^{u,l}_l \) must have a RWA using \( \kappa^{l}_u W^{u,l}_l \) wavelengths. This RWA is constructed by repeating the RWA for traffic \( T^{u,l}_l \), that makes use of \( W^{u,l}_l \) wavelengths, a total of \( \kappa^{l}_u \) times over \( \kappa^{l}_u W^{u,l}_l \) wavelengths. While the maximum row/column sum of \( \lambda^{u,l} \) is \( \alpha \), that of \( (\kappa^{l}_u W^{u,l}_l)T^{u,l}_l \) is \( \kappa^{l}_u W^{u,l}_l \) for each \( l \). Applying (4.30), we then have for \( l = 1, \ldots, K_u \),

\[
|\alpha - \frac{k^{*}_u}{\kappa^{l}_u W^{u,l}_l}| \leq \frac{n-1}{u}.
\]  

(4.31)

Consider any traffic \( T \in K_{K^{*}_u} \), with maximum row/column sum equal to \( k^{*}_u \). Then \( (\alpha/k^{*}_u)T \in \partial \mathcal{D}_\alpha \), which implies there exists \( l^* \) such that for all \( i, j \in V \),

\[
|\frac{\alpha}{k^{*}_u} T_{ij} - \lambda^{u,l^*_u}_{ij}| \leq \frac{1}{u}.
\]  

(4.32)

Combining (4.30) with (4.32), we have

\[
|\frac{\alpha}{k^{*}_u} T_{ij} - \frac{T^{u,l^*_u}}{W^{u,l^*_u}} | \leq \frac{2}{u}.
\]  

(4.33)

Multiplying (4.33) through by \( \kappa^{l}_u W^{u,l^*_u} \) provides

\[
\left| \frac{\alpha \kappa^{l}_u W^{u,l^*_u}}{k^{*}_u} T_{ij} - \kappa^{l}_u T^{u,l^*_u}_{ij} \right| \leq \frac{2}{u} \kappa^{l}_u W^{u,l^*_u}.
\]  

(4.34)
Note that if \( a > 0 \), and \( |ax - y| \leq c \), then if \( ax - y > 0 \), we have \( x - y \leq c/a + ((1-a)/a)y \), and if \( ax - y < 0 \), we have \( x - y \leq (1-a)/a \). Consequently, equation (4.34) implies

\[
\left| T_{ij} - \kappa^u_i \kappa^u_j \right| \leq \frac{2}{\alpha} \kappa^u_i W_u i^* + \kappa^u_j W_u j^* \left( \frac{k^*_u}{\alpha \kappa^u_i W_u i^*} - 1 \right).
\]

The difference between the integer traffic demand matrix \( T \) and the matrix \( \kappa^u_i \kappa^u_j \) can then be bounded as

\[
\sum_{i,j} \left| T_{ij} - \kappa^u_i \kappa^u_j \right| \leq n(n-1) \frac{2}{\alpha} \kappa^u_i W_u i^* + n k^*_u \left( \frac{k^*_u}{\alpha \kappa^u_i W_u i^*} - 1 \right)
\]

\[\triangleq \omega_{u,i^*}.
\]

Then,

\[
\frac{\omega_{u,i^*}}{k^*_u} = n(n-1) \frac{2}{\alpha u} + n \left( \frac{k^*_u}{\alpha \kappa^u_i W_u i^*} - 1 \right).
\]

Applying (4.31), it is clear that \( \omega_{u,i^*}/k^*_u \to 0 \) as \( u \to \infty \).

If each additional integer demand in traffic \( T \) over that in traffic \( \kappa^u_i \kappa^u_j \) is serviced using a unique wavelength, the value of \( \omega_{u,i^*} \) can be used to infer an upper bound on the minimum number of wavelengths required to service \( T \). This holds, given the appropriate choice for the index \( i^* \), for any \( T \in \mathcal{K}_k \) having maximum row/column sum of \( k^*_u \), from which we obtain,

\[
\mathcal{W}^{inc}(k^*_u) \leq \max_l (\kappa^u_l W_u l^* + \omega_{u,l}).
\]

Thus, we obtain

\[
\frac{k^*_u}{\mathcal{W}^{inc}(k^*_u)} \geq \frac{k^*_u}{\max_l \kappa^u_l W_u l^* + \max_l \omega_{u,l}}.
\] (4.35)

Applying (4.31), the right side of (4.35) must converge to \( \alpha \) as \( u \to \infty \). Thus, there must exist \( \bar{u} \) such that for \( u \geq \bar{u} \),

\[
\frac{k^*_u}{\mathcal{W}^{inc}(k^*_u)} \geq \alpha + \alpha^{sh} > \alpha^{sh}.
\]

Clearly, if \( k^*_u \to \infty \), this is in violation of (4.10), which provides a contradiction. Thus, it remains to show that \( k^*_u \to \infty \) as \( u \to \infty \). Suppose this is not true, and there exists integer \( \tilde{k}^* \) such that \( k^*_u \leq \tilde{k}^* \) for all \( u \). We can then bound the cardinality of \( \mathcal{K}_{k^*} \) as \( |\mathcal{K}_{k^*}| \leq (\tilde{k}^*)^{n(n-1)} \).

The number of distinct \((1/u)\)-balls required to cover \( \partial D_\alpha \) must increase with \( u \). This can be seen as follows: consider any two neighboring (sharing the same face) non-zero vertices of \( D_\alpha \). The line segment joining these two vertices is completely contained in \( \partial D_\alpha \). This line segment is isomorphic to an interval of equal length on the real line, for which a covering by \((1/u)\)-balls clearly requires an increasing number of balls as \( u \) increases. Furthermore, since the line segment is not collinear with the origin (this would violate that one of the end points is a vertex of \( D_\alpha \)), the number of covering \((1/u)\)-balls that exist such that no two balls contain any matrices that are scaled versions of one another, is also increasing with \( u \). Consequently, for sufficiently large \( u \), there must be more than \((\tilde{k}^*)^{n(n-1)} \) traffics in the set.
\{T_u^1, \ldots, T_u^{\mathcal{K}_u}\} that are not scaled versions of one another. Since the line joining each of these traffics to the origin has a unique direction, the common boundary that these traffics will be scaled to (using the integers from the set \{\kappa_u^u\}) must contain more than \((k^*)^{n(n-1)}\) integer matrices. This however, is in violation of our assumption that \(|\mathcal{K}_{\mathcal{K}_u}| \leq (k^*)^{n(n-1)}\) for all \(u\). Thus, \(k_u^* \to \infty\) as \(u \to \infty\).
Chapter 5

Achieving 100% throughput in reconfigurable optical networks: Extensions

In this chapter, we consider again the optical networking architecture introduced in Chapter 3. Chapter 4 focused on quantifying the throughput properties of single-wavelength WDM-based packet networks. Here, we seek to understand the computability of the geometric properties studied in Chapter 4, as well as to generalize those results to the multi-wavelength scenario.

Our analysis begins by demonstrating that the uniform all-to-all geometric property characterized in Theorem 4.4.1 can be determined efficiently in the multi-hop scenario, and is likely to be difficult to compute efficiently in the single-hop scenario.

Subsequently, we generalize the mathematical characterizations of the capacity regions as well as their geometric properties to multi-wavelength networks.

When every fiber link is equipped with $w > 1$ wavelengths, we seek to understand the capacity region of the network in terms of the single-wavelength capacity region, characterized in Chapter 4. We study the round-up property of fractional chromatic number, and characterize the capacity region of multi-wavelength networks adhering to this property.

5.1 Computability of geometric properties

In Chapter 4, we characterized the maximum uniform all-to-all arrival rate matrix that can be stabilized in single-wavelength networks. This geometric property was labeled $\theta^{\text{sh}}$ for single-hop networks, and $\theta^{\text{mh}}$ for multi-hop networks, and serves as a natural measure for assessing the throughput capabilities of single-wavelength networks. This property is linked in Theorem 4.4.1 to the RWA problem, which is known to be NP-hard\(^1\). The following theorems establish the computational complexity associated with determining $\theta^{\text{sh}}$ and $\theta^{\text{mh}}$.

**Theorem 5.1.1** $\theta^{\text{mh}}$ can be determined in polynomial time. In particular, $1/\theta^{\text{mh}} = \bar{W}^c(J)$,

\(^1\)See [42], where it is shown that the wavelength assignment problem, a subproblem of the RWA problem, is NP-complete.
where $\bar{W}^c(J)$ is the solution to the relaxed version of the RWA problem with wavelength conversion.

**Proof:** See Appendix 5.A.

The importance of Theorem 5.1.1 is its implication that determining the maximum uniform arrival rate matrix supportable in the reconfigurable WDM network is computationally feasible. Interestingly, the single-hop geometric property $\theta^\text{sh}$ turns out to be computationally difficult to obtain in general.

**Theorem 5.1.2** Determining $\theta^\text{sh}$ is an NP-hard problem.

**Proof:** See Appendix 5.B.

The proofs of Theorems 5.1.1 and 5.1.2 suggest that the capacity regions $\Lambda_{\text{mb}}^*$ and $\Lambda_{\text{sh}}^*$ have as natural counterparts the relaxed versions of the RWA with and without wavelength conversion, respectively.

### 5.2 Generalized traffic decompositions

Our network model in Section 3.2 is sufficiently general that it applies much more broadly than in WDM networks having a single wavelength per optical fiber. In particular, the model can accommodate any number of wavelengths available in each fiber, and other architectural assumptions that affect the logical topologies and electronic routing allowed in the network. For such a network, designate by $S$ the set of allowable service activation matrices. Recall from Section 3.2 that every matrix belonging to $S$ jointly represents a valid logical topology and electronic routing. As in definitions 2.2.1 and 2.2.4, we designate by $\Lambda^*$ the capacity region of arrival rates that can be rate stabilized when the service activation set in network $N$ is $S$.

The following definition generalizes the RWA functions $W^\text{nc}, W^c$ to this more general network setting.

**Definition 5.2.1** For the non-negative integer matrix $T = (T_{ij})$, let $\chi(T)$ equal the minimum number of service activation matrices belonging to $S$ required to decompose $T$:

$$\chi(T) = \min \left\{ k : \exists S^1, \ldots, S^k \in S, T \leq \sum_{l=1}^{k} d(S^l) \forall i, j \right\}$$

The following theorem generalizes Theorems 4.3.1 and 4.3.2 to multi-wavelength networks. Its proof follows identically to the single-wavelength proof in Appendix 4.B, only replacing the RWA function $W^\text{nc}$ with $\chi$.

**Theorem 5.2.1** Define the set $\mathcal{R}$ as the set of integer traffic matrices scaled by their respective $\chi$ values,

$$\mathcal{R} = \left\{ \lambda = \frac{1}{W} T : T \in \mathbb{Z}^m_+, W \in \mathbb{Z}_+, W \geq \chi(T) \right\}.$$

Then $\Lambda^* = \text{cl}(\mathcal{R})$. 
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While Theorem 5.2.1 broadens the class of networks to which generalized RWA decompositions can be applied to characterize network capacity properties, its key drawback is that it relies on the function \( \chi \), which does not in general tie to a well-studied optimization problem. This is in contrast to the special case of single-wavelength networks, which we studied in Chapter 4, where the capacity region was fully characterized in terms of the well-known RWA problem.

5.3 Additional geometric properties

Theorem 4.4.2 can be extended to provide for any polytope the maximum scale factor such that the scaled polytope remains within the capacity region. Define the set of integer matrices in the scaled region \( kP \) as \( K^P_k \):

\[
K^P_k = \mathbb{Z}^{m} \cap kP.
\]

Further, define the maximum value of the function \( \chi \) achieved over the set \( K^P_k \) as \( W_P(k) \):

\[
W_P(k) = \max_{T \in K^P_k} \chi(T).
\]

Finally, we call a set \( P \subseteq \mathbb{R}_+^{m \times n} \) Pareto, if for each \( \bar{\lambda} \in P \), if \( \lambda \leq \bar{\lambda} \) (entry-by-entry dominance) and \( \lambda \geq 0 \), then \( \lambda \in P \).

**Theorem 5.3.1** Let \( P \) be a convex, compact, full-dimensional, Pareto subset of \( \mathbb{R}_+^m \), and \( \alpha_P = \sup \{ \alpha : \alpha \lambda \in \Lambda^*, \forall \lambda \in P \} \). Then

\[
\alpha_P = \limsup_{k \to \infty} \frac{k}{W_P(k)}.
\]

**Proof:** The proof methodology is similar to that of Theorem 4.4.2, though it requires additional technical maneuvers. For completeness, the proof has been included in Appendix 5.C.

Theorem 5.3.1 can be used to recover the result of Theorem 4.4.1, as follows. Consider the \( m \)-dimensional cube with edge lengths equal to unity, denoted by \( P_{\text{box}} \):

\[
P_{\text{box}} = \{ \lambda \in \mathbb{R}_+^m : \lambda_{ij} \leq 1, \forall i, j \}.
\]

Then, if we define \( K_{\text{box}}^P_k = \mathbb{Z}^{m} \cap kP_{\text{box}} \), it follows that

\[
W_{P_{\text{box}}}(k) = \max_{T \in K_{\text{box}}^P} W_{\text{nc}}(T) = W_{\text{nc}}(kJ).
\]

This is because \( kJ \) is entry-by-entry greater or equal to each element of \( K_{\text{box}}^P \). Consequently, Theorem 5.3.1 implies that

\[
\alpha_{P_{\text{box}}}^{sh} = \limsup_{k \to \infty} k/W_{\text{nc}}(kJ) = \varrho_{\text{sh}}.
\]
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An identical result follows in the multi-hop case.

Similarly, Theorem 5.3.1 can be used to recover the result of Theorem 4.4.2, by employing the set $\mathcal{P}_{ds} = \{\lambda \in \mathbb{R}_+^{n \times n} : \|\lambda\|_{\max} \leq 1\}$.

5.4 Connecting the multi-wavelength and single-wavelength capacity regions

While the characterizations of the multi-wavelength capacity region and stability properties of the previous sections are perfectly valid, they make use of the function $\chi$, which is not well studied in the literature. This is in contrast to the single-wavelength scenario, where the capacity properties can be tied to the classical RWA problem, with or without wavelength conversion.

In this section, we take a different approach, and attempt to understand multi-wavelength capacity properties in terms of the single-wavelength characterization, studied in Chapter 4. This provides a picture of how the capacity regions expand from the single-wavelength scenario studied in Chapter 4 to the wavelength-unconstrained scenario studied in Chapter 3.

Intuitively, one might hope that the multi-wavelength case can be extended from the single-wavelength case through simple scaling. Thus, if the single-wavelength capacity region (single-hop or multi-hop) is given by the set $\Lambda^*_1$, the $w$-wavelength capacity region, which we denote $\Lambda^*_w$, would be given by $w\Lambda^*_1 = \{w\lambda : \lambda \in \Lambda^*_1\}$. The set $w\Lambda^*_1$ turns out to be an important element in the characterization of the $w$-wavelength capacity region. The following section provides illustrative examples showing how the set $w\Lambda^*_1$ must be refined in order to attain the $w$-wavelength capacity region.

5.4.1 Scaling the single-wavelength capacity region: an example

Consider the network links depicted in Figure 5-1. Here, there are two source-destination pairs of interest: (1, 2) and (1, 3). The network admits a single logical link from node 1 to node 3, and two logical links from node 1 to node 2. Each $1 \rightarrow 2$ link shares a fiber with the $1 \rightarrow 3$ link, but does not share a fiber with the other $1 \rightarrow 2$ link.

Consider first the case $P_1 = 3$, $P_2 = P_3 = 2$, by which we mean that node 1 is equipped with 3 ports (transceivers), while nodes 2, 3 are equipped with 2 ports each. In the single-wavelength case, the set of available service configurations is given by

$$\{(0,0), (0,1), (1,0), (2,0)\},$$

where configuration $(a,b)$ indicates that $a$ logical links are active from node 1 to node 2, simultaneously with $b$ links active from node 1 to node 3. The single-wavelength capacity region $\Lambda^*_1$ is then depicted in Figure 5-2(a). We now consider the case of $w = 2$ wavelengths per optical fiber. Under the same port configuration, Figure 5-2(b) contains the scaled region $2\Lambda^*_1$, along with the wavelength-unconstrained capacity region $\Lambda^*_{\text{port}}$ with a dashed boundary. Clearly, the wavelength unconstrained case must serve as an outer bound on the capacity region in the 2 wavelength scenario. The intersected region $2\Lambda^*_1 \cap \Lambda^*_{\text{port}}$ turns out
to be the capacity region in this scenario, because the set of 2 wavelength configurations that satisfy the port constraint is given by:

\[ \{(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (2, 0), (2, 1)\}. \]

These configurations are depicted as dots in Figure 5-2(b). Clearly, the convex hull of this set is the intersected region \(2A^*_1 \cap A_{\text{port}}\).

The intersection of the scaled single-wavelength region with the wavelength-unconstrained capacity region does not completely characterize the capacity region, as the following example demonstrates. Consider again the set of links depicted in Figure 5-1, with the following port values: \(P_1 = 5, P_2 = P_3 = 3\). Once again, the single-wavelength capacity region \(A^*_1\) in this scenario is depicted in Figure 5-2(a). Figure 5-2(c) depicts the region \(2A^*_1\) along with the port-loaded region \(A_{\text{port}}\) with a dashed boundary. In this case, the intersected region contains a non-integer corner point, which clearly cannot correspond to a valid service activation. The set of valid configurations in this case is depicted as dots in Figure 5-2(c) and is given by

\[ \{(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (2, 0), (2, 1), (3, 0)\}. \]

Thus, the 2-wavelength capacity region \(A_2\) is given by the convex hull of the integer points contained in the intersected region \(2A^*_1 \cap A_{\text{port}}\). We next study the validity of this characterization of the general \(w\)-wavelength capacity region.

### 5.4.2 The \(w\)-wavelength capacity region

The above example suggests that the integer points contained in the region \(wA^*_1 \cap A_{\text{port}}\) form the set of service configurations available in the \(w\)-wavelength scenario. In this section we demonstrate the truth of this statement, subject to a property of the RWA function \(W(\cdot)\), which we call the round-up property. We deliberately avoid designating \(W(\cdot)\) as corresponding to wavelength conversion capability or a lack thereof, since the analysis in either case follows identically.

**Definition 5.4.1** The RWA function \(W\) satisfies the round-up property if for each \(T \in \)
(a) Single-wavelength capacity region $\Lambda^*_1$ for the links depicted in Figure 5-1.

(b) 2 wavelength scenario under $P_1 = 3, P_2 = (c) 2$ wavelength scenario under $P_1 = 5, P_2 = 3.

Figure 5-2: Towards an understanding of the 2-wavelength capacity region for the link structure of Figure 5-1.

Theorem 5.4.1 If the RWA function $W_{nc}$ satisfies the round-up property, then for any integer $w > 0$ the $w$-wavelength single-hop capacity region, where the network has no wavelength conversion capability, is given by

$$\Lambda_{w,sh}^* = \text{conv} \left( w\Lambda_{sh}^* \cap \Lambda_{port} \cap \mathbb{Z}_+^w \right).$$  

(5.1)
Similarly, if the RWA function \( W^c \) satisfies the round-up property, the \( w \)-wavelength multi-hop capacity region, where the network allows full wavelength conversion, is given by

\[
\Lambda_{w,mh}^* = \text{conv} \left( w\Lambda_{mh}^* \cap A_{\text{port}} \cap Z^+_w \right).
\]  

\((5.2)\)

**Proof:** See Appendix 5.D.

An immediate result of the proof of Theorem 5.4.1 is that in the general setting, namely irrespective of the satisfaction of the round-up property, the \( w \)-wavelength capacity regions can be bounded as follows.

\[
\Lambda_{w,sh}^* \subseteq \text{conv} \left( w\Lambda_{sh}^* \cap A_{\text{port}} \cap Z^+_w \right)
\]

\[
\Lambda_{w,mh}^* \subseteq \text{conv} \left( w\Lambda_{mh}^* \cap A_{\text{port}} \cap Z^+_w \right).
\]

The above analysis of the multi-wavelength capacity region characterizes the throughput properties of the most and least capable joint electronic and optical systems. In particular, Theorem 5.4.1 provides a characterization of the capacity region of a network having both full wavelength conversion and multi-hop capability. The theorem also characterizes the capacity region of a network having no wavelength conversion capability and employing exclusively single-hop routing. Clearly, the capacity region of a network with single-hop and partial/full wavelength conversion capabilities and that of a network with multi-hop and partial/no wavelength conversion capability falls somewhere between the regions we have characterized.

Clearly, in the above characterization of the \( w \)-wavelength capacity region, when \( w \) becomes sufficiently large, we observe that the region \( A_{\text{port}} \) becomes the binding element in each of the intersections \( w\Lambda_{sh}^* \cap A_{\text{port}} \) and \( w\Lambda_{mh}^* \cap A_{\text{port}} \). Thus, we can observe the natural transition from the single-wavelength capacity region \( \Lambda_1^* \) through to the wavelength-unconstrained capacity region \( A_{\text{port}} \).

### 5.5 Conclusions

In this chapter, we considered several natural avenues of research stemming from our throughput study of single-wavelength reconfigurable optical networks of the previous chapter. We demonstrated that the multi-hop maximum all-to-all traffic supported by the network can be computed in polynomial time, through a relaxation of a multicommodity flow optimization. Interestingly, we found that the computation of the corresponding single-hop geometric property is in general an NP-hard problem.

Subsequently, we demonstrated how the results of Chapter 4 can be extended in a straightforward manner to multi-wavelength optical networks. Rather than connecting the multi-wavelength capacity region to the classical RWA problem, we defined an analogous quantity \((x)\) representing the minimum number of elements in a valid multi-wavelength decomposition of any given traffic matrix.
Finally, we set out to quantify the transition from the single-wavelength capacity region \( \Lambda_1^* \), characterized in Chapter 4 to the wavelength-unconstrained region \( \Lambda_{\text{port}} \). To that end, we studied the connection between the \( w \)-wavelength capacity region and the single-wavelength capacity region. We demonstrated that when the network is subject to a property called the round-up property, then we can provide an exact characterization of this transition.

### 5.5.1 Future directions

In the single-wavelength scenario, there were only two relevant network settings whose throughput properties we set out to quantify in Chapter 4: single-hop and multi-hop capable networks. When we consider multi-wavelength networks, there can be more grades of functionality, with each grade achieving its own throughput performance. At the extremes are: a network allowing only single-hop routes and employing no wavelength conversion; and a network allowing any multi-hop routes and employing full wavelength conversion. Simply alternating these combinations of conversion and hop capabilities introduces two intermediate grades of network functionality. Our study in this chapter can only capture the throughput gaps between the two extremes of network functionality. Thus, determining the throughput performance capabilities of all grades of network functionality remains an interesting problem of future study.

A related point concerns our discovery in Chapter 4 of a 33% performance gap between single-hop and multi-hop capable algorithms for a particular network (the bidirectional ring having \( n \geq 7 \), \( n \) even). An important question is: Can the throughput performance gap between different grades of network functionality be arbitrarily large, or is there a fundamental limit on this gap?

The round-up property may be an overly strict requirement in establishing an exact connection between the single- and multi-wavelength capacity regions. An interesting question is: Under what conditions, if at all, do equations (5.1)-(5.2) fail? We feel that it is probable that there are networks in which these equations do fail to hold. The most likely avenue for demonstrating this failure is to discover a network and traffic demand under which one of these equalities fails. This remains an open question.
Appendix

5.A Proof of Theorem 5.1.1

Note that $1/\rho^{\text{mh}} = \liminf_{l \to \infty} W^c(lJ)/l$. Suppose $\hat{W}^c(J) > 1/\rho^{\text{mh}}$. Then there exists an integer $l \geq 1$ such that $W^c(lJ)/l < \hat{W}^c(J)$. Thus, there exists an RWA for the traffic demand $lJ$ requiring fewer than $l\hat{W}^c(J)$ wavelengths. For such an RWA, let $f_{ij}^e$ be the number of lightpaths originating at node $i$ and terminating at node $j$, that traverse fiber $e$. Then, dividing each quantity $f_{ij}^e$ by $l$, $(f_{ij}^e/l, i, j \in V, e \in E_P)$ is a multicommodity flow (MCF) that satisfies (4.13) and (4.14) with $W = W^c(lJ)/l < \hat{W}^c(J)$. This contradicts $\hat{W}^c(J)$ as the optimal value to the relaxed version of the ILP (4.12)-(4.15).

Conversely, suppose $\hat{W}^c(J) < 1/\rho^{\text{mh}}$, with the MCF $(f_{ij}^e, i, j \in V, e \in E_P)$ achieving $\bar{W}(J)$ as the optimal cost of the relaxed version of the ILP (4.12)-(4.15). Thus for integer $k \geq 1$, the MCF $f^k = (10^k f_{ij}^e, i, j \in V, e \in E_P)$ is feasible for the traffic demand $10^kJ$ in the relaxed ILP. For each source-destination pair $i, j$, each path $p$ through the network from $i$ to $j$ carries some non-negative amount of the total $10^k$ units of flow satisfied by $f^k$. Let this flow associated with path $p$ for traffic from node $i$ to node $j$ be $\rho_p^i$. Clearly $\sum_p \rho_p^i = 10^k$. Consider next the truncated flow $|\rho_p^i|$ for each path $p$. The floor operation implies $\rho_p^i - |\rho_p^i| < 1$. The integer flows described by $(|\rho_p^i|)$ directly translates to a MCF $(\tilde{f}_{ij}^e)$, according to $\tilde{f}_{ij}^e = \sum_{p \in E_P} |\rho_p^i|$. Clearly $(\tilde{f}_{ij}^e)$ must be a feasible integer flow in (4.13)-(4.15). Further, since no more than $m!$ distinct paths exist in the network, then $(\tilde{f}_{ij}^e)$ must at least satisfy the demand matrix $(10^k - m!)$J. We thus obtain

$$W^c((10^k - m!)J) \leq \max_{e \in E_P} \sum_{ij} \tilde{f}_{ij}^e$$

$$\leq \max_{e \in E_P} \sum_{ij} 10^k f_{ij}^e$$

$$= 10^k \bar{W}(J)$$

(5.3) (5.4)

Above, (5.3) follows because

$$\tilde{f}_{ij}^e = \sum_{\{p \in E_P\}} |\rho_p^i| \leq \sum_{\{p \in E_P\}} \rho_p^i = 10^k f_{ij}^e$$

Since $\hat{W}^c(J) < 1/\rho^{\text{mh}}$, there must exist $k^*$ sufficiently large such that for all $k \geq k^*$, $10^k > m!$ and $(10^k/(10^k - m!))\hat{W}^c(J) < 1/\rho^{\text{mh}}$. By (5.4), this implies for $k \geq k^*$ that $\rho^{\text{mh}} < (10^k - m!)/W^c((10^k - m!)J)$, which is a contradiction.

5.B Proof of Theorem 5.1.2

We begin with several definitions, and a useful theorem.

Definition 5.B.1 (Chromatic number [137]) A $k$-coloring of a graph $G$ is an assignment of one of $k$ colors to each vertex so that adjacent vertices receive different colors. The
chromatic number of \( G \), denoted \( C(G) \), is the least \( k \) for which \( G \) has a \( k \)-coloring.

**Definition 5.B.2 (Fractional chromatic number [137])** A \( b \)-fold coloring of a graph \( G \) assigns to each vertex of \( G \) a set of \( b \) colors so that adjacent vertices receive disjoint sets of colors. We say that \( G \) is \( a:b \)-colorable if it has a \( b \)-fold coloring in which the colors are drawn from a palette of \( a \) colors. The least \( a \) for which \( G \) is \( a:b \)-colorable is denoted \( C_b(G) \). The fractional chromatic number is defined as \( C_f(G) = \lim_{b \to \infty} C_b(G)/b \).

**Theorem 5.B.1 ([137, Thm. 3.9.2])** For every real number \( r > 2 \), the problem of determining whether a graph \( G \) has \( C_f(G) \leq r \) is NP-complete.

To prove that determining \( \theta^\text{sh} \) is NP-hard, we will show that determining whether a graph \( G \) has \( C_f(G) \leq r \) is polynomial-time reducible to the problem of determining \( \theta^\text{sh} \leq 1/r \).

Consider a graph \( G \). From \( G \), we will build a physical topology graph \( G_P \). Associate with each vertex of \( G \) a lightpath having fixed routing (there is no other available lightpath for that source-destination pair through the network). In this construction, no two lightpaths share any nodes in common. Each edge \((v_1, v_2)\) of \( G \) implies that the lightpaths represented by vertices \( v_1, v_2 \) share at least one fiber link. We assume that the lightpaths associated with \( v_1 \) and \( v_2 \) only share a single fiber, and that no other lightpaths traverse the same fiber. Proceeding in this manner for all edges of \( G \), we obtain a set of lightpaths whose incidence with one another is represented by \( G \). Let \( V \) be the set of nodes terminating the lightpaths we have constructed thus far. For each directed pair of nodes \( v_1, v_2 \in V \), if we have not yet constructed a lightpath from \( v_1 \) to \( v_2 \), define a new fiber link from \( v_1 \) to \( v_2 \), and let the lightpath from \( v_1 \) to \( v_2 \) traverse the new fiber link. We have thus determined a physical topology \( G_P \) and fixed lightpath routing associated with each possible source-destination pair. This is clearly a polynomial-time operation.

It remains to show that \( C_f(G) \leq r \) if and only if \( \theta^\text{sh} \geq 1/r \). Consider the following set of equality statements.

\[
1/\theta^\text{sh} = \lim_{l \to \infty} W^{nc}(lJ)/l \tag{5.5}
\]

\[
= \lim_{l \to \infty} C_l(G)/l \tag{5.6}
\]

\[
= C_f(G) \tag{5.7}
\]

Above, (5.5) follows from (5.6) because \( W^{nc}(lJ) = C_l(G) \). To see why this is so, note first that by definition, \( C_l(G) \geq l \), and that any lightpath not associated with a node in \( G \) has no overlap with other lightpaths, and thus requires exactly \( l \) wavelengths to satisfy \( l \) units of demand. By definition, \( W^{nc}(lJ) \) is the minimum number of wavelengths to route \( l \) lightpaths between each source-destination pair in the network. Since each lightpath is forced (by definition) to have fixed routing, we are assigning to each lightpath a total of \( l \) colors, so that no two lightpaths that overlap share any colors in common. This is clearly equal to \( C_l(G) \), since any lightpath that overlaps with another lightpath is represented as an edge in \( G \). The equality (5.7) implies that \( C_f(G) \leq r \) if and only if \( \theta^\text{sh} \geq 1/r \), as desired.
5.C Proof of Theorem 5.3.1

Denote $\alpha^* = \limsup_{k \to \infty} k / \mathcal{W}_P(k)$.

Proof that $\alpha_P \geq \limsup_{k \to \infty} k / \mathcal{W}_P(k)$: Suppose $\lambda \in \alpha^* \mathcal{P}$, with $\lambda \neq 0$ (since $\lambda = 0$ has a trivial RWA decomposition). Define the sequence of integer traffic matrices $\{T^k\}$, such that for $i \neq j$, $T^k_{ij} = ([\lambda_{ij} \mathcal{W}_P(k) - \eta_k]^+)$. We seek to define the sequence $\{\eta_k\}$ to ensure that $T^k \in \mathcal{K}_k^\mathcal{P}$, $\forall k$. To this end, it is straightforward to demonstrate that

\[
\lambda_{ij} \mathcal{W}_P(k) = \frac{\lambda_{ij}}{\alpha^*} \alpha^* \mathcal{W}_P(k) \\
\leq \frac{\lambda_{ij}}{\alpha^*} (k + \varepsilon_k \mathcal{W}_P(k)) \tag{5.8}
\]

where for $k \in \mathbb{Z}_+$,

\[
\varepsilon_k = \sup_{k \geq k} \left| \frac{k}{\mathcal{W}_P(k)} - \alpha^* \right|.
\]

To ensure $T^k \in \mathcal{K}_k^\mathcal{P}$, we simply choose

\[
\eta_k = \left( \max_{ij} \lambda_{ij} \right) \frac{\varepsilon_k \mathcal{W}_P(k)}{\alpha^*}.
\]

To see why this is so, note that this choice of $\eta_k$ ensures $T^k_{ij} \leq \lambda_{ij} k / \alpha^*$ for all $i, j$, as follows:

\[
T^k_{ij} = ([\lambda_{ij} \mathcal{W}_P(k) - \eta_k]^+) \\
\leq (\lambda_{ij} \mathcal{W}_P(k) - \eta_k)^+ \\
\leq \left( \frac{\lambda_{ij}}{\alpha^*} (k - \varepsilon_k \mathcal{W}_P(k)) - \eta_k \right)^+ \\
= \left( \frac{\lambda_{ij}}{\alpha^*} (k - \varepsilon_k \mathcal{W}_P(k)) - \left( \max_{ij} \lambda_{ij} \right) \frac{\varepsilon_k \mathcal{W}_P(k)}{\alpha^*} \right)^+ \\
\leq \left( \frac{\lambda_{ij}}{\alpha^*} k \right)^+ \\
= \frac{\lambda_{ij}}{\alpha^*} k \tag{5.9}
\]

Above, (5.9) follows from (5.8). Our assumption of $\lambda \in \alpha^* \mathcal{P}$ implies that $(k/\alpha^*) \lambda \in k \mathcal{P}$. By (5.10), we have that $(k/\alpha^*) \lambda$ dominates $T^k$, entry-by-entry, from which we can conclude that $T^k \in \mathcal{K}^P$. Finally, since $T^k$ is an integer matrix, it must belong to $\mathcal{K}_k^\mathcal{P}$.

Clearly, $\eta_k / \mathcal{W}_P(k) \to 0$ as $k \to \infty$, since the limsup definition of $\alpha^*$ implies that $\varepsilon_k \to 0$ as $k \to \infty$. Next, define $\lambda^k = (1/\mathcal{W}_P(k)) T^k$. Since $T^k \in \mathcal{K}_k^\mathcal{P}$, it must be true that $\lambda^k \in \mathcal{R}$. To demonstrate that $\lambda$ has a RWA decomposition, we need to show that $\lambda^k \to \lambda$ as $k \to \infty$. Since $\eta_k / \mathcal{W}_P(k) \to 0$ as $k \to \infty$, this is clearly true. Thus, $\lambda \in \text{cl}(\mathcal{R})$, which implies by Theorem 5.2.1 that $\lambda \in \Lambda^*$. Since this holds for all $\lambda \in \alpha^* \mathcal{P}$, it must be true that $\alpha_P \geq \alpha^*$.

Proof that $\alpha_P \leq \limsup_{k \to \infty} k / \mathcal{W}_P(k)$: Suppose there exists $\alpha > \alpha^*$ such that $\alpha \mathcal{P} \subseteq \Lambda^*$. Denote by $\alpha \mathcal{P} \setminus \alpha^* \mathcal{P}$ the portion of region $\alpha \mathcal{P}$ that is disjoint from $\alpha^* \mathcal{P}$. Since $\mathcal{P}$ is Pareto, $\alpha \mathcal{P} \subset \alpha^* \mathcal{P}$. Consider any positive integer $u$. By Theorem 5.2.1, and
since \( P \) is convex, compact, and full-dimensional, there must exist a non-negative integer \( K_u \), non-negative integer matrices \( T^u_1, \ldots, T^u_{K_u} \), and integers \( W^u_1, \ldots, W^u_{K_u} \), such that \( W^u_i \geq \chi(T^u_i) \) for all \( i \), \( (1/W^u_i)T^u_i \in \alpha P \setminus \alpha^* P \) for all \( i \), where \( \alpha > \alpha_1 > \alpha_2 > \alpha^* \), and

\[
\alpha P \setminus \alpha^* P \subseteq \bigcup_{l=1}^{K_u} \left\{ \lambda : |\lambda_{ij} - \frac{T^u_i}{W^u_i}| \leq \frac{1}{u}, \forall i, j \in V \right\}. \tag{5.11}
\]

In words, the set of points \( \{(1/W^u_i)T^u_1, \ldots, (1/W^u_i)T^u_{K_u}\} \) are the center locations of a set of \((1/u)\)-balls that cover the region \( \alpha P \setminus \alpha^* P \). The compactness of \( P \) is sufficient to ensure the existence of a covering such that \( K_u \) is finite-valued [93]. For \( i \in \{1, \ldots, K_u\} \), let \( \kappa^u_i = \prod_{l \neq i} W^u_l \). By definition we then have for any integer \( r \geq 0 \),

\[
10^r \kappa^u_i T^u_i \in \left(10^r \prod_{l \neq i} W^u_l\right) (\alpha P \setminus \alpha^* P) \subseteq \left[10^r \alpha_1 \prod_{l \neq i} W^u_l\right] P \setminus \left[10^r \alpha_2 \prod_{l \neq i} W^u_l\right] P
\]

Since \( \alpha > \alpha_1 > \alpha_2 > \alpha^* \), there must exist an integer \( r_u^* \geq 0 \) such that for \( r \geq r_u^* \),

\[
\begin{align*}
10^r \alpha_1 \prod_{l \neq i} W^u_l &< \alpha 10^r \prod_{l \neq i} W^u_l, \quad \text{(5.12)} \\
10^r \alpha_2 \prod_{l \neq i} W^u_l &> \alpha^* 10^r \prod_{l \neq i} W^u_l, \quad \text{(5.13)}
\end{align*}
\]

and such that any matrix on the Pareto boundary of \( K^P \)

\[
\left[10^r \alpha_1 \prod_{l \neq i} W^u_l\right] P \setminus \left[10^r \alpha_2 \prod_{l \neq i} W^u_l\right] P
\]

resides in the region

\[
\left[10^r \alpha_1 \prod_{l \neq i} W^u_l\right] P \setminus \left[10^r \alpha_2 \prod_{l \neq i} W^u_l\right] P. \quad \text{Denote } k^u_i = \left[10^r \alpha_1 \prod_{l \neq i} W^u_l\right].
\]

Finally, observe that for any integer \( r > 0 \), \( \chi(10^r \kappa^u_i T^u_i) \leq 10^r \kappa^u_i W^u_i \), since the decomposition of \( T^u_i \) can be repeated \( \kappa^u_i \) times.

Consider any traffic \( \hat{T} \in K^P_{k^u_i} \). Let \( T \) be an integer matrix that dominates \( \hat{T} \), entry-by-entry, and that resides on the Pareto boundary of \( K^P_{k^u_i} \). Recall that we have selected \( k^u_i \) such that \( T \in \left[10^r \alpha_1 \prod_{l \neq i} W^u_l\right] P \setminus \left[10^r \alpha_2 \prod_{l \neq i} W^u_l\right] P \). Applying (5.12)-(5.13), we must have that

\[
\frac{1}{10^r \prod_{l \neq i} W^u_l} T \in \alpha P \setminus \alpha^* P.
\]

Applying (5.11), there must exist an integer \( l^* \), where \( 1 \leq l^* \leq K_u \), such that

\[
\left| \frac{T_{ij}}{10^r \prod_{l \neq i} W^u_l} - \frac{T^u_{i,l^*}}{W^u_i} \right| \leq \frac{1}{u}, \quad \forall i, j.
\]

Multiplying through by \( 10^{r^*} \prod_{l \neq i} W^u_l \), we obtain

\[
\left| T_{ij} - 10^{r^*} \kappa^u_i T^u_i \right| \leq \frac{10^{r^*} \prod_{l \neq i} W^u_l}{u}.
\]
Summing over all indices $i, j$, we obtain

$$\sum_{ij} \left| T_{ij} - 10^{r_u^k} T_{ij} u^* \right| \leq \frac{n(n-1)10^{r_w^k} \prod_u W_u^j}{u}.$$  

The above serves as an upper bound on the number of connection requests in $T$ in excess of those in the traffic $10^{r_u^k} T_{ij} u^*$. Thus, at worst each such excess request requires a single service matrix in a valid RWA decomposition of $T$. Since $T$ dominates $\bar{T}$, entry-by-entry, we can now upper bound $\chi(\bar{T})$ as follows

$$\chi(\bar{T}) \leq \chi(T) \leq \chi(T^{u_\star}) + n(n-1)10^{r_u^k} \prod_u W_u^j / u,$$

$$\leq 10^{r_u^k} W_u^{i*} + n(n-1)10^{r_u^k} \prod_u W_u^j / u,$$

$$= 10^{r_u^k} \left( \prod_u W_u^j \right) + n(n-1)10^{r_u^k} \left( \prod_u W_u^j \right) / u$$

It immediately follows that

$$W_{\mathcal{P}}(k_u^*) \leq 10^{r_u^k} \left( \prod_u W_u^j \right) + n(n-1)10^{r_u^k} \left( \prod_u W_u^j \right) / u.$$

Consequently,

$$\frac{k_u^*}{W_{\mathcal{P}}(k_u^*)} \geq \frac{10^{r_u^k} \alpha_1 \prod_u W_u^j}{10^{r_u^k} \left( \prod_u W_u^j \right) + n(n-1)10^{r_u^k} \left( \prod_u W_u^j \right) / u}$$

$$\geq \frac{\alpha_1}{1 + n(n-1)/u}$$

$$> \alpha^*$$

where the final strict inequality holds for all $u$ sufficiently large. It remains to show that $k_u^* \to \infty$ as $u \to \infty$. Clearly, $K_u \to \infty$ as $u \to \infty$. Note that $k_u^* \geq \alpha_1 \prod_u W_u^j$. Thus, it is sufficient to demonstrate that

$$\max_{1 \leq i \leq K_u} W_u^j \to \infty \text{ as } u \to \infty.$$  

We prove this assertion by contradiction. Suppose there exists an integer $W$ such that $W_u^j \leq W$ for all $l, u$. Then, since $K_u$ tends to infinity with $u$, the set $\{T : \chi(T) \leq W\}$ must have infinite cardinality. To demonstrate that this is false, note that the set $S$ is a finite set of integer matrices, which implies that $\max_{S \in S} \max_{i,j} d_{ij}(S) < \infty$. Then clearly, by the definition of $\chi$, we must have

$$\{T \in \mathbb{Z}^{n \times n}_+ : \chi(T) \leq W\} \subseteq \{T \in \mathbb{Z}^{n \times n}_+ : T_{ij} \leq W \max_{S \in S} \max_{i,j} d_{ij}(S)\}.$$  

Above, the set on the right clearly has finite cardinality, which provides the contradiction.
5.D Proof of Theorem 5.4.1

Our proof follows for both the single-hop and multi-hop versions of the Theorem. Consequently, we will not distinguish between these cases, except to clarify the manner in which RWA decompositions are obtained. Additionally, the function \( W(\cdot) \) will simultaneously represent either \( W^{nc}(\cdot) \) or \( W^{c}(\cdot) \).

We begin by demonstrating that
\[
\Lambda_w^* \subseteq \text{conv} \left( w\Lambda_1^* \cap \Lambda_{\text{port}} \cap \mathbb{Z}_m^+ \right). \tag{5.14}
\]

Consider any corner point \( \lambda \) of the region \( \Lambda_w^* \). By the definition of the capacity region \( \Lambda_w^* \), \( \lambda \) can be expressed as a convex combination of \( w \)-wavelength service matrices. Namely, there exists an integer \( L \), non-negative coefficients \( \alpha_l \), and service activation matrices \( S^l \in S_w \), for \( l = 1, \ldots, L \), such that \( \sum_l \alpha_l = 1 \) and \( \lambda = \sum_l \alpha_l d(S^l) \). Here, \( S_w \) is the set of available \( w \)-wavelength service activation matrices. In the service activation \( S^l \), if we consider each wavelength as a separate single-wavelength service activation, and associate a rate of \( 1/w \) with each wavelength, then we obtain a valid single-wavelength RWA decomposition for the matrix \( (1/w) d(S^l) \). In other words, we have that \( (1/w) d(S^l) \in \Lambda_1^* \). To be clear, observe that in order to obtain single-hop single-wavelength service activations at each wavelength in this decomposition, each service matrix \( S \in S_w \) must be a single-hop service matrix with no wavelength conversion. For the case of multi-hop single-wavelength service activations, the set of service matrices \( S_w \) can include multi-hop activations, as well as activations employing wavelength conversion. By the convexity of \( \Lambda_1^* \) as well as of \( \Lambda_w^* \), we must then have
\[
\{(1/w) \lambda : \lambda \in \Lambda_w^* \} \subseteq \Lambda_1^*,
\]
which implies
\[
\Lambda_w^* \subseteq w\Lambda_1^*. \tag{5.15}
\]
Additionally, since \( \Lambda_{\text{port}} \) is the convex hull of all wavelength-unconstrained service configurations, \( \Lambda_{\text{port}} \) must contain the \( w \)-wavelength service configurations. This implies
\[
\Lambda_w^* \subseteq \Lambda_{\text{port}}. \tag{5.16}
\]
Together, (5.15) and (5.16) provide that \( \Lambda_w^* \subseteq w\Lambda_1^* \cap \Lambda_{\text{port}} \). Since \( \Lambda_w^* \) must have integer corner points, these integer configurations must lie in the set \( w\Lambda_1^* \cap \Lambda_{\text{port}} \). Thus, intersecting the set \( w\Lambda_1^* \cap \Lambda_{\text{port}} \) with the integer lattice \( \mathbb{Z}_m^+ \) necessarily captures the corners of \( \Lambda_w \), from which (5.14) follows by the convexity of \( \Lambda_w^* \).

Note that the above proof does not assume the round-up property, from which we conclude that (5.14) must be true in general.

Next, assuming the round-up property holds, we prove that
\[
\text{conv} \left( w\Lambda_1^* \cap \Lambda_{\text{port}} \cap \mathbb{Z}_m^+ \right) \subseteq \Lambda_w^*. \tag{5.17}
\]
Our proof will demonstrate that no integer point can belong to \( w\Lambda_1^* \) without having a corresponding \( w \)-wavelength service configuration. Consider any integer matrix \( T \in \mathbb{Z}_m^+ \).
By the round-up property, there exists \( \varepsilon \in (0,1) \) such that

\[
\sup_{k \in \mathbb{Z}_+} \frac{k}{W(kT)} T = \frac{1}{\inf_{k \in \mathbb{Z}_+} \frac{W(kT)}{k}} T \leq \frac{1}{W(T) - 1 + \varepsilon} T. \tag{5.18}
\]

By Theorem 5.3.1, (5.18) implies that

\[
\sup \{ \alpha : \alpha T \leq \Lambda_1^* \} \leq \frac{1}{W(T) - 1 + \varepsilon}. \tag{5.19}
\]

Now, we seek the minimum integer scaling \( w^* \) such that \( T \) belongs to \( w^* \Lambda_1^* \),

\[
w^* = \min_{w \in \mathbb{Z}_+, T \in w \Lambda_1^*} w.
\]

Suppose \( w^* \leq W(T) - 1 \). Then since \( T \in w^* \Lambda_1^* \), we obtain

\[
\frac{1}{W(T) - 1} T \in \Lambda_1^*,
\]

which contradicts (5.19). We conclude that \( w^* = W(T) \). Thus, for any integer traffic \( T \), \( T \) is an element of \( w \Lambda_1^* \) only when \( T \) requires \( w \) or fewer wavelengths. Thus, every integer point in \( w \Lambda_1^* \cap \Lambda_{\text{port}} \) has a valid service configuration requiring at most \( w \) wavelengths, implying (5.17) as desired.
Chapter 6

Greedy weighted matching for scheduling the input-queued switch

In this chapter, we study the throughput properties of a network control algorithm that is computationally less complex than that of Tassiulas and Ephremides. In the optical network setting of the previous two chapters, the computational and communication complexity associated with control information dissemination was regarded as a small overhead. As the number of network nodes increases however, this overhead naturally grows. While this overhead is small with respect to the time scale of reconfiguration decisions in the network, it is desirable to employ efficient algorithms to keep the queue information up-to-date as recent as possible. In this chapter, we consider the simple bipartite network graph structure, which is a typical model for input-queued switches, and study the throughput properties of a maximal weight scheduling algorithm.

6.1 Overview and summary of contributions

We consider the scheduling problem for the $n \times n$ input-queued switch. It is widely held that the $O(n^3)$ computational complexity of maximum weight matching is overly burdensome for implementation on a slot-by-slot basis in practical systems operating at high rates [80]. Many practitioners resort to suboptimal matching algorithms in conjunction with speedup to provide optimal throughput performance. In this paper, we consider greedy maximal weight matching as a suboptimal matching algorithm, and we make no use of speedup. We conduct numerical and analytical studies to demonstrate the attractive throughput and delay performance properties of greedy matching based scheduling.

The switch scheduling literature often takes advantage of the simple fact that a greedy weighted matching on a weighted bipartite graph provides a 2-approximation to the weight of the maximum weight matching, and thus that at least 50% throughput is achievable (see e.g. [73]). Consequently, it is simple to demonstrate that 100% throughput is achievable under greedy matching in conjunction with a speedup of two. Less can be found on the
In this chapter, we pursue two important goals:

1. To develop numerical simulations that attest to the attractive throughput and delay properties of greedy weighted matching based schedulers; and

2. To prove the throughput optimality of greedy weighted matching based scheduling in the 2 x 2 input-queued switch.

6.2 Greedy maximal weight matching

A greedy maximal weighted matching on a complete weighted bipartite graph \((S, T, E)\) with \(|S| = |T| = n\) and weight function \(w : E \rightarrow \mathbb{R}_+\) selects sequentially the maximum weighted edge in \((S, T, E)\) while maintaining a matching. For edge \(e \in E\) let \(\sigma(e) \in S\) and \(\tau(e) \in T\) denote the \(S\) and \(T\) vertices corresponding to edge \(e\), respectively. Thus, a greedy maximal weighted matching \(M \subseteq E\) under weight function \(w\) is given as follows. This particular algorithm dates back at least to Reingold and Tarjan [123], where it was studied in complete weighted graphs. In [73,74], the algorithm is considered in complete weighted bipartite graphs, and is referred to as the CQ algorithm. Since the bipartite graph \((S, T, E)\) is complete, the algorithm clearly terminates.

**Algorithm 10** Greedy maximal weight matching algorithm

1: Start with an empty matching, \(M = \{\}\)
2: repeat
3: Select \(e^* \in \arg \max_{\{e \in E : \sigma(e) \neq \sigma(\hat{e}), \tau(e) \neq \tau(\hat{e})\} \forall \hat{e} \in M\}} w(e)
4: \(M \leftarrow M \cup \{e^*\}\)
5: until \(|M| = n\)
6: return \(M\)

6.2.1 Network model and scheduling algorithm

We consider an input-queued switch employing virtual output queues (VOQs) for each source-destination pair. Each queue contains fixed-size cells awaiting transmission to a particular output port of the switch. We consider slotted time, with index \(t\), and assume that one time slot is required for transmission of any cell across the switch fabric. For \(t \geq 0\), we define by \(Q(t)\) the queue occupancy matrix at time \(t\), with \(Q_{ij}(t)\) equal to the number of cells in the queue at input port \(i\) destined to output port \(j\) at time \(t\). The cumulative arrival process is defined as \(A(t)\), with \(A_{ij}(t)\) equal to the total number of cell arrivals to input port \(i\) for destination port \(j\) by time slot \(t\). We assume that VOQ\(_{ij}\) has arrivals at rate \(\lambda_{ij}\) for all \(i, j\). The rate matrix \(\Lambda\) gathers each of these rates together. The set of admissible arrival rate matrices \(\Lambda^*\) is the doubly substochastic region:

\[
\Lambda^* = \left\{ \lambda \geq 0 : \sum_j \lambda_{ij} \leq 1 \forall i, \quad \sum_i \lambda_{ij} \leq 1 \forall j \right\}.
\]
The greedy maximal weighted matching based scheduler is as follows. The algorithm is equivalent to that employed in [73, 74].

**Algorithm 11** Greedy maximal weight matching scheduler for the \( n \times n \) input-queued switch

1. for each time \( t \geq 0 \) do
2. Obtain the complete weighted \( n \times n \) bipartite graph \( (S, T, E) \) with edge weight \( w(e) = Q_{\sigma(e)} r(e)(t) \) for \( e \in E \)
3. Obtain a maximal weight matching \( M \) using Algorithm 10
4. Configure the switch according to \( M \)
5. end for

### 6.3 Numerical study

Here we report the results of our numerical simulations of greedy weighted scheduling. In addition to demonstrating the attractive throughput properties of the scheduler, we also observe delay performance quite similar to that achievable under maximum weight matching based scheduling.

Our simulation scenario considers \( n = 6, 16 \), and a range of throughput levels for simulation. Each throughput level is given by the maximum row/column sum of the arrival rate matrix. At each throughput level, 50 arrival rate matrices are generated randomly and for each rate matrix, a sample path is simulated over \( 2.5 \times 10^5 \) time slots, starting at initial VOQ occupancies of zero. The average queueing delay over each sample path is averaged over the 50 sample paths to generate an individual data point representing the average delay at that throughput level. We present the simulation results in Figure 6-1. The figures present average delay performance over a range of throughput levels for three scheduling algorithms: maximum weight matching, maximal (greedy) weighted matching, and maximal (size) matching. Briefly, a maximal size matching based scheduler greedily selects edges for which any nonzero queue backlog awaits service. Thus, maximal size matching can be likened to maximal weighted matching, where each edge weight is equal to the corresponding VOQ backlog, taken to the power zero.

Note above that maximum weighted matching and the greedy algorithm maintain a close level of delay over the entire range of throughput considered. Additionally, we observe that greedy scheduling never suffers instability over the range of throughput levels. This points to significantly improved throughput performance over the 50% level that can be trivially shown to be sufficient (though clearly not necessary) under any 2-approximation algorithm to maximum weighted matching. The maximal size matching algorithm in both figures shows a throughput loss somewhere in the range of the 0.75 to 0.85 throughput level. These simulations attest that when there is no speedup, maximal size matching demonstrates an observable throughput loss, while maximal weight matching does not.

Given these attractive delay and throughput performance properties of the simulated greedy weighted matching based scheduler, we next analytically pursue the maximum throughput properties of the switch under the greedy algorithm. We begin by considering the \( 2 \times 2 \) switch.
Figure 6-1: Average delay performance over a range of throughput levels for maximal size matching, greedy weight matching, and maximum weight matching based scheduling.
6.4 Greedy matching achieves 100% throughput in the 2 × 2 input-queued switch

For the 2 × 2 switch, there are only two configurations that can be selected as greedy matchings. In matrix form, they are given by

\[
\pi_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \pi_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]

The main result of this section is provided next. It states that the greedy maximal weighted matching based scheduler stabilizes any arrival process with rate matrix belonging to the admissible region \( \Lambda^* \).

**Theorem 6.4.1** For the 2 × 2 input-queued switch, greedy maximal weighted matching based scheduling achieves 100% throughput.

**Proof:** The proof based on fluid limits is straightforward, and can be found in Appendix 6.A. A stronger stability argument for the case of Bernoulli arrivals is made in Appendix 6.B.

It is interesting to note that although the different proofs of Theorem 6.4.1 follow a similar approach, the rate stability argument based on fluid limits is significantly less cumbersome.

6.5 Beyond the 2 × 2 switch

In this section, we seek to understand the throughput properties of \( n \times n \) switches, where \( n \geq 3 \), and of \( n \times m \) switches.

6.5.1 The 3 × 3 switch

In [51], it was shown that the 6-ring (a cycle consisting of 6 edges) can potentially suffer from throughput loss under certain traffic processes, namely a deterministic fluid process with uniform load at each edge.\(^1\) Here, we find that this 6-ring structure makes an appearance in our analysis of the \( n \times n \) switch, for \( n \geq 3 \). In particular, consider the marked entries in the matrix in Figure 6-2(a), where entry \((i, j)\) represents VOQ\(_{ij}\) of the switch. Figure 6-2(b) presents the network graph of edges that must be employed to service these marked VOQ’s. Clearly, two VOQ’s share a vertex if they have and input or output port in common. Note that the edges of the graph in Figure 6-2(b) form the graph \( C_6 \), the 6-ring.

The following theorem establishes that the 3 × 3 switch can only lose throughput on a low-dimensional set of arrival rates. In other words, we can assert that maximal matching based schedulers achieve the network capacity region \( \Lambda^* \), up to a set of Lebesgue measure zero.

\(^1\)We will study the work of [51] at length in Chapters 7 and 8.
Figure 6-2: The appearance of a 6-ring in the $n \times n$ switch, $n \geq 3$. (a) Marked entries indicate VOQ's of interest. (b) The network graph of edges employed in servicing these VOQ's is a 6-ring.

Theorem 6.5.1 The $3 \times 3$ switch is rate stable under greedy maximal weighted matching for all arrival processes having rates belonging to the region $\Lambda^* \setminus \Lambda_3$, where

$$\Lambda_3 = \Lambda^* \cap \left( \{ \lambda : \lambda_{11} - \lambda_{23} = \lambda_{22} - \lambda_{31} = \lambda_{33} - \lambda_{12} \} \cup \{ \lambda : \lambda_{11} - \lambda_{22} = \lambda_{23} - \lambda_{31} = \lambda_{32} - \lambda_{13} \} \cup \{ \lambda : \lambda_{12} - \lambda_{21} = \lambda_{23} - \lambda_{32} = \lambda_{31} - \lambda_{13} \} \cup \{ \lambda : \lambda_{13} - \lambda_{22} = \lambda_{21} - \lambda_{33} = \lambda_{32} - \lambda_{11} \} \cup \{ \lambda : \lambda_{13} - \lambda_{21} = \lambda_{22} - \lambda_{33} = \lambda_{31} - \lambda_{12} \} \right)$$

The set $\Lambda_3$ has Lebesgue measure zero in $\mathbb{R}^3_+$.

Proof: See Appendix 6.C. □

6.5.2 Larger switches

Our result concerning the $3 \times 3$ switch is striking, and immediately calls into question the case of the $n \times n$ switch, for $n \geq 4$. In particular, we wish to explore whether for $n \geq 4$ the measure zero property continues to hold for the set of arrival rates that cannot be guaranteed stabilizable. Here we demonstrate that the $n \times n$ input-queued switch, where $n_1, n_2 \geq 4$, potentially suffers from throughput loss over a non-negligible portion of the switch capacity region.

Consider the marked entries in the matrix in Figure 6-3(a). Figure 6-3(b) presents the network graph of edges that must be employed to service these marked VOQ's. Recall that two VOQ's share a vertex if they have an input or output port in common. Note that the edges of the graph in Figure 6-3(b) form the graph $C_8$, the 8-ring.

In Chapter 8, we demonstrate that $C_8$ fails Local Pooling. The implication of this result is that we cannot conclude that maximal weight matching based scheduling is stable when the set of maximum weighted network graph edges equates to $C_8$. In our input-queued switch context, this implies that whenever a configuration of maximum weighted edges equivalent to that depicted in Figure 6-3 arises, the network cannot be guaranteed stable.

In the $3 \times 3$ scenario above, the appearance of $C_6$ raised a similar concern. Fortunately though, the appearance of $C_6$ implied that the arrival rates must belong to a very small, indeed negligible, set within the switch capacity region. Thus, we could effectively dismiss
all instances where \( C_6 \) could potentially lead to instability. To emphasize the point, we did not attempt to further analyze the stability properties of the switch in cases where \( C_6 \) arises, because such cases can only arise in a negligible subset of the capacity region.

It turns out that the appearance of \( C_8 \) does not have this attractive property. The following theorem demonstrates that \( C_8 \) can arise in a subset of the capacity region having non-zero measure. Consequently, we have no guarantee that the \( n_1 \times n_2 \) switch is rate stable under maximal weight matching based scheduling over the entire capacity region up to a set of measure zero. Indeed, the result says that the set of suspicious arrival rates has non-zero measure.

**Theorem 6.5.2** The set of arrival rates under which \( C_8 \) can arise as the network graph of simultaneously maximum weighted queues has non-zero Lebesgue measure in the \( n_1 \times n_2 \) switch capacity region, where \( n_1, n_2 > 4 \).

**Proof:** See Appendix 6.D. The tools of this proof resemble the stability considerations that arise in the paper of Dimakis and Walrand [51].

**6.5.3 The 2 \( \times \) \( n \) switch**

Here we briefly mention a result that follows from our study of Local Pooling in the next chapter. We have found earlier in this chapter that the 2 \( \times \) 2 switch achieves 100% throughput under maximal weight scheduling. In Chapter 7, we determine several graphs for which Local Pooling is satisfied, and find as a corollary (see Corollary 7.4.2) that any 2 \( \times \) \( n \) switch, with \( n \geq 1 \), also achieves 100% throughput under maximal weight scheduling.

**6.6 Conclusions**

In this chapter, we have set out to consider an algorithm that lends itself to distributed implementation in the network setting. Specifically, instead of employing maxweight scheduling, we consider maximal weight schedulers, which can be implemented using localized control algorithms.

This chapter has focused on the input-queued switch. We began by presenting numerical results attesting to the excellent throughput properties of a maximal weight scheduler. For
for the $2 \times 2$ switch, we proved that maximal weight scheduling is throughput optimal. Finally, for the $3 \times 3$ switch, we demonstrated that although the network cannot be guaranteed to achieve 100\% throughput, the set of arrival rates having suspicious stability properties is a set of measure zero within the switch capacity region.

6.6.1 Future directions

The result of Theorem 6.5.2 does not complete the story regarding the $n \times n$ switch, when $n \geq 4$. It only allows us to say that the set of suspicious arrival rates under which throughput loss may occur has non-zero measure. To actually assert a throughput loss over a non-negligible set of arrival rates, it must be shown that there exist arrival processes under which rate stability fails under maximal weight matching based scheduling. Furthermore, the set of arrival processes for which rate stability fails must have rates that constitute a set of non-zero measure in the switch capacity region.
Appendix

6.A Proof of Theorem 6.4.1 based on fluid limits

The proof begins with a characterization of the fluid limit functions $Q_{ij}, \forall i,j, \bar{A}_{ij}, \forall i,j, D_{ij}, \forall i,j, S^\text{th}$ (recall that we are considering a single-hop algorithm), identically as in Appendix 2.B. It can be shown that the fluid model equations (2.17)-(2.24) hold.

Let $h : \mathbb{R}_+ \to \mathbb{R}_+$ be defined according to $h(t) = \max_{ij} \tilde{Q}_{ij}(t)$. Consider a regular time $t \geq 0$ at which $h(t) > 0$. There are several cases of interest, which we will address in turn. Suppose first that $\max\{\tilde{Q}_{11}(t), \tilde{Q}_{22}(t)\} > \max\{\tilde{Q}_{12}(t), \tilde{Q}_{21}(t)\}$. From (2.20) we have that

$$\dot{Q}_{11}(t) = \lambda_{11} - \hat{D}_{11}(t), \quad \dot{Q}_{22}(t) = \lambda_{22} - \hat{D}_{22}(t).$$

Because of our assumption, we must have that $\hat{D}_{11}(t) = 1$ if $\tilde{Q}_{11}(t) > \tilde{Q}_{22}(t)$ and $\hat{D}_{22}(t) = 1$ if $\tilde{Q}_{11}(t) \leq \tilde{Q}_{22}(t)$. To see why this is true, one must consider the scaled functions that converge to the fluid limit functions, and note that in the locality of time $t$, the maximal weight scheduling algorithm allocates service exclusively to configuration $\pi_1$. Consequently, we obtain

$$\dot{h}(t) \leq \max\{\lambda_{11}, \lambda_{22}\} - 1 \leq 0,$$

where the second inequality follows by the assumption of a doubly substochastic arrival rate matrix $\lambda$. By symmetry, we can conclude that $\dot{h}(t) \leq 0$ if $\max\{\tilde{Q}_{11}(t), \tilde{Q}_{22}(t)\} < \max\{\tilde{Q}_{12}(t), \tilde{Q}_{21}(t)\}$.

The only remaining case to consider is where $\max\{\tilde{Q}_{11}(t), \tilde{Q}_{22}(t)\} = \max\{\tilde{Q}_{12}(t), \tilde{Q}_{21}(t)\}$. This case yields several subcases, as follows.

1. $h(t) = Q_{11}(t) = Q_{12}(t) > \{Q_{21}(t), Q_{22}(t)\}$. Here, we must have $\hat{D}_{11}(t) + \hat{D}_{12}(t) = 1$. Further, because $t$ is a regular time, we have that $h(t) = \lambda_{11} - \hat{D}_{11}(t) = \lambda_{12} - \hat{D}_{12}(t)$. By algebraic manipulation, we obtain $\dot{h}(t) = \frac{1}{2}(\lambda_{11} + \lambda_{12}) - 1 \leq 0$.

2. $h(t) = Q_{11}(t) = Q_{12}(t) = Q_{21}(t) > Q_{22}(t)$. Here, we must have $\hat{D}_{11}(t) + \hat{D}_{12}(t) = 1$. Also we must have $\hat{D}_{12}(t) = \hat{D}_{21}(t)$, which implies that this subcase cannot occur unless $\lambda_{12} = \lambda_{21}$. Similarly to the first case, algebraic manipulation provides $\dot{h}(t) \leq 0$.

3. $h(t) = Q_{11}(t) = Q_{12}(t) = Q_{21}(t) = Q_{22}(t)$. Here, we must have $\hat{D}_{11}(t) + \hat{D}_{12}(t) = 1$. Also we must have $\hat{D}_{11}(t) = \hat{D}_{22}(t)$ and $\hat{D}_{12}(t) = \hat{D}_{21}(t)$, which implies that this subcase cannot occur unless $\lambda_{11} = \lambda_{22}$ and $\lambda_{12} = \lambda_{21}$. Similarly to the first case, algebraic manipulation provides $\dot{h}(t) \leq 0$.

This set of subcases is complete, in that any other instance can be translated to one of the above subcases through a relabeling of the switch ports.

We have demonstrated that at any regular time at which $h(t) > 0$, then $\dot{h}(t) \leq 0$. Since $h(0) = 0$, we must then have that $h(t) = 0$ almost everywhere. Then, we must have
that $Q(t) = 0$ almost everywhere and the fluid model is weakly stable. Consequently the queueing system under greedy weighted matching is rate stable.

6.B Proof of Theorem 6.4.1 for Bernoulli arrivals using a Lyapunov drift argument

The proof is carried out by demonstrating that the queueing system under the maximal weight matching algorithm is weakly stable. We adopt the following characterization for weak stability [87].

**Definition 6.B.1** The Markov Chain $(Q(t), t \in \mathbb{Z}_+)$ is weakly stable if there exists a Lyapunov function $V$ such that for any $\epsilon > 0$, there exists $B > 0$ such that

$$\lim_{t \to \infty} P[V(Q(t)) > B] < \epsilon.$$ 

We make use of the following Lyapunov function, $V: \mathbb{R}^{2x2}_+ \to \mathbb{R}_+$. Let $Q = (Q_{ij})$ be a $2 \times 2$ matrix. Then $V(Q) = \max_{ij} Q_{ij}$.

For the entire proof, we assume without loss of generality that $\text{VOQ}_{11}$ has the maximum number of cells: $Q_{11} \geq Q_{ij}, \forall i, j = 1, 2$. Any other case can be trivially converted to this scenario by relabeling the input/output ports. We divide the proof into two key cases: the first case has $\pi_1$ strictly dominating $\pi_2$ under greedy matching, and the second case has $\pi_1$ equivalent to $\pi_2$ as greedy choices.

For the proof, we assume $\lambda \in \Lambda^*$ is strictly doubly substochastic:

$$\sum_j \lambda_{ij} < 1, \forall i \quad \sum_i \lambda_{ij} < 1, \forall j.$$

**6.B.1 Case 1: $Q_{11}(t) > \max\{Q_{12}(t), Q_{21}(t)\}$**

In this section we consider the simple case where there is no ambiguity about which configuration is dominant. We assume without loss of generality that $Q_{11}(t)$ is strictly larger than $\max\{Q_{12}(t), Q_{21}(t)\}$.

**Lemma 6.B.1** When the queue occupancy matrix $Q(t)$ satisfies $Q_{11}(t) - 1 \geq Q_{12}(t)$, $Q_{11}(t) - 1 \geq Q_{21}(t)$, and $Q_{11}(t) \geq Q_{22}(t)$,

$$E[V(Q(t+1)) - V(Q(t))|Q(t)] \leq -(1 - \lambda_{11})(1 - \lambda_{12})(1 - \lambda_{21})(1 - \lambda_{22}).$$

**Proof:** Assume $V(Q(t)) \geq 1$, with $Q_{11}(t) - 1 \geq Q_{12}(t)$, $Q_{11}(t) - 1 \geq Q_{21}(t)$, and $Q_{11}(t) \geq Q_{22}(t)$. Designating $a_{ij}(t)$ as the number of arrivals to VOQ$_{ij}$ at the beginning of
time slot \( t \), we have
\[
\begin{align*}
Q_{11}(t + 1) &= Q_{11}(t) - 1 + a_{11}(t + 1) \\
Q_{12}(t + 1) &= Q_{12}(t) + a_{12}(t + 1) \\
Q_{21}(t + 1) &= Q_{21}(t) + a_{21}(t + 1) \\
Q_{22}(t + 1) &= \max\{Q_{22}(t) - 1, 0\} + a_{22}(t + 1)
\end{align*}
\]

We are interested in finding an upper-bound for the expression \( E[V(Q(t + 1)) - V(Q(t))|Q(t)] \). Since the quantity \( V(Q(t + 1)) - V(Q(t)) \) can only take on the value 0 or –1 in this case (due to Bernoulli arrivals and the service restriction of one cell from each queue per time slot), we must lower bound the probability of the event \( \{V(Q(t + 1)) - V(Q(t)) = -1 | Q(t)\} \). Clearly, this occurs when \( Q_{11}(t) - 1 = Q_{12}(t) = Q_{21}(t) = Q_{22}(t) - 1 \), since an arrival to any VOQ at the beginning of time slot \( t + 1 \) results in \( V(Q(t + 1)) = V(Q(t)) \). The following bounds are then evident, under the assumed Bernoulli-distributed arrivals.

\[
P[V(Q(t + 1)) = V(Q(t))|Q(t)] \leq 1 - (1 - \lambda_{11})(1 - \lambda_{12})(1 - \lambda_{21})(1 - \lambda_{22}) \quad (6.1)
\]

\[
P[V(Q(t + 1)) = V(Q(t)) - 1|Q(t)] \geq (1 - \lambda_{11})(1 - \lambda_{12})(1 - \lambda_{21})(1 - \lambda_{22}). \quad (6.2)
\]

Since (6.1) and (6.2) completely characterize the difference \( V(Q(t + 1)) - V(Q(t)) \) in this scenario, we have

\[
E[V(Q(t + 1)) - V(Q(t))|Q(t)] = 0 \cdot P[V(Q(t + 1)) - V(Q(t)) = 0|Q(t)]
- 1 \cdot P[V(Q(t + 1)) - V(Q(t)) = -1|Q(t)]
\leq -(1 - \lambda_{11})(1 - \lambda_{12})(1 - \lambda_{21})(1 - \lambda_{22}).
\]

The remainder of this section treats the case where the maximum element of \( \{Q_{11}(t), Q_{22}(t)\} \) equals the maximum element of \( \{Q_{12}(t), Q_{21}(t)\} \).

### 6.B.2 Drift analysis for a simple two queue system

In this section, we analyze a simple two queue system and characterize an important drift property of the Markov chain describing the system’s queue evolution. We will subsequently (in Section 6.B.3) derive conditions on the \( 2 \times 2 \) input-queued switch in order to take advantage of the drift properties of the simple two queue system.

Consider a queueing system consisting of two queues, with respective backlogs at time \( t \) equal to \( Z_1(t) \), \( Z_2(t) \). These queues are subject to Bernoulli arrivals with possibly time-varying rates. Let \( A_1(t), A_2(t) \) be the cumulative arrivals to queues \( Z_1 \), \( Z_2 \) respectively, up to and including time \( t \). There is a single server that is only able to serve one of the two queues at a time, with one unit of service at a queue resulting in a reduction in the queue’s backlog by one cell at the end of the time slot. The scheduling policy employed is longest queue first (LQF), where the queue having maximum backlog is serviced at each slot, with queue 1 chosen as the default queue for service in the event of equal queue backlogs. Suppose
at time $t$, $Z_1(t) = Z_2(t) = a \geq 0$, and there exist $\bar{\tau}, k$, such that the expected number of arrivals to $Z_1$ and $Z_2$ are upper-bounded by $r_1$ and $r_2$, respectively, for each time slot in the range $t + \bar{\tau}, \ldots, t + \bar{\tau} + k$. We are interested in understanding the expected drift of this queueing system from time slot $t$ through time slot $t + \bar{\tau} + k$, given by

$$d(n, \bar{\tau}, k, a) = E[\max\{Z_1(t + \bar{\tau} + k), Z_2(t + \bar{\tau} + k)\} - \max\{Z_1(t), Z_2(t)\} | Z(t) = (a, a)].$$

Above, we denote $Z(t) = (Z_1(t), Z_2(t))$.

The following lemma demonstrates that when $|Z_1(t) - Z_2(t)| \leq 2$, then after any number of time slots, prior to the arrivals, $Z_1$ and $Z_2$ are within 1 unit of each other. For convenience, we denote the queue backlogs prior to arrivals by

$$\hat{Z}_1(t) = Z_1(t) - (A_1(t) - A_1(t - 1)) \quad \hat{Z}_2(t) = Z_2(t) - (A_2(t) - A_2(t - 1)).$$

**Lemma 6.B.2** When $|Z_1(t) - Z_2(t)| \leq 2$, then for $k \geq 1$, $|\hat{Z}_1(t + k) - \hat{Z}_2(t + k)| \leq 1$.

**Proof:** Our proof is by induction. Assume $|Z_1(t) - Z_2(t)| \leq 2$. Without loss of generality, we assume that max$\{Z_1(t), Z_2(t)\} = Z_1(t)$, from which we can assume without loss of generality that under LQF, queue 1 is selected for service at time slot $t$. Then, $|\hat{Z}_1(t + 1) - \hat{Z}_2(t + 1)| \leq 1$. For the inductive step, assume that $|\hat{Z}_1(t + k) - \hat{Z}_2(t + k)| \leq 1$. Thus it must be true that the arrivals at time slot $t + k$ are such that $|Z_1(t + k) - Z_2(t + k)| \leq 2$.

Under LQF, the service over time slot $k$ is applied to queue $i$, where $Z_i(t + k) \geq Z_j(t + k), i \neq j$. This implies $|\hat{Z}_1(t + k + 1) - \hat{Z}_2(t + k + 1)| \leq 1$, which completes the induction.

The following lemma bounds the $(\bar{\tau} + k)$-slot drift in our two-queue system, when both queue occupancies are initially equal.

**Lemma 6.B.3** Consider the case $Z_1(t) = Z_2(t) = a$. Suppose there exist integers $\bar{\tau}, k \geq 0$ such that for each slot in the range $t + \bar{\tau} + 1, \ldots, t + \bar{\tau} + k$, the expected number of arrivals to queues 1, 2 are upper-bounded by $r_1, r_2$, respectively. Then, when $a \geq \bar{\tau} + k$,

$$d(t, \bar{\tau}, k, a) \leq \frac{3 + \bar{\tau}}{2} - \frac{r_1 + r_2}{2} - \frac{k(1 - r_1 - r_2)}{2} \quad (6.3)$$

**Proof:** Let $Z_1(t) = Z_2(t) = a \geq \bar{\tau} + k$. For time slots $t, \ldots, t + \bar{\tau}$, a maximum of $2\bar{\tau}$ arrivals can occur in total to both queues. Over $\bar{\tau}$ slots, $\bar{\tau}$ total cells must be serviced from the queues under LQF. By Lemma 6.B.2, $|Z_1(t + \bar{\tau}) - Z_2(t + \bar{\tau})| \leq 2$. Thus, the total number of cells in both queues at time $t + \bar{\tau}$ is at most $2a + \bar{\tau}$, which implies $\max\{Z_1(t + \bar{\tau}), Z_2(t + \bar{\tau})\} \leq a + \bar{\tau}/2 + 1$.

Subsequent to time $t + \bar{\tau}$, assume for each time slot that the expected number of arrivals to queues $Z_1, Z_2$ is upper-bounded by $r_1, r_2$, respectively. We consider the sum total number of arrivals to both queues from time slot $t + \bar{\tau} + 1$ through time $t + \bar{\tau} + k - 1$. Define

$$\rho(i, \bar{\tau}, k) \triangleq P[A_1(t + \bar{\tau} + k - 1) - A_1(t + \bar{\tau}) + A_2(t + \bar{\tau} + k - 1) - A_2(t + \bar{\tau}) = i | Z(t)].$$
From Lemma 6.B.2, it is clear that after \( k - 1 \) arrival opportunities and \( k \) service opportunities to the queues \( Z_1, Z_2 \), irrespective of the manner in which the arrivals and service occurred, the queue backlogs must be within 1 cell of one another. We can then conclude that if \( i \) total arrivals occurred to the queues over time slots \( t + \bar{\tau} + 1, \ldots, t + \bar{\tau} + k \), the queue backlogs (in no particular order) are upper-bounded by

\[
a + \left[ \frac{\bar{\tau} + i - k}{2} \right], \quad a + \left[ \frac{\bar{\tau} + i - k}{2} \right]. \tag{6.4}
\]

To complete the characterization of the drift, we must account for the arrivals at time slot \( t + \bar{\tau} + k \). A sufficient bound is to assign probability 1 to the occurrence of an additional arrival to the maximum-valued queue. The drift is then upper-bounded by

\[
d(t, \bar{\tau}, k, a) \leq \sum_{i=0}^{2k-2} \left( 1 + \frac{1}{2} + \frac{\bar{\tau} + i - k}{2} \right) \rho(i, \bar{\tau}, k),
\]

\[
= \frac{3 + \bar{\tau} - k}{2} + \frac{1}{2} \sum_{i=0}^{2k-2} i \rho(i, \bar{\tau}, k),
\]

\[
= \frac{3 + \bar{\tau} - k}{2} + \frac{1}{2} E[A_1(t + \bar{\tau} + k - 1) - A_1(t + \bar{\tau}) + A_2(t + \bar{\tau} + k - 1) - A_2(t + \bar{\tau})]. \tag{6.5}
\]

The limits of the sum in (6.5) account for up to \( 2(k - 1) \) total arrivals to the queues over \( k - 1 \) time slots. The 1 in (6.5) corresponds to the additional cell whose arrival occurs with probability 1 at time \( t + \bar{\tau} + k \), and the \( 1/2 \) term in (6.5) provides a bound on the ceiling of (6.4). The expectation at right in (6.6) is effectively upper-bounded as follows,

\[
E[A_1(t + \bar{\tau} + k - 1) - A_1(t + \bar{\tau}) + A_2(t + \bar{\tau} + k - 1) - A_2(t + \bar{\tau})]
\]

\[
= \sum_{i=0}^{k-2} (E[A_1(t + \bar{\tau} + i + 1) - A_1(t + \bar{\tau} + i)] + E[A_2(t + \bar{\tau} + i + 1) - A_2(t + \bar{\tau} + i)])
\]

\[
\leq (k - 1)(r_1 + r_2). \tag{6.6}
\]

Above, (6.7) follows because at each time slot, we have assumed that the expected number of Bernoulli arrivals at queues \( Z_1, Z_2 \) are upper-bounded by \( r_1, r_2 \) respectively. (6.3) follows immediately.

We have now established the necessary tools that will be used in our remaining development of the stability of the \( 2 \times 2 \) switch.

### 6.B.3 Case 2: \( Q_{11}(t) = \max\{Q_{12}(t), Q_{21}(t)\} \)

In this section, we return our attention to the \( 2 \times 2 \) switch, and we deal with the more interesting case of when both \( \pi_1 \) and \( \pi_2 \) are valid selections according to the greedy weighted
matching algorithm. We assume without loss of generality that \( Q(t) \) has the form

\[
Q(t) = \begin{bmatrix} a & a \\ b & c \end{bmatrix},
\]

(6.8)

where \( a \geq b \geq 0 \) and \( a \geq c \geq 0 \).

We make use of the same notation as in the previous section, namely the queuing variables \( Z_1 \) and \( Z_2 \). We will demonstrate how these variables fit naturally in the analysis of Section 6.B.2. We study the probability of an increase in either \( Z_1(t + t') = \max\{Q_{11}(t + t'), Q_{22}(t + t')\} \) or \( Z_2(t + t') = \max\{Q_{12}(t + t'), Q_{21}(t + t')\} \) due to cell arrivals. Here, \( Z_1, Z_2 \) may be considered as a pair of induced queues corresponding to \( \pi_1, \pi_2 \), respectively. We shall study the conditions under which \( Z_1 \) and \( Z_2 \) satisfy the conditions of Lemma 6.B.3.

Given \( Q(t) \) of the form (6.8), the expected number of arrivals at \( Z_1 \) at time \( t + t' \) is given by

\[
\mu_1(t + t') = (\lambda_{11} + \lambda_{22} - \lambda_{11} \lambda_{22})P[Q_{11}(t + t') = Q_{22}(t + t')|Q(t)]
+ \lambda_{11}P[Q_{11}(t + t') > Q_{22}(t + t')|Q(t)] + \lambda_{22}P[Q_{11}(t + t') < Q_{22}(t + t')|Q(t)],
\]

Similarly, the expected number of arrivals at \( Z_2 \) at time \( t + m \) is given by

\[
\mu_2(t + t') = (\lambda_{12} + \lambda_{21} - \lambda_{12} \lambda_{21})P[Q_{12}(t + t') = Q_{21}(t + t')|Q(t)]
+ \lambda_{12}P[Q_{12}(t + t') > Q_{21}(t + t')|Q(t)] + \lambda_{21}P[Q_{12}(t + t') < Q_{21}(t + t')|Q(t)].
\]

Define

\[
\gamma = \frac{1}{4} (1 - \max\{\lambda_{11}, \lambda_{22}\} - \max\{\lambda_{12}, \lambda_{21}\}).
\]

If we can obtain the bound

\[
(\lambda_{11} + \lambda_{22} - \lambda_{11} \lambda_{22})P[Q_{11}(t + t') = Q_{22}(t + t')|Q(t)] < \gamma,
\]

(6.9)

then we can conclude

\[
\mu_1(t + t') < \frac{1}{4} (1 - \max\{\lambda_{11}, \lambda_{22}\} - \max\{\lambda_{12}, \lambda_{21}\}) + \max\{\lambda_{11}, \lambda_{22}\}
= \frac{1}{4} + \frac{3}{4} \max\{\lambda_{11}, \lambda_{22}\} - \frac{1}{4} \max\{\lambda_{12}, \lambda_{21}\}
\geq r_1.
\]

Similarly for \( \mu_2(t + t') \), if

\[
(\lambda_{12} + \lambda_{21} - \lambda_{12} \lambda_{21})P[Q_{12}(t + t') = Q_{21}(t + t')|Q(t)] < \gamma,
\]

(6.10)
then we can conclude
\[
\mu_2(t + t') < \frac{1}{4}(1 - \max\{\lambda_{11}, \lambda_{22}\} - \max\{\lambda_{12}, \lambda_{21}\}) + \max\{\lambda_{12}, \lambda_{21}\}
\]
\[
= \frac{1}{4} - \frac{1}{4}\max\{\lambda_{11}, \lambda_{22}\} + \frac{3}{4}\max\{\lambda_{12}, \lambda_{21}\}
\]
\[
\triangleq r_2.
\]

In this section we will establish the upper-bounds \(r_1, r_2\), implying that the induced queues \(Z_1, Z_2\) will fit into the drift analysis of Section 6.B.2.

Define the constant
\[
\xi_0 = \left[\frac{3 - r_1 - r_2}{1 - r_1 - r_2}\right] + 1,
\]
such that Lemma 6.B.3 can be applied to induced queues \(Z_1, Z_2\), with values \(\bar{r} = 0, k = \xi_0, a \geq 2\xi_0\) such that \(d(n, 0, \xi_0, a) < 0\) when \(r_1 + r_2 < 1\).

**Lemma 6.B.4** If \(\alpha - \gamma > 2\xi_0\) and \(\alpha - \beta > 2\xi_0, \alpha \geq 2\xi_0 + 1\), then

\[
P[Q_{11}(t + t') = Q_{22}(t + t')|Q(t)] = 0, \quad t' = 1, 2, \ldots, \xi_0 \quad (6.11)
\]
\[
P[Q_{12}(t + t') = Q_{21}(t + t')|Q(t)] = 0, \quad t' = 1, 2, \ldots, \xi_0 \quad (6.12)
\]

**Proof:** Over time slots \(t, \ldots, t + \xi_0 - 1\), the greedy matching algorithm ensures \(Q_{11}\) decreases by at most \(\xi_0\) cells. The backlog \(Q_{22}\) cannot increase by more than \(\xi_0\) cells over time slots \(t, \ldots, t + \xi_0\). Then we must have that \(Q_{11}(t + t') \geq a - \xi_0\) and \(Q_{22}(t + t') < a - \xi_0\) for \(t' = 1, 2, \ldots, t + \xi_0\), from which (6.11) follows. The proof for (6.12) follows identically and is omitted.

Lemma 6.B.4 ensures that (6.9) and (6.10) are satisfied over slots \(t, \ldots, t + \xi_0\). Thus the drift of induced queues \(Z_1, Z_2\) in any switch state satisfying the assumptions of Lemma 6.B.4 is negative after \(\xi_0\) time slots.

**Lemma 6.B.5** If \(\alpha - \gamma \leq 2\xi_0\), then there exist \(\bar{r}_1, \xi_1\) such that if \(\alpha - \beta > 2(\bar{r}_1 + \xi_1)\) and \(\alpha \geq 2\xi_0 + 2\xi_1 + 2\bar{r}_1\), then

\[
P[Q_{11}(t + t') = Q_{22}(t + t')|Q(t)] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}, \quad t' = \bar{r}_1 + 1, \ldots, \bar{r}_1 + \xi_1 \quad (6.13)
\]
\[
P[Q_{12}(t + t') = Q_{21}(t + t')|Q(t)] = 0, \quad t' = 1, \ldots, \bar{r}_1 + \xi_1 \quad (6.14)
\]

**Proof:** For any \(t'\) such that over time slots \(t, \ldots, t + t'\), neither \(\text{VOQ}_{11}\) or \(\text{VOQ}_{22}\) reaches zero occupancy, we have

\[
Q_{11}(t + t') - Q_{22}(t + t') = a - c + (A_{11}(t + t') - A_{11}(t)) - (A_{22}(t + t') - A_{22}(t)). \quad (6.15)
\]

The expression \((A_{11}(t + t') - A_{11}(t)) - (A_{22}(t + t') - A_{22}(t))\) can be regarded as a summation of \(t'\) i.i.d. random variables, each of which take values from the set \([-1, 0, 1]\). Using
(6.15), we have for any \( t' \) such that over time slots \( t, \ldots, t + t' \), neither VOQ\(_{11} \) or VOQ\(_{22} \) reaches zero occupancy that

\[
P[Q_{11}(t+t') = Q_{22}(t+t') | Q(t)] = P[(A_{11}(t+t') - A_{11}(t)) - (A_{22}(t+t') - A_{22}(t)) = c - a].
\]

We throw out the case of \( \lambda_{11} = \lambda_{22} = 0 \), since in this case, \( Q_{11}(t) = 0, Q_{22}(t) = 0, \forall n \) almost surely. For any other \( \lambda_{11}, \lambda_{22} \) values, a simple normal approximation to the i.i.d. summation guarantees the existence of \( \bar{\tau}_1^{a-c} \) such that for all \( t' > \bar{\tau}_1^{a-c} \),

\[
P[(A_{11}(t+t') - A_{11}(t)) - (A_{22}(t+t') - A_{22}(t)) = c - a] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}.
\]

Taking the maximum over all \( a - c \) values considered in this lemma, we obtain a common value \( \bar{\tau}_1 \) such that after time \( t + \bar{\tau}_1 \), (6.16) is satisfied:

\[
P[(A_{11}(t+t') - A_{11}(t)) - (A_{22}(t+t') - A_{22}(t)) = c - a] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}.
\]

Lemma 6.B.5 provides that (6.9) and (6.10) are satisfied over slots \( t + \bar{\tau}_1, \ldots, t + \bar{\tau}_1 + \xi_1 \). We have defined \( \xi_1 \) such that Lemma 6.B.3 can be applied to induced queues \( Z_1, Z_2 \), with values \( \bar{\tau} = \bar{\tau}_1, k = \xi_1, a \geq 2\xi_0 + 2\xi_2 + 2\bar{\tau}_1 \) such that \( d(t, \bar{\tau}_1, \xi_1, a) < 0 \) when \( r_1 + r_2 < 1 \). Thus the drift of induced queues \( Z_1, Z_2 \) in any switch state satisfying the assumptions of Lemma 6.B.5 is negative after \( \xi_1 + \bar{\tau}_1 \) time slots.

Corollary 6.B.1 If \( a - b \leq 2\xi_0 \), then there exist \( \bar{\tau}_2, \xi_2 \) such that if \( a - c > 2(\bar{\tau}_2 + \xi_2) \) and \( a \geq 2\xi_0 + 2\xi_2 + 2\bar{\tau}_2 \) then

\[
P[Q_{11}(t+t') = Q_{22}(t+t') | Q(t)] = 0, \quad t' = 1, \ldots, \bar{\tau}_2 + \xi_2
\]

\[
P[Q_{12}(t+t') = Q_{21}(t+t') | Q(t)] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}, \quad t' = \bar{\tau}_2 + 1, \ldots, \bar{\tau}_2 + \xi_2
\]

Proof: The proof follows identically to the proof of Lemma 6.B.5. \( \blacksquare \)

Note in Corollary 6.B.1 that \( \xi_2 \) is the number of time slots required to ensure \( d(t, \bar{\tau}_2, \xi_2, a) < 0 \), when \( a \geq 2\xi_0 + 2\bar{\tau}_2 + 2\bar{\tau}_2 \). Thus the drift of induced queues \( Z_1, Z_2 \) in any switch state satisfying the assumptions of Corollary 6.B.1 is negative after \( \xi_2 + \bar{\tau}_2 \) time slots.

Denote \( \bar{\tau}_3 = \max\{\bar{\tau}_1, \bar{\tau}_2\} \) and \( \xi_3 = \max\{\xi_1, \xi_2\} \).
Table 6.1: Required values for $a, \tau, k$ for different possible $a - b, a - c$ values, such that when $Q(t)$ is as in (6.8), then the drift of the induced queues $Z_1, Z_2$ is negative: $d(n, \tau, k, a) < 0.$

<table>
<thead>
<tr>
<th>$a - b$</th>
<th>$a - c$</th>
<th>$a \geq \tau$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 2\xi_0$</td>
<td>$&gt; 2\xi_0$</td>
<td>$2\xi_0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$&gt; 2\tau_1 + \xi_1$</td>
<td>$\leq 2\xi_0$</td>
<td>$2\xi_0 + 2\xi_1 + 2\tau_1$</td>
<td>$\tau_1$</td>
</tr>
<tr>
<td>$\leq 2\xi_0$</td>
<td>$&gt; 2\tau_2 + 2\xi_2$</td>
<td>$2\xi_0 + 2\xi_2 + 2\tau_2$</td>
<td>$\tau_2$</td>
</tr>
<tr>
<td>$\leq 2(\tau_3 + \xi_3)$</td>
<td>$\leq 2(\tau_3 + \xi_3)$</td>
<td>$3(\tau_3 + \xi_3)$</td>
<td>$\tau_3$</td>
</tr>
</tbody>
</table>

Lemma 6.B.6 If $a - b \leq 2(\tau_3 + \xi_3)$ and $a - c \leq 2(\tau_3 + \xi_3)$ and $a \geq 3(\tau_3 + \xi_3)$ then

$$P[Q_{11}(t + t') = Q_{22}(t + t') | Q(t)] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}, \quad t' = \tau_3 + 1, \ldots, \tau_3 + \xi_3 \quad (6.17)$$

$$P[Q_{12}(t + t') = Q_{21}(t + t') | Q(t)] < \frac{\gamma}{\lambda_{11} + \lambda_{22} - \lambda_{11}\lambda_{22}}, \quad t' = \tau_3 + 1, \ldots, \tau_3 + \xi_3 \quad (6.18)$$

Proof: From Lemma 6.B.5 and Corollary 6.B.1, it is clear that $\tau_3$ slots are sufficient to ensure convergence of the expected number of arrivals to induced queues $Z_1, Z_2$ to less than $r_1, r_2$, respectively. This entire discussion is valid so long as no queue reaches zero occupancy over time slots $t, \ldots, t + \tau_3 + \xi_3 - 1$. Clearly, restricting $a \geq 3(\tau_3 + \xi_3)$ and $b, c \geq \tau_3 + \xi_3$ is sufficient to guarantee this condition. Thus (6.17) and (6.18) follow as desired.

Note in Lemma 6.B.6 that $\xi_3$ is the number of time slots required to ensure $d(t, \tau_3, \xi_3, a) < 0$, when $a \geq 3\tau_3 + 3\xi_3$. Thus the drift of induced queues $Z_1, Z_2$ in any switch state satisfying the assumptions of Lemma 6.B.6 is negative after $\xi_3 + \tau_3$ time slots.

We have organized the results of this section in Table 6.1. The table shows the range of $a - b, a - c$ values accounted for by the results of this section. Since $a \geq b, a \geq c$, we conclude that all possible values have been considered. We now have all the tools necessary to prove Theorem 6.4.1.

6.B.4 Proof of Theorem 6.4.1

The proof is through a Lyapunov drift argument. We will determine a sequence of time slot indices $(\zeta_i, i \in \mathbb{Z}_+)$ such that $\zeta_0 = 0$, there exists $M < \infty$ such that $\zeta_{i+1} - \zeta_i < M$, and

$$E[V(Q(\zeta_{i+1})) - V(Q(\zeta_i)) | Q(\zeta_i)] < 0, \quad V(Q(\zeta_i)) > 0 \quad (6.19)$$

$$E[V(Q(\zeta_{i+1})) | Q(\zeta_i)] < \infty, \quad V(Q(\zeta_i)) \leq 0 \quad (6.20)$$

for all $i \geq 0$.

Consider any integer $i \geq 0$. At time $\zeta_i$, suppose $V(Q(\zeta_i)) \geq 2\xi_0 + 3(\tau_3 + \xi_3) = \nu$. The system state $Q(\zeta_i)$ is accounted for by one of Lemmas 6.B.1, 6.B.4, 6.B.5, 6.B.6, and
Table 6.2: Values of $\zeta_{i+1} - \zeta_i$ required under the conditions of the Lemmas and Corollary of Section 6.B.3

<table>
<thead>
<tr>
<th>Case covered by</th>
<th>$\zeta_{i+1} - \zeta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lemma 6.B.1</td>
<td>1</td>
</tr>
<tr>
<td>Lemma 6.B.4</td>
<td>$\xi_0$</td>
</tr>
<tr>
<td>Lemma 6.B.5</td>
<td>$\bar{\tau}_1 + \xi_1$</td>
</tr>
<tr>
<td>Corollary 6.B.1</td>
<td>$\bar{\tau}_2 + \xi_2$</td>
</tr>
<tr>
<td>Lemma 6.B.6</td>
<td>$\bar{\tau}_3 + \xi_3$</td>
</tr>
</tbody>
</table>

Corollary 6.B.1. For Lemma 6.B.1 to be valid, we require $V(Q(\zeta_i)) \geq 1$, which is satisfied by $\nu$. For Lemmas 6.B.4, 6.B.5, 6.B.6 and Corollary 6.B.1, the values are listed as restrictions on the variable $a$ in Table 6.1. Each of these are satisfied by $\nu$. Recall the condition for achieving negative drift under the $\bar{\tau}, k$ values listed in Table 6.1 is that $r_1 + r_2 < 1$. Under this condition the values of $\bar{\tau}, k$ in Table 6.1 will yield negative drift, with the values for $\zeta_{i+1}$ listed in Table 6.2. This completes the characterization of (6.19).

The only remaining case is when $V(Q(\zeta_i)) \leq \nu$. In this case, we use $\zeta_{i+1} = \zeta_i + 1$. Then it is clear under Bernoulli arrivals that $|V(Q(\zeta_{i+1})) - V(Q(\zeta_i))| \leq 1$, implying (6.20).

The above application of Lemma 6.B.1 requires only that $0 \leq \lambda_{ij} < 1, \forall i, j$. Further, the above application of Lemmas 6.B.3, 6.B.4, 6.B.5, 6.B.6, and Corollary 6.B.1 holds for any $r_1 + r_2 < 1$. The following lemma connects this requirement to the admissible region of rates.

**Lemma 6.B.7** $r_1 + r_2 < 1$ if and only if $\lambda$ is strictly doubly substochastic.

**Proof:** Suppose $r_1 + r_2 < 1$. This is equivalent to

$$\frac{1}{2} + \frac{1}{2} \max\{\lambda_{11}, \lambda_{22}\} + \frac{1}{2} \max\{\lambda_{12}, \lambda_{21}\} < 1.$$  

Rearranging, we obtain $\max\{\lambda_{11}, \lambda_{22}\} + \max\{\lambda_{12}, \lambda_{21}\} < 1$, which implies $\lambda$ is strictly doubly substochastic. Conversely, suppose that $\lambda$ is strictly doubly substochastic. Then (6.21) is satisfied, and we conclude $r_1 + r_2 < 1$.

Thus, our proof of stability will follow for any strictly doubly substochastic $\lambda$. In order to conclude that Foster's Criteria [13, Ch I, Prop. 5.3] are satisfied for positive recurrence of the embedded Markov Chain $(Q(\zeta_i), i \in \mathbb{Z}^+)$, it is necessary (and trivial) to demonstrate that the embedded chain has a single irreducible class.

Since $(Q(\zeta_i), i \in \mathbb{Z}^+)$ is irreducible, $\inf_{Q \in \mathbb{R}^{2x2}} V(Q) = 0$, and by (6.19), (6.20), [13, Ch I Prop. 5.3] implies $(Q(\zeta_i), i \in \mathbb{Z}^+)$ is positive recurrent. As explained in [87], we may then conclude that for any $\epsilon > 0$, there exists finite $B_1 > 0$ such that

$$\lim_{i \to \infty} P[V(Q(\zeta_i)) > B_1] < \epsilon.$$  
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Finally, we turn our attention to the weak stability of the queue backlog process, \((Q(t), t \in \mathbb{Z}^+)\). Define \(\kappa(t)\) as the maximum index \(j\) such that \(\zeta_j \leq t\): \(\kappa(t) = \max\{j : \zeta_j \leq t\}\). Also, define \(M = \max\{1, \zeta_0, \tau_1 + \zeta_1, \tau_2 + \zeta_2, \tau_3 + \zeta_3\}\). Clearly \(M\) is a finite constant providing an upper bound on \(\zeta_{i+1} - \zeta_i\) for any \(i \geq 0\). Then

\[
V(Q(t)) = V(Q(\zeta_{\kappa(t)})) + (V(Q(t)) - V(Q(\zeta_{\kappa(t)}))) \\
\leq V(Q(\zeta_{\kappa(t)})) + M. \tag{6.23}
\]

Above, (6.23) follows by the fact that the maximum queue backlog in the system can only increase by 1 cell at each slot, and that there are at most \(M\) slots between times \(\zeta(t)\) and \(t\). Then it immediately follows that for \(B_2 > 0\), \(P[V(Q(t)) > B_2] \leq P[V(Q(\zeta_{\kappa(t)})) + M > B_2]\). Then we have the following series of equations,

\[
\lim_{t \to \infty} P[V(Q(t)) > B_2] \leq \lim_{t \to \infty} P[V(Q(\zeta_{\kappa(t)})) + M > B_2] \\
= \lim_{t \to \infty} P[V(Q(\zeta_t)) > B_2 - M]. \tag{6.24}
\]

Above, (6.24) follows since \(\kappa(t) \to \infty\) as \(t \to \infty\). Using (6.22), we conclude for any \(B_2 \geq B_1 + M\) that \(\lim_{t \to \infty} P[V(Q(t)) > B_2] < \epsilon\). Thus, we have the weak stability of the queue backlog process as desired, for all strictly doubly substochastic arrival rate matrices \(\lambda\). We conclude that greedy maximal matching achieves 100% throughput.

**6.C Proof of Theorem 6.5.1**

As in the proof of Theorem 6.4.1 (see Appendix 6.A), the proof begins with a characterization of the fluid limit functions \(\tilde{Q}_{ij} \forall i, j, \tilde{A}_{ij} \forall i, j, \tilde{D}_{ij} \forall i, j, \tilde{F}_S \forall S \in \mathcal{S}^m\) (recall that we are considering a single-hop algorithm), identically as in Appendix 2.B. It can be shown that the fluid model equations (2.17)-(2.24) hold.

Let \(h : \mathbb{R}_+ \to \mathbb{R}_+\) be defined according to \(h(t) = \max_{ij} \tilde{Q}_{ij}(t)\). Consider a regular time \(t \geq 0\) at which \(h(t) > 0\). We must consider all possible queue configurations that realize the maximum value \(h(t)\). The unique configurations (up to isomorphism) are represented in Table 6.3.

**Cases 1, 3, 7.** Note that every possible switch configuration that would be selected by a maximal scheduling algorithm must service \(\text{VOQ}_{11}\). Consequently, we must have \(\hat{D}_{11}(t) = 1\). Since each of these cases has \(h(t) = \max_{ij} \tilde{Q}_{ij}(t) = \tilde{Q}_{11}(t)\), and \(t\) is a regular time,

\[
h(t) = \hat{Q}_{11}(t) \\
= \lambda_{11} - 1 \\
\leq 0.
\]

The above inequality holds because \(\lambda\) is an admissible arrival rate matrix (equivalently, \(\lambda\) is doubly substochastic).

**Cases 2, 5, 6, 9, 10-12, 16, 17.** Note that every possible switch configuration that
Table 6.3: Possible VOQ configurations that realize the maximum value $h(t)$. Each of the 25 configurations is numbered. Additionally, the number of distinct configurations equivalent to the one depicted is provided for each configuration.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: 0 0 0 0 0 0 0 0 0</td>
<td>9 equiv.</td>
</tr>
<tr>
<td>2: 0 0 0 0 0 0 0 0 0 0</td>
<td>18 equiv.</td>
</tr>
<tr>
<td>3: 0 0 0 0 0 0 0 0 0 1</td>
<td>18 equiv.</td>
</tr>
<tr>
<td>4: 0 0 0 0 0 0 0 0 1 0</td>
<td>6 equiv.</td>
</tr>
<tr>
<td>5: 0 0 0 0 0 0 0 1 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>6: 0 0 0 0 0 0 1 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>7: 0 0 0 0 0 1 0 0 0 0</td>
<td>6 equiv.</td>
</tr>
<tr>
<td>8: 0 0 0 0 1 0 0 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>9: 0 0 0 1 0 0 0 0 0 0</td>
<td>9 equiv.</td>
</tr>
<tr>
<td>10: 0 0 1 0 0 0 0 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>11: 0 1 0 0 0 0 0 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>12: 1 0 0 0 0 0 0 0 0 0</td>
<td>9 equiv.</td>
</tr>
<tr>
<td>13: 0 0 0 0 0 0 1 0 0 0</td>
<td>18 equiv.</td>
</tr>
<tr>
<td>14: 0 0 0 0 0 0 0 1 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>15: 0 0 0 0 0 0 0 0 1 0</td>
<td>18 equiv.</td>
</tr>
<tr>
<td>16: 0 0 0 0 0 0 0 0 0 1</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>17: 0 0 0 0 0 0 0 0 1 0</td>
<td>9 equiv.</td>
</tr>
<tr>
<td>18: 0 0 0 0 0 0 0 1 0 0</td>
<td>6 equiv.</td>
</tr>
<tr>
<td>19: 0 0 0 0 0 0 1 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>20: 0 0 0 0 0 1 0 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>21: 0 0 0 0 1 0 0 0 0 0</td>
<td>6 equiv.</td>
</tr>
<tr>
<td>22: 0 0 0 1 0 0 0 0 0 0</td>
<td>18 equiv.</td>
</tr>
<tr>
<td>23: 0 0 1 0 0 0 0 0 0 0</td>
<td>36 equiv.</td>
</tr>
<tr>
<td>24: 0 1 0 0 0 0 0 0 0 0</td>
<td>9 equiv.</td>
</tr>
<tr>
<td>25: 1 0 0 0 0 0 0 0 0 0</td>
<td>1 equiv.</td>
</tr>
</tbody>
</table>

would be selected by a maximal scheduling algorithm in each of these cases must service either VOQ$_{11}$ or VOQ$_{12}$. Thus, $\hat{D}_{11}(t) + \hat{D}_{12}(t) = 1$. Since $h(t) = \hat{Q}_{11}(t) = \hat{Q}_{12}(t)$, and $t$ is a regular time,

$$2\hat{h}(t) = \hat{Q}_{11}(t) + \hat{Q}_{12}(t) = 2\lambda_{11} + 2\lambda_{12} - 2\hat{D}_{11}(t) - 2\hat{D}_{12}(t) = 2\lambda_{11} + 2\lambda_{12} - 2$$

$$\leq 0$$

The above inequality holds because $\lambda$ is doubly substochastic.

Cases 4, 8, 13–15, 18–20, 22–25. Note that every possible switch configuration that would be selected by a maximal scheduling algorithm in each of these cases must service either VOQ$_{11}$, VOQ$_{12}$, or VOQ$_{13}$. Thus, $\hat{D}_{11}(t) + \hat{D}_{12}(t) + \hat{D}_{13}(t) = 1$. Since $h(t) =$
\[ Q_{11}(t) = Q_{12}(t) = Q_{13}(t), \text{ and } t \text{ is a regular time,} \]

\[ 3 \dot{h}(t) = \dot{Q}_{11}(t) + \dot{Q}_{12}(t) + \dot{Q}_{13}(t) \]

\[ = \lambda_{11} + \lambda_{12} + \lambda_{13} - \dot{D}_{11}(t) - \dot{D}_{12}(t) - \dot{D}_{13}(t) \]

\[ = \lambda_{11} + \lambda_{12} + \lambda_{13} - 1 \leq 0 \]

The above inequality holds because \( \lambda \) is doubly substochastic.

**Case 21.** (This is the only remaining case.) Note that this case can be tied to the 6-ring network graph, as in Figure 6-2. The following are the switch configurations (equivalently, link activations) employed by a maximal scheduler when the following VOQ's have dominant backlogs: VOQ\(_{11}\), VOQ\(_{12}\), VOQ\(_{22}\), VOQ\(_{23}\), VOQ\(_{33}\), VOQ\(_{31}\).

\[ \pi^1 = \{(1,1),(2,2),(3,3)\}, \quad \pi^2 = \{(1,2),(2,3),(3,1)\}, \]

\[ \pi^3 = \{(1,1),(2,3)\}, \quad \pi^4 = \{(1,2),(3,3)\}, \quad \pi^5 = \{(2,2),(3,1)\} \]

Denote by \( S^i \) the single-hop service configuration matrix corresponding to link activation set \( \pi^i \) for \( i = 1, \ldots, 5 \). Then \( \sum_{i=1}^{5} \dot{S}^i(t) = 1 \). Consequently, we must have

\[ \dot{D}_{11}(t) = \dot{F}_{S1} + \dot{F}_{S3}, \quad \dot{D}_{12}(t) = \dot{F}_{S2} + \dot{F}_{S4}, \quad \dot{D}_{22}(t) = \dot{F}_{S1} + \dot{F}_{S5}, \]

\[ \dot{D}_{23}(t) = \dot{F}_{S2} + \dot{F}_{S3}, \quad \dot{D}_{33}(t) = \dot{F}_{S1} + \dot{F}_{S4}, \quad \dot{D}_{31}(t) = \dot{F}_{S2} + \dot{F}_{S5}. \quad (6.25) \]

Since \( t \) is a regular time, and using \( h(t) = \max_{ij} \dot{Q}_{ij}(t) \),

\[ \dot{h}(t) = \lambda_{11} - \dot{F}_{S1} - \dot{F}_{S3} = \lambda_{12} - \dot{F}_{S2} - \dot{F}_{S4} = \lambda_{22} - \dot{F}_{S1} - \dot{F}_{S5} \]

\[ = \lambda_{23} - \dot{F}_{S2} - \dot{F}_{S3} = \lambda_{33} - \dot{F}_{S1} - \dot{F}_{S4} = \lambda_{31} - \dot{F}_{S2} - \dot{F}_{S5}. \quad (6.26) \]

Straightforward algebraic manipulation of the above equations provides

\[ \lambda_{11} - \lambda_{23} = \lambda_{22} - \lambda_{31} = \lambda_{33} - \lambda_{12}. \quad (6.27) \]

We obtain similar equalities by following the same procedure for each of the 6 distinct patterns that are isomorphic to Case 21. This provides each of the sets that make up \( A_3 \) Note that while the doubly substochastic region \( A^\ast \) is full-dimensional in \( \mathbb{R}^m_+ \), equation (6.27) corresponds to the intersection of three hyperplanes, which has at most dimension \( m - 3 \). Thus, the set of arrival rates at which the configuration depicted as Case 21 must be considered, is lower-dimensional and has Lebesgue measure zero.

We have considered every possible case of VOQ configurations that realize the maximum \( h(t) \). The only case for which the derivative \( \dot{h}(t) \) could not be proved to be upper bounded by zero, was Case 21. We have demonstrated that Case 21 need only be considered for arrival rates belonging to \( A_3 \), which is a set of Lebesgue measure zero in \( \mathbb{R}^m_+ \).
6.D Proof of Theorem 6.5.2

As in the proof of Theorem 6.5.1, suppose the following VOQ's have dominant backlogs at the regular time \( t \geq 0 \): VOQ\(_{11}\), VOQ\(_{12}\), VOQ\(_{22}\), VOQ\(_{23}\), VOQ\(_{33}\), VOQ\(_{34}\), VOQ\(_{44}\), VOQ\(_{41}\). The following matrix then represents the possible configurations employed by a maximal weight scheduler when these VOQ's are dominant. In particular, each column represents a valid maximal link activation. The rows of the matrix are ordered according to the above sequence of dominant VOQ's.

\[
M = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1
\end{bmatrix}
\]

We can infer from matrix \( M \) that there are 10 maximal configurations corresponding to this set of dominant VOQ's. Let the service activation matrices corresponding to these configurations be labeled \( S^1, \ldots, S^{10} \). Then \( \sum_{i=1}^{10} \hat{F}_{Si} = 1 \), and similar to (6.25), we obtain

\[
\begin{bmatrix}
\hat{D}_{11}(t) \\
\vdots \\
\hat{D}_{41}(t)
\end{bmatrix} = M \begin{bmatrix}
\hat{F}_{S^1} \\
\vdots \\
\hat{F}_{S^{10}}
\end{bmatrix}
\]

Above, the matrix on the left has entries appearing in order of the VOQ's listed at the beginning of this appendix. Since \( t \) is a regular time, we have the following analogue to (6.26).

\[
\dot{h}(t)e = \begin{bmatrix}
\lambda_{11} \\
\vdots \\
\lambda_{41}
\end{bmatrix} - M \begin{bmatrix}
\hat{F}_{S^1} \\
\vdots \\
\hat{F}_{S^{10}}
\end{bmatrix}
\]

Thus, the set of arrival rates under which this 8-ring configuration of VOQ's is dominant is

\[
\Lambda_4 = \{ \lambda \geq 0 : \lambda = M\nu + ce, \ e^T\nu = 1, \ \lambda \leq M\mu, \ e^T\mu = 1, \ \mu \geq 0, \nu \geq 0, c > 0 \}\] (6.28)
Above, the constraints $\lambda \leq M\mu$, $e^T\mu = 1$ ensure that the arrival rates belong to the capacity region. We also require the constraint $c > 0$, because this forces us to discard arrival rates for which $h(t)$ cannot be positive. Such cases cannot consequently lead to difficulty in concluding stability of maximal weight scheduling.

Consider the following quantities:

$$\tilde{\mu} = 0.5 \times (1, 0, 0, 0, 1, 0, 0, 0, 0, 0), \quad \tilde{\nu} = 0.125 \times (0, 1, 1, 1, 0, 1, 1, 1, 1, 1)$$

Then, we observe that $M\tilde{\mu} = M\tilde{\nu} + 0.125e$. These quantities imply that $0.5e \in \Lambda_4$. Furthermore, the value $0.125$ corresponds to $c$ in (6.28). Noting that $c$ is a proxy for $h(t)$, this implies that we cannot guarantee that $h(t)$ is nonpositive when $\lambda = 0.5e$.

Consider the first constraint in (6.28): $\lambda = M\nu + ce$. We can add the constraint $e^T\nu = 1$ by using the equation $v_1 = 1 - \sum_{i=2}^{10} v_i$. Consequently,

$$\lambda = M \begin{bmatrix} 1 - \sum_{i=2}^{10} v_i \\ \nu_2 \\ \vdots \\ \nu_{10} \end{bmatrix} + ce,$$

which, through algebraic manipulation, can be expressed as

$$\lambda = \begin{bmatrix}
1 & 0 & 0 & 0 & -1 & -1 & -1 & -1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 \\
1 & -1 & -1 & 0 & -1 & -1 & -1 & -1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 & -1 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & -1 & 0 & -1 & -1 & 0 & 0 & -1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1
\end{bmatrix} \begin{bmatrix} \nu_2 \\ \vdots \\ \nu_{10} \end{bmatrix} + ce$$

(6.29)

Note that the $8 \times 10$ matrix in the above equation (which we denote by $M_d$) has full rank. Consequently, if the values $\nu_2, \ldots, \nu_{10}, c$ are unconstrained, they can be chosen to realize any desired value of $\lambda$. In other words, they can be chosen to reach a non-negligible set of arrival rates in $R^8_+$. Clearly however, these values are constrained in (6.28). Nevertheless, we next show that $\Lambda_4$ is non-negligible. Consider the values $\nu_2, \ldots, \nu_{10} = 0.1$ and $c = 0.05$ in (6.29), which provide $\lambda = 0.45e$. Clearly $\lambda < 0.5e = M\tilde{\mu}$, and we have that $\lambda \in \Lambda_4$.

---

2The rank of a matrix equals the maximum number of linearly independent columns of the matrix. An $m \times n$ matrix is said to have full rank when its rank equals $\min(m, n)$. [11]
Now consider $c = 0.05 + \varepsilon_1$ and $\nu_i = 0.1 + \varepsilon_i$ for $i = 2, \ldots, 10$. In (6.29), these values yield

$$\lambda = 0.45e + M_d \begin{bmatrix} \varepsilon_2 \\ \vdots \\ \varepsilon_{10} \\ \varepsilon_1 \end{bmatrix}$$

Note that there exists $\varepsilon^* > 0$ such that when $|\varepsilon_i| < \varepsilon^*$ for all $i$, the following properties are maintained:

$$\lambda < 0.5e, \quad c > 0, \quad \sum_{i=2}^{10} \nu_i \leq 1.$$ 

These are exactly the conditions required to ensure $\lambda \in \Lambda_4$. Since $M_d$ has full rank, ranging over the set of values $\varepsilon_1, \ldots, \varepsilon_{10}$ whose absolute values are each less than $\varepsilon^*$ must span a subset of $\mathbb{R}^{10}_4$ having nonzero Lebesgue measure. Since the stability properties provide no additional constraints concerning arrival rates of VOQ's that are not dominant, the set of arrival rates under which rate stability cannot be guaranteed must have nonzero Lebesgue measure in $\mathbb{R}^{n_1 \times n_2}_+$. 
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Chapter 7

Enabling distributed throughput maximization in wireless mesh networks: A partitioning approach

The consideration of simple maximal weight scheduling algorithms in Chapter 6 focused on the case of bipartite network graphs. In this chapter, we seek to broaden our understanding of the impact of maximal weight scheduling to more general network structures. In particular, we wish to understand the network structures under which maximal weight scheduling algorithms maximize throughput. Since maximal weight scheduling is highly conducive to being implemented in a decentralized fashion, we focus our attention on wireless networks, where decentralized control is particularly important. For wireless mesh networks, we develop network partitioning algorithms to enable efficient decentralized scheduling algorithms to achieve maximum throughput.

7.1 Overview and contributions

Wireless Mesh Networks (WMNs) have recently emerged as a solution for providing last-mile Internet access [7]. Several such networks are already in use, including testbeds and commercial deployments. A WMN consists of mesh routers, that form the network backbone, and mesh clients. Mesh routers are rarely mobile and usually do not have power constraints. The mesh routers are usually equipped with multiple wireless interfaces operating in orthogonal channels. Therefore, a major challenge in the design and operation of such networks is to allocate channels and schedule transmissions to efficiently share the common spectrum among the mesh routers. Several recent works focused on multi-radio multi-channel WMNs (e.g. [1, 8, 77, 122]). Specifically, [8, 122] study the issues of channel allocation, scheduling, and routing in WMNs, assuming that the traffic statistics are given. In this chapter, we study the issues of channel allocation and scheduling but unlike most previous works, we do not assume that the traffic statistics are known. Alternatively, we assume a stochastic arrival process and present a novel approach that enables throughput maximization by distributed scheduling algorithms.
Joint scheduling and routing in a slotted multihop wireless network with a stochastic packet arrival process was considered in the seminal paper by Tassiulas and Ephremides [150]. In that paper they presented the first centralized policy that is guaranteed to stabilize the network (i.e. provide 100% throughput) whenever the arrival rates are within the stability region. The results of [150] have been extended to various settings of wireless networks and input-queued switches (e.g. [6,97,111], and references therein). However, optimal algorithms based on [150] require repeatedly solving a global optimization problem, taking into account the queue backlog information for every link in the network. Obtaining a centralized solution to such a problem in a wireless network does not seem to be feasible, due to the communication overhead associated with continuously collecting the queue backlog information, and due to the limited processing capability available to the nodes. On the other hand, distributed algorithms usually provide only approximate solutions, resulting in significantly reduced throughput.

In this chapter, we show that the multi-radio and multi-channel capabilities of WMNs provide an opportunity for simple deterministic distributed algorithms to obtain 100% throughput. Mesh routers are usually equipped with multiple radios (transceivers) and can transmit and receive on multiple channels simultaneously [1,8,77]. Hence, channels have to be allocated to the links and the transmissions on each link have to be scheduled to avoid collisions. By allocating different channels to different links, several non-interfering subnetworks can be constructed. We study which subnetwork topologies enable simple distributed scheduling algorithms to achieve 100% throughput. Based on these results, we develop network partitioning algorithms that decompose the network into such subnetworks.

Although in arbitrary topologies the worst case performance of simple distributed maximal scheduling algorithms can be very low, there are some topologies in which they can achieve 100% throughput. This observation is based on a recent theoretical work by Dimakis and Walrand [51] in which they study the performance of the Longest Queue First (LQF) scheduling algorithm in a graph of interfering queues\(^1\). The LQF algorithm is a greedy maximal weight scheduling algorithm that selects the set of served queues greedily according to the queue lengths. We note that unlike a maximum weight (i.e. optimal) solution a maximal weight solution can be easily obtained in a distributed manner. Dimakis and Walrand [51] present sufficient conditions for a maximal weight algorithm to provide 100% throughput. These conditions are referred to as Local Pooling (LoP) and are related to the properties of all maximal independent sets in the conflict graph.

In this chapter we conduct the first thorough study of the implications of the LoP conditions on the network performance. We start by presenting a motivating example demonstrating that channel allocation algorithms that take into account LoP can enable distributed throughput maximization while increasing the overall capacity. We then conduct an extensive numerical study of the satisfaction of LoP by conflict graphs of up to 7 nodes. We show that out of 1,252 graphs, only 14 do not satisfy LoP. It is an indication of the strength of maximal weight scheduling for achieving 100% throughput regardless of the network topology, aside from a few “bad” topologies. Due to computational limitations,

\(^1\)A graph of interfering queues can be constructed from the network graph according to the interference constraints and is usually referred to as an interference or conflict graph [72].
exhaustively verifying the satisfaction of LoP in graphs with more than 7 nodes seems infeasible. In order to be able to utilize larger graphs, we study what general properties of conflict graphs assist or hinder the LoP conditions. For example, we show that cliques (complete graphs) that are connected to each other in different manners satisfy LoP. On the other hand, we show that all \( n \) node ring graphs (with \( n \geq 8 \)) do not satisfy LoP.

These observations provide several building blocks for partitioning a graph into subgraphs satisfying LoP. In order to demonstrate this capability and for the ease of presentation, we focus on scheduling under primary interference constraints\(^2\) (studied in \([36, 39, 104, 136, 160, 164, 169]\)). For example, we show that a tree network graph, when subject to the primary interference constraints, yields an interference graph which satisfies LoP. Hence, \textit{in such a tree, maximal weight algorithms achieve 100\% throughput}. We also study bipartite network graphs that provide insights regarding the number of required subgraphs. For instance, we show that in any \( K_{2,n} \) bipartite graph (i.e. a \( 2 \times n \) input-queued switch) maximal weight matching algorithms achieve 100\% throughput.

Building upon our observations, we design channel allocation algorithms. Similarly to \([8]\) and to the static channel assignment in \([77]\), we assume that a channel is assigned to a radio interface for an extended period of time. Under this assumption, using the minimum number of channels requires a partitioning of the network into the minimum number of subnetworks satisfying LoP. The general LoP conditions are extremely challenging to incorporate into a channel allocation algorithm. Fortunately, our study provides some useful building blocks. Since tree network graphs satisfy LoP, a possible approach (which we pursue) is to partition the network into non-overlapping forests, such that each edge will be part of a single forest and each forest will use a different channel. This problem is closely related to the \textit{matroid intersection} and \textit{matroid partitioning} problems.

Given \( k \) channels, the problem of partitioning the graph into \( k \) forests such that the number of edges included in the forests is maximized is referred to as the \( k \)-forest problem \([59]\). A simple approach is to obtain an \textit{approximate} solution by a Breadth First Search (BFS) algorithm. Alternatively, since the \( k \)-forest problem is actually a specific case of a Matroid Cardinality Intersection problem, an \textit{optimal} solution can be found by the Matroid Cardinality Intersection (MCI) algorithm of \([85]\) (having polynomial complexity). We show that the MCI algorithm can be adapted to take into account the scenario in which different nodes have different numbers of radios. Using either the BFS algorithm or the MCI algorithm enables a simple distributed scheduling algorithm to achieve the capacity region (i.e. achieve 100\% throughput). Yet, the capacity region itself may not be the best possible. This results from the \textit{undesirable property} that the sizes (number of edges) of the forests are unbalanced. Therefore, and since the capacity of the largest forest may be significantly lower than the capacity of the smallest forest, the network capacity may be affected.

We present three algorithms that aim to expand the capacity region, while maintaining the LoP conditions in all the subnetworks. The main objective is to balance the number of edges across channels and to reduce the node degrees in each channel. Two of these novel capacity expansion algorithms make use of augmenting paths (in the spirit of the MCI

\(^2\)The approach can be extended to more realistic interference constraints and to joint routing and scheduling.
algorithm of [85]) to balance the node degree across channels. Thus, they can be viewed as balanced Matroid Cardinality Intersection algorithms. We evaluate the performance of the algorithms via simulation. We show that the MCI algorithm significantly outperforms the BFS algorithms. We also compare the performance of the capacity expansion algorithms and the MCI algorithm and show that a large capacity improvement can be gained by using these algorithms. We conclude by exploring the tradeoffs between the capacities and the algorithms' complexities.

The main contributions of this chapter are two-fold. First, we conduct a rigorous study of the properties of network graphs satisfying Local Pooling. The second contribution is the development of network partitioning (i.e. channel allocation) algorithms that generate subnetworks with large capacity regions, while enabling distributed throughput maximization in each of the subnetworks.

To the best of our knowledge, this is the first attempt to study the algorithmic implications of Local Pooling. This work is not only different from previous works on distributed stability, due to the focus on partitioning mesh networks, but also different from previous works on optimizing mesh networks that mostly rely on traffic statistics.

7.2 Model

We consider the backbone of a Wireless Mesh Network modeled by an undirected network graph $G_N = (V, E_N)$, where $V = \{1, \ldots, n\}$ is the set of nodes (mesh routers) and $E_N \subseteq \{(i, j) : i, j \in V\}$ is the set of bi-directional links, with $m \triangleq |E_N|$. Depending on the context, we denote a link either by $(i, j)$ or by $e_k$. Note that unlike the scenario studied for switching and optical network scenarios in previous chapters, $G_N$ need not be a complete graph.

Different wireless technologies pose different constraints on the set of transmissions that can take place simultaneously. For example, under primary interference constraints, the set of possible transmissions is the set of all possible matchings on $G_N$. More generally, in many cases an interference graph (also known as a conflict graph) $G_I = (V_I, E_I)$ can be defined based on the network graph $G_N$ [72]. We assign $V_I \triangleq E_N$. Thus, each edge $e_i$ in the network graph is represented by a vertex $v_i$ of the interference graph and an edge $(v_i, v_j)$ in the interference graph indicates a conflict between network graph links $e_i$ and $e_j$ (i.e. transmissions on $e_i$ and $e_j$ cannot take place simultaneously). In graph theoretic terminology, the interference graph resulting from primary interference constraints is called a line graph [69]. For example, Figure 7-1 illustrates a network graph and the corresponding interference graph under primary interference constraints (i.e. the line graph corresponding to the network graph). We note that the model can be easily generalized to capture network graphs with directional links. In such a case, link $(i, j)$ may interfere with different links than those link $(j, i)$ interferes with. Accordingly, the interference graph will include a node for each directional link.

We consider the application of Local Pooling to multi-radio multi-channel WMNs. Following the model of [8], we assume that each node $v$ is equipped with $R(v)$ interfaces (radios). There are $k$ available orthogonal channels and it is assumed that each of the $R(v)$
interfaces operates on a different channel. Similarly to [8] and to the static model of [77], we consider a static channel allocation model in which a channel is allocated to each interface for an extended period of time. Such an approach enables the use of commodity 802.11 radios [8]. We note that the extension of the model for a dynamic channel allocation is a subject for further research. We assume that transmissions in different channels cannot collide. Therefore, once the different channels are allocated, \( k \) disjoint interference graphs are generated.

For simplicity of presentation, we consider single-hop bi-directional traffic. Under this assumption, the joint routing and scheduling problem reduces to a scheduling problem. This is why \( G_N \) can be treated as an undirected graph. Consequently, under the general model of Chapter 2, we restrict the available service activations to the single-hop service activation set, \( S^{sh} \). Naturally, this implies that the network capacity region of arrival rates is the single-hop region \( \Lambda_{sh}^* \). As mentioned above, the model can be extended to more general scenarios. In this wireless setting, which remains the focus of the remainder of this thesis, \( \Pi_N \) denotes the set of all feasible link activations in the network graph \( G_N \), where \( \pi = (\pi_{ij}, (i,j) \in E_N) \in \Pi_N \) is a \((0,1)\) column vector representing a possible link activation. Under primary interference constraints, \( \Pi_N \) includes all possible matchings, while in general, it corresponds to all independent sets in the interference graph \( G_I \). Following the notation of [51], we denote by \( M(V_I) \) the matrix that includes all the maximal independent sets in \( G_I \) (i.e. all the maximal elements of \( \Pi_N \)). For example, Figure 7-1(c) shows the matrix \( M(V_I) \) for the interference graph \( G_I \) in Figure 7-1(b).

Given the above model, Algorithm 1 (the algorithm of Tassiulas and Ephremides [150]) is throughput optimal. However, the algorithm must find the maximum weight independent set in \( G_I \) at each time slot. Namely, it has to solve an NP-Complete problem in every time slot. In the context of switch scheduling and primary interference constraints, this algorithm has to schedule the edges of the Maximum Weight Matching at each time slot, where the edge weights are the queue sizes. The maximum weight matching in any graph can be found in \( O(n^3) \) computation time, using a centralized algorithm [85]. However in wireless networks, implementing a centralized algorithm is not feasible and distributed algorithms (e.g. [71]) can obtain only an approximate solution, resulting in a fractional throughput. Hence, even under very simple transmission constraints, it is difficult to obtain 100% throughput in a distributed manner. This motivates us to develop channel allocation methods that will enable simple distributed scheduling algorithms to obtain 100% throughput. Therefore, we provide a general definition of the Channel Allocation Problem below. In Section 7.5 we
will develop algorithms for specific versions of this problem.

**Definition 7.2.1 (Static Channel Allocation Problem)** Given a network graph \( G_N \), \( k \) channels, and \( R(v) \) radios at each node \( v \in V \), assign channels to links \((i,j) \in E_N\) such that at most \( R(v) \) channels are used by links adjacent to \( v \) and simple (e.g. greedy) distributed algorithms are stable in each subnetwork operating in a different channel.

Observe that the Static Channel Allocation Problem binds each network link to a single (or possibly multiple) channels, and maintains that allocation for an extended period of time. This is in contrast to a network that employs Dynamic Channel Allocation, where the channel(s) assigned to each link can vary dynamically with time, possibly in response to traffic variations. Dynamic channel allocation can be enabled at the expense of additional negotiation between network elements [77]. Under static channel allocation, a network node must only decide which link(s) it will send packets across, since the channel associated with each link is fixed.

Since the configurations available to a network employing dynamic channel allocation subsume those of a network employing static channel allocation, one would expect that the throughput achievable under dynamic channel allocation is always equal or greater than that under static channel allocation. Under maximum weight scheduling, this must indeed be the case by Theorem 2.3.1, since the set of service activation matrices \( S_{\text{static}} \subseteq S_{\text{dynamic}} \). However, as we will show in Section 7.3.2, there exist specific instances where a distributed maximal weight scheduler suffers throughput loss under dynamic channel allocation next to a properly configured network employing static channel allocation. For general mesh networks, our studies of random networks in Section 7.6 demonstrate that dynamic channel allocation does indeed achieve equal or better throughput than static allocation in most instances.

We stress that direct comparison of throughput performance between a network employing static or dynamic channel allocation cannot be considered fair, since a network employing dynamic channel allocation is in essence significantly more capable than a network employing static allocation. Nevertheless, the relative performance of static versus dynamic channel allocation is of interest, and we attempt to quantify it in our numerical studies.

### 7.2.1 Extensions of the network model

The focus of the wireless chapters of this thesis will be exclusively on wireless networks in which a well-defined interference (or conflict) graph exists. Recent studies, notably \[105,144\], suggest that a more appropriate model would have simultaneous communication constrained by signal-to-interference-plus-noise-ratio (SINR). In an SINR-constrained network, a link activation \( \pi \) can be used for communication if the SINR at each receiving node exceeds a certain threshold. Consequently, there is a well-defined link activation set \( \Pi_N \) and service activation set \( S \) under an SINR-constrained system, which implies that such a model remains within the framework of Tassiulas and Ephremides [150] (see [110,111] for early applications of this connection). However, since there is no interference graph in this setting, we cannot apply scheduling algorithms for finding maximal weight independent sets.
of an interference graph. Nevertheless, the Local Pooling principle can be extended to an SINR-constrained system. We discuss this possibility in the conclusions at the end of the chapter.

Another extension of the wireless network model is to links having nonzero probability of transmission failure. This is also a feature of the Tassiulas and Ephremides framework [150], and can easily be incorporated into our model.

7.3 Local Pooling conditions

7.3.1 Definitions

In this section we restate the definition and implications of Local Pooling (LoP) presented in [51]. We also present and demonstrate a somewhat simpler set of definitions. Recall that \( M(V) \) is the collection of maximal independent vertex sets on \( G_I \), organized as a matrix (an example appears in Figure 7-1). Denote by \( \text{conv}(M) \) the convex hull of the columns of matrix \( M \). We now provide the definition of LoP from [51].

**Definition 7.3.1 (Local Pooling - LoP [51])** The set of nodes (queues) \( V \subseteq V_I \) satisfies local pooling, if there exists a nonzero vector \( \alpha \in \mathbb{R}_{+}^{V_I} \) such that \( \alpha^T \phi \) is a positive constant for all \( \phi \in \text{conv}(M(V)) \). Local pooling is satisfied, if every \( V \subseteq V_I \) satisfies local pooling.

In this chapter, we separate the definition of Local Pooling to two different definitions and present a somewhat simpler definition for the satisfaction of LoP by a set of nodes. We show that although this definition does not take into account the convex hull of \( M \), it is equivalent to the definition in [51]. Recall that \( e \) represents a vector having each entry equal to unity. We deliberately avoid specifying its size, because it will be obvious by the context of its use.

**Definition 7.3.2 (Subgraph Local Pooling - SLoP)** An interference graph \( G_I \) satisfies Subgraph Local Pooling, if there exists \( \alpha \in \mathbb{R}_{+}^{V_I} \) and \( c > 0 \) such that \( \alpha^T M(V) = ce^T \).

**Lemma 7.3.1** The definition of Subgraph Local Pooling and the satisfaction of Local Pooling by a set of nodes (Definition 7.3.1) are equivalent.

**Proof:** Suppose the set of nodes \( V \subseteq V_I \) satisfies local pooling as defined in Definition 7.3.1. Then, there exists \( c > 0 \) and \( \alpha \in \mathbb{R}_{+}^{V_I} \) such that \( \alpha^T \phi = c \) for all \( \phi \in \text{conv}(M(V)) \). Clearly each column of \( M(V) \) belongs to \( \text{conv}(M(V)) \), which gives \( \alpha^T M(V) = ce^T \). Thus the subgraph of \( G_I \) over nodeset \( V \) satisfies SLoP. Conversely, suppose that the subgraph of \( G_I \) over nodeset \( V \) satisfies SLoP. Then there exist \( c > 0 \) and \( \alpha \in \mathbb{R}_{+}^{V_I} \) such that \( \alpha^T M(V) = ce^T \). Now consider \( \phi \in \text{conv}(M(V)) \), which must equal by definition \( M(V) \beta \) for \( \beta \in \mathbb{R}_{+}^{|M(V)|} \) with \( e^T \beta = \sum_j \beta_j = 1, \beta_j \geq 0, \forall j \) and \( |M(V)| \) equal to the number of columns in \( M(V) \). Then, we have \( \alpha^T \phi = \alpha M(V) \beta = ce^T \beta = c \). Note that this value is

\(^3\)This statement of the LoP conditions can be weakened if certain restrictions are made on the arrival processes [51].
constant regardless of the choice of $\phi$. Thus, the set of nodes $V$ satisfies local pooling as defined in Definition 7.3.1.

We can now define the notion of Overall Local Pooling which requires that Subgraph Local Pooling (SLoP) will be satisfied in any subgraph of a given interference graph induced by selecting a subset of the nodes.

**Definition 7.3.3 (Overall Local Pooling - OLoP)** Interference graph $G_I$ satisfies Overall Local Pooling if each induced subgraph over the nodes $V \subseteq V_I$ satisfies SLoP.

We continue with the example of the interference graph $G_I$ and the corresponding matrix $M(V_I)$ depicted in Figure 7-1. We can see that $G_I$ satisfies SLoP since for $\alpha = (1,1,1,1,1)$, $\alpha^T M(V_I) = 2e^T$. Similarly, the subgraph composed of the vertex set $\{2,3,4\}$ satisfies SLoP, since for $\alpha = (1,1,0)$, $\alpha^T M(\{2,3,4\}) = e^T$. It can be shown that all subgraphs of $G_I$ satisfy SLoP, and therefore, $G_I$ satisfies OLoP.

We can now describe the stability of the system when the service in each time slot is scheduled according to the Longest Queue First (LQF) algorithm. This algorithm is an iterative greedy algorithm that selects the node of $G_I$ with the longest queue, and removes it and its neighbors from the interference graph. This process is repeated successively until no nodes remain in the graph. When two queues have the same length a tie-breaking rule has to be applied. The set of selected nodes is a maximal independent set in the interference graph. Hence, since the nodes are selected according to their weights, we will refer to the LQF algorithm as the Maximal Weight Independent Set algorithm. Such a greedy algorithm can be easily implemented in a distributed manner. In [51] the following theorem is proved:

**Theorem 7.3.1 (Dimakis and Walrand, 2006 [51])** If interference graph $G_I$ satisfies the OLoP conditions, a Maximal Weight Independent Set scheduling algorithm achieves 100% throughput.

To conclude, the satisfaction of OLoP by an interference graph is a sufficient condition for distributed maximal weight algorithm to be throughput optimal (i.e. in that case, there is no need to obtain an optimal solution to (2.10) in each slot).

### 7.3.2 Channel allocation example

The following simple example demonstrates the application of the LoP conditions, presented above, to a channel allocation (network partitioning) problem. We consider the 6-node ring network graph, depicted on the left in Figure 7-2. Under the primary interference constraints, this graph has a corresponding 6-node ring interference graph representation, which is illustrated on the right in Figure 7-2. Under primary interference constraints, the maximal weight independent set in the interference graph is equivalent to the maximal weight matching in the network graph. A maximal weight matching can be obtained in a distributed manner by the greedy algorithm of Hoepman [71].

If a single radio is located at each node of the 6-node ring illustrated in Figure 7-2(a), then no two adjacent edges can be simultaneously active. The capacity region $\Lambda^*$ is then
characterized by the following inequalities:

\[
\begin{align*}
\lambda_{12} + \lambda_{23} &\leq b, \quad \lambda_{23} + \lambda_{34} \leq b, \quad \lambda_{34} + \lambda_{45} \leq b, \\
\lambda_{45} + \lambda_{56} &\leq b, \quad \lambda_{56} + \lambda_{61} \leq b, \quad \lambda_{61} + \lambda_{12} \leq b,
\end{align*}
\]  

(7.1)

where \( b = 1 \). This capacity region can be achieved by a centralized algorithm that finds a maximum weight matching (i.e. obtains the optimal solution to (2.10)) in each time slot.

It was shown in [51] that in the 6-node ring, OLoP does not hold, and that in general a maximal weight matching algorithm does not achieve 100% throughput in the 6-node ring\(^4\). According to [90], a maximal weight matching algorithm can only guarantee stability for arrival rates that are 50% of the rates in the region above \((A^*)\). Hence, the guaranteed distributedly achievable region is given by (7.1) with \( b = 0.5 \).

If we allow two channels to be used simultaneously, and provide two transceivers to each node, then in every time slot a node can transmit two packets on the selected link (similarly to a speedup of two, defined in [49]). Thus, the guaranteed achievable region (using maximal weight matching) is again given by (7.1) with \( b = 1 \).

Alternatively, links (1,2), (2,3), and (3,4) can use one channel, while the remaining links use the other channel. The interference graph on each channel is now a tree (e.g. the line connecting \( v_{12}, v_{23}, \) and \( v_{34} \)). Since [51] shows that the maximal weight independent set algorithm is throughput optimal in tree interference graphs, the distributedly achievable stability region is now given by

\[
\begin{align*}
\lambda_{12} + \lambda_{23} &\leq 1, \quad \lambda_{23} + \lambda_{34} \leq 1, \\
\lambda_{45} + \lambda_{56} &\leq 1, \quad \lambda_{56} + \lambda_{61} \leq 1.
\end{align*}
\]  

(7.2)

This provides a strict performance improvement over the region achievable by using two channels (speedup of two) in the interference graph represented in 7-2(b). Yet, it is clear that this channel allocation is not the best possible: the allocation in which links (1,2), (3,4), and (5,6) use one channel, while the remaining links use the other channel can provide each network link with a stable rate of one unit per time slot (i.e. \( \lambda_{ij} \leq 1 \ \forall (i,j) \in E_N \)).

\(^4\)In [51], it was shown that under restricted arrival processes (subject to a variance constraint and a large deviation bound), a maximal weight matching algorithm is stable in the 6-node ring. In this work the arrival processes are not restricted in this way.
To supplement the above theoretical discussion, we have conducted numerical simulations of the performance of the 6-ring under the different partitioning strategies. Our first simulation subjected the network to deterministic fluid arrivals, with each edge having a total load of $\lambda$ packets per slot. In Figure 7-3, the average aggregate queue backlog is plotted as a function of $\lambda$. Observe that the first proposed partitioning scheme (links (1,2), (2,3), (3,4) on one channel, and the remaining links on the other channel) becomes unstable at $\lambda = 0.5$. For the case of the unpartitioned network, we observe that the network achieves approximately 85% throughput, which is better than the 50% lower bound we have quoted above. The improved partitioning scheme ((1, 2), (3, 4), (5, 6) on one channel, and the remaining links on the other) does not destabilize below $\lambda = 1$, and in fact maintains essentially empty queues at all times. Figure 7-3 clearly demonstrates that the unpartitioned network suffers throughput loss next to the well-partitioned network.

We have additionally considered the same network, subject to Poisson arrivals. Although the result of [51] implies that the unpartitioned network will not suffer throughput loss under this arrival process, we observe that the system does suffer a significant degradation in delay performance relative to the well-partitioned network. In Figure 7-4, we plot the aggregate queue backlog in the network as a function of time, for the unpartitioned and well-partitioned networks, when each edge has a load of $\lambda = 0.98$ packets per slot. The unpartitioned network suffers significant variations in aggregate backlog, while the partitioned network maintains a relatively steady level of backlog. This suggests that decoupling
neighboring edges through partitioning can lead to beneficial delay performance properties.

Figure 7-5 shows the average aggregate backlog as a function of uniform arrival rate $\lambda$ for the partitioned and unpartitioned networks.

For a general network operating under primary interference constraints with a speedup of two (similar to allocating two channels to each link), a greedy maximal weight algorithm (implementable in a distributed manner) can achieve the network stability region $\Lambda^*$ [90]. Our example above shows for a particular network scenario that when two channels are allocated such that each component satisfies OLoP, the stability region (that can be achieved by a distributed algorithm) is strictly larger than the original stability region $\Lambda^*$. The following lemma shows that such a strict performance improvement can be obtained in any network with primary interference constraints that can be partitioned into two non-trivial components satisfying OLoP.

Lemma 7.3.2 Under primary interference constraints, if a network $G_N$ can be partitioned into two subnetworks $G_N^1, G_N^2$ satisfying OLoP, the distributedly achievable joint stability region of $G_N^1$ and $G_N^2$ is strictly larger than the stability region of $G_N$ (achievable distributedly by a speedup of two).

Proof: See Appendix 7.A.

The above example demonstrates that careful channel allocation taking into account topologies that satisfy OLoP can provide provable and significant improvements over arbitrary channel allocation. Moreover, it shows that partitioning into different OLoP-satisfying
components can result in different capacity regions. Thus, it provides the motivation to study the characteristics of network topologies satisfying OLoP and to design channel allocation algorithms that exploit such characteristics.

7.4 A study of Local Pooling

7.4.1 Exhaustive numerical search

We performed a numerical study in which we searched over all interference graphs of up to 7 nodes. We employed Mathematica to identify all simple graphs, and Matlab to determine the maximal configurations (i.e. to obtain the matrices $M(V_i)$) and to verify the satisfaction of the OLoP conditions for each interference graph. The OLoP conditions are based on the SLoP conditions that were verified using the following linear program presented in [51].

$$c^* = \max_{c,\mu,\nu} c$$

s.t. $M(V_i)\mu \geq M(V_i)\nu + ce$

$$e^T\mu = 1$$

$$e^T\nu = 1$$

$$\mu, \nu \in \mathbb{R}^n_+$$

$$c \in \mathbb{R}$$
It has been shown in [51, Prop. 1] that the graph $G_I$ satisfies SLoP if and only if $c^* = 0$.

In order to simplify the presentation of the numerical results, we first show that the OLoP conditions are satisfied by the disjoint union of two graphs (not sharing any vertices in common) satisfying the OLoP conditions. This allowed us to restrict our search to connected simple graphs.

**Proposition 7.4.1** A graph $G_I = G_I^1 \cup G_I^2$ (disjoint union) satisfies OLoP, if and only if $G_I^1$ and $G_I^2$ satisfy OLoP.

**Proof:** Suppose $G_I$ satisfies OLoP. Consider all induced subgraphs restricted to the vertices of $G_I^1$. Then, any such induced subgraph satisfies the SLoP conditions by our assumption that $G_I$ satisfies OLoP. Thus, $G_I^1$ satisfies OLoP. The same reasoning provides that $G_I^2$ satisfies OLoP.

Suppose that $G_I^1$ and $G_I^2$ satisfy OLoP. Then, any induced subgraph of $G_I$ can be split into disjoint induced subgraphs on $G_I^1$ and $G_I^2$. For the induced graph on $G_I^1$, our assumption provides that there exists nonzero $\alpha_1 \geq 0$ that multiplies any maximal independent vector on the induced subgraph to yield a constant $c_1$. Similarly, there exists $\alpha_2$ and $c_2$ for the induced subgraph on $G_I^2$. Every maximal independent set of the induced subgraph of $G_I$ must be the disjoint union of a maximal independent set of the induced subgraph on $G_I^1$ and a maximal independent set of the induced subgraph on $G_I^2$. Thus, the augmented vector $(\alpha_1, \alpha_2)$ must yield a constant value of $c_1 + c_2$ for all maximal independent sets of the induced subgraph on $G_I$.

We note that in the following section we will present several additional theoretical results regarding LoP in general graphs. A specific case of one of the results that will be presented there (Lemma 7.4.1) is that graphs that have a node with degree 1 satisfy SLoP. This allowed us to restrict our search to graphs that do not have vertices of degree 1, thereby significantly reducing the computation time. We first considered all connected interference graphs having up to 5 vertices that do not have vertices of degree 1. There are 15 such graphs. We obtained the following numerical result.

**Numerical Result 7.4.1** All connected simple graphs of up to 5 nodes that do not have vertices of degree 1 satisfy SLoP.

This immediately implies that all graphs having up to 5 vertices (there are 52 such graphs) satisfy OLoP. Next, we considered graphs of 6 vertices (there are 61 such connected graphs without degree 1) and obtained the following result.

**Numerical Result 7.4.2** All graphs of 6 vertices except the 6-node ring satisfy SLoP.

Numerical Results 7.4.1 and 7.4.2 together imply that all graphs of up to 6 vertices except the 6-node ring satisfy OLoP.

Finally, we considered all graphs of 7 vertices. We first removed from consideration all such graphs having a 6-ring as an induced subgraph, since due to the failure of SLoP in a 6-ring, OLoP fails in these graphs by definition. There are 12 such graphs, and their general form is depicted in Figure 7-6(a). Among the remaining graphs of 7 vertices, we can then guarantee that there are no induced subgraphs, having 6 vertices or fewer, that fail the SLoP conditions.
Numerical Result 7.4.3 There is one graph of 7 vertices which does not have an induced 6-ring on any subset of 6 nodes that fails the SLoP conditions. This graph is depicted in Figure 7-6(b).

To conclude, almost all 1,252 graphs of up to 7 nodes satisfy OLoP (specifically, 14 fail OLoP). All attempts at numerical evaluations for graphs of greater than 7 vertices suffered computational difficulty. Therefore, in the following section we focus on generating large graphs satisfying OLoP from small components.

7.4.2 Constructive approach

Our first observation is about connecting a graph and a clique (complete graph).

Lemma 7.4.1 If \( G_I \) satisfies OLoP, then the graph \( G_I^* \), which consists of \( G_I \) sharing a single vertex with clique \( K_I \), \( I \geq 2 \), satisfies OLoP.

Proof: Assume that \( G_I \) satisfies OLoP. Denote by \( v \) the vertex of \( G_I \) that is shared with clique \( K_I \). We need only consider the induced subgraphs of \( G_I^* \) containing a vertex \( v^* \neq v \) belonging to the clique \( K_I \), since all other induced subgraphs are subgraphs of \( G_I \) and satisfy SLoP by our initial assumption. Clearly, the maximal independent sets of any such induced subgraph (whose vertex set is designated by \( V \)) either include vertex \( v \) or \( v^* \), but never both vertices. Consequently, the vector \( \alpha \) having all zero entries except at the indices corresponding to vertices of \( K_I \), where the entries are set to 1, yields \( \alpha^T M(V) = e^T \). Thus, such a subgraph satisfies SLoP. This holds for all induced subgraphs of \( G_I^* \) that include \( v^* \), and we conclude that \( G_I^* \) satisfies OLoP.

From the proof of Lemma 7.4.1 it can be seen that a graph that has a node with degree 1 (such a graph can be viewed as a graph \( G_I \) sharing a node with \( K_2 \)) satisfies SLoP. Recall that we have used this result in Section 7.4.1 to reduce the number of graphs in our numerical search. Moreover, the observation in [51] that any interference graph that is a tree (or forest) satisfies OLoP can be immediately obtained using Lemma 7.4.1. We note that in Section 7.4.3 we will show that even under the simple primary interference constraints, the only interference graph that can be a tree is a line. Therefore, we now study more complicated interference graphs.

Lemma 7.4.2 Every complete graph satisfies OLoP.
Figure 7-7: An interference graph composed of two cliques and the corresponding tree of cliques graph.

Proof: Consider the complete graph $G_I = K_I$. Then clearly any subset of the nodes of $G_I$, labeled $V$, also generates a complete induced subgraph. Each maximal independent set of a complete graph can only contain one vertex, from which we conclude that $M(V)$ is the identity matrix of size $|V|$. Thus, we can use $\alpha = e$, which yields $\alpha^T M(V) = e^T$ for any $V$, from which we conclude that every induced subgraph satisfies SLoP, and consequently that $G_I$ satisfies OLoP.

We define a tree of cliques as follows (an example is provided in Figure 7-7) and derive the following Theorem.

**Definition 7.4.1** A tree of cliques is composed of cliques connected to each other in a tree structure. Its nodes can be equated to cliques and its edges imply a shared vertex between two adjacent cliques. No vertex can be shared by more than two adjacent cliques.

**Theorem 7.4.1** A tree of cliques satisfies OLoP.

Proof: Consider any clique $G^1_I$ on the tree. By Lemma 7.4.2 this clique satisfies OLoP. Then, consider any clique adjacent to $G^1_I$ in the tree of cliques, and denote the graph of the two combined cliques $G^2_I$. Since $G^1_I$ and the adjacent clique share only a single vertex, we can apply Lemma 7.4.1 to conclude that $G^2_I$ satisfies OLoP. By iteratively adding successive cliques to the overall graph under consideration, we see that each resulting graph must satisfy OLoP by Lemma 7.4.1. Thus, the overall tree of cliques must satisfy OLoP.

The next theorem considers cliques connected by disjoint edges, where no two connecting edges share any vertices in common. Consequently, at most $\min\{l_1, l_2\}$ edges can connect $K_{l_1}$ and $K_{l_2}$ while maintaining an overall simple graph. The proof considers four possible subgraph configurations and demonstrates SLoP for each type. The main idea is that each clique usually contributes a single vertex to every maximal independent set of each subgraph.

**Theorem 7.4.2** If two cliques are connected by any number of disjoint edges, the combined graph satisfies OLoP.
Proof: See Appendix 7.B.

We now consider a generalized structure of the one defined in Definition 7.4.1, which we term “tree-of-blocks”. Here, we generalize the types of structures that can correspond to each vertex of a tree. We have already shown that a clique is one such structure. We next show that two cliques connected by any number of disjoint edges is another such structure. As before, we require that two “blocks” can only share at most one vertex in common. The proof of the following theorem is along similar lines as the proof of Theorem 7.4.2.

**Theorem 7.4.3** A “tree-of-blocks”, where each block is either a clique \( K_1, l \geq 2 \) or a pair of cliques \( K_{l_1}, K_{l_2}, l_1, l_2 \geq 1 \), connected by any number of disjoint edges, satisfies OLoP.

Proof: See Appendix 7.C.

### 7.4.3 Primary interference constraints

As mentioned above, the primary interference constraints yield an interference graph \( G_I \) which is the line graph of the network graph \( G_N \). In this section, we study the restrictions imposed on such interference graphs. We begin by considering the only 7-node graph, which does not have an induced 6-ring, that failed SLoP (depicted in Figure 7-6(b)).

**Proposition 7.4.2** Under primary interference constraints, the interference graph presented in Figure 7-6(b) cannot correspond to any valid network graph.

Proof: According to [69] a graph is a line graph, if and only if it does not contain any one of 9 specific induced subgraphs. In particular, the following graph is one of the 9 subgraphs, with vertices of Figure 7-6(b) labeled appropriately to show the correspondence.

![Graph](image)

We conclude that only the 6-ring leads to failure of the OLoP conditions in any network graph having 7 edges or fewer. By similar arguments, we can show that other interference graphs cannot exist under primary interference constraints. For example, we can show that there is no network graph whose interference graph (line graph) is a tree having a node degree greater or equal to 3. Any such tree has an induced subgraph the complete bipartite graph \( K_{1,3} \) (also known as the “claw”). According to [69], the existence of such an induced subgraph precludes the possibility that this interference graph is the line graph of any network graph.

Although there is no interference graph that is a tree, a network graph that is a tree can of course exist. It can be shown that the interference graph of such a network graph is
always a tree of cliques, defined in Definition 7.4.1. The following corollary is an immediate
result of Theorem 7.4.1. According to this corollary, \textit{maximal weight matching algorithms
are stable (provide 100\% throughput) in trees}. To the best of our knowledge, this corollary
provides the first non-trivial network structure in which simple distributed algorithms are
stable. The channel allocation algorithms that will be presented in Section 7.5 are based
on this observation.

Corollary 7.4.1 \textit{Under primary interference constraints, the interference graph of a tree
network graph satisfies OLoP.}

Based on the results presented in Section 7.4.2, we can construct other non-trivial net-
works in which maximal weight matching algorithms are stable. For example, Theorem
7.4.3 implies that the network described in Figure 7-8 satisfies OLoP, and thus is stable
under distributed scheduling. Developing network partitioning algorithms that efficiently
take advantage of such topologies is a subject for further research.

We have obtained additional results that concern bipartite graphs. Although mesh net-
works are usually not bipartite, bipartite graphs provide insight regarding the performance
of our partitioning algorithms. Since input-queued switches are bipartite graphs with pri-
mary interference constraints, an additional byproduct is insight regarding switches. The
following corollary generalizes the result of Chapter 6 (presented in [28]) regarding the $2 \times 2$
input-queued switch.

Corollary 7.4.2 \textit{A maximal weight matching algorithm achieves 100\% throughput in a $K_{2,I}$
bipartite graph (i.e. in a $2 \times I$ input-queued switch).}

\textit{Proof:} A $K_{2,I}$ bipartite network graph is depicted on the left in Figure 7-9. Its
interference graph can then easily be shown to be two cliques of size $I$ ($K_{I}$), connected by
$I$ disjoint edges, as depicted on the right in Figure 7-9. The result is then directly derived
from Theorem 7.4.2.

It follows that a $K_{4,I}$ bipartite graph can be partitioned into two subgraphs, each of
whose interference graphs satisfies OLoP. In Section 7.5.2, we will use this observation to
evaluate the performance of our channel allocation algorithms.
7.5 Channel allocation

The Channel Allocation Problem, introduced in Definition 7.2.1, seeks to assign a channel to every link such that each partition (operating in a different channel) can achieve 100% throughput by a distributed maximal weight scheduling algorithm. In this section our objective is to develop channel allocation algorithms that: (i) provide a large stability region and (ii) allow simple distributed algorithms to achieve 100% throughput in this region. As in Section 7.4.3, in order to demonstrate the presented concept, we assume that primary interference constraints hold.

In terms of LoP conditions, we seek to partition the network edges into channels such that the interference graph in each channel satisfies OLoP. The OLoP requirement is extremely challenging to incorporate into an optimization algorithm that generates a channel allocation, because it seeks the SLoP property for every subgraph on each channel. However, Corollary 7.4.1 shows that network graphs that are trees satisfy OLoP. Thus, it is sufficient to partition the edges of the network graph into channels such that each channel’s network graph is a forest. This is the basis for our channel allocation algorithms.

Our channel allocation problem is equivalent to a coloring problem on the network graph. Namely, we seek to color the network edges such that edges of a single color do not compose a cycle (i.e. each color composes a forest). The minimum number of colors is known as the graph arboricity and can be found by an $O(m^2)$ algorithm [59].

Initially, we assume that all nodes have the same number of radios and that this number is equal to the number of channels (i.e. $R(v) = k \forall v \in V$). When the number of available colors (channels) $k$ is fixed, the $k$-forest problem [59,85] seeks to find the maximum number of edges of the graph that can be colored using only $k$ colors without closing a single color cycle. This problem can be formulated as a matroid partitioning or a matroid intersection problem. In order to enable the development of capacity expansion algorithms, we focus on the matroid intersection formulation. Under this formulation, the $k$-forest problem makes use of two matroids: the graphic matroid and the partition matroid. In our setting, we define these matroids by considering the graph $G_N^k = (V^k, \mathcal{E})$, equal to $k$ disjoint copies of

\footnote{We will show below that this assumption can be relaxed.}

\footnote{A matroid is a combinatorial structure $\mathcal{M} = (E, \mathcal{I})$ in which $E$ is a finite set of elements, and $\mathcal{I}$ is a collection of subsets of $E$ satisfying (i) $\emptyset \in \mathcal{I}$, and if $I \in \mathcal{I}$, then all proper subsets of $I$ belong to $\mathcal{I}$, and (ii) if $I_1, I_2 \in \mathcal{I}$ with $|I_2| = |I_1| + 1$, then there exists $e \in I_2$ such that $I_1 \cup \{e\} \in \mathcal{I}$.}
the network graph $G_N$. The graphic matroid $M_1 = (E, I_1)$ assigns to $I_1$ all possible forests in $G_N^k$. The partition matroid $M_2 = (E, I_2)$ partitions $E$ into $m \triangleq |E_N|$ sets, where the $i$-th set, $E_i$, contains all $k$ copies of edge $i$. The collection $I_2$ contains all sets of edges that have no more than a single element in any set of the partitions: $I \in I_2$ implies $|I \cap E_i| \leq 1$ for $i = 1, \ldots, m$. By associating with each copy of $G_N$ in $G_N^k$ a unique color, it can be seen that the sets belonging to $I_1 \cap I_2$ can be equated to colorings, where each subgraph of a particular color is a forest. This directly corresponds to a valid channel allocation, where each channel’s network graph is a forest. The $k$-forest problem is to find for a given $k$ the largest set of edges belonging to the matroid intersection of the graphic and partition matroids.

7.5.1 Partitioning algorithms

Our first algorithm for the $k$-forest problem is the suboptimal Breadth-First Search (BFS) algorithm. Such an algorithm was used in [120] as a heuristic solution to this problem. Its major advantage is its low complexity of $O(k(m + n))$. Yet, in Section 7.6 we will show that there is a large gap between the BFS solution and the optimal solution.

Therefore, we selected an optimal algorithm as a basis for developing our capacity expansion algorithms. The optimal solution to the $k$-forest problem can be found in polynomial time [59,85] by several algorithms. One of these algorithms is the Matroid Cardinality Intersection (MCI) algorithm of Lawler [85]. We present the MCI algorithm below, specialized to the $k$-forest problem of interest here. Given a valid coloring $I \in I_1 \cap I_2$, the MCI algorithm searches for an augmenting path, consisting of an alternating sequence of edges not in $I$ and edges in $I$, such that when the edges of the path belonging to $I$ are removed from $I$ and those not belonging to $I$ are added, the resulting coloring (channel allocation) belongs to $I_1 \cap I_2$ and its cardinality has increased by 1 (for more details see [85]). The complexity of the MCI algorithm is $O(km^2n' + k^2mn(n')^2)$, where $n' = \min\{n, m/k\}$. In the description of the following algorithms, we refer to two copies of the same edge on different colors in $G_N^k$ as parallel edges.

Our channel allocation framework admits the practical situation where each node $v$ is equipped with $R(v)$ radios (interfaces). Namely, different nodes have a different number of radios. In the formulation of the matroid intersection problem, we define the graph $G_N^k$ as the disjoint union of $k$ identical copies of the network $G_N$. This corresponds to the case, where each node is equipped with exactly $k$ radios. Essentially, rather than generating $k$ copies of each network graph edge, each network link should only have an edge represented in the $i$-th copy of the network graph $G_N$ when there is a radio for that link available for use of the $i$-th channel.7 Without loss of generality we refer to any graph defined in this manner as $G_N^k = (V^k, E)$. The matroid intersection properties, the MCI algorithm, and the algorithms described in Section 7.5.2 can then be applied to $G_N^k$.

Once the channel allocation is performed, at each time slot, one can use the distributed approximation algorithm of [71] that finds the maximal weight (greedy) solution, thereby providing 100% throughput. The (local) computational complexity of this algorithm is $O(1)$, 7When different nodes have a different number of radios, the specific allocation of the links to the different copies may affect the capacity region. An efficient allocation algorithm is a subject for further research.
Algorithm 12 Matroid cardinality intersection (MCI) [85]

1: Let the initial edge set be \( I_{mci} = \emptyset \)
2: repeat
3: Remove all labels associated with every edge
4: Label ' +' on every edge \( e \) such that \( I_{mci} \cup \{e\} \in \mathcal{I}_1 \)
5: while \( e = \) [edge with oldest unscanned label] \( \neq \emptyset \) do
6: \( \quad \) if \( e \) is labeled '+' and \( I_{mci} \cup \{e\} \in \mathcal{I}_2 \) then
7: \( \quad \quad \) (augmenting path has been found)
8: \( \quad \quad \) break the while loop
9: \( \quad \) else if \( e \) is labeled ' - ' then
10: \( \quad \quad \) \( (I_{mci} \text{ has an edge parallel to } e) \)
11: \( \quad \quad \) Label ' - ' on the edge in \( I_{mci} \) that is parallel to \( e \) (if the edge is unlabeled)
12: \( \quad \) else
13: \( \quad \quad \) \( (e \text{ is labeled ' - ')} \)
14: \( \quad \quad \) Label ' + ' on each unlabeled edge in the unique cycle in \( (V^k, I_{mci} \cup \{e\}) \)
15: \( \quad \) end if
16: \( \) end while
17: if \( e \neq \emptyset \) (3 augmenting path) then
18: \( \quad \) Trace the alternating path of ' + ' and ' - ' labels that lead to the ' + ' label at \( e \) by assigning the edges labeled '+' to \( I_1 \) and those labeled ' - ' to \( I_2 \)
19: \( \quad I_{mci} \leftarrow (I_{mci} \setminus I_2) \cup I_1 \)
20: end if
21: until \( e = \emptyset \)

which is low relative to the \( O(n^3) \) complexity of a centralized optimal algorithm required to solve (2.10) [85]. In addition, the centralized algorithm has to collect queue backlog information from all nodes at each time slot (for an extended comparison see [104]).

In the realistic situation where the number of channels \( k \) is fixed and insufficient to partition all the network edges into \( k \) forests, we apply the MCI algorithm (or BFS) to generate an initial allocation that is a \( k \)-forest, and assign the unallocated network edges to the \( k \)-th channel. Thus, the first \( k - 1 \) channels are guaranteed to satisfy OLoP, while the \( k \)-th channel operates at a worst-case 50% throughput.

A (theoretical) optimal solution will partition the graph into the minimum number of OLoP satisfying components, whereas our algorithms partition into forests. In order to evaluate the performance of our algorithms, we consider complete bipartite graphs. It can be shown that two channels are necessary and sufficient to guarantee the satisfaction of OLoP in \( K_{3,3} \). Applying MCI, we find that the arboricity of \( K_{3,3} \) is 2 and conclude that MCI achieves the minimum number of channels to guarantee OLoP. This and similar results point to the strong performance of the MCI algorithm in partitioning the network into a small number of channels satisfying OLoP. Yet, the following lemma provides a lower bound on the performance in general. Define \( \kappa^*(G_N) \) as the minimum number of channels necessary to partition the edges of a network graph \( G_N \) such that the interference graph of each partitioned subgraph satisfies OLoP.

Lemma 7.5.1 For \( \epsilon > 0 \) there is no approximation algorithm that partitions a network...
graph $G_N$ into $\kappa(G_N)$ forests, where

$$\kappa(G_N) \leq (1.5 - \varepsilon)\kappa^*(G_N), \forall G_N.$$  

Proof: Consider a $K_{4,4}$ bipartite network graph. It can be partitioned into two $K_{2,4}$ network graphs. According to Corollary 7.4.2, under primary interference constraints, an interference graph of $K_{2,4}$ satisfies OLoP. Therefore, 2 channels are sufficient to guarantee the satisfaction of OLoP in $K_{4,4}$. Namely, $\kappa^*(K_{4,4}) = 2$. Since $K_{4,4}$ has 8 nodes, any forest in such a graph can have at most 7 edges. Since $K_{4,4}$ has 16 edges, its arboricity must be at least 3 (i.e. $\kappa(K_{4,4}) = 3$). Hence, there exists a graph $G_N$ for which $\kappa(G_N) = 1.5\kappa^*(G_N)$. 

7.5.2 Capacity expansion algorithms

An important undesirable feature of the MCI and BFS algorithms is that each successive channel has a maximal number of network edges assigned to it, given the assignment to the previous channels. We wish to balance the trees in order to expand the capacity, thereby expanding the achievable throughput.

We present three algorithms for improving the network capacity properties. Since the admissible region restricts the summed throughput of all edges incident on the same vertex in the network graph to 1, it is desirable to minimize the maximum vertex degree over the network graphs on each channel. The first algorithm is called R-GREEDY, and it operates by greedily selecting edges incident on vertices of maximum degree and seeking any channel that they can be reallocated to, such that the new allocation belongs to $I_1 \cap I_2$ and the allocation has an improved maximum degree. We note that $e = (v_i, v_j)$ implies that $v_i \in e$ and $v_j \in e$. The algorithm makes use of the function $\text{TF}_1(I)$, which returns a negative value when the maximum degree or number of vertices at maximum degree under allocation $I$ improves upon that of a reference allocation, $I_0$.

$$\text{TF}_1(I) = \Delta_I^* - \Delta_{I_0}^* + \sum_v 1\{\Delta_I(v) = \Delta_I^* \} - \sum_v 1\{\Delta_{I_0}(v) = \Delta_{I_0}^* \}.$$  

Above, $\Delta_I(v)$ denotes the degree of vertex $v$ in graph $(V^k, I)$, $\Delta_I^*$ indicates the maximum vertex degree in graph $(V^k, I)$, and $1\{\cdot\}$ is the indicator function. The complexity of the R-GREEDY algorithm is $O(dnmkn')$, where $d$ is the maximum vertex degree in $G_N$.

**Algorithm 13 Greedy Reallocation (R-GREEDY)**

1: begin with any edge set $I \in I_1 \cap I_2$ (this could be the output of BFS or MCI)
2: repeat
3: $I_0 \leftarrow I$
4: if $\exists e_1 \in I, e_2 \notin I$ such that $\exists v \in e_1, \Delta_I(v) = \Delta_I^*, \text{TF}_1((I \setminus \{e_1\}) \cup \{e_2\}) < 0$ then
5: $I \leftarrow (I \setminus \{e_1\}) \cup \{e_2\}$
6: end if
7: until $I$ equals $I_0$
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Our second and third capacity expansion algorithms search for capacity improvements by directly attempting to balance the vertex degrees over all channels. They make use of augmenting paths in the spirit of the MCI algorithm to find new locations for edges that are incident on heavily-loaded vertices. The *maximum degree reallocation* algorithm (R-MAxD) seeks to minimize the maximum degree over vertices in all channels. It proceeds by disabling edges incident on maximum degree vertices and searching for augmenting paths that do not use such edges. The algorithm uses the function $TF_1$ for evaluating channel allocations, and the function $ESF^0(I)$ for selecting candidate edges to disable. $ESF^0(I)$ returns all edges incident on vertices having maximum degree in graph $(V^k, I)$,

$$ESF^0(I) = \{ e \in I : v \in e, \Delta_I(v) = \Delta^*_I \}.$$ 

The *average degree reallocation* algorithm (R-AvGD) seeks to reduce *any* vertex degree in the graph so long as the reduction does not lead to higher vertex degrees or more vertices of maximum degree elsewhere in the graph. R-AvGD employs the performance evaluation function $TF_2$,

$$TF_2(I) = \sum_{i=1}^{\Delta^*_I} 2^i \text{sign} \left( \sum_{v} 1_{\{\Delta_I(v) = i\}} - 1_{\{\Delta_0(v) = i\}} \right).$$

Above, the function $\text{sign}(x) = -1$ if $x < 0$, $\text{sign}(x) = 1$ if $x > 0$, and $\text{sign}(0) = 0$. The function $TF_2(I)$ returns a negative value when the first entry at which the degree sequence of $(V^k, I)$ differs from that of $(V^k, I_0)$ is lower in the sequence of $(V^k, I)$ than that in $(V^k, I_0)$. This function encourages trading higher degree vertices for more vertices of lower degree. R-AvGD also makes use of the function $ESF^v_2(I)$, which returns all edges incident on vertex $v$ in $I$,

$$ESF^v_2(I) = \{ e \in I : v \in e \}.$$ 

We simultaneously present both algorithms as Algorithm 14, making use of the parameter $PARAM_i$, with $PARAM_1 = \{0\}$, and $PARAM_2 = V^k$.

<table>
<thead>
<tr>
<th>Algorithm 14 Maximum Degree/Average Degree Reallocation algorithms (R-MAxD $[i = 1]$/R-AvGD $[i = 2]$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: begin with any edge set $I \in I_1 \cap I_2$</td>
</tr>
<tr>
<td>2: repeat</td>
</tr>
<tr>
<td>3: $I_0 \leftarrow I$</td>
</tr>
<tr>
<td>4: for $v \in PARAM_i$ do</td>
</tr>
<tr>
<td>5: $I \leftarrow \arg\min_{\tilde{I}} { TF_i(\tilde{I}) : $</td>
</tr>
<tr>
<td>6: $\tilde{I} = \text{CE-MCI}(I,{e},ESF^v_i,TF_1,1), e \in ESF^v_i(I) }$</td>
</tr>
<tr>
<td>7: until $I$ equals $I_0$</td>
</tr>
</tbody>
</table>

R-MAxD and R-AvGD employ the recursive procedure CE-MCI that successively disables edges until an improved augmenting path is found, or all possible configurations are exhausted. CE-MCI takes as input the initial channel allocation $I$, the set of edges $E_0$ to

---

8The degree sequence of a graph $G$ is a *nondecreasing sequence* of the vertex degrees of $G$. 162
exclude when it attempts to search for augmenting paths, the functions ESF and TF, and
an integer to track the depth of the recursion. The maximum depth of the recursion can be
set using the constant D_MAX. While the MCI algorithm modifies the channel allocation
at each iteration upon the discovery of its first augmenting path, CE-MCI labels over the
entire graph and selects the best augmenting path available between all such paths found, in
terms of the function TF.

The complexity of the algorithms is a function of the complexity of the MCI algorithm,
which we denote by c(MCI). The complexity of R-MAXD is \(O(\alpha nm D_{\text{MAX}} c(MCI))\) and
of R-AVGD is \(O(d D_{\text{MAX}} nm c(MCI))\). As long as the search depth D_MAX is low, the
complexity is reasonable. In the following section, we will see that significant capacity
improvement is achieved for D_MAX = 2.
7.6 Performance evaluation

The partitioning and capacity expansion algorithms presented in Section 7.5 were implemented in Matlab and tested on numerous randomly generated networks. In this section we briefly describe the numerical results obtained for a number of representative cases. All presented results have been obtained for randomly generated instances in which the nodes are uniformly distributed in a plane of size 1000m x 1000m, with a link existing between two nodes if the distance between them is at most 250m. We intentionally present results regarding relatively dense networks, since in very sparse networks the partitioning solution is often trivial and does not shed light on the tradeoffs involved in capacity expansion. As in the previous sections, we assumed that primary interference constraints hold. The presented results were obtained assuming that the number of radios equals the number of channels and is the same for all nodes (i.e. \( R(v) = k \forall v \)). As described in Section 7.5.1, this assumption can be easily relaxed.

7.6.1 Partitioning algorithms

Figure 7-10 compares the average number of channels (\( k \)) required by the BFS and the MCI algorithms. The results are presented as a function of the number of nodes in the network (\( n \)), where for each value of \( n \), the average was obtained over 100 different random instances. Over all cases tested, the BFS algorithm required on average 32% more channels than the optimal MCI algorithm. Such a performance gap was observed throughout our numerical studies. Consequently, it seems that despite the higher computational complexity, using a matroid intersection algorithm is beneficial. This is one of the reasons the MCI algorithm was chosen as the basis for our capacity expansion algorithms.

Figure 7-10 also presents an upper bound on the edge chromatic number, which is the minimum number of colors (channels) such that an edge coloring exists having no two equally colored edges incident on the same vertex. According to Vizing's Theorem, the edge chromatic number is bounded above by \( \Delta^* + 1 \), where \( \Delta^* \) is the maximum vertex degree in the network [69]. The large gap between the optimal solution and the edge chromatic number upper bound arises because under edge coloring, all edges can be active simultaneously, while MCI creates trees on which transmissions still have to be scheduled. Hence, by using edge coloring, the capacity region is enlarged to \( \lambda_{ij} \leq 1 \forall (i,j) \in E_N \). In many network instances, such a large capacity expansion requires numerous channels.

7.6.2 Capacity expansion algorithms

We now demonstrate the operation of the different capacity expansion algorithms on a specific randomly generated network with 20 nodes. Figure 7-11 illustrates an example of the channel allocations performed by the different algorithms in a network in which the required number of channels is 4. The figure presents the network and then, for each algorithm, the 4 forests. Figure 7-11(a) presents the solution obtained by the MCI algorithm. It can be seen that the leftmost forest is relatively dense, while the rightmost tree is sparse (it includes only a single edge). The capacity is not efficiently allocated in this solution, since most of the nodes do not use the fourth channel, while the first channel has to be shared.
by many links. Figure 7-11(b) presents the allocation performed by algorithm R-GREEDY, using the MCI solution as input. It can be seen that several edges have now been migrated to the fourth (rightmost) channel. Figure 7-11(c) presents the allocation performed by algorithm R-MAXD, using the R-GREEDY solution as input. The R-GREEDY solution had two vertices of degree three, and R-MAXD manages to manipulate the allocation such that only a single vertex has degree three. Finally, the solution from R-MAXD is used as input in R-AvgD to obtain the channel allocation of Figure 7-11(d). Though the maximum vertex degree remains at three, lower degree vertices have had their degrees improved, with many more edges in this allocation entirely disconnected.

The example above demonstrates the operation of the capacity expansion algorithms. We now quantitatively evaluate their performance. Given a specific channel allocation it is not straightforward to represent the capacity region. This results from the fact that it is a polytope in $\mathbb{R}^m$. Yet, in order to obtain some insight, we make the following simplifying assumption regarding the capacity allocation that takes place once the channels are assigned to the links. We assume that some degree of fairness exists, and therefore, if possible, all edges connected to a node receive an equal share of the node capacity. This is sometimes impossible, due to a capacity limit resulting from the other node connected to an edge. Consequently, under this assumption the throughput on an edge $(i,j)$ operating in channel $k$ will be at least $(\max(\Delta_{i,k}, \Delta_{j,k})^{-1}$, where $\Delta_{i,k}$ is the number of edges adjacent to node $i$ that use channel $k$.

Accordingly, the first performance measure is Average Capacity, which is the average over all edges $(i,j) \in E_N$ of the above value. The second performance measure is the Worst-Case Capacity, which is the lowest capacity allocated to a link in the network. This
Figure 7-11: Channel assignments by (a) MCI (b) R-GREEDY (c) R-MAXD, and (d) R-AvgD.
is inversely proportional to the maximum node degree over all nodes and all channels. Using the above notation, it is equal to \((\max_{i,k} \Delta_{i,k})^{-1}\).

Figure 7-12 illustrates these performance metrics for random networks with different numbers of nodes \((n)\). For each value of \(n\), the results were averaged over 50 different random network instances. It can be seen that both for the worst case and the average case, R-GREEDY provides significant throughput improvement over the MCI algorithm (average improvement of 29% and 40% in the average and worst-case capacity, respectively). This is notable, since the complexity of the greedy capacity expansion algorithm is small relative to that of MCI. When using the R-MAXD and R-AVGD, we employed a maximum search depth of \(D_{\text{MAX}} = 2\). This implies that the complexities of R-MAXD and R-AVGD are respectively \(O(dnm^2)\) and \(O(d^2 nm)\) times the complexity of MCI. Despite the higher complexities, the value of these algorithms is evident from their ability to significantly improve the performance metrics. Relative to the MCI solution, R-MAXD achieves average improvements of 36% and 56% in the average and worst-case capacities, respectively, while R-AVGD achieves 45% and 56%, respectively.\(^9\) There is an evident tradeoff between complexity and performance. Since the channel allocation problem is solved in a different time scale from the scheduling problem, it seems beneficial to use R-MAXD or R-AVGD.

In realistic situations the number of channels and radios is bounded. Figure 7-13 depicts the average capacity metric versus the number of available channels \((k)\) for a network with 20 nodes. For each value of \(k\), the results were averaged over 50 different random network instances. Given a fixed \(k\), the MCI, R-GREEDY, R-MAXD, and R-AVGD algorithms were enlisted to obtain and expand the capacity of \(k\)-forests. In instances where there were edges that could not be included in a valid \(k\)-forest, these edges were added to the last generated forest (at channel \(k\)). As explained in Section 7.5.1, the first \(k - 1\) channels are guaranteed to satisfy OLoP, while the \(k\)-th channel operates at a worst-case 50% throughput. If there was a cycle in the \(k\)-th channel, we assumed that the edges in the \(k\)-th channel achieve only 50% throughput when calculating the average capacity. Algorithms R-GREEDY, R-MAXD and R-AVGD provide significant improvement over the MCI algorithm alone.

\(^9\)Note that the plots of the worst-case capacity for R-AVGD and R-MAXD overlap.
Figure 7-12: Average and worst-case capacities.

Figure 7-13: Average capacities given a fixed number of channels $k$. 
7.6.3 Comparison with other static channel allocation algorithms

Thus far, our simulation studies have provided absolute measures of the performance of our proposed channel allocation algorithms. In this section, we compare the static channel allocation generated by our algorithm next that of [77]. We find that our rebalanced channel allocations are typically superior, in terms of maximum achievable throughput, than those generated by the algorithm of [77].

In [77], the authors consider the joint problem of determining multi-hop routes and channel allocation in wireless mesh networks. The authors solve the routing problem using a linear program, and subsequently use the implied link loads to determine an effective channel allocation (the algorithm can be found in [77, Figure 5]). Essentially, each (link,channel) combination is provided with a weight, and the algorithm successively determines the minimum weighted link and assigns a channel to that link. This algorithm has one ambiguity: it does not provide a tie-breaking condition for allocating a channel to a link, when multiple channels have the same weight. In our numerical studies, we find that the choice of tie-breaking condition has an effect on throughput performance, so we distinguish two versions of the algorithm: 1) ties are broken by selecting the channel with lowest index (KN scheme); 2) ties are broken by randomly selecting amongst equally weighted channels (KN scheme with random tie-break).

Note that the static channel allocation algorithm of [77] is intended to be used in conjunction with a time-division multiplexing (TDM) scheduler. This is because the traffic is assumed to be known and deterministic, in which case a fixed TDM schedule can be implemented for servicing the link loads. Recall that our scheduling objective is to service packets that arrive stochastically. Thus, for our simulations we cannot assume that the link loads are known in advance. Consequently, our simulations employ maximal weight scheduling, in order to dynamically adjust service rates based on traffic variations, with no assumptions made regarding the rate vector $\lambda$. However, $\lambda$ is explicitly considered an input to the channel allocation algorithm of [77]. In order to compare the performance of the channel allocation of [77] with our proposed allocation, we provide the algorithm of [77] with the true value of the long-term arrival rate vector $\lambda$, and employ maximal weight scheduling for servicing packets that arrive to the network stochastically.

In order to measure throughput performance, we will consider uniform arrivals: $\lambda_{ij} = \lambda$ for all $i,j$. We will refer to the maximum value of $\lambda$ in which the queues in the network remain stable (i.e. do not grow without bound) as the maximum achievable throughput of the network.

For our simulations, we consider $k = 3$ channels available at each edge, with 3 radios at each node, and require that at most one channel can be allocated to any edge. We present results relating to four channel allocation methods: 1) Our proposed static allocation, where we apply the MCI algorithm, the greedy rebalancing heuristic, the maximum degree rebalancing algorithm, and the average degree rebalancing algorithm in sequence, followed by assigning any unallocated edges to the lowest channel index; 2) the KN static channel allocation; 3) the KN static channel allocation with random tie-break; and 4) dynamic channel allocation, where links are not bound to channels, and (link,channel) combinations are activated at each slot based on maximal weight scheduling. Note that the dynamic
channel allocation method (point 4 above) has the advantage of being allowed to modify its channel allocation at each time slot. Consequently, one might expect that its performance is superior to any static allocation scheme. Nevertheless, the throughput gap between static and dynamic channel allocations is of interest, since it clarifies the trade-off of performance against scheduler complexity.

Figure 7-14 shows several simulated trajectories for the various channel allocation methods described above. In each case, the system is subject to Poisson arrivals, and maximal weight scheduling is always employed. As in previous simulations, this study is based on a single placement of 25 users in a 1km x 1km field. Observe that the lowest throughput performance is incurred by the KN scheme, where the queue backlog grows without bound at the uniform arrival rate $\lambda = 0.2$ packets per slot. The next lowest throughput performance is incurred by the KN scheme with random tie-break (unstable at $\lambda = 0.3$ packets per slot), followed by our proposed method and the dynamic channel allocation algorithm (both unstable at $\lambda = 0.4$ packets per slot). Observe that at $\lambda = 0.4$ packets per slot, none of the four channel allocation schemes enables stability of maximal weight scheduling. Figure 7-15 plots the average aggregate queue occupancy versus the uniform arrival rate $\lambda$.

\[10\] This is not always the case under maximal weight scheduling: recall the example of Section 7.3.2 where static channel allocation was shown to be superior to dynamic allocation in the 6-ring.
Figure 7-15: Average aggregate queue occupancy versus average uniform arrival rate. Each point is generated from a sample path of duration 250,000 time slots.

experienced in the same network under the various channel allocations. This plot clarifies the relative throughput performance of the four channel allocation algorithms: The maximum throughput achievable under KN, KN with random tie-break, the proposed scheme, and the dynamic channel allocation are respectively: 0.15, 0.25, 0.325, and 0.375 packets per slot.

We considered 25 randomly generated mesh networks, each subject to uniform arrival rates. Figure 7-16 presents the maximum throughput performance of the different channel allocation algorithms in each of these networks. It can be seen that our channel allocation algorithm usually outperforms the other static channel allocations, with only two instances (network indices 15 and 17) in which one of the KN schemes achieves higher throughput. Overall, our channel allocation outperforms the best KN scheme by an average of 25%. Additionally, randomly breaking ties in the KN scheme usually leads to improved throughput performance over the simple KN scheme, with an average throughput performance improvement of 15%. Finally as expected, dynamic channel allocation always outperforms static allocation, with an average throughput performance improvement of 33% over the best static allocation.
Figure 7-16: Maximum throughput for various channel allocation schemes.
7.7 Conclusions

In this chapter we have applied techniques stemming from stability theory and matroid theory to obtain novel results regarding the design of Wireless Mesh Networks. The application of these theories allows us to develop algorithms for partitioning a mesh network into a number of high capacity subnetworks such that in each of the subnetworks simple distributed algorithms can obtain 100% throughput.

We have performed a study of the implications of Local Pooling on network design and shown that although the notion of Local Pooling is rather abstract, its implications are quite powerful. Based on some of our observations, we developed matroid intersection algorithms for efficient network partitioning. In Section 7.6 we have shown that these algorithms perform very well in terms of capacity. We note that the scope of this work spans more than multi-radio multi-channel WMNs. It seems to be relevant to any wireless network with stochastic arrivals in which transmissions can be differentiated in the time domain (i.e. scheduling) as well as in other domains (frequency, code, etc.).

This chapter primarily provides a theoretical contribution that lays the foundation for developing practical algorithms. Hence, there are still many problems to deal with. For example, a future research direction is to allow dynamic channel allocation. This will require to tailor the channel allocation algorithms for online and perhaps distributed operation. In addition, Lemma 7.5.1 indicates that partitioning into trees may be suboptimal. Therefore, we would like to develop matroid intersection algorithms that will partition into other components similar to the ones identified in Section 7.4. In general, we would like to develop algorithms that partition the network to the minimum number of OLoP-satisfying components. It seems that this may be done by utilizing connections between the maximal independent sets in the interference graph and the characteristics of the graphic and partition matroids.

In Section 7.2.1, we mentioned SINR-based interference models as a useful (and perhaps more realistic) alternative to the graph-based models we consider in this chapter, as well as through the remainder of the thesis. Although an SINR-based interference model does not admit the use of an interference or conflict graph in obtaining maximal weight link activations, one could propose distributed scheduling techniques that arrive at valid SINR-constrained link activations. Given such a scheduling algorithm, it is not difficult to adapt the Local Pooling results of [51] into this setting. In particular, when we consider maximal weight scheduling in a network having a well-defined interference graph, the essential reasoning is that among the maximum weighted vertices of the interference graph (equivalently edges of the network graph), a maximal independent set must always be selected. Consequently when the set of vertices $V \subseteq V_I$ have dominant weights in the interference graph, the scheduler must exclusively select independent sets in the interference graph that are maximal over the vertex set $V$. For this reason, the maximal matrix $M(V)$ appears in the Local Pooling definitions. In order to extend the Local Pooling analysis into other scheduling settings, such as an SINR-constrained network, we must simply understand what are the different regimes of network operation, and what are the possible link activations available to the scheduler in each regime. In the model containing an interference graph, the regimes consist of all possible sets of network edges (or vertices of the interference graph) that can
simultaneously have maximum weight, and the possible link activations are contained in the matrix $M(V)$. Thus, for scheduling in an SINR-constrained network, or given a different scheduling algorithm, a Local Pooling analysis can still be conducted. It is only necessary to identify the different service regimes, and the possible link activations corresponding to each regime.
Appendix

7.A Proof of Lemma 7.3.2

Based on Edmonds’ Theorem [53] and the analysis of [68] and [169], in such networks the arrival rates should satisfy the following constraints:

\[ \sum_{(i,j) \in E_N} \lambda_{ij} \leq 1 \quad \forall i \in V \]  
(7.3)

\[ \sum_{(i,j) \in L(U)} \lambda_{ij} \leq \lfloor |U|/2 \rfloor \quad \forall U \subseteq V, \ |U| \text{ odd} \]  
(7.4)

\[ \lambda_{ij} \geq 0 \quad \forall (i,j) \in E_N. \]  
(7.5)

where \( L(U) \subseteq E_N \) is the collection of links connecting nodes in \( U \). Using a maximal weight matching algorithm along with a two speedup (using two frequencies on each link) achieves the region defined in (7.3)-(7.5). Alternatively, assume that the network can be partitioned into two subnetworks with non-overlapping edges (denoted by \( G^1_N = (V^1, E^1_N) \) and \( G^2_N = (V^2, E^2_N) \)) such that their interference graphs satisfy OLoP. In that case, the distributedly achievable stability region is defined by the following constraints that should hold for \( k = 1, 2 \):

\[ \sum_{(i,j) \in E^k_N} \lambda_{ij} \leq 1 \quad \forall i \in V^k \]  
(7.6)

\[ \sum_{(i,j) \in L(U)} \lambda_{ij} \leq \lfloor |U|/2 \rfloor \quad \forall U \subseteq V^k, \ |U| \text{ odd} \]  
(7.7)

\[ \lambda_{ij} \geq 0 \quad \forall (i,j) \in E^k_N. \]  
(7.8)

This region is larger than the region in (7.3)-(7.5).

7.B Proof of Theorem 7.4.2

Designate the two cliques \( G^1_I = (V^1_I, E^1_I) \) and \( G^2_I = (V^2_I, E^2_I) \), where \( V^1_I \cap V^2_I = \emptyset \) and \( E^1_I \cap E^2_I = \emptyset \). Further, let \( E_d \) be the set of disjoint edges connecting \( G^1_I \) and \( G^2_I \). We then have \( G_I = (V_I, E_I) \), where \( V_I = V^1_I \cup V^2_I \) and \( E_I = E^1_I \cup E^2_I \cup E_d \). Consider the induced subgraph over the vertex set \( V \subseteq V_I \). If \( V \cap V^1_I = \emptyset \) or \( V \cap V^2_I = \emptyset \), then Lemma 7.4.2 implies that \( V \) satisfies SLoP. If \( |V \cap V^1_I| = 1 \) and there exists \( v \in V^2_I \) such that \( (V \cap V^1_I, v) \in E_d \), then Lemma 7.4.1 ensures that SLoP is satisfied for \( V \). If \( |V \cap V^1_I| = 1 \) and there is no \( v \in V^2_I \) such that \( (V \cap V^1_I, v) \in E_d \), then the induced subgraph over \( V \) consists of the disjoint union of two cliques, which satisfies SLoP by Lemma 7.4.2 and Proposition 7.4.1. The same reasoning applies when \( |V \cap V^2_I| = 1 \). Finally, when \( |V \cap V^1_I| > 1 \) and \( |V \cap V^2_I| > 1 \), we claim that every maximal independent set of the induced subgraph of vertices \( V \) in \( G_I \) contains two vertices. Denote by \( G^1_I \) the induced subgraph over \( G^1_I \) and \( G^2_I \) that over \( G^2_I \). Since both \( G^1_I \) and \( G^2_I \) are cliques, no more than two vertices can belong to any independent set, one
in each clique. Suppose a maximal independent set contains one vertex, \( v \), without loss of generality this vertex belongs to \( G_I^1 \). By definition of the set \( E_d \), \( v \) can only share an edge with a single vertex of \( G_I^2 \). Then, if no vertex of \( G_I^2 \) can be added to the independent set, \( G_I^2 \) must be \( K_1 \), since otherwise any vertex of \( G_I^2 \) not incident on \( v \) could be added. This is a contradiction. Consequently SLoP must be satisfied on such a subgraph. Thus, we have that SLoP is satisfied on any subgraph of \( G_I \), which implies that OLoP is satisfied.

7.C Proof of Theorem 7.4.3

Note that any connected subgraph of a tree of blocks is tree of blocks or a forest of blocks. Thus, we only need to consider satisfaction of the SLoP properties of any tree of blocks, which will provide the satisfaction of OLoP for any tree of blocks. If the tree of blocks \( G = (V, E) \) has any clique \( K_i, l \geq 2 \) associated with a leaf of the tree, then one vertex of this clique must belong to every maximal independent set of the tree of blocks. Consequently setting \( \alpha_i = 1 \) for any vertex corresponding to this clique and \( \alpha_i = 0 \) otherwise provides \( \alpha^T M(V) = e^T \) and we conclude that SLoP is satisfied.

It remains to consider the case where every leaf of the tree of blocks corresponds to two cliques connected by any number of disjoint edges. Consider any such block and in particular we focus on the clique that has no other blocks sharing a vertex with it. Then it is clear that the proof of Theorem 7.4.2 applies to this clique, in that there must exist a vertex of this clique in every maximal independent set of vertices in \( G \). Thus, SLoP must be satisfied for this configuration.

Since SLoP is satisfied for any tree of blocks, and each subgraph of a tree of blocks is a forest of blocks, we conclude that OLoP is satisfied for any tree of blocks.
Chapter 8

Distributed throughput maximization in wireless networks: Topology and interference considerations

In Chapter 7, we found several simple graph classes in which distributed maximal weight schedulers achieve 100% throughput. We proceeded to use these results to develop channel allocation algorithms that provide attractive throughput properties under primary interference. In this chapter, we deepen our understanding of graphs that satisfy Local Pooling (LoP). Furthermore, we consider more general interference conditions than simple primary interference.

8.1 Overview and summary of contributions

Identifying specific network topologies that satisfy LoP enables the design of algorithms that either partition a wireless network into subnetworks with such topologies (e.g. via channel allocation) or add artificial interference constraints that create such topologies. Hence, in Chapter 7, a few interference graphs satisfying LoP were identified and it was proved that under primary interference constraints, tree network graphs yield interference graphs that satisfy LoP. Although some knowledge about LoP has been acquired, [51] provides abstract conditions, while Chapter 7 focuses on primary interference constraints. Despite the fact that these constraints may hold for specific technologies, they are not realistic in most practical settings. Therefore, in order to allow the development of algorithms that take advantage of LoP, in this chapter we focus on identifying topologies of interference and network graphs that satisfy the LoP conditions, and studying the effect of multihop interference on these topologies.

We first use the LoP conditions to identify several new classes of LoP-satisfying graphs. It is shown that within the class of perfect graphs, chordal graphs, chordal bipartite graphs, cographs, and a subgroup of co-comparability graphs all satisfy LoP. These observations
increase the number of graphs that are known to satisfy LoP by a few orders of magnitude. We emphasize that despite the fact that in these graph classes a distributed maximal weight independent set algorithm usually does not achieve the optimal (maximum weight) solution, it achieves 100% throughput. We also show that all odd rings with at least 9 nodes and all even rings with at least 6 nodes do not satisfy LoP. Using the latter observation, we show that all bipartite graphs that are not chordal bipartite do not satisfy LoP.

We use the acquired knowledge about graph classes that satisfy and fail LoP to study the effect of increased interference on LoP. We focus on a generalization of the primary (1-hop) and secondary (2-hop) interference models to a k-hop interference model [142], where k is termed the interference degree. We show that in many cases, as k increases, it is more likely that the LoP conditions hold, and thereby, it is more likely that simple distributed algorithms achieve 100% throughput. Moreover, for every network topology, there is an interference threshold k∗, above which the corresponding interference graphs satisfy LoP. At first glance, it seems that since it is known that the worst case performance deteriorates as the interference degree increases [36, 91, 161], the results are counter-intuitive. Yet, the actual meaning of the results is that in many topologies, as k increases, the resulting interference graph is such that distributed maximal weight scheduling achieves the maximum throughput instead of the worst case throughput.

To summarize, this chapter focuses on identifying properties of network topologies satisfying the Local Pooling conditions. The main contributions are two-fold. First, we identify several graph classes that satisfy Local Pooling. Second, we show that due to Local Pooling, as the interference degree increases, it is more likely that simple distributed algorithms achieve 100% throughput. The obtained results can serve as a basis for the development of Local Pooling based algorithms.

8.2 Network model

We maintain the same network model as employed in Chapter 7 (see Section 7.2). To reiterate the undirected network graph and its interference properties, Figure 8-1 depicts an undirected graph and presents the corresponding interference graph and matrix of maximal link activations.

8.3 Interference graphs satisfying local pooling

The OLoP properties of graphs are only beginning to be understood. In Chapter 7, small graphs were studied by exhaustive search. Additionally, structural properties were used

Figure 8-1: (a) Undirected network graph G_N, (b) the corresponding interference graph G_I under primary interference, and (c) the matrix of maximal link activations.
Figure 8-2: The relations between the OLoP-Satisfying class and other graph classes: P - perfect,  \( \bar{P} \) - non-perfect, WC - weakly chordal, Ch - chordal, CBip - chordal bipartite, Bip - bipartite, Co - cograph, Co-Comp - co-comparability, Strip - strip-of-cliques, Even - cycles \( C_n \) with \( n \) even and \( n \geq 6 \), Odd - graphs with induced \( C_n \) with \( n \) odd and \( n \geq 9 \).

in [51] and Chapter 7 to show that the following interference graphs satisfy OLoP: trees, forests, clique trees, where each pair of cliques shares at most a single vertex, and a pair-of-cliques connected by disjoint edges.

**Definition 8.3.1 (OLoP-Satisfying)** The collection of graphs for which OLoP is satisfied is called the OLoP-Satisfying class.

In order to better understand the effect of interference on LoP, we use structural properties to identify various graph classes that satisfy OLoP. We identify known graph classes that are included within the OLoP-Satisfying class or intersect with it. It turns out that all the graph classes we identify using structural properties are subclasses of the class of perfect graphs. On the other hand, some of the graphs identified by the exhaustive search of Chapter 7 are not perfect graphs. Hence, in the following discussion we differentiate between perfect and non-perfect graphs. Our investigation leads to the taxonomy of graph classes depicted in Figure 8-2, showing the relationship of the OLoP-Satisfying class to the graph classes considered here.

We will make use of the following graph properties and definitions. For graph \( G = (V,E) \), the induced subgraph over vertex set \( V' \subseteq V \) is the graph \( G' = (V',E') \), where \( E' \) is the set of edges in \( E \) whose endpoints are in \( V' \). The complement \( \overline{G} = (V,\overline{E}) \) of graph
$G = (V, E)$ is defined by

$$E = \{(u, v) : u, v \in V, u \neq v \text{ and } (u, v) \notin E\}.$$

A chord of a cycle (path) is an edge between two vertices of the cycle (path) that is not an edge of the cycle (path). A cycle (path) is chordless, if it contains no chords. We denote by $C_n$ and $P_n$ a chordless cycle and a chordless path, respectively, of length $n$. We denote by $K_n$ a clique (complete graph) of $n$ nodes. The set of neighbors of node $v$ is denoted by $N(v)$.

### 8.3.1 Perfect graphs

A graph is perfect, if for each induced subgraph the size of the largest clique equals the chromatic number\(^1\). Several classical graph classes such as bipartite graphs, chordal graphs, comparability graphs, and their complements are perfect [25]. Here, we will identify a number of important classes of perfect graphs that are also subclasses of the OLoP-Satisfying class. We will show that all of the graphs identified in [29], [51] are simple special cases in these classes. The following graph classes are of particular interest.

**Definition 8.3.2 (Chordal [25])** A graph $G$ is chordal if each cycle in $G$ of at least 4 nodes has at least one chord.

**Definition 8.3.3 (Weakly Chordal [25])** A graph $G$ is weakly chordal if $G$ and $\overline{G}$ contain no induced chordless cycle $C_n$, $n \geq 5$.

**Definition 8.3.4 (Chordal Bipartite [25])** A bipartite graph $B$ is chordal bipartite if each cycle in $B$ of length at least 6 has a chord.

**Definition 8.3.5 (Cograph [25])** A graph is a cograph if it does not contain the path graph $P_4$ (depicted in Figure 8-1(a)) as an induced subgraph.

Notice that the chordal bipartite class is the intersection of the weakly chordal and bipartite classes. The following series of lemmas concern the OLoP properties of several large graph classes.

**Lemma 8.3.1** Every chordal graph satisfies OLoP.

*Proof:* See Appendix 8.A.

**Lemma 8.3.2** Every chordal bipartite graph satisfies OLoP.

*Proof:* See Appendix 8.B.

**Lemma 8.3.3** Every cograph satisfies OLoP.

\(^1\)Recall that the chromatic number is the smallest number of colors needed to color the vertices of a graph so that no two adjacent vertices share the same color.
Proof: See Appendix 8.C.

Lemma 8.3.4 Every even cycle $C_n$ with $n \geq 6$ fails SL0P.

Proof: See Appendix 8.D.

Corollary 8.3.1 Every bipartite graph that is not chordal bipartite does not belong to the OLoP-Satisfying class.

Proof: By definition, if a bipartite graph is not weakly chordal (i.e. not chordal bipartite), it includes an even cycle $C_n$ with at least 6 vertices. This cycle is an induced subgraph that, according to Lemma 8.3.4, fails SL0P. Hence, OLoP fails in bipartite graphs that are not weakly chordal.

Figure 8-2 illustrates the inclusion of the chordal, chordal bipartite, and cograph classes within the OLoP-Satisfying class. The class of chordal graphs has a few notable subclasses (i.e. classes of special graphs that are known to be chordal), including the strongly chordal, split, interval, threshold, and tree classes (additional subclasses are documented in [25]). Lemma 8.3.1 implies that all these subclasses satisfy OLoP. Therefore, the observation of [51] that trees satisfy OLoP immediately follows, as does the observation of Chapter 7 that every clique tree satisfies OLoP, since clique trees are chordal. Lemma 8.3.2 implies that all subclasses of chordal bipartite graphs satisfy OLoP, including the convex and bipartite $\cap$ distance-hereditary classes.

The contribution of Corollary 8.3.1 is its characterization of a sharp boundary separating the chordal bipartite graphs (OLoP-satisfying) from the bipartite graphs that are not chordal bipartite (not OLoP-satisfying). This boundary is depicted as a thick line in Figure 8-2. This result follows directly from the failure of the OLoP conditions in even cycles $C_n$ with $n \geq 6$. Hence, any graph class that includes the bipartite graphs as a subclass cannot be fully included within the OLoP-Satisfying class. This allows us to exclude many of the major classes of perfect graphs (e.g. preperfect, strongly perfect, quasi-parity, and bip$^*$ [25]) as subclasses of the OLoP-Satisfying class.

We note that there exist other specific perfect graphs that are not bipartite and fail OLoP. For example, according to the exhaustive search of [29], a graph known as the 6-wheel [69] fails OLoP. In Figure 8-2, this graph appears outside the OLoP-Satisfying class.

Two major classes that have not been excluded as subclasses of the OLoP-Satisfying class are the weakly chordal graphs and the co-comparability graphs, defined next.

Definition 8.3.6 (Co-comparability [67]) A graph is a co-comparability graph if it is the intersection graph of a set of curves$^2$ between two parallel lines in the plane, where every curve has one endpoint on each of the lines.

In Figure 8-2 we have shaded portions of the weakly chordal and co-comparability classes to indicate the uncertainty of their inclusion relations with OLoP-Satisfying. Determining the nature of these shaded regions (whether or not they exist) remains an open problem.

$^2$The intersection graph of a set of curves is a graph $G = (V,E)$, where $V$ is in one-to-one correspondence with the curves, and there exists an edge $(u,v) \in E$ if and only if the curves corresponding to $u$ and $v$ intersect [94].
We now present a subclass of the co-comparability class that we call a *strip-of-cliques*. A graph is in this class, if it is composed of an ordered set of cliques $1, \ldots, j$, where two adjacent cliques $i, i+1$ are connected by any number of disjoint edges, and cliques that are not adjacent are not connected directly. Figure 8-3 illustrates such a graph. Notice that the pair-of-cliques presented in [29] is a specific case of a strip-of-cliques. The following lemmas show that a strip-of-cliques graph satisfies OLoP and that any such graph is a co-comparability graph.

**Lemma 8.3.5** Every strip-of-cliques graph satisfies OLoP.

*Proof:* See Appendix 8.E.

**Lemma 8.3.6** Every strip-of-cliques graph is a co-comparability graph.

*Proof:* See Appendix 8.F.

Figure 8-2 depicts the strip-of-cliques class partially overlapping several graph classes. For example, $C_4$ is chordal bipartite, and can also be viewed as two $K_2$'s connected by parallel links. As another example, consider the graph composed of two $K_3$'s connected by 2 disjoint links. This graph is clearly not bipartite, but is weakly chordal. Finally, consider two $K_3$'s connected by 3 parallel links. This graph is the complement of $C_6$, denoted $\overline{C_6}$, and consequently not weakly chordal.

Finally, we note that the strip-of-cliques class can be generalized to a larger OLoP-Satisfying class by connecting cliques in a tree structure such that pairs of cliques are connected by any number of disjoint edges, and the intersection graph of the cliques has no cycle. Proving that such a structure satisfies OLoP can be done using similar arguments to the ones used in the proof of Lemma 8.3.5.

We finish this section by providing some context regarding the magnitude of the results. Consider the set of simple graphs having 7 nodes, of which there are 1,044 distinct graphs. Of these graphs, 393 are chordal, and 180 are cographs, with some overlap between these two classes. These numbers can be compared to the 37 forests and 11 trees that were known to satisfy OLoP. Similarly, when considering the set of simple 11 node graphs, the number of chordal graphs is 1,392,387, compared to 710 forests and 235 trees. To summarize, our understanding of the OLoP-Satisfying class has expanded significantly beyond the trees and forest graphs. However, note that the number of chordal graphs is small relative to the total number of simple graphs in this case (1,018,997,864).

### 8.3.2 Non-perfect graphs

The *OLoP-Satisfying* class includes graphs that are not perfect. We first use the numerical observations of [29] to identify non-perfect graphs that satisfy OLoP. The graph $C_5$, which

![Figure 8-3: The structure of a strip-of-cliques.](image)
is the only non-perfect graph having 5 vertices, satisfies OLoP. Moreover, since all graphs with 6 vertices except $C_6$ satisfy OLoP, all non-perfect graphs having 6 vertices must satisfy OLoP. Finally, all graphs with 7 vertices satisfy OLoP besides a specific one illustrated in [29, Figure 3] and those that have an induced $C_6$, which leads us to the observation that \textit{134 out of the 138 non-perfect graphs with 7 vertices satisfy OLoP}. In Figure 8-2 all these graphs appear in a single class (containing $C_6$ and $C_7$) within the OLoP-Satisfying class.

We now show that all non-perfect graphs that have an induced $C_n$ with $n$ odd and $n \geq 9$ fail OLoP (these are represented as the Odd class in Figure 8-2).

\textbf{Lemma 8.3.7} \textit{All odd cycles $C_n$ with $n \geq 9$ fail SLoP.}

\textit{Proof:} See Appendix 8.G.

\section*{8.4 Local pooling under multihop interference}

In this section, we show that counter-intuitively, \textit{more interference often assists the operation of distributed algorithms}. Denote the stability region under $k$-hop interference by $A_k^*$. It is clear that $A_k^*$ cannot increase with $k$ (and often decreases with $k$), as interference between the links of the network can only increase. Thus, although an increase in $k$ can lead to a smaller stability region, such an increase makes it more likely that the OLoP conditions hold, and thereby more likely that simple distributed algorithms will achieve $A_k^*$.

\subsection*{8.4.1 Interference graphs}

We first demonstrate the intuition on which the above observation is based. Consider the network graph $C_6$ (a 6 node ring), whose interference graph under primary interference is also $C_6$. According to [51], $C_6$ does not satisfy OLoP and, in general, a MWIS algorithm does not achieve 100% throughput. The best known result then provides that a MWIS algorithm guarantees 50% throughput [90]. Under 2-hop interference, the interference graph has 6 more edges (see Figure 8-4(a)). According to [29], this specific graph satisfies OLoP, and therefore, a MWIS algorithm achieves 100% throughput. Under 3-hop (or higher) interference, the interference graph becomes a clique (see Figure 8-4(b)) which satisfies OLoP [29]. Hence, although under 1-hop interference, a maximal weight algorithm guarantees 50% throughput, under $k$-hop interference ($k \geq 2$) 100% throughput is guaranteed.
Under k-hop interference, the interference graph becomes an OLoP-Satisfying clique when k equals the network diameter. It seems reasonable to expect that for many network graphs, as the interference degree increases, there exists an interference threshold above which OLoP is satisfied. We tested this property by considering small graphs. In [29] it was shown that out of 1,252 simple interference graphs of up to 7 nodes, 14 fail OLoP. The following observation is obtained by exhaustively considering the corresponding k-hop (k \geq 2) interference graphs.

**Observation 8.4.1** All k-hop (k \geq 2) interference graphs corresponding to network graphs with up to 7 edges satisfy OLoP.

Applying our acquired knowledge from Section 8.3 regarding the OLoP-Satisfying class, we will now proceed to study multihop interference properties of graphs. We focus on graph classes that appear in Figure 8-2.

First, we indicate that due to Observation 8.4.1, a number of 1-hop interference graphs outside the OLoP-Satisfying class yield k-hop interference graphs that are OLoP-Satisfying. These graphs are the 6-ring, the 6-wheel, and the four non-perfect 7-node graphs outside the OLoP-Satisfying class.

We next introduce the Strongly Chordal class, a subclass of the chordal graphs, which exhibits an interference threshold property.

**Definition 8.4.1 (Strongly Chordal [25])** A graph G is strongly chordal if G is chordal and each cycle in G of even length at least 6 has an odd chord (a chord (i, j) is odd if the distance in the cycle between i and j is odd).

Denote by G^k the k-th power of G: G^k has the same vertex set V as G, and u, v \in V are adjacent in G^k, if the minimum path length between u and v in G is at most k. Given a 1-hop interference graph G^1, the corresponding k-hop interference graph is G^k.

Since the strongly chordal graphs belong to the chordal class, Lemma 8.3.1 implies that strongly chordal graphs are OLoP-Satisfying. A property of the the strongly chordal class is that it is strongly closed under power. Namely, if an interference graph G^j is strongly chordal, then G^{j+k} is strongly chordal for all j \geq 1 [25]. Therefore, even if the 1-hop interference graph is not strongly chordal, once an interference graph becomes strongly chordal (and thereby OLoP-Satisfying), increased interference degree will generate OLoP-Satisfying graphs. Based on this property, the following theorem establishes that every graph has an interference threshold k* above which all interference graphs satisfy OLoP.

**Theorem 8.4.1** There exists a k* such that for k \geq k*, G^k satisfies OLoP.

**Proof:** For any finite interference graph G^1, there exists an interference degree at which every component of the interference graph is a clique, which is strongly chordal. The theorem follows, since every strongly chordal graph is strongly closed under power.

The following lemmas show that certain graphs, identified in Section 8.3.1, exhibit interference threshold k* = 1 (Lemma 8.4.1 immediately follows from the above mentioned property of the the strongly chordal class).
Lemma 8.4.1 If the 1-hop interference graph $G^1_I$ is a strongly chordal graph, such as a tree or a clique tree, then $G^k_I$ satisfies OLoP for every $k \geq 1$.

Lemma 8.4.2 If the 1-hop interference graph $G^1_I$ is a cograph, then $G^k_I$ satisfies OLoP for every $k \geq 1$.

Proof: According to [25] every connected subgraph of a cograph has diameter of at most 2. Therefore, the corresponding $G^k_I \forall k \geq 2$ is a clique and according to [29] satisfies OLoP.

Lemma 8.4.3 If the 1-hop interference graph $G^1_I$ is a strip-of-cliques, then $G^k_I$ satisfies OLoP for every $k \geq 1$.

Proof: See Appendix 8.H.

When we study the transition from $G^k_I$ to $G^{k+1}_I$, we find that there are cases where increasing the interference degree can result in a graph that fails OLoP. Namely, although any interference graph has an interference threshold, the transition to this threshold may not be smooth. Namely, below the interference threshold, the interference graphs may alternate between being OLoP-Satisfying and OLoP-Failing for different values of $k$. The following lemma summarizes this result.

Lemma 8.4.4 There are OLoP-Satisfying $k$-hop interference graphs for which OLoP is not satisfied in a corresponding $j$-hop ($j > k$) interference graph.

Proof: Our proof is by example. Consider the 1-hop interference graph $G^1_I$ in Figure 8-5(a). This is a chordal graph, and therefore, according to Lemma 8.3.1 it satisfies OLoP. The corresponding 2-hop interference graph $G^2_I$ appears in Figure 8-5(b). The subgraph induced by the white nodes is a 6-ring, which fails SLoP. Therefore, OLoP fails in the 2-hop interference graph.
8.4.2 Network graphs

Thus far, we have studied the LoP properties under multihop interference for most graphs represented in Figure 8-2. We next turn our attention to particular network graph structures. An example of an interference graph $G_1$ resulting from 1-hop interference is given in Figure 8-1.

A second example is the ring network graph $C_n$, whose 1-hop interference graph is also $C_n$. Recall from Section 8.3 that $C_n$ fails OLoP for $n = 6$ and $n > 8$. Our numerical tests show that the 2-hop interference graph of any $C_n$ with $n \leq 8$ satisfies OLoP. Hence, we observe that rings are network graphs that benefit from additional interference degrees.

Clearly, any network graph whose corresponding interference graph is one of the structures indicated in lemmas 8.4.1, 8.4.2, and 8.4.3 satisfies OLoP for any $k > 1$. In particular, we can derive the following result.

**Theorem 8.4.2** Distributed MWIS algorithms achieve 100% throughput in a tree network graph under any interference degree $k$.

**Proof:** The interference graph $G_1$ of a tree network graph is a clique tree. According to Lemma 8.4.1 for such an interference graph, the corresponding $G^k$ satisfies OLoP for any $k \geq 1$.

The 2-hop interference model is important, since it represents the IEEE 802.11 transmission constraints [15,142,161]. We obtain the following result that applies to this model by using results regarding squares of line graphs$^3$ studied in [31,32].

**Theorem 8.4.3** Distributed MWIS algorithms achieve 100% throughput in a chordal network graph under a $k$-hop interference model, with any even $k$.

**Proof:** According to [31], given a chordal network graph $G_N$, the corresponding 2-hop interference graphs $G^2$ is chordal. According to Lemma 8.3.1, OLoP is satisfied in a chordal interference graph, and therefore, distributed MWIS algorithms achieve 100% throughput.

It was shown in [25] that if $G^k$ is chordal, then $G^{k+2}$ is chordal but it is not guaranteed that $G^{k+1}$ is chordal. Therefore, if the 2-hop interference graph $G^2$ is chordal, the corresponding $k$-hop interference graph $G^k$, with any even $k$, satisfies OLoP.

Several subclasses of chordal graphs have the potential to allow a MWIS algorithm to be throughput-optimal under a $k$-hop interference model, with even $k$. One of the subclasses is the class of interval graphs [25,32]. For that class the following stronger result holds.

**Lemma 8.4.5** Distributed MWIS algorithms achieve 100% throughput in an interval network graph under a $k$-hop interference model, where $k \geq 2$.

**Proof:** According to [32], given an interval network graph $G_N$, the corresponding 2-hop interference graph $G^2$ is an interval graph. Interval graphs are strongly chordal [25], and therefore, the corresponding $k$-hop ($k \geq 2$) interference graphs $G^k$ are strongly chordal and OLoP-Satisfying.

---

$^3$In graph theoretic terminology, the interference graph resulting from 1-hop interference is called line graph [69].
8.5 Conclusions

The consideration of Local Pooling has the potential to enable efficient distributed operation of wireless networks. However, since previous works focused mostly on deriving the LoP conditions \cite{51} and on networks with primary interference (Chapter 7, in this chapter we focused on the graph implications of the conditions and on multihop interference. We identified several graph subclasses of the OLoP-Satisfying class and increased the number of known graphs that satisfy LoP by a few orders of magnitude. Using these observations, we showed that increasing the interference degree usually has a positive effect on the performance of simple distributed algorithms. For example, it was proved that under secondary interference constraints, a maximal weight scheduling algorithm achieves 100% throughput in chordal network graphs.

We emphasize that our objective in this chapter is to obtain a better theoretical understanding of LoP that will assist the development of future algorithms. Hence, although a theoretical contribution has been made, there remain many algorithmic open problems. For example, LoP-based algorithms can partition the network into LoP-satisfying subnetworks or add artificial interference constraints to generate a LoP-satisfying network. Our identification of several LoP-satisfying graph classes that can serve as building blocks for these networks, and the understanding of multihop traffic and interference effects are advances toward such algorithms. For instance, one can now develop algorithms that add artificial edges to the interference graph to yield a chordal graph.

Moreover, there are a number of theoretical issues that remain unresolved. For example, Lemma 8.4.4 demonstrates that further study is necessary to determine the general evolution of the LoP property with varying interference degree. Additionally, the complete characterization of the OLoP-Satisfying and the OMLoP-Satisfying graph classes is a subject for further research.
Appendix

8.A Proof of Lemma 8.3.1

It was shown in [94, 124] that any graph $G$ that is a chordal graph, or an induced subgraph of a chordal graph, has at least one vertex $v$ for which the vertices in the set $N(v)$ induce a clique in $G$. Such a vertex is called a simplicial vertex. We claim that $G$ satisfies SLoP. Since the vertices in $N(v)$ induce a clique in $G$, any maximal independent set in $G$ will include either the simplicial vertex $v$ or exactly one of the vertices in $N(v)$. Consequently, the vector $\alpha$ having all zero entries except at the indices corresponding to the simplicial vertex $v$ and corresponding to the vertices in $N(v)$, where the entries are set to 1, yields $\alpha^T M(V_I) = e^T$. Thus, $G$ satisfies SLoP. Since this applies to any chordal graph or an induced subgraph of a chordal graph, it must follow that any chordal interference graph satisfies OLoP.

8.B Proof of Lemma 8.3.2

If graph $B = (V, E)$ is bipartite, the edge $(u, v) \in E$ is called bisimplicial if the vertices in $N(u) \cup N(v)$ induce a complete bipartite subgraph in $B$ [25]. It was shown in [66] that if graph $B$ is chordal bipartite, any induced subgraph $B'$ of $B$ has a bisimplicial edge. Let $(u, v)$ be a bisimplicial edge of $B'$ and assume that there exists a maximal independent set in $B'$ that does not include either vertex $u$ or $v$. Such an independent set must include a neighbor of $u$ and a neighbor of $v$, since otherwise, either $u$ or $v$ could be added to the independent set, which violates that the independent set is maximal. However, since $N(u) \cup N(v)$ induces a complete bipartite subgraph, an independent set cannot include vertices from both $N(u)$ and $N(v)$, which provides a contradiction. Therefore, every maximal independent set must include either $u$ or $v$, but not both vertices. Consequently, the vector $\alpha$ having all zero entries except at the indices corresponding to the vertices of the bisimplicial edge $(u, v)$, where the entries are set to 1, yields $\alpha^T M(V_I) = e^T$. Thus, SLoP is satisfied for $B'$. Since $B'$ is either chordal bipartite or an induced subgraph of a chordal bipartite graph, we must have that OLoP is satisfied for any chordal bipartite interference graph.

8.C Proof of Lemma 8.3.3

In every induced subgraph of a cograph, the intersection of any maximal clique and any maximal independent set contains precisely one vertex [25]. Hence, consider any maximal clique of the graph. By the above property, every maximal independent set of the graph contains precisely one vertex in the clique. The vector $\alpha$ having entries of one at the indices corresponding to nodes in this clique and having entries of zero otherwise, yields $\alpha^T M(V_I) = e^T$. Therefore, SLoP holds for all the induced subgraphs of a cograph, which implies that OLoP holds for any cograph.
8.D Proof of Lemma 8.3.4

For the interference graph $C_6 = (V_6, E_6)$, it was shown in [51] that there is no $\alpha \geq 0, c > 0$ such that $\alpha^T M(V_6) = ce^T$. Consider $n \geq 8$, with $n$ even. Denote $C_n = (V_n, E_n)$, using node labels $v_1, v_2, \ldots, v_n$. Then, the following are valid maximal independent sets

\begin{align*}
\{v_1, v_3, v_5, \ldots, v_{n-7}, v_{n-4}, v_{n-2}\} & \quad (8.1) \\
\{v_1, v_3, v_5, \ldots, v_{n-7}, v_{n-4}, v_{n-1}\} & \quad (8.2) \\
\{v_2, v_4, v_6, \ldots, v_{n-6}, v_{n-4}, v_{n-2}, v_n\} & \quad (8.3) \\
\{v_2, v_4, v_6, \ldots, v_{n-6}, v_{n-4}, v_{n-1}\} & \quad (8.4) \\
\{v_2, v_4, v_6, \ldots, v_{n-6}, v_{n-3}, v_{n-1}\} & \quad (8.5) \\
\{v_2, v_4, v_6, \ldots, v_{n-6}, v_{n-3}, v_n\} & \quad (8.6)
\end{align*}

From the requirement of $\alpha^T M(V_n) = ce^T$, we draw the following conclusions. Equations (8.1) and (8.2) imply $\alpha_{n-2} = \alpha_{n-1}$. Combining this fact with (8.3) and (8.4) yields $\alpha_n = 0$. Finally, combining the fact that $\alpha_n = 0$ with (8.5) and (8.6) provides $\alpha_{n-1} = 0$. Thus, it is without loss of generality that we discard the two rows of $M(V_n)$ corresponding to nodes $v_{n-1}, v_n$.

We now claim that the remaining rows of $M(V)$ provide all the constraints corresponding to interference graph $C_{n-2}$. Consider any maximal independent set of $C_n$ containing node $v_1$ and node $v_{n-1}$. Note that this configuration mimics $C_{n-2}$ by disallowing node $v_{n-2}$ to be active simultaneously with $v_1$. Thus, all maximal independent sets of this type in $C_n$ are maximal in $C_{n-2}$, and it can be easily seen that all maximal independent sets in $C_{n-2}$ containing $v_1$ yield maximal independent sets in $C_n$ when $v_{n-1}$ is active. Further, consider any maximal independent set of $C_n$ containing node $v_2$ and node $v_n$. Similar reasoning to above provides that all maximal independent sets in $C_{n-2}$ containing $v_2$ and $v_{n-2}$ are represented under this configuration. Finally, consider any maximal independent set of $C_n$ containing nodes $v_3, v_{n-2}, v_n$. Again, it can be easily shown that all maximal independent sets in $C_{n-2}$ containing $v_3$ and $v_{n-2}$ are represented. This completes the characterization of all maximal independent sets of $C_{n-2}$, since each independent set in $C_{n-2}$ contains either $v_1$ or $v_2$, or contains both $v_3$ and $v_{n-2}$. Thus, it must be true that the matrix of maximal independent sets of $C_{n-2}$, $M(V_{n-2})$, is a submatrix of that of $C_n, M(V_n)$.

Since $\alpha_{n-1} = \alpha_n = 0$, the existence of $\alpha \geq 0$ and $c > 0$ such that $\alpha^T M(V_n) = ce^T$ implies that

\[(\alpha_1, \ldots, \alpha_{n-2}) M(V_{n-2}) = ce^T.\]

Applying this reasoning inductively, if the SLoP condition for $C_n$, where $n \geq 8$ and $n$ is even, is satisfied, then SLoP must be satisfied for $C_6$. This is a contradiction and we conclude that every $C_n$ fails SLoP for $n \geq 8$ and $n$ even.
Figure 8-6: Demonstrating that the strip-of-cliques is a co-comparability graph, with (a) a set of curves whose intersection graph is a clique, and (b) the introduction of a neighboring clique, where the curves corresponding to the original clique are thinner than the new ones.

8.E Proof of Lemma 8.3.5

It is clear that every connected induced subgraph of a strip-of-cliques is a strip-of-cliques. If the induced subgraph is disconnected, each component is a strip-of-cliques. According to Proposition 7.4.1, if each component satisfies SLoP, then the combined graph satisfies SLoP. Thus, OLoP is satisfied for any strip-of-cliques if every connected strip-of-cliques satisfies SLoP.

Consider any connected strip-of-cliques graph. If the graph is a clique, then according to Lemma 7.4.2, it satisfies SLoP. Otherwise, designate one of the two cliques that connected to only a single clique as an edge clique. For example, in Figure 8-3 $K_{n_1}$ is an edge clique.

If the edge clique includes only a single vertex $v$, then it is connected by an edge to a vertex $u$ in the neighboring clique. Either $u$ or $v$ must belong to every maximal independent set. Therefore, the vector $\alpha$ having all zero entries except at the indices corresponding to the vertices $v$ and $u$, where the entries are set to 1, yields $\alpha^T M(V_I) = e^T$. If the edge clique includes more than one vertex, exactly one vertices in the edge clique will be active in every maximal independent set. Therefore, the vector $\alpha$ having all zero entries except at the indices corresponding to the vertices of the edge clique, where the entries are set to 1, yields $\alpha^T M(V_I) = e^T$. Hence, the connected strip-of-cliques satisfies SLoP, as desired.

8.F Proof of Lemma 8.3.6

According to Definition 8.3.6, if the strip-of-cliques is a co-comparability graph, then each vertex of the strip-of-cliques can be represented as a curve joining two parallel lines. An edge exists between two vertices in the strip-of-cliques if and only if the corresponding curves intersect at some point. We will describe a procedure for constructing the curves that represent an arbitrary strip-of-cliques.

Begin with the leftmost clique, having $n_1$ vertices. Cascade $n_1$ curves as shown in Figure 8-6(a), making sure that each of the curves is exposed on the right, in a staircase fashion. Clearly, each of the curves intersects with all others, which implies a clique intersection graph, $K_{n_1}$.

We next demonstrate how to introduce the $i$-th clique in the strip-of-cliques, $i \geq 2$. Consider the curves that represent the $(i-1)$-th clique, in order, by descending the staircase
on the right. If the vertex $v_1$ corresponding to one of these curves shares an edge with a vertex $v_2$ in the $i$-th clique, then a curve is drawn to represent $v_2$, by intersecting with the stair corresponding to $v_1$. This is depicted in Figure 8-6(b), where the first, third, and last curves on the staircase intersect with curves corresponding to the adjacent clique. Any remaining vertices in the $i$-th clique that do not intersect vertices in the $(i-1)$-th clique are simply included as curves that do not intersect the staircase of the $(i-1)$-th clique. There are two such curves in Figure 8-6(b). Note that the curves corresponding to the $i$-th clique are once again organized to form a staircase on the right.

This procedure can be repeated iteratively until the entire strip-of-cliques is represented as an intersection graph of curves between two parallel lines. Consequently, the strip-of-cliques is a co-comparability graph.

8.G Proof of Lemma 8.3.7

In Lemma 8.3.4 it was shown by contradiction that every $C_n$ fails SLoP for $n \geq 8$ and $n$ even. The proof for $C_n = (V_n, E_n)$, $n \geq 9$ and $n$ odd is based on a similar idea. First, the matrix of maximal independent sets for $C_9 = (V_n, E_n)$ is characterized:

\[
M(V_9) = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1
\end{bmatrix}
\]

Using the same node labeling described above, we study the equation $\alpha^T M(V_9) = \alpha e^T$. Columns 1 and 2 of $M(V_9)$ imply $\alpha_7 = \alpha_8$. Columns 2 and 3 imply $\alpha_5 = \alpha_6$. Columns 3 and 4 imply $\alpha_3 = \alpha_4$. Columns 4 and 6 imply $\alpha_1 = \alpha_2$. Columns 6 and 7 imply $\alpha_8 = \alpha_9$. Columns 7 and 8 imply $\alpha_6 = \alpha_7$. Columns 8 and 9 imply $\alpha_4 = \alpha_5$. Columns 9 and 11 imply $\alpha_2 = \alpha_3$. Thus, all values $\alpha_i$ must be equal. But, note that columns 11 and 12 imply $\alpha_5 + \alpha_7 = \alpha_6$, which must give $\alpha_5 = 0$, and consequently $\alpha_i = 0$ for all $i$. We conclude that $C_9$ fails SLoP.

The remainder of the proof demonstrating that all rings $C_n$, for $n \geq 9$ with $n$ odd, fail SLoP follows identically to the even case considered in Lemma 8.3.4, by reducing any such case to the $C_9$ SLoP condition, which cannot be satisfied.
8.H Proof of Lemma 8.4.3

We adopt similar terminology to that used in the proof of Lemma 8.3.5. According to Lemma 8.3.5, if $G_1^j$ is a strip-of-cliques, it satisfies OLoP. The interference graph $G_1^k$ is composed of cliques that share some vertices with their neighboring cliques. In particular, consider the maximum clique containing all vertices belonging to the edge clique of $G_1^j$. We refer to this clique as the $k$-edge-clique.

If the $k$-edge-clique equals $G_1^k$, then clearly $G_1^k$ satisfies OLoP. Otherwise, there are vertices of the $G_1^j$ edge clique that are not shared with neighboring cliques. In that case, one node of the $k$-edge-clique will be active in any independent set. Therefore, the vector $\alpha$ having all zero entries except at the indices corresponding to the vertices of the $k$-edge-clique, where the entries are set to 1, yields $\alpha^T M(V_I) = e^T$. Hence, the interference graph $G_1^k$ satisfies SLoP. Using a similar reasoning it can be shown that any subgraph of $G_1^k$ satisfies SLoP, and therefore, $G_1^k$ satisfies OLoP.
Chapter 9

Distributed throughput maximization in wireless networks: Multihop routing

An important challenge in the design and operation of wireless networks is to jointly route packets and schedule transmissions to efficiently share the common spectrum among links in the same area. In Chapter 7 we presented an overview of the work of Dimakis and Walrand [51] where it was shown that there exist network topologies in which distributed scheduling algorithms achieve 100% throughput. In Chapter 8 we studied interference and network graphs that satisfy LoP, thereby deepening our understanding of LoP from the cursory study of Chapter 7. In this chapter we develop sufficient conditions and study topologies in which simple distributed joint routing and scheduling algorithms achieve 100% throughput.

9.1 Overview and summary of contributions

Networks with multihop traffic have been studied in [160,161], where it was shown that, in general, only a fraction of the throughput is attainable when using distributed algorithms. Since the LoP results of [51] and Chapters 7 and 8 have been constrained to single-hop traffic, it is desirable to identify specific topologies in which distributed algorithms can obtain 100% throughput in the multihop network setting.

In this chapter, we show that the single-hop LoP conditions introduced in [51] are insufficient to guarantee stability in the multihop routing environment. Therefore, we study the LoP properties of a distributed routing and scheduling framework which is based on the backpressure mechanism of [150]. In this framework the edge weights are obtained by the backpressure mechanism but unlike in [150], a distributed maximal scheduling algorithm is used to determine which edges should be activated. We derive new multihop LoP conditions that are sufficient for guaranteeing that a distributed joint scheduling and routing mechanism employing maximal weight link activation achieves 100% throughput. Then, we present network topologies that satisfy the multihop LoP conditions, and show that the
class of topologies satisfying these conditions is strictly included within the class of single-hop LoP-Satisfying graphs. Consequently, the single-hop LoP conditions introduced in [51] are insufficient to guarantee stability in the multihop routing environment.

9.2 Network model

We adopt the same network model employed in Chapter 7 with a few changes to aid in our pursuit of multihop properties of Local Pooling. In particular, the wireless network $G_N = (V, E_N)$ is treated in this chapter as a directed graph. In $G_N$, if two nodes $v_1, v_2 \in V$ are within communication range, then the directed edges $e_{12} = (v_1, v_2)$ and $e_{21} = (v_2, v_1)$ both belong to $E_N$. To clarify the notion of an interference graph when the network graph is a directed graph, we provide in Figure 9-1 a network graph $G_N$ and the corresponding interference graph $G_I$ under primary interference constraints.

9.3 Backpressure-based scheduling and routing

Recall from Algorithm 1 that the optimal centralized scheduler (2.10) makes maximum weight service decisions based on backpressure link weights. In our framework we consider the distributed Maximal Weight Independent Set (MWIS) algorithm used in the single-hop setting, but change the link weights to backpressure link weights. Thus, the MWIS algorithm operates on the interference graph with node weights derived from the backpressure link weights. This enables scheduling decisions for joint link activation and packet routing. As in the single-hop case, which we have considered in Chapters 7 and 8, the framework is independent of the global network topology and traffic statistics.

In step 4, the framework uses the MWIS algorithm to select a maximal weight link activation based upon maximum link backpressures, obtained in step 3. In step 5, the framework makes routing decisions to service commodities achieving maximum backpressure.

9.4 Multihop local pooling conditions

In this section, we derive the multihop local pooling conditions that are sufficient for stability of the backpressure-based scheduling framework.
Algorithm 16 Backpressure-based MWIS scheduling framework

1: for time index $t = 1, 2, \ldots$ do
2: For each directed edge $e \in E_N$ assign
   \[ Z_{e_j}(t) \leftarrow (Q_{a(e)j}(t) - Q_{r(e)j}(t)) \]
3: Assign $Z^*_e(t) = \max_j Z_{e_j}(t)$
4: Obtain a maximal link activation $\pi^*(t) \in \Pi_N$ using a decentralized MWIS algorithm, based on the edge weight vector $Z^*(t) = (Z^*_e(t), e \in E_N)$
5: For each $e \in E_N$ such that $\pi^*_e(t) = 1$, choose $j^* \in \arg\max_j Z_{e_j}(t)$. Route $\min\{1, Q_{a(e)j^*}(t)\}$ packets of commodity $j^*$ across $e$
6: end for

9.4.1 Preliminaries

Recall that the OLoP conditions consider all possible vertex subsets of the interference graph, $V \subseteq V_I$. By the definition of the interference graph, the node set $V$ corresponds to a subset of the network graph edges, $E \subseteq E_N$. Thus, the OLoP conditions effectively consider every subset of network graph edges $E \subseteq E_N$. In the multihop routing scenario, we must again consider each set of network graph edges $E \subseteq E_N$. Since routing across network graph edges is not unique in the multihop scenario, we must additionally consider various combinations of commodities associated with network graph edges. We formalize the possible edge/commodity combinations by introducing the Maximum Commodity Family.

Definition 9.4.1 (Maximum Commodity Family - $\mathcal{J}_E$) The Maximum Commodity Family for $E \subseteq E_N$, $E \neq \emptyset$, is given by $\mathcal{J}_E = \{(J^*_e, e \in E_N) : \hat{Q} \in Q_E, \hat{Q} \neq 0\}$, where

\[
Q_E = \{(\hat{Q}_{ij}, i, j \in V, i \neq j) : \hat{Q}_{ij} \in \mathbb{R}^+ \forall i, j, E = \arg\max_e \max_j (\hat{Q}_{a(e)j} - \hat{Q}_{r(e)j})\},
\]

\[
J^*_e = \{j \in V : j \neq \sigma(e), \hat{Q}_{a(e)j} - \hat{Q}_{r(e)j} \geq \hat{Q}_{a(e)j'} - \hat{Q}_{r(e)j'}, \forall j' \in V\}.
\]

The above definition relates closely to the fluid limit model for the queueing system. In order to better understand the Maximum Commodity Family, we next explore some of its properties. To this end, we introduce for each commodity $j \in V$ the directed commodity graph $G_j = (V, E_j)$, where $E_j = \{e \in E : j \in J_e\}$.

Lemma 9.4.1 For $E \subseteq E_N$, $E \neq \emptyset$, the commodity collection $J = (J_e, e \in E_N) \in \mathcal{J}_E$ satisfies:

1. $J_e \neq \emptyset$, $\forall e \in E_N$.
2. $J_e \subseteq V \setminus \{\sigma(e)\}$.
3. For $j \in \cup_{e \in E} J_e$, $G_j$ has no directed cycles.
4. If $G_j$ has a directed path between vertices $v_1, v_2 \in V$ of length $L$, then
(a) the minimum length path between \( v_1 \) and \( v_2 \) in the network graph \( G_N \) is \( L \), and  
(b) the edges of all paths in \( G_N \) between \( v_1 \) and \( v_2 \) of length \( L \) are in \( G_j \).

5. If \( G_j \) has a path of length \( L \) originating at vertex \( v \), then  
(a) \( G_N \) has no paths of length less than \( L \) originating at vertex \( v \) and terminating at vertex \( j \), and  
(b) the edges of all paths of length \( L \) in \( G_N \), originating at vertex \( v \) and terminating at vertex \( j \) belong to \( G_j \).

Proof: See Appendix 9.A.

Under the backpressure framework, when the set of directed edges \( E \subseteq E_N \) have backpressures exceeding those of the other edges in the graph, there must exist a commodity collection \((J_e, e \in E_N) \in \mathcal{J}_E\) for which \( J_e \) is the set of commodities maximizing differential backlog across \( e \in E_N \). In this case, a MWIS algorithm must select a link activation \( \pi^* \) that is maximal among the edges in \( E \): i.e. \( \pi^*_E \in \mathcal{M}(E) \). Additionally, the commodity \( j \) that is routed across edge \( e \in E_N \) must belong to \( J_e \). These properties characterize the Maximal Service Activation Set (an example is given in Section 9.4.2):

**Definition 9.4.2 (Maximal Service Activation Set - \( S_{E,J} \))** For \( E \subseteq E_N \) and \( J = (J_e, e \in E_N) \in \mathcal{J}_E \),

\[
S_{E,J} = \left\{ S \in \mathcal{S} : \sum_j S_{Ej} \in \mathcal{M}(E), S_{ej} = 1 \text{ implies } j \in J_e \text{ when } e \in E_N \right\}
\]

In order to characterize the stability properties of the backpressure framework, we will track the dynamics of the link differential backlogs. Hence, we must understand how each service matrix \( S \in \mathcal{S} \) affects the distribution of commodity backpressures over the network links. We next introduce the Backpressure Service Vector. Recall from Chapter 2 that \( d_{ij}(S) \) is the service to queue \( Q_{ij} \) under activation matrix \( S \in \mathcal{S} \): \( d_{ij}(S) = \sum_k R_{ik} S_{kj} \).

**Definition 9.4.3 (Backpressure Service Vector - \( u_{E,J}(S) \))** For \( E \subseteq E_N \), \( J = (J_e, e \in E_N) \in \mathcal{J}_E \), and service matrix \( S \in \mathcal{S} \), the vector \( u_{E,J}(S) = (u_{ej}(S), e \in E, j \in J_e) \) contains the decrease in differential backlog of commodity \( j \) across link \( e \) under service matrix \( S \) for every edge/commodity pair \((e, j)\) where \( e \in E, j \in J_e \): \( u_{ej}(S) = d_{\sigma(e)j}(S) - d_{\tau(e)j}(S) \).

### 9.4.2 Some examples

In this section, we consider the network graph \( G_N \) of Figure 9-2(a), with the convention that the directed edge from node \( v_i \) to \( v_j \) is labeled \( e_{ij} \).

We begin by considering a specific feasible combination of edges and commodities. In the next section we will show that certain conditions have to hold for each such combination. The subset \( E \) of network edges of interest is \( E = \{e_{32}, e_{42}, e_{53}, e_{54}\} \), as depicted in Figure 9-2(b). Each edge in \( E \) has associated with it a set of commodities: \( J_{e_{32}} = \{v_1, v_2\} \), \( J_{e_{35}} = \{v_2\} \), \( J_{e_{42}} = \{v_1\} \), \( J_{e_{53}} = \{v_1\} \), \( J_{e_{54}} = \{v_1\} \). These commodity sets are elements
of commodity collection $J = (J_e, e \in E_N)$. This collection is a member of the Maximum Commodity Family.

Assuming primary interference constraints, the Maximal Service Activation Set $S_{E,J}$ is summarized by the following table of valid edge/commodity pairs. For example, activation $(e_{32}, v_1)$ means that commodity $v_1$ is sent over link $e_{32}$. Additionally, each activation $S$ is translated in the table below to backpressure service vectors $u_{E,J}(S)$. The service vectors are ordered by (link, commodity) pairs as follows: $(e_{32}, v_1), (e_{42}, v_1), (e_{53}, v_1), (e_{54}, v_1), (e_{32}, v_2), (e_{35}, v_2)$.

<table>
<thead>
<tr>
<th>Service activation $S$</th>
<th>Backpressure service vector $u_{E,J}(S)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${(e_{32}, v_1), (e_{54}, v_1)}$</td>
<td>$(2, 0, 0, 2, 0, 0)$</td>
</tr>
<tr>
<td>${(e_{42}, v_1), (e_{53}, v_1)}$</td>
<td>$(0, 2, 2, 0, 0, 0)$</td>
</tr>
<tr>
<td>${(e_{32}, v_2), (e_{54}, v_1)}$</td>
<td>$(0, -1, 1, 2, 1, 1)$</td>
</tr>
<tr>
<td>${(e_{35}, v_2), (e_{42}, v_1)}$</td>
<td>$(1, 2, 0, -1, 1, 2)$</td>
</tr>
</tbody>
</table>

Consider the third service activation from the table, which activates edge $e_{32}$ for service of commodity $v_2$, and edge $e_{54}$ for service of commodity $v_1$. We have depicted in Figure 9-2(c) the active link for servicing commodity $v_1$ packets in the graph on the left, and the active link for servicing commodity $v_2$ packets in the graph on the right. At each node of the graph, we indicate the number of packets departed from that node under that service activation. The backpressure service for each edge/commodity combination $(e, j)$, where $e \in E$ and $j \in J_e$, is then obtained by calculating on the graph corresponding to commodity $j$ the difference between the quantity indicated at the source node of $e$ and that indicated at the destination node of $e$. Edge $e_{54}$ has a +1 at its source and a $-1$ at its destination in the graph for commodity $v_1$, which indicates a backpressure service of 2 commodity $v_1$ packets. Through similar computation, we find that edge $e_{32}$ sees a backpressure service of 1 commodity $v_2$ packet. Note that although no other edge is active, some inactive edges do incur service under this service activation: edge $e_{53}$ sees a backpressure service of 1 commodity $v_1$ packet, while edge $e_{42}$ sees an increase of commodity
Figure 9-3: Commodity graphs for commodity $v_1$, that are invalid based on the properties of Lemma 9.4.1.

$v_1$ backpressure of 1 packet (this implies $-1$ units of backpressure service). Finally, edge $e_{35}$ sees a service of 1 commodity $v_2$ packet. No other edge/commodity pairs $(e, j)$ where $e \in E$ and $j \in J_e$, see service. Thus, we have determined each entry in the backpressure service vector corresponding to this particular service activation.

We next provide examples to illustrate the properties of Lemma 9.4.1. Figs. 9-3(a)-9-3(d) show graphs that are inadmissible as the commodity $v_1$ graph, $G_{v_1}$, for the network graph depicted in Figure 9-2(a): Figure 9-3(a) fails Property 3 because $G_{v_1}$ contains a directed cycle; Figure 9-3(b) fails Property 4a since edge $e_{53}$ provides a shorter path between vertices $v_5, v_3$; Figure 9-3(c) fails Property 4b since edges $e_{53}, e_{32}$ are not included in $G_{v_1}$; Figure 9-3(d) fails Property 5a since the path $v_2 \rightarrow v_3 \rightarrow v_5$ belongs to $G_{v_1}$, while path $v_2 \rightarrow v_1$ belongs to $G_N$; and Figure 9-3(e) fails Property 5b since edge $e_{21}$ does not belong to $G_{v_1}$.

9.4.3 Stability of the backpressure-based framework

Here, we derive new LoP conditions that are sufficient for stability of the backpressure-based scheduling framework. Recall that the quantity $d_{ij}(S)$ is the amount of service at queue $Q_{ij}$ resulting from applying service activation $S$ for one time slot. Denote vector $d(S) = (d_{ij}(S), i, j \in V)$.

Definition 9.4.4 (Subgraph Multihop Local Pooling - SMLoP) The directed network graph $G = (V, E)$ with commodity collection $J \in \mathcal{J}_E$ satisfies SMLoP if there exist vectors $\alpha, \beta \geq 0$ with $\alpha \neq 0$, and a constant $c \geq 0$ such that

$$\alpha^T u_{E,J}(S) + \beta^T d(S) \leq c, \quad \forall S \in \mathcal{S},$$

$$\alpha^T u_{E,J}(S) \geq c, \quad \forall S \in \mathcal{S}_{E,J}. \quad (9.1)$$

The SMLoP conditions associate with each link/commodity pair $(e, j)$ a non-negative weight $\alpha_{e,j}$, where $e \in E, j \in J_e$. Further, for each node/commodity pair $(v, j)$, the conditions associate a non-negative weight $\beta_{v,j}$, where $v, j \in V$.

Definition 9.4.5 (Overall Multihop Local Pooling - OMLoP) The network graph $G_N = (V, E_N)$ satisfies OMLoP if SMLoP is satisfied by each subgraph $G'_N = (V, E)$ with commodity collection $J \in \mathcal{J}_E$, where $E \subseteq E_N$.

We next state the main theorem regarding the stability of the backpressure-based framework.
Theorem 9.4.1 If network graph $G_N$ satisfies OMLoP, then the MWIS backpressure-based scheduling framework achieves 100% throughput.

Proof: The proof demonstrates that stability can be inferred if there exists no convex combination of backpressure service vectors that exceeds any convex combination of maximal backpressure service vectors for each set $E$ and commodity collection $J_E \subseteq J$. For each $E \subseteq E_N$, $J_E \subseteq J$, this condition can be expressed as a linear program whose dual can be translated to the SMLoP conditions. The full proof can be found in Appendix 9.B.

Theorem 9.4.1 demonstrates the sufficiency of the OMLoP conditions for stability under the backpressure-based framework. In the next section, we consider natural questions that arise out of these conditions.

9.5 Studying the OMLoP conditions

We now seek to understand graph properties of the OMLoP conditions. We find that the OMLoP conditions are distinct from the single-hop LoP conditions studied in [51] and Chapters 7 and 8. We also demonstrate stability for a specific class of networks.

9.5.1 OLoP versus OMLoP

We begin by demonstrating that the class of network graphs that are OLoP-Satisfying contains all OMLoP-Satisfying graphs.

Lemma 9.5.1 If $G_N$ fails OLoP, then it also fails OMLoP.

Proof: See Appendix 9.C.

In terms of Figure 8-2, Lemma 9.5.1 implies that the class of graphs that are not OLoP-Satisfying can not contain OMLoP-Satisfying graphs. Namely, all network graphs having interference graphs with induced subgraphs that are bipartite and not weakly chordal, or induced $C_n$ when $n = 6$ or $n \geq 8$ must fail OMLoP.

The next theorem demonstrates that the OMLoP conditions are in fact more restrictive than their single-hop counterparts. Thus, the family of OMLoP-satisfying graphs is strictly smaller than that depicted in Figure 8-2. It was indicated in Section 8.3.2 that $C_4$ satisfies the single-hop OLoP conditions. Here we show that OMLoP fails for $C_4$.

Theorem 9.5.1 $C_5$ (the 5-ring) fails OMLoP.

Proof: See Appendix 9.D.

9.5.2 Graph classes

We now verify that the OMLoP conditions hold for a class of graphs in which the backpressure-based framework is known to achieve 100% throughput. This class is the forest of stars, where every connected component of the network graph is a star graph, consisting of a
central node \( v_0 \), connected to one or more vertices of degree 1. Under any \( k \)-interference model, the star's interference graph is a clique (appearing in Figure 8-2 within the intersection region of the chordal and cograph classes). Therefore, only one edge can ever be active at once. Accordingly, a maximal weight edge activation is identical to a maximum weight edge activation, thereby achieving 100% throughput. The following lemma shows that OMLoP is satisfied in such graphs.

**Lemma 9.5.2** The star network graph satisfies OMLoP.

*Proof:* See Appendix 9.E.

Applying the multihop analogous result to Proposition 7.4.1, we have the following corollary.

**Corollary 9.5.1** Every forest of stars satisfies OMLoP.

In Chapter 8, we completely characterized the LoP properties of cycle graphs, \( C_n \) for \( n \geq 3 \). By Lemma 9.5.1, we can conclude that under primary interference, every network graph \( C_n \), where \( n = 6 \), or \( n \geq 8 \) fails OMLoP. The following theorem completes the characterization of the OMLoP properties of network graphs that are cycles.

**Theorem 9.5.2** \( C_3 \) is the only cycle network graph satisfying OMLoP under primary interference.

*Proof:* The proof that \( C_4 \) and \( C_7 \) fail OMLoP follows similarly to the proof of Theorem 9.5.1, and is omitted. The proof for \( C_3 \) is provided in Appendix 9.F.

The above results are reassuring, since clearly maximal weight matching in stars as well as in \( C_3 \) provides the maximum weight solution. This follows because these graphs yield complete interference graphs. Consequently, Theorem 2.3.1 guarantees that the algorithm achieves 100% throughput. The results of this section do not however provide any indication of the OMLoP properties of general graphs, particularly in cases where maximal weight solutions do not equal the maximum weight solutions. We seek to explore such graphs next.

### 9.5.3 Exhaustive search

Similarly to Section 7.4.1, we now report the results of numerical studies of the OMLoP conditions. We identified all simple, connected graphs of up to 5 nodes from [156]. We treated each of these graphs as network graphs and investigated their OMLoP properties. We employed Matlab to identify all maximal configurations, (i.e. to obtain matrices \( M(E) \)), and to test the OMLoP conditions for each network graph. To test the OMLoP conditions for network graph \( G_N = (V, E_N) \), we considered every possible subset of edges \( E \subseteq E_N \), as well as every possible commodity collection in \( J_E \subseteq J_E \). We identified commodity collections, by considering any collection \( J \in \{ (J_e, e \in E_N) : J_e \subseteq V \forall e \in E_N \} \). To ensure that \( J \) belongs to \( J_E \), we tested the feasibility of the following linear program. Let
Figure 9-4: The only simple connected network graphs of up to 5 nodes satisfying OMLoP.

\[ E_j = \{ e \in E : e \in J_e \} \]

\[
\gamma_j^* = \min \gamma \\
\text{s.t. } q_\sigma(e) - q_r(e) = \gamma, \quad \forall e \in E_j \\
q_\sigma(e) - q_r(e) \leq \gamma - 1, \quad \forall e \notin E_j \\
\gamma \geq 1 \\
q_i = 0 \\
q_i \geq 0, \quad \forall i
\]

If the above linear program has a solution for each \( j \in V \), then we conclude that the commodity collection \( J \) belongs to \( J_E \). This follows because the solutions for all \( j \) can be translated to a matrix \( \bar{Q} \) satisfying the conditions of Definition 9.4.1.

To test the OMLoP conditions, we evaluated for each \( E \subseteq E_N \) and \( J \in J_E \) the following linear program.

\[
c^* = \max c \\
\text{s.t. } \sum_{s \in S} \mu_S u_{E,J}(S) \geq \sum_{s \in S_{E,J}} v_s u_{E,J}(S) + ce \\
e^T \mu \leq 1 \\
\sum_{s \in S} \mu_s d(S) \geq 0 \\
e^T \nu = 1 \\
\mu_S \geq 0 \quad \forall S \in S \\
v_S \geq 0 \quad \forall S \in S_{E,J}
\]

In the proof of Theorem 9.4.1 (specifically in Lemma 9.B.1), it was shown that if \( c^* \leq 0 \) then the network graph \( G = (V, E) \) with commodity collection \( J \) satisfies SMLoP.

Applying these optimizations in Matlab, the following numerical result was obtained.

**Numerical Result 9.5.1** All connected simple network graphs of up to 5 nodes, subject to primary interference, fail OMLoP, except \( P_1, P_2, C_3, K_{1,3}, K_{1,4}, K_{1,5} \), depicted in Figure 9-4.

This result tells us that the only graph components having at most five nodes that satisfy OMLoP under primary interference are those that have interference graphs that are
cliques. Although this result provides a very limited sense of the general OMLoP properties of graphs, it provides a significant indication that the OMLoP-Satisfying class is a very small graph class.

9.6 Conclusions

This chapter came about from the recognition that many networking environments demand the use of multihop routing, particularly in scenarios where direct wireless links between each pair of nodes do not exist. This is clearly the case in many wireless networks, where physical communication impairments, particularly pathloss, can lead to arbitrarily interconnected networks.

Consequently, we obtained the LoP conditions for networks with multihop traffic (OM-LoP), and showed that they are distinct from the single-hop conditions, derived by Dimakis and Walrand [51]. We showed that the class of graphs satisfying the OMLoP conditions is a strict subclass of the OLoP-Satisfying class.

Much remains to be understood about the OMLoP conditions. The most important question is: Just how restrictive are the OMLoP conditions, and what are the graphs contained within the OMLoP-Satisfying class?
Appendix

9.A Proof of Lemma 9.4.1

Let $E \subseteq E_N$, with $E \neq \emptyset$. Consider any $J_E \in J_E$, and suppose $J_E = (J^E_e, e \in E)$ for $\hat{Q} \in Q_E$. Item 1 follows because the set $J^E_e$ can never be empty. Item 2 follows by the definition of $J^E_e$. For Item 3, suppose that graph $G_j$ contains a directed cycle, $v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_L \rightarrow v_1$. Then since $\hat{Q} \in Q_E$, it must be true that $\hat{Q}_{v_j}$ strictly decreases across each edge in the cycle. This is clearly a contradiction. For Item 4a, suppose vertices $v_1, v_2$ are joined by a path of length $L$ in $G_j$, and there exists a shorter path between $v_1, v_2$ in $G_N$. Then there must exist an edge $e$ on this shorter path for which $\hat{Q}_{v_j} = \hat{Q}_e$ exceeds the corresponding value across edges in the path joining $v_1, v_2$ in $G_j$. This violates that $\hat{Q} \in Q_E$, which provides a contradiction. Item 4b follows similarly: suppose there exist two paths of length $L$ in $G_N$, with every edge in the first path belonging to $G_j$. By definition, every edge $e$ in the first path must have equal values $\hat{Q}_e$. If this is not the case for the second path, then there must exist some edge $e'$ whose corresponding value exceeds that of the edges in the first path. This violates that $\hat{Q} \in Q_E$, which provides a contradiction. Item 5a follows by noting that $\hat{Q}_{v_j} = 0$, which implies that the differential backlog of commodity $j$ along at least one edge on the shortest path from $v$ to $j$ exceeds that of the edges along the path of length $L$ originating at $v$. This contradicts the set $E$. Item 5b follows similarly.

9.B Proof of Theorem 9.4.1

The proof of stability makes use of the fluid limit technique. We consider a countably infinite sequence of queueing systems, indexed by $r$, subject to the same arrival process, $A_{ij}(t), i, j \in \{1, \ldots, n\}$, for $t \geq 0$. The queueing variables of the $r$-th system are given by $Q^r_{ij}(t), A^r_{ij}(t) = A_{ij}(t), U^r_{ij}(t)$ for all $i, j \in \{1, \ldots, n\}$, and $F^r_S(t)$ for all $S \in S$. At time $t = 0$, the $r$-th system is assumed to contain zero packets in every queue. The following are the queue evolution properties of the $r$-th system:

\[
Q^r_{ij}(t) = A^r_{ij}(t) - U^r_{ij}(t), \quad t \geq 0
\]
\[
U^r_{ij}(t) = \sum_{S \in S} d_{ij}(S) F^r_S(t), \quad t \geq 0
\]
\[
\sum_{S \in S} F^r_S(t) = t, \quad \text{and } F_S \text{ is non-decreasing, } t \geq 0
\]
\[
A^r_{ij}(0) = 0, U^r_{ij}(0) = 0, \forall i, j, F^r_S(0) = 0, \forall S \in S
\]

We extend the queueing variables to the reals using $Y(t) = Y(\lfloor t \rfloor)$ for $Y = Q^r_{ij}, A^r_{ij}, U^r_{ij}, F^r_S$. Now each of these processes is scaled according to $q^r_{ij}(t) = Q^r_{ij}(r t)/r$. We obtain the scaled processes $q^r_{ij}, a^r_{ij}, u^r_{ij}, f^r_S$. As in [9], we can infer the convergence with probability 1 of the scaled processes over some subsequence of system indices $\{r_k\}$ to a fluid limit $(q_{ij}, a_{ij}, u_{ij}, f_S)$.
having the following key properties:

\[ q_{ij}(t) = a_{ij}(t) - u_{ij}(t), \quad t \geq 0 \]
\[ a_{ij}(t) = \lambda_{ij}, \quad t \geq 0 \]
\[ u_{ij}(t) = \sum_{S \in S} d_{ij}(S)f_S(t), \quad t \geq 0 \]
\[ \sum_{S \in S} f_S(t) = t, \quad \text{and } f_S \text{ is non-decreasing}, \quad t \geq 0 \]
\[ a_{ij}(0) = 0, u_{ij}(0) = 0, \forall i, j, f_S(0) = 0, \forall S \in S \]

The convergence of each process is uniform on compact sets for \( t \geq 0 \), and it easily follows that the limiting processes \( q_{ij}, a_{ij}, u_{ij}, f_S \) are Lipschitz-continuous in \([0, \infty)\).

Consider \( z_{ej}(t) = q_{e\sigma[j]}(t) - q_{e\alpha[j]}(t) \), the fluid \textit{differential backlog} of commodity \( j \) across the directed link \( e \). Define the function \( h : [0, \infty) \rightarrow [0, \infty) \) where \( h(t) = \max_{e,j} z_{ej}(t) \). Consider a regular time \(^1 t \geq 0 \), at which \( h(t) > 0 \). Assign

\[ E = \{ e \in E_N : \exists j \text{ such that } z_{ej}(t) = h(t) \}, \quad (9.3) \]

and for \( e \in E_N \), assign \( J_e = \arg \max_j z_{ej}(t) \). Note that using \( \bar{Q} = (q_{ij}(t), i, j \in V_N) \), we have \( J = (J_e, e \in E_N) \in J_E \). Under the backpressure-based algorithm, it is simple to demonstrate that no link activation outside of \( \mathcal{S}_{E,J} \) can have an increasing value \( f_S(t) \). Thus we have,

\[ \sum_{S \in \mathcal{S}_{E,J}} \dot{f}_S(t) = 1. \]

Assuming an admissible arrival rate vector \( \lambda = (\lambda_{ij}, i, j \in V_N) \), we have for \( e \in E \) and \( j \in J_e \),

\[ \dot{z}_{ej}(t) = \lambda_{e\sigma[j]} - \lambda_{e\alpha[j]} - \sum_{S \in \mathcal{S}_{E,J}} \dot{f}_S(t)(d_{e\sigma[j]}(S) - d_{e\alpha[j]}(S)) \]
\[ = \sum_{S \in \mathcal{S}} \phi_S(d_{e\sigma[j]}(S) - d_{e\alpha[j]}(S)) - \sum_{S \in \mathcal{S}_{E,J}} \dot{f}_S(t)(d_{e\sigma[j]}(S) - d_{e\alpha[j]}(S)) \]
\[ = \sum_{S \in \mathcal{S}} \phi_S u_{ej}(S) - \sum_{S \in \mathcal{S}_{E,J}} \dot{f}_S(t)u_{ej}(S) \quad (9.4) \]

for some \( \phi = (\phi_S, S \in \mathcal{S}) \) satisfying \( \phi_S \geq 0, \sum_{S \in \mathcal{S}} \phi_S \leq 1 \). The following lemma provides a condition under which the fluid differential backlogs are guaranteed to be \textit{non-increasing} at any regular time. Recall our notation that \( \mathbf{e} \) denotes the all-ones vector.

\textbf{Lemma 9.B.1} \textit{Let } \( t \geq 0 \text{ be a regular time at which } h(t) > 0 \). \textit{Let } \( E \subseteq E_N \text{ satisfy (9.3) and } J_e = \arg \max_j z_{ej}(t) \text{ for each } e \in E_N \). \textit{Suppose that the solution } \( \theta^* \text{ to the following} \)

\(^1\text{A regular time is a point at which the system is differentiable. By the Lipschitz continuity of the fluid limit, almost every time in } [0, \infty) \text{ is regular.} \)
optimization problem is $\theta^* \leq 0$:

\[
\begin{align*}
\text{Maximize} & \quad \theta \\
\text{Subject to} & \quad \sum_{S \in \mathcal{S}} \mu_{S} u_{E,J}(S) \geq \sum_{S \in \mathcal{S}} \nu_{S} u_{E,J}(S) + \theta e \\
& \quad e^T \mu \leq 1 \\
& \quad \sum_{S \in \mathcal{S}} \mu_{S} d(S) \geq 0 \\
& \quad e^T \nu = 1 \\
& \quad \mu_{S} \geq 0 \quad \forall S \in \mathcal{S} \\
& \quad \nu_{S} \geq 0 \quad \forall S \in S_{E,J}
\end{align*}
\] (9.5)

Then $\dot{h}(t) \leq 0$.

**Proof:** Suppose $\theta^* \leq 0$. For an admissible arrival rate vector $\lambda = (\lambda_{ij}, i,j \in V_N)$, we have $\lambda_{ij} = \sum_{S \in \mathcal{S}} \phi_{S} d_{ej}(S) \geq 0$, where $\phi_{S} \geq 0 \forall S$, and $\sum_{S \in \mathcal{S}} \phi_{S} \leq 1$. Furthermore, $\sum_{S \in \mathcal{S}} \dot{f}_{S}(t) = 1$ and $\dot{f}_{S}(t) \geq 0 \forall S$. Thus, the vectors $(\phi_{S}, S \in \mathcal{S})$ and $(f_{S}(t), S \in S_{E,J})$ are feasible as vectors $\mu, \nu$ respectively, in the linear program (9.5). The solution $\theta^* \leq 0$ in the optimization clearly implies that there must exist $e \in E$ and $j \in J_e$ such that

\[
\sum_{S \in \mathcal{S}} \phi_{S} u_{ej}(S) - \sum_{S \in S_{E,J}} \dot{f}_{S}(t) u_{ej}(S) \leq 0.
\] (9.9)

By (9.4), equation (9.9) implies that $\dot{z}_{ej}(t) \leq 0$. Since $t$ is a regular time, $\dot{z}_{ej}(t) = \dot{h}(t)$, which provides $\dot{h}(t) \leq 0$, as desired. \(\blacksquare\)

It only remains to demonstrate that the multihop local pooling conditions (9.1)-(9.2) are sufficient for stability. The following lemma demonstrates this property by studying the dual optimization problem to that in (9.5).

**Lemma 9.B.2** Consider graph $G = (V_N, E)$, where $E \subseteq E_N$. Then $G$ satisfies SMLoP under commodity collection $J \in J_E$ if and only if the corresponding optimization problem (9.5) has solution $\theta^* \leq 0$.

**Proof:**

Suppose that the optimization (9.5) has solution $\theta^* \leq 0$. This implies that there exists a dual solution and complementary slackness conditions hold. It is a simple exercise to demonstrate that the dual problem to (9.5) is:

\[
\begin{align*}
\text{Minimize} & \quad c_1 + c_2 \\
\text{Subject to} & \quad \alpha^T u_{E,J}(S) + \beta^T d(S) \leq c_1, \quad \forall S \in \mathcal{S} \\
& \quad \alpha^T u_{E,J}(S) \geq -c_2, \quad \forall S \in S_{E,J} \\
& \quad e^T \alpha = 1 \\
& \quad \alpha, \beta, c_1 \geq 0
\end{align*}
\] (9.10)
Since the solution to (9.5) is $\theta^* \leq 0$, the dual solution is attained at the point $(\alpha^*, \beta^*, c_1^*, c_2^*)$, where $c_1^* + c_2^* \leq 0$. Then the values $\alpha = \alpha^*, \beta = \beta^*, c = c_1^*$ satisfy the SMLoP conditions, as desired.

Conversely, suppose that the SMLoP conditions are satisfied, with values $(\alpha, \beta, c) \geq 0$, where $\alpha \neq 0$. Then, the point $(\alpha/(e^T \alpha), \beta, c, -c)$ is a feasible point in the dual optimization problem (9.10). This feasible point has cost 0. By duality, this implies that the primal problem must attain a solution $\theta^* \leq 0$, as desired.

Combining Lemmas 9.B.1 and 9.B.2, we conclude that if SMLoP is satisfied for any $E \subseteq E_N$, with any commodity collection $J \in J_E$, then $h(t) \leq 0$ for any regular time $t$ at which $h(t) > 0$. Noting that $h(0) = 0$, and applying [49, Lemma 1], Lemma 9.B.1 allows us to conclude that $h(t) = 0$ for almost every $t \geq 0$. This immediately implies that $q_{ij}(t) = 0$ for almost every $t \geq 0$, which gives the rate stability of the backpressure based algorithm. Thus the OMLoP conditions are sufficient for stability, as desired.

9.C Proof of Lemma 9.5.1

Suppose $G_N$ fails single-hop OLoP. Then, there exists a set of edges $E$ of $G_N$ for which the single-hop SLoP conditions fail. $E$ can be considered without loss of generality as a set of directed edges, each of arbitrary directionality between its end nodes.

To demonstrate that SMLoP fails, consider the set of directed edges $E$, and commodity sets $J_e = \{r(e)\}$ for $e \in E$. It can be seen that $J = (J_e, e \in E) \in J_E$. By definition, any active edge in a service activation $S \in S_{E,J}$ must be employed for single-hop service. This implies for each $S \in S_{E,J}$ that vector $\beta$ can only lead to nonnegative contributions on the lefthand side of (9.1), as follows: each active edge has a value 1 associated with its origin vertex and a value 0 associated with its destination vertex, for the commodity being single-hopped across it. Since we require $\beta \geq 0$, this implies that we can at best treat the second term on the left in (9.1) as zero for every $S \in S_{E,J}$.

Thus we must find nonzero $\alpha \geq 0, c \geq 0$ such that $\alpha^T u_{E,J}(S) = c e^T$ for each $S \in S_{E,J}$. For any such $S$, each active edge $e$ services a packet to vertex $r(e)$, leading to a backpressure reduction across $e$ of a single commodity $\tau(e)$ packet. Because each edge services a different commodity, all inactive edges in $E$ see no change in the backpressure of their respective single-hop commodities. This implies $u_{E,J}(S) \in M(E)$. Since all maximal activations over the edge set $E$ are included in $S_{E,J}$, the set of backpressure service vectors over $S_{E,J}$ must then equal $M(E)$. But $M(E)$ fails the SLoP conditions: there does not exist nonzero $\alpha \geq 0, c > 0$ such that $\alpha^T M(E) = c e^T$. Finally, $c = 0$ is invalid, because by its definition as the set of maximal link activations, each row of $M(E)$ is nonzero, which means the inner product of any nonzero $\alpha \geq 0$ with some column of $M(E)$ exceeds $c = 0$. Thus $G_N$ fails OMLoP.

9.D Proof of Theorem 9.5.1

Consider the network graph $G_N$ depicted on the left below, and the subset of edges $E$ depicted on the right. We denote by $e_{ij}$ the directed edge from vertex $v_i$ to $v_j$.
We consider the commodity collection \( J = (J_e, e \in E_N) \), where for \( e \in E_N \), \( J_e = J_e^{Q} \) and

\[
\hat{Q} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

It can be seen that \( \hat{Q} \in Q_E \), which implies that \( J \) is a member of the maximum commodity family \( J_E \).

Each of the following edge/commodity activations is represented in the maximal service activation set \( S_{E,J} \):

\[
\{(e_{21}, v_1), (e_{45}, v_1)\}, \quad \{(e_{51}, v_1), (e_{32}, v_1)\}.
\]

When we consider the backpressure service vectors associated with these activations, the second set of SMLoP conditions (9.2) require the existence of \( \alpha, c \geq 0, \alpha \neq 0 \), such that \( \alpha^T M^1 \geq c \), where

\[
M^1 = \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}.
\]

Since \( c \) is required to be nonnegative, this immediately implies that \( c = 0 \).

Each of the following edge/commodity activations is represented in the set \( S \):

\[
\{(e_{21}, v_1), (e_{34}, v_1)\}, \quad \{(e_{51}, v_1), (e_{23}, v_1)\}, \\
\{(e_{21}, v_1), (e_{34}, v_1)\}, \quad \{(e_{51}, v_1), (e_{32}, v_1)\}, \\
\{(e_{32}, v_1), (e_{45}, v_1)\}, \quad \{(e_{32}, v_1), (e_{45}, v_1)\}.
\]

When we consider the backpressure service vectors and queue backlog service associated with these activations, the first set of SMLoP conditions (9.1) require the existence of
\[ \alpha, \beta \geq 0, \alpha \neq 0, \text{ such that } \alpha^T M^2 + \beta^T M^3 \leq 0, \]
where

\[
M^2 = \begin{bmatrix}
1 & 1 & 1 & 0 & -1 & -1 & 0 \\
1 & 1 & 0 & 1 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & -1 & -1 & 0 \\
0 & -1 & 1 & 1 & 1 & 1 & 0 \\
-1 & 0 & -1 & -1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & -1 & 0 & -1
\end{bmatrix},
\]

\[
M^3 = \begin{bmatrix}
1 & 1 & 1 & 0 & -1 & -1 & 0 \\
1 & 1 & 0 & 1 & -1 & 0 & -1 \\
0 & -1 & 1 & 1 & 1 & 1 & 0 \\
-1 & 0 & -1 & -1 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & -1 & 0 & -1
\end{bmatrix}.
\]

Simple algebraic manipulation (which we forgo) can be used to demonstrate that there exists no such \( \alpha, \beta \). Thus, \( C_5 \) fails SMLoP under edge set \( E \) and commodity collection \( J \), which implies that \( C_5 \) fails OMLoP.

### 9.E Proof of Lemma 9.5.2

Consider a set of edges \( E \subseteq E_N \) and the commodity collection \( J = (J_e, e \in E_N) \in \mathcal{J}_E \). Consider the commodity graph \( G_j = (V, E_j) \), where \( E_j = \{e \in E : j \in J_e\} \). By the definition of \( \mathcal{J}_E \), there cannot exist two oppositely directed edges \( (v, v'), (v', v) \) in \( E_j \) for all \( j \). Graph \( G_j = (V, E_j) \) is a star having \( k \geq 0 \) edges facing outward from \( v_0 \) and \( l \geq 0 \) edges facing inwards to \( v_0 \), with \( k + l \geq 1 \), as depicted in Figure 9-5.

For the proof, we will use the value \( c = 1 \). Recall that only a single edge in the star can ever be active at one time. Thus, if we arrange in a matrix the backpressure service vectors corresponding to all \( S \in S \), the columns of the matrix can be arranged to yield a block diagonal matrix \( U \), with each block corresponding to service activations involving different commodities. We will consider each commodity \( j \in \cup_{e \in E} J_e \) in turn and determine the required assignment of the elements of \( \alpha \) for \( j \).

Consider commodity \( j \in \cup_{e \in E} J_e \):

**Case 1.** Suppose that \( v_0 = j \). Then by the definition of \( J_E \), we must have \( k = 0 \). In this case, if edge \( e \in E_j \) is selected for service of commodity \( j \), link \( e \) sees a decrease in backpressure of 1 commodity \( j \) packet, and no other of the \( l \) links sees a change in
backpressure, since the packet departs at $v_0$. If any other edge not in $E_j$ is selected for service of commodity $j$ packets to $v_0$, no change in backpressure occurs for any of the $l$ links. Thus, the non-zero component of the block-diagonal matrix corresponding to commodity $j$ is an identity matrix. In this case we assign $\alpha_{e,j} = 1$ for all $(e,j)$ where $e \in E_j$. We also assign $\beta_{v,j} = 0$ for all $v$.

Case 2. Suppose that $v_0 \neq j$ and that none of the $k$ outward-facing links terminates at node $j$. In this case, if an outward-facing edge $e \in E_j$ is selected for service of commodity $j$, $e$ sees a service of 2 units, each of the other outward-facing edges in $E_j$ sees a service of 1 unit, and each of the $l$ inward-facing edges sees a service of $-1$ units. Similarly, if an inward-facing edge $e \in E_j$ is selected for service of commodity $j$, $e$ sees a service of 2 units, each of the other inward-facing edges in $E_j$ sees a service of 1 unit, and each of the $k$ outward-facing edges sees a service of $-1$ units. If any other edge $e$ not in $E_j$ is selected for service of commodity $j$, this leads to a service of 1 at all links facing $v_0$ in the same direction as $e$ and a service of $-1$ at all links facing $v_0$ in the opposite direction to $e$. The non-zero component of the block-diagonal matrix corresponding to commodity $j$ has the form,

$$
\begin{bmatrix}
I_k + e_{k,k} & -e_{k,l} & e_{k,1} & -e_{k,1} \\
-e_{l,k} & I_l + e_{l,l} & -e_{l,1} & e_{l,1}
\end{bmatrix},
$$

(9.11)

where $I_p$ is the identity matrix of size $p$, and $e_{p,q}$ is the $p \times q$ matrix of ones. The separator in (9.11) separates the activations in $S_{E_j}$ (at left) from the remaining commodity $j$ edge activations (at right). The rightmost two columns of (9.11) may or may not exist and there may be multiple copies of either column. Also these columns can dominate other inferior service vectors. In this case, we set $\alpha_{e,j} = (2l+1)/(k+l+1)$ for each $e \in E_j$ facing outwards from $v_0$, and set $\alpha_{e,j} = (2k+1)/(k + l + 1)$ for each $e \in E_j$ facing inwards to $v_0$. It can be verified that for $k, l \geq 0$ with $k + l \geq 1$, the inner product of $\alpha$ with the leftmost columns before the separator in (9.11) yields 1, while the remaining nonzero columns result in values less than 1. We assign $\beta_{v,j} = 0$ for all $v$.

Case 3. Suppose one of the $k$ outward-facing links terminates at node $j$. Through similar analysis as above, we obtain the non-zero component of the block-diagonal matrix corresponding to commodity $j$ as,

$$
\begin{bmatrix}
I_{k'} + e_{k',k'} & e_{k',1} & -e_{k',l} & e_{k',1} & -e_{k',1} \\
e_{1,k'} & 1 & -e_{1,l} & 1 & -1 \\
e_{l,k'} & e_{l,1} & I_{l,l} + e_{l,l} & -e_{l,1} & e_{l,1}
\end{bmatrix},
$$

(9.12)

where $k' = k - 1$. Note that (9.12) only differs from (9.11) in one column to the left of the separator, where the 2 is replaced by a 1. This corresponds to the edge whose destination is $j$. We assign $\alpha_{e,j} = 2$ for each of the inward-facing links, and $\alpha_{e,j} = (1+2l)/k$ for each of the outward-facing links. In this case, the inner product of $\alpha$ with the first $k - 1$ columns of (9.12) yields $1 + (1+2l)/k$, and the remaining columns to the left of the separator yield $1$. Since we seek the value $c = 1$, the values $1 + (1+2l)/k$ are too high to satisfy (9.1).
Consequently, we assign \( \beta_{v,j} = (1 + 2l)/k \) for all vertices \( v \) terminating the \( k \) outward-facing edges. Thus, activation of any one of these edges leads to a contribution of the \( \beta \) term in (9.1) of \(- (1 + 2l)/k\), leading to satisfaction of (9.1) as desired.

For every commodity \( j \) not belonging to \( \bigcup_{e \in E} J_e \) we assign \( \alpha_{e,j} = 0 \) for all \( e \), and \( \beta_{v,j} = 0 \) for all \( v \). The vectors \( \alpha, \beta \) are then guaranteed to satisfy SMLoP, as desired. Since this holds for any \( E \in E_N \), and any \( J \in J_E \), OMLoP is satisfied.

9.F \( C_3 \) satisfies OMLoP

We need only consider each commodity graph individually. By the symmetry of \( C_3 \), this yields only three cases to consider.

Case 1. Suppose commodity graph \( G_j \) is the following graph.

In this case, it is straightforward to demonstrate that the only service activation belonging to \( S_{E,j} \) relevant to this commodity is edge \( e_21 \) activated for commodity \( v_1 \). The SMLoP condition requires that there exists \( \alpha > 0, c \geq 0 \) such that \( \alpha \geq c \). The set \( S \) contains the following edge/commodity activations, which are relevant to this case: \{\( (e_{21}, v_1) \}\}, \{\( (e_{31}, v_1) \}\}, \{\( (e_{23}, v_1) \}\}, \{\( (e_{32}, v_1) \}\}. Thus, denoting

\[
M_1 = \begin{bmatrix} 1 & 0 & 1 & -1 \\ \\ 0 & 1 & -1 & 1 \end{bmatrix},
\]

\[
M_2 = \begin{bmatrix} 1 & 0 & 1 & -1 \\ \\ 0 & 1 & -1 & 1 \end{bmatrix},
\]

the SMLoP conditions require the existence of \( \beta \geq 0 \) satisfying \( \alpha M_1 + \beta^T M_2 \leq c \). Clearly, the values \( \alpha = 1, \beta = (0, 1), c = 1 \) satisfy these conditions.

Case 2. Suppose commodity graph \( G_j \) is the following graph.

Here, the relevant service activations belonging to \( S_{E,j} \) for this commodity are: \{\( (e_{21}, v_1) \}\}, \{\( (e_{31}, v_1) \}\}. Thus, the SMLoP conditions require the existence of nonzero \( \alpha \geq 0 \) and \( c \geq 0 \)
such that \( \alpha^T M_3 \geq (c, c) \), where
\[
M_3 = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}.
\]
The set \( S \) contains the same relevant edge/commodity activations as in Case 1 above. Denoting
\[
M_4 = M_5 = \begin{bmatrix}
1 & 0 & 1 & -1 \\
0 & 1 & -1 & 1
\end{bmatrix},
\]
the SMLoP conditions require the existence of \( \beta \geq 0 \) satisfying \( \alpha^T M_4 + \beta^T M_5 \leq c \). The values \( \alpha = (1, 1), \beta = (0, 0), c = 1 \) satisfy these conditions.

Case 3. Suppose commodity graph \( G_j \) is the following graph.

Here, the relevant service activations belonging to \( S_{E,j} \) for this commodity are: \( \{(e_{21}, v_1)\} \), \( \{(e_{23}, v_1)\} \). Thus, the SMLoP conditions require the existence of nonzero \( \alpha \geq 0 \) and \( c \geq 0 \) such that \( \alpha^T M_6 \geq (c, c) \), where
\[
M_6 = \begin{bmatrix}
1 & 1 \\
1 & 2
\end{bmatrix}.
\]
The set \( S \) contains the same relevant edge/commodity activations as in Case 1 above. Denoting
\[
M_7 = \begin{bmatrix}
1 & 1 & 0 & -1 \\
1 & 2 & -1 & -2
\end{bmatrix},
M_8 = \begin{bmatrix}
1 & 1 & 0 & -1 \\
0 & -1 & 1 & 1
\end{bmatrix},
\]
the SMLoP conditions require the existence of \( \beta \geq 0 \) satisfying \( \alpha^T M_7 + \beta^T M_8 \leq c \). The values \( \alpha = (1, 0), \beta = (0, 0), c = 1 \) satisfy these conditions.
Chapter 10

Conclusions

We have considered algorithms for scheduling and routing in switched data networks. An important feature of any such network is that there are a finite number of ways in which the network links can be simultaneously activated for transmitting data. Throughput optimal algorithm design for this general network setting was first analyzed by Tassiulas and Ephremides [150]. This thesis, as well as a range of results in the wireless and switching contexts, is a testament to the importance of this model in the design and analysis of modern data networks.

We have applied this networking model to design algorithms and to analyze the performance of optical and wireless networks, and of input-queued switches. Remarkably, though each networking environment potentially leads to a different set of available link activations, our common underlying model implies that each of these environments can be studied in the same framework. This has led us to propose joint WDM reconfiguration and electronic layer routing algorithms for achieving throughput optimality in configurable WDM networks. Building upon the characterization of throughput optimality in the general network setting, we used properties of optical networks to determine analytical performance measures of reconfigurable WDM networks. In the context of input-queued switches, we demonstrated the attractive throughput properties of reduced-complexity scheduling algorithms. For wireless networks, we developed algorithms to allocate links to channels in order to maximize on the achievable throughput under distributed scheduling algorithms. We additionally studied graph properties that are amenable to achieving throughput optimality under distributed schedulers, we determined the implications of interference on the performance of distributed schedulers, and we determined conditions for the throughput optimality of distributed joint scheduling and routing algorithms in wireless networks.
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