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Alstract
This paper describes methocis which allow a program to analyze and interpret a variety of scenes made up of polyhedra with trihedral vertices. Scenes may contain shadows, accidental edge alignments, and some missing lines. This work is based on ideas proposed initially by Huffman and Clowes; I have added methods which enable the program to use a number of facts about the physical world to constrain the possible interpretations of a line drawine, and have also introduced a far richer set of descriptions than previous programs have used.

This paper replaces Vision Flash 21.

Work reported herein was conducted at the Artificial Intellicence Lakoratory, a liassachusetts Institute of Technology research progran supported in part ky the Advanced Fesearch Projects Acency of the Department of Defense and monitored by the Office of Naval Research under Contract Number NOC014-70-A-0362-0003.

### 0.0 IMMFODUCIIOF

Hov: are we able to ascertain the shapes of unfeailiar objects? why do we so seldon confuse shadowe with real cobtects? How are we able to "factor out" shacows wher we are interpetine scenes? How are we able to see the worlo as havine on orsentigi identity whether it is a brisht surny day, an overcest ciy, or $\varepsilon$ nicht with only streetlights for illumiration? In the terns on this parer, how can we recornize the identity of firures 0.1 anc 0.2? Do we learn this identity and use our knowledce to intcrpret what we see, or do we scmehow automatically see the world as stable and inderendent of lighting? Put another way, do we reed to abstract global properties of a scene such as liehting in order to understand particular scene features, or is a knowledge of relatively local features alone sufficient for interpretation without the formation of global hypctheses?

Various theories have been advanced to explain how we extract three-dimensional information from scenes. For examrle, we can get depth and distance information from motion parallax and for objects fairly close to us from eye focus feedoack and parallax. But this does not explain how we are able to understand the three-dimensional nature of photocraphed scenes. Perhaps we acquire knowledee of the shapes of objects by hendling then and moving erourd then, and then use rote memory to assien shape to
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objects wher we recornize then in scenes. Eut tris coes not explain how we can rerceive the shares cf obiects me beve nevar seen before. Sinilarly, the fact that we can tell tre sloner on meny obects from as sinple a representation as a lino cratm precludes tlie possibility that ve need texture or otber sine deteils to ascertain shepe, though we ney of course use texture gracients and other details to cefine certain lines.

I undertook this research with the deljef that it is possible to discover rules which will allow a proerre to obtain a three-dimensionel model of a scene, given only a recsonebly nooc line drewine of a scene. It seelis to me that while the vse of range finders, multiple licht sources to help eliminate shaciows, and the restriction of scenes to known cojects may all Trove useful for rractical robots, these epproaches avoid cominc to grips with the nature of perception and the implicit threedimensional information in Iine drawincs of real scenes. While $\mathbb{I}$ would be very cautious about claiming parallels between the rules in my program and human visual rrocesses, at the very least I have shown that it nay ke possible to write capable vision prorrams which use only an "eye" of sone sort. This means trat researcl car be concentrated on areas which may have direct impiications on our understandinc of human rerception.

These are some of the issues on which I hore to sred iight in this paper. In it I describe a systen which essirns threedimensional descriptions to lines and regions in line drawings which are obtained from scenes composed of rlane-faced cojectis under various lighting conditions. This systen can then ider:tis. shaciow lines and regions, group regions which oclone to the sane object, fina relations such as support and in-front-of/rehine between objects, and provide information about the snacial orientation of various regions, all using the descrjption it has generated.

### 0.1 DESCRIPTIIONS

The overall goal of the system is to provicie a precise description of the scene which cave rise to a particular line drawing. It is therefore important to have a good language in which to describe features of scenes. Since I wish to have the program operate on unfamiliar objects, the language I use must be capable of describing such objects. The language I have developed is an expansion of the labels invented inderendently by Huffman (7) and Cloves (1).

The languace consists of labels which are assigned to line sempents anci recions in the scene. These labels describe the edee georetry, the connection or lack of connection between adjacent
regions, the orientation of each recion in three dirensions, anr: the nature of the illuminaton for each region (illurineter, projected shadow recion, or rerion facing away fron the lígt source). The coal of the profran is to assien e single iniei value to each line and region in the line drawinc, excert ir cases where humans also find a feature to be anricucus.

This lenguage allows precise definitions of such concerts es supports, supported by, in front of, bekind, rests erainst, shadows, is shadowed by, is capable of supportine, leans on, anc others. Thus, if it is possible to label each feature oi a scene uniquely, then it is possible to directly extract these reletions from the description of the scene provided by this labeling.

### 0.2 JUNCTIOR LAEETS

The basic data of the propram are lists of possiole line label assignments for each type of junction in a line drawing. While a natural language analogy to these labels could ke misleading, I think that it helps in explaining the basic operation of this portion of the program.

If we think of each possible label for a line as a. letter in the alrhabet, then each jurnction must be lebeled with an orcered list of "letters" to form a. lecal "word" in the languase. Furthermore, each "word" must match the "words" for surroundine junctions in order to form a legal "phrase", anc all "phrases" in the scene must agree to form a leral
"sentence" for the entire scene. The knowledse of the systera is contained in (1) a dictionary containing every leqal "word" for each type of junction, and (2) rules by which "words" can legally combine with other "words". The rance of the dictionary entries defines the universe of the procran; this universe can ke expanded by adding nev entriec systematically to the dictionary.

In fact the "dictionary" is not necessarily a stored list. The dictionery can consist of a relatively small list of possible edge gecmetries for each junction type, and a set of rules which generate the complete dictionary from the original lists. Depending on the amount of computer memory available, it may either be desireable to store the complete lists as compiled knowledee or to generate the lists when they are needed. In my current program the lists are partially precompiled.

The composition of the dictionary is interesting in its own right. While some basic edge geometries give rise to many dictionary entries, some give rise to very few. The total number of entries sharing the same edge geometry can be as low as three for some ARFiOW junctions including shadow edges, while the number generated by some FORK junction edge geometries is over 270,000!

### 0.3 JUNCTION: LAEEL ASSIGNMENT

There is a considerable amount of local informetion which can be used to select a subset of the total numker of dictionery entries which are appropriate for a particular junction. The first piece of information I have already incluced implicitly in the idea of junction type. Junctions are typed according to the number of lines which make up the junction and the two dimensional arrangement of these lines. In figure 0.3 I show all the junction types which can occur in the universe of the program. The dictionary is arranged by junction type, and a standard ordering is assigned to all the line segments which make up junctions (except FORKS and NULTIS).

We can also use local region brightness and line segment direction to preclude the assignment of certain labels to lines. For example, if we know that one recion is brighter than an adjacent recion, then the line which separates the regions can ke labeled as a shadow region in only one way. There are other rules which relate region orientation, licht placement and recion illumination as well as rules which limit the number of labels which cen be assigned to line segments which border the support surface for the scene. The frogram is able to combine all these types of information in finding a list of approrriate labels for a single junction.
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### 0.4 COMETIATiOA: RULES

Corbination rules are used to select from the initial. assionments the laoel or labels which correctly descriot tre scene reatures that could have rroduced each jurction in the civen line urawinc. The simplest tyre of combinetion ruie crely states that a lapel is a possible description for a junction $i=$ and only if there is at least one level which "matches" it assigned to each adeacent junction. Two lavels "match" if sag only if the interpretation assigned by one zunction lajel to the line serment which joins the two junctions is the same as the interpretation assigned to the line segment by the other junction label.

Of course each interpretation (line label) is really a shorthand code for a number of values assigned to the line and its adjoining regions. If we can show that any one of these constituent values cannot occur in the siven scene context, ther the whole complex of values for that line expressed implicitly in the interpretation cannot be possible either, and furthermore any junction lakel which assigns this interfretation to the line secrient can be eliminated as well. Thus when we choose a lebel to cescribe a particular junction we constrain all the junctions which touch the regions surrouncing this junction, even thorgh the comination rules only compare adjecent junctions.
tiore complicated rules are needed if it is necessary tc relete junctions which do not share a visible regior or line secment. For example, I thought at the outset of my work thet it might be necessary to construct models of hidjen vertices or features which faced away from the eye in order to find unicur labels for the visible features. The difficulty in this is that unless we know which lines represent obscuring edges, we do not know where to construct hidden features, but if we need tho hidden features to label the lines, we may not ke able to deciac which lines represent obscuring edges. As it turned out, no such complicated rules and constructions are necessary in generai; most of the labeling problem can be solved by a scheme which only compares adjacent junctions.

### 0.5 EXPERIMENTAL RESULIS

When I began to write a program to implement the systen I had devised, I expected to use a tree search system to find which labels or "words" could̀ be assiened to each junction. However, the number of dictionary entries for each type of junction is very hich, (there are almost 3000 different ways to label a. FORK junction before even considerine the possible region orientations!) so I decided to use a sort of filtering frogram before coing a full tree search.

Tihe filterinc prorram computes the full liot of dictior:o: entries for eack junction in the scene, elirinates froa br liet those lebels which can he precluded on the kasjes of locel featurer, assirns eech reduced list to its "unction, an fr: conrutes the possible lebels for each line, usire tio frot fint a line lakel is possible only if there is at least onc furcita label at each end of the line which contains tire lire lrini. .ais list is the intersection of the two lists of possibjlities computec from the junction labels at the encis of tic lire scerent. If any junction lakel would assich a interfretetior to the line secment which is not in this intersection list, then that lakel can ke eliminated from consiceration. The filterine procram uses a network iteration schene to systematically renove all the interpretations which are precluded by the elimination of labels at a particular junction.

When I ran this filtering rrogram I was amazed to find that in the first few scenes I tried, this progrem fcund a unique label for each line. Even when I tried considerably more comrlicetea scenes, there were only a few lines in ceneral which were not uniquely specified, anc some of these vere essentially ambiguous, i.e. I could not decide exactly what sort of edse gave risc to the line secinent myself. The other ambicuities, i.e. the ones which I could resoive ryself, in ceneral require that the
program recornize lines which are parallel or collinear or recions which meet along more than one line sement, and hence require more global agreement.

I have been able to use this system to investicate a lere number of line drawings, including cnes with inissinc lires ond ones with numerous accidentally alicned junctions. Iron these investigations I can say with some certainty which types of scene features can be handled by the filterinc procrar anc which require more complicatec processing. Whether or not more processing is required, the filtering systen provides a comrutationally cheap method for acquiring a great deal of information. For example, in most scenes a large percentase of the line segments are unambiguously labeled, anc more complicated processing can ke directed to the areas which remain ambigucus. As another example, if we only wish to know which lines are shadows or which lines are the outside edges of objects or how many objects there are in the scene, we may be able to get this information even though some ambiguities remain, since the ambiguity may only involve region illumination type or region orientation.

## O. 6 COIIARISOI VITH OTHFR VISIOA PROGRALS

hy system differs fron previously rroposed ones in several important ways:

First, it is able to handle a much broader rance of scene types than have previous prograns. The frograin "uncerstends" sheciows and apparent alignment of edges caused by the perticular placement of the eye with respect to the scene, so that no special effort needs to be made to avoid problenatic features.

Second, the design of the program facilitates its integration with line-finding programs and higher-level procrams such as programs which deal with natural languace or overall system coals. The systen can be used to write a program which automatically requests and applies nany different types of information to find the possibilities for a sincle feature or portion of a scene.

Third, the program is able to deal with ambiguity in a natural manner. Some features in a scene can be ambiguous to a person looking at the same scene and the program is able to preserve the the various rossiklities. This tolerance of ambicuity is central to the philosochy of the program; rather than trying to rick the "most probable" interpretation of any
features, the program operates by trying to elirinate irrossible interpretations. If it has been given insufficient information to decide on a unique possibility, then it preserves all tro sctive possibilities it knows. Of course if a single irterrretetior is required for some reason, one can be chosen from this list ky heuristic rules.

Fourth, the prograni is alcorithmic and does not recuire facilities for back-up if the filter program finds on acequete description. Heuristics have been used in all previous vision programs to approximate reality with the most likely interpretation, thereby simplifying the description of reality, but requiring sophisticated procrams to patch up the cases where the approximation is wrong; in ny program I have used as complete a description as I could devise with the result that the programs are particularly simple, transparent and powerful.

Fifth, because of this simplicity, I have been able to write a program which operates very rapidly. As a practical matter this is very useful for debuggine the syster, and allows modifications to be made with relative ease. loreover, because of its speed, I have been akle to test the frogram on many separate line drawings and have thus been able to eain a clearer understanding of the capabilities and ultimate limitations of the program. In turn, this uncerstanding has led and should continue to lead to useful
modificetions and a greater understandine of the neture and comrlexity of procedures necessary to handle various tyres ce' scene features.

Sixth, as explained in the next section, the descrintive lancuage provides a theoretical foundation of consicerale value in explaining previous work.

In fizure 0.4 I show some of the line dravings for which the system produces unique labelings. In ficure 0.5 the ambiçuous line secments are marked by thicker lines, and all cthers are unarbiguous. At this writing the system does not use line secment direction or region orientation, except that the program distinguishes between the table and all other regions. The time the proeram required to completely label each line drawing is noted below it.
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### 0.7 HISIORICAL FERSFECTIVE

One of the great values of the extensive descriptive apperatus I have develored is its ability to exrlain the nature and shortcomings of past work. I will show in the body of tle paper how my system can be used to clarify the rrograns of (ucen (6), Rattner (10), Fuffinan (7) and Clowes (1), Crban (9), ail tc explain portions of the work of Winston (13) anc Finin (4,5). Fcr example, I show how various concepts such as "support" and "skeleton" can ke formalized in my descriptive lancuace. ircm this historical comparison emerges a striking demonstration of the ability of good descriptions to both broaden the range of applicability of a program, and simplify the program structure.

## 0. 8 IMPLICAIIONS FOR HUN:AN FERCEPTION

Ny belief that the rules which govern the interpretation of a line drawing should be simple is based on the subjective impression that little abstaction or processing of any type seens to be required for me to be able to recognize the shadows, object edges, etc. in such a drawing, in cases where the drawing is reasonably simple and complete. While introspection has been ano should remain suspect in judging the validity of such impressions, there is no other source for judgenents on which course cr investigation is most likely to prove successful. I do
not believe that human perceptuel processes necessarily rescable the processes in my procram, but there are various espocts of w solvtion which appeal to my intuition acout the nature of perception, i.e. that portion of the probler which iss indernder: of the type of rerceiver. I think it is significant that ag procram is as simple as it is, and that the iniormetion strom in it is independent of particular cojects. The fact thet beck-cp is not necessary in general, the fact that the systen works for picture fracments as well as for entire scenes, the fact thet the processing time required is profortional to the number of line segrents and not an exponential function of the nunver, all lead me to believe that my research has been in the right directions.

Clearly there are considerable obstacles tc be overcone in extending this work to general scenes. For simple curved oojects such as cylinders, spheres, cones, and conic sections, there should be no particular problem in using the type of program I have written. I also believe that it will be possible to handle somewhat more general scenes by approximating the objects in them by simplified "envelopes" which preserve the gross form of the objects but which can be descriked in terms like those I have usec. Before this can be done successfully, the problen of reconstructing the invisible portions of the scene must be solved in riy estimation. The sclution to this rroblem is intimately connected with the problem of usinc the stored cescription of an
object to guide the search for instances of this obect, or similar objects in a scene. Furthernore, I kelieve that the ability to label a line drawing in the manner I describe creaty simrlifies the specification and solution of these rrobiens. At the end of this paper I will discuss these froblens me other directions in which I believe that vision research can rrofitaby expand.

This portion of the parer was written separately ard is included with the introcuction to my thesis in order to rrovice a brief picture of my work. Some of the material in this chanter is a little outdated, but I decidec not to revise the chanter so that I could produce this vision flesh as rapidly as possivle.

### 1.1 THE PROELEM

In order not to confuse you, let me make some distinctions between the scene itself (objects, table, and shadows) and the retinal representation of the scene as a two-dirensional line drawing. I will use the terms vertex, edge and surface to refer to the scene features which map into junction, line and region respectively in the line drawing.

Therefore the first subproblem is to develop a lancuace that allows us to describe the scene itself. I have cone this by assigning nemes called labels to lines in the line drawing, after the manner of Huffman (7) and Clowes (1). Thus, for example, in figure 1.1 line segment J1-J2 is labeled as a shadov edge, line J2-i3 is labeled as a concave eace, line J3-J14 is labeled as a convex edge, line J4-J5 is labeled as an obscuring edge and line j12-J13 is labeled as a crack edge.


FIGURE 1.1

When we look at a line drawing of this sort, in onernl we can easily understand what the line drawing represents. in terms of the rroblem statement either (1) we are able to assicn le iesis unicuely to each line, or (2) we can say that no such scene could exist, or ( $j$ ) we can say that although ve cennot decide unamiguously what the label of an edee shovld ke, it intst be labeled with one member of some specified subset or the totel number of labels. What knowledge is needed to enable the procran: to reproduce our labeline assignments?

Huffman and Clowes provided a partial answer in their papers. They pointed out that each type of junction can only be labeled in a few ways, and that if we can say with certainty what the label of a particular line is, we can greatly constrain ali the lines which intersect the line segment at its ends. As a specific example, if one branch of an $L$ junction is labeled as a shadow edge, then the other branch must be labeled as a shadow edge as well.

Moreover, shadows are directional, i.e. in order to specify a shadow edce, it must not only be labeled "shadow" but must also be narked to indicate which side of the edge is shadowed and which side is illuminated. Therefore, not only the type of edre but the nature of the regions on each side can ke constrained.

These facts can be illustrated in a jicsaw puzale analcm, shown in ficure 1.2. Given the rive different ecme tynes itave discussed sc far, there are seven different ways to labcl ay line secment. Tris implies that if all line labels wro assimnec indepenciently there would be $7^{2}=49$ different ways to 1 noci an L, $i^{3}=343$ ways to label a three-line iunction, etc. In fract there are only $\mathcal{C}$ ways in which real scene features can rap into Ls on a retinal projection. See table 1.1 for a sumnary of the ways in which junctions can be assigned labels from this set. Ir figure1,3, I show all the possible labels for each junction type, limitine myself to vertices which are formed by no rore than three planes (trihedral vertices).
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[SPECLIL JUNCTIONS CONTAIN
TWO COLINEAR RELATIONS'J

| Junction TYPES | NLumber of Podsibilities, Labelinc INDEPENDENTLIY | Actual numberr OF THEAYS Juncetioss can BE LABELED | Percientage |
| :---: | :---: | :---: | :---: |
| I | 49 | 9 | 18.4 |
| ARROW | 343 | 9 | 2.6 |
| FORK | 343 | 17 | 5.0 |
| T | 343 | 26 | 7.6 |
| PEAK | 2401 | 4 | 0.2 |
| X | 2401 | 37 | 1.5 |
| $K$ | 2401 | 12 | 0.5 |
| MULTII | 2401 | 24 | 1.0 |
| K-A | 16807 | 8 | 0.05 |
| K-X | 16807 | 12 | 0.07 |

TABLE 1.1

Lavels can be assicned to each line secment by a tree farch procedure. In terms of the jigsaw puzzle analocy, iracime tiat we have the following items:

1. A board with channels cut to rerresent the line dravine; the board space can accept only $I$ pieces at each place where tike line drawing has an L , only ARACW pieces where the line drawine has an ARROL, etc. Next to each junction are three bins, narked "junction number", "untried labels", and "tried labels".
2. A full set of pieces for every space on the board. If the line drawine represented by the board has five Is then there are five full sets of $L$ pieces with nine pieces in each set.
3. A set of junction number tąs marked J1, J2, J3, ..., Jn, where $n$ is the number of junctions on the board.
4. A counter which can be set to any number between 1 and $n$.

The tree search procedure can then be visualized as follows:

Step 1: name each junction by placing a junction number tac in each bin marked "junction number".

Step 2: Place a full set of the appropriate type of pieces in the "untried labels" bin of each junction.

Step 3: Set the counter to 1. From here on in Ne will be used to refer to the current value of the counter. Thus if the counter is set to 6 , then $J(N C)=6$.

Step 4: Try to place the top piece from the "untried labels" biri of junction $J(N \bar{N})$ in board space $J($ lic $)$. There are several possible outcomes:
A. If the piece can be placed (i.e. the piece matches all adjacent pieces already placed, if any), then

A1. If inc $<n$, increase the counter by one and repeat

A2. If $N \mathrm{~N}=\mathrm{n}$, then the pieces now on the board represent one possible labeling for the line drawinc. If this is true then
i. Write down or othervise remember the labeling, and
ii. Transfer the piece in space $n$ kack into the $n-t h$ "untried labels" bin, and
iii. go to Ster 5.
B. If the piece cannot be placed, put it in the "tried labels" bin and repeat step 4.
C. If there are no more pieces in the "untried labels" bin, then

C1. If Nc =1, we have found all (if any) possible labelings, and the procedure is DONE.

C2. Otherwise, go to Step 5.
Step 5: Do all the following steps:
i. Transfer all the pieces from the No-th "tried labels" bin into the No-th "untried labels" bin, and
ii. transfer the piece in space Nc - 1 into its "tried labels" bin, and
iii. Set the counter to $\mathrm{Nc}-1$, and go to Step 4.

To see how this procedure works in practice, see figure 1.4. For this example I have assumed that the pieces are piled so that the order in which they are tried is the same as the order in which the pieces are listed in figure 1.3. I have only carried out the example to the first labeling obtained by the procedure. There is of course at least one other labeling, namely the one we could assign by inspection. The "false" labeling we find first

FIGURE 1.4


STEP 3: IMPOSSIBLE TO
LABEL J3; $\therefore$ REMOVE
IABEI FROM TR \& TRY


STEP 10
Jg HAS A IEGAT LABEL SO THE REISULT IS A POSSIBLE IABELINTG. KCOTICE THAT IT IS XCOT IN FACT A VALID INTHENTPRET ATIOXT; OITR INFORNIATION IS TOO LOCAL OR NOT PRECISE ENOUGET,
could be eliminated in this case if we knew that R 3 is krichter than R1 or that R2 is brighter than R1. We could then use heuristics which only allow us to fit a shadow edge in cne orientation, given the relative illumination on both sicies of 2 line. However, if the object happened to have a darker surface than the table, this heuristic would not be helf.

Clearly this procedure leaves many unsolved problems. In general there will be a number of possible labelings from which we must still choose one. What rules can we use to make the choice? Even after choosing a labeling, if we wish to answer questions about the number of objects in the scene, about which edges are shadows, about whether or not any objects support other objects, etc. we must use rules of some sort to deduce the answers from the information we have.

There must be good reasons why we see only one interpretation of a line drawing in most cases. I will argue that what is needed is not a more clever set of rules or theorems to relate various features of the line drawing, but merely a better description of the scene features. In fact it turns out that we can use a parsing proceaure which involves less computation than the tree search procedure!

### 1.3 BETIER FDGE DESCRIPTION

So far I have classed together all edges only cn tle bssis of $\varepsilon$ eometry (concave, convex, obscurine or flanar) and kave subdivided the planar class into crack and shaciow sub-classes. Suprose that I further break down each class accordine to whener or not each edge can be the bounding edce of an object. Objects can be bounded by obscuring edges, concave edges, and crack edges. In figure 1.5 I show the results of appending a lacel analogous to the "obscuring edge" mark to crack and concave edges. In addition, the obscuring edge class is divided into subclasses according to whether the edge obscures part of the object to which the eage belongs or whether the edge is an outside edge of an object (see figure 1.б).

I can also label each region as belonging to one of the three following classes:

I - Illuminated directly by the light source.

SP - A projected shadow recion; such a region would be illuminated if no object were between it and the light source.

SS - A self-shadowed region; such a region is oriented away from the light source.

OLD LABELING


NEW LABELING

$\rightarrow$

$\rightarrow$
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## INTERPRETATION:



A CRACK EDDEE; OB(RR) IS IN ERONT OF OB(R1) IE RI IS ABOVE RR.
AN INSEPRRABLE CONCAYE EDGE; THE OBJECT OF WHICHE R1 IS A PART [OB (R1)] IS THE SAME AS THE OBJECT OF WHICH R2 IS A EART [OB(R1) = OB(R2)].

A SEPARABLE CONCAYE EDGE; IF R1 IS ABOVE $R 2$, THEAN $O B(E 2)$ SUPPORTS $O B(R 1)$.

SAME AS ABOYE; IF R1 IS ABOYE R2,THEEN EITHER OB(R1) SLIPPORTS OB(RR) OR OB(R2) IS IN ERONT OF OB(R1).

A 3-WAY SEPMRADLIE CONCCAVE EDGE; NEITHERR OBJECT SLPPORTS TIFE OTHERR.

A CRACK EDEE; OB(RR) SUTPPATETS OB(R1) IF R1 IS ABOYE RZ.

SEPARATIONS:
$-|\rightarrow-|$ (INSEPARABLE)
$-\uparrow \rightarrow \uparrow$

$\rightarrow \rightarrow \psi+\mid$
c $\uparrow \rightarrow+1 \uparrow$
$\Delta \psi \rightarrow \psi \mid+$
$\frac{\text { FIGURE } 1.5}{\text { SEECAND PAGI> }}$
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DISTINCTION BETWEEN $\rightarrow$ AND MTJ.
FIGURE 1.6

Given these classes, I can define new edse labels wiici aiso include information about the lighting on bcth sicier of the edr. Hotice that in this way I can incluce at the eare level, a vary local level, information which constrains all eçes bouncing te. same two recions. Figure 1.7 is made up of tables wich rolete the region illumination types which can occur on bot: sides oi each edce type. For example, if either side of e concave or crack edge is illuminated, both sides of the edge nust be illvanated.

We can use these tables to expand cur set of allowable junction labels; the new set of labels nay have a number of entries which have the same edge geometries but which heve different region illumination. It is very easy to write a program to expand the set of lakelings; the principles of its operation are (1) each region in a given junction labeline can have only one illumination value of the three, and (2) the values on either side of each line of the junction must satisfy the restrictions in the tables of figure 1.7.

SET OF ALIONABLE LABELSS:

$\begin{aligned} \text { *C.C. } & =\text { COUNTERCLOCTEWISD; } \\ \text { CL. } & =\text { CLOCTEWISE }\end{aligned}$




$\frac{+I}{I}+\frac{I}{E S}+\frac{T S}{I}$
$+\frac{S P}{S I}+\frac{S P}{S S}+\frac{S S}{S P}$
$-\frac{85}{8 s}$



FIGITRE 1.7
〈FIRST PAGE〉

SET OF ALNOWARLT LABELS (CONM):


EIGURE 1.7
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An interesting result of this further subdivision of tie line labels is that, with four excertions, each shecow causine junction has only one possible illunination parsine, as shown in figure 1.0. Thus whenever a scene has shadows and whenever we cen finc a shadow causing junction in such a scene, we can creatly constrain all the lines and regions which make up this ;unction. In figure 1.8 I have also marked each shadow edce which is rart of a shadow causing junction with an "L" if the arrow on the shacow edge points counter-clockwise and an "R" if the arrow points clockwise. No "L" shadow edge can match on "F". shadow edge, corresponding to the physical fact that it is impossible for a shadow edge to be caused from both of its ends.

|  |  | $\underbrace{I+}_{I} \frac{\operatorname{SS}}{4}$ |  |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  | $\underbrace{\begin{array}{c} 8 R \\ I^{\prime R} \end{array}}_{T}$ |  |
|  |  | EACH OF TE VARIATIONTE FIAS A TENIC ILJUMLMATI | HSE (2 ITS WITH CRACKS ME REGION aN IABEIING |



There are two extreme possibilities that tris rartitiosine may have on the number of junction labelinss now needed to describe all real vertices:
(1) Each old junction label which has $r$ concave edros, : crack edges, p clockwise shadow edges, q counterclockwise gauo: edges, and s obscuring edges and $t$ convex edges will have to a replaced by $(20)^{n}(6)^{m}(3)^{\boldsymbol{p}}(3)^{\boldsymbol{q}}(1 \varepsilon)^{s}(\varepsilon)^{\boldsymbol{t}}$ new zunctions.
(2) Each old junction will crive rise tc oniy one new junction (as in the shacow causing junction cases).

If (1) were true then the partition would be wortinless, since no new information could be gaineci. If (2) were true we would have ereatly improved the situation, since in a sense all the much more precise information was implicitly included ir the original junctions but was not explicitly stated. Because the information is now more explicitly stated, many matches betveen junctions can be precluded; for example, if in the old schene some line segment L1 of junctior lakel G1 could have been lapeled concave; as could line segment L2 of junction label Q2, a line joining these two junctions could have keen labeled concave. Sut in the new scheme, if each junction label gives rise to a sinele new label, koth L1 and I2 would take on one of the twenty possible values for a concave ecre. Unless both 11 and I2 reve
rise to the same new label, the line secment could not le lobeled concave using Q1 and Q2. In fact the truth lies somewhere iftween the two extremes, but the fact that it is not at the extrene of (1) means that we have a net improvement. In table 1.2 I corpare the situation now to cases (1) and (2) above anc also to the situation depicted in table 1.1.

| Jasctiont |  |  | ORD KEMCEAR OE <br> junctions | ACTIXAL OE NEW Juwetrions (Approx) | ${ }_{\text {IES }}^{\text {OLD }}$ | NEHKT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | chse (1) | CASE (2) |  | (7.) | (\%) |
| L | 4624 | 1710 | 9 | 80 | 18.4 | 1.7 |
| ARROWL | 314,432 | 12352 | 9 | 73 | 2.6 | 0.02 |
| FORK | 314,432 | 47382 | 17 | $\sim 500$ | 5.0 | 0.16 |
| T | 314,432 | 61896 | 26 | $\sim 1000$ | 7.6 | 0.32 |
| PLAKK | 21,381,376 | 27280 | 4 | 8 | 0.2 | $\sim 4 \times 10^{-5}$ |
| x | 21,381,376 | ? | 37 | 414 | 1.5 | $\sim 2 \times 10^{-3}$ |
| Mulit | 21,381,376 | ? | 24 | 96 | 1.0 | $\sim 5 \times 10^{-4}$ |
| K | 21,381,376 | ? | 12 | $\sim 100$ | 0.5 | $\sim 5 \times 10^{-4}$ |
| K-A | $1.45 \times 10^{\prime \prime}$ | ? | 8 | 30 | 0.05 | $\sim 2 \times 10^{-6}$ |
| K-X | $1.45 \times 10^{9}$ | ? | 12 | 38 | 0.07 | $\sim 2.5 \times 10^{-6}$ |
| TABLE L2 |  |  |  |  | *SEE TEXT, PAGE 46 |  |

I have also used the better descrirtions to exrress the restriction that each scene is assumed to be on a horizcntal table which has no holes in it, and which is larce enough to fill the retina. This means that any line secment which separates the background (table) from the rest of the scene cen only de lebeled as shown in figure 1.9. Because of this fact I can qreatly restrict the number of junction labels which could ke used to label junctions on the scene/background boundary.

The value of a better description should be imn:ediately apparent. In the old clessification scheme three out of the seven line labels could appear on the scene/background boundary, whereas in the new classification, only seven out of fifty labels can occur. Moreover, since each junction must have two of its line segments bounding any region, the fraction of junctions which can be on the scene/backeround boundary has improved roughly from $(3 / 7)(3 / 7)=9 / 49$ to $(7 / 50)(7 / 50)=49 / 2500$, which is less than one in fifty. The results of these improvements will become obvious in the next section.


EIGURE 1.9

### 1.4 PROGRAMIIIG CONSEQUENCES

There are so many possible labels for each type of eunction that I decided to begin programming a labeling syster jy wrjetinc a sort of filtering program to eliminate as many junction lebels as possible before beginning a tree search procedure.

The filter procedure depends on the following observation, civen in terms of the jigsaw puzzle analogy:

Suppose that we have two junctions, J1 and J2 which are joined by a line segment I-J1-さ2. J1 and J2 are represented by adjacent spaces on the board and the possible labels for each junction by two stacks of pieces. Now for any piece $M$ in J1's stack either (1) there is a matching piece NT in J2's stack or (2) there is no such piece. If there is no matching piece for $N$ thien $M$ can be thrown away and need never be considered again as a possible junction label.

The filter procedure below is a method for systematically eliminating all junction labels for which there can never be a match. All the equipment is the same as that used in the tree search example, except that this time I have added a card marked "junction modified" on one side and "no junction modified" on the other.

Step 1: Put a junction number tag between 1 and $n$ in each "junction number" bin. Place a full set of pieces in the "untried labels" bin of each junction.
Step 2: Set the counter to Nc =1, and place the card so thet it reads "no junction modified".

Step 3: Check the value of Nc:
A. If $\operatorname{Nc}=n+1$, and the carc reads "no function modified" then go to SUCCEFD.
B. If $N c=n+1$, and the cara reads "junction modified" then go to Step 2. (At least one piece ves throwr away on the last pass, and therefore it is possiole thet other pieces which were kert only because this piece ves present will now have to be thrown away also.)
C. Otherwise, go to Step 4 .

Step 4: Check the "untried labels" bin of eunction J(i.c):
A. If there are no pieces left in the ifo-th "untried labels" bin, then

A1. If there are no pieces in the No-th "tried labels" bin, go to FAIIURE.

A2. Otherwise, transfer the pieces from the L : o-th "tried labels" bin back into the No-th "untried labels" bin, add 1 to the counter ( Nc ) and co to Step 3.
B. If there are pieces left in the No-th "untried labels" bin, take the top piece from the bin and place it in the board, and Go to Step 5.

Step 5: Check the spaces adjacent to space Nc:
A. If the piece in the No-th space has matching pieces in each neighboring junction space, transfer the piece frosi space Nic into the lic-th "tried labels" bin, and transfer the pieces from the neighboring spaces and the neighboring "tried labels" bins
back into their "untried labels" bins.
B. If there are empty neighboring spaces, then

E1. If there are no more junctions in the neighboring "untried labels" bins which could fit with the piece in space Nc, then that piece is not a possible lebel. Throw it away, and arrange the card to read "junction modified" if it doesn't already.

E2. Try pieces from the neighboring "untried lakels ${ }^{n}$ piles until either a piece fits or the pile is exhausted, and then go to Etep 5 again.

SUCCEFE: The pieces in the "untried labels" bins of each junction have passed the filtering routine and constitite the output of this procedure.

FAILURE: There is no way to label the scene given the current set of pieces.

In the program I wrote, I used a somewhat more corrlex variaton of this procedure which only requires one pass throught the junctions. This procedure is similar to the one used to generate figure 1.C, and is descriked below.
-When I ran the filter procram on some simple line drawings, I found to my amazement that the filter procedure yielded unique labels for each junction in most cases! In fact in every case I have tried, the results of this filtering program are the same results which would be obtained by running a tree search procedure, saving all the labelings produced, and combining all the resulting possibilities for each junction. In other words, the filter program in general eliminates all labels except those which are part of some tree search labeling for the entire scene.
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It is not obvious that this should be the case. Fer example, if we apply this filter procedure to the siapls line drawing shown in figure 1.4 using the old set of labls given in figure 1.3, we get the results shown in figure 1.c. In this figure, each junction has labels attached wich would not be part of any total labeline produced by a tree search. This figure is obtained by going throush the junctions in numerical order and:
(1) Attaching to a junction all labels which co not conflict with junctions previously assigned; i.e. if we know that a branch must be labeled from the set $S$, do not attach any junction labels which would require thet the branch be labeled with an element not in $S$.
(2) Looking at the neighbors of this junction which have already been labeled; if any label does not have a corresponding assignment for the same branch, then eliminate it.
(3) Whenever any label is deleted from a junction, look at all its neighbors in turn, and see if any of their labels can be eliminated. If they can, continue this process iteratively until no more changes can ke made. Then go on to the next junction (numerically).

The junction which was being labeled (as in step (1)) at the time a label was eliminated (struck out in the ficure) is noted next to each eliminated label in figure 1.9.

The fact that these results can be produced oy the filtering program says a great deal about line dravinge generated by real scenes and also about the value of precise descriftions. There is sufficient information in a line drawing so that we can use a procedure which requires far less computation that does a tree search procedure. To see why this is so, notice that if the description we use is good enough, then many junctions must always be given the same unique label in each tree search solution; in this case we need to find such a label only once, while in a tree search procedure, we must find the same solution on each pass through the tree.

Quite remarkably, all these results are obtained usine only the topology of line drawings plus knowledge about which region is the table and about the relative brightness of each region. No use is made (yet) of the direction of line segments (except that some directional information is used to classify the junctions as ARROWs, FORKs, etç.), nor is any use made of the length of line segments, microstructure of edges, lighting direction or other
potentially useful cues.
1.5 haindimg bad data

So far I have treated this subject as though I wovid always be given perfect data. In fact there are nary types of bad data which frequently occur. Some cen be corrected through use of better line finding prograns anc sove cen be eliminated by using stereo information, but I would like to show that the program can handle various problems by simple extensions of the list of junction labels. In no cese co I expect the program to be able to sort out scenes that reople cannot easily understand.

Two of the most common types of bad data are (1) edges missed entirely due to equal region brightness on both sides of the edge, and (2) accidental alignment of vertices and lines. Figure 1.10 shows a scene containine instances of both type of problem.


I handle these problers by sinply zeneratine isions or "bed" junctions as well as "good" ones. It is inportmat ic oe able to do this, since it is in gencral very diflicult to identify the particular jurction which causes the yroran to fail to find a parsing of the scene. Even vorse, tremocre may find a way of interpretine the scene as thourh tws det, were perfect and we would then not even get an indication thet the program should look for other interpretations. I would line to be reasonably certain that the persine I desire is amone those produced by the rrocram.

### 1.5A ACCIDENTAL ALIGNMEITT

I consider three kinds of accidental alignment: (1) cases where a vertex apparently has an extra line because an edge obscured by the vertex appears to be part oin the vertex (see figure 1.11a);
(2) cases where an edge which is closer to the eye then eye then a vertex appears to intersect the vertex (see ficure 1.11b); and
(3) cases where a shadow is projected so that is actuelly does intersect a vertex (see figure 1.11c).



FIGURE 1.11 c .

### 1.5B MISSING LINES

I have not attempted to systematically include all missing line possibilities, but have only included lavels for the most common types of missing lines. I require that any missing line be in the interior of the scere; no line on the scene/background boundary can ke missing. I also assuate that all objects have approximately the same reflectivity on all surfaces. Therefore, if a convex line is missing, I assume that either both sides of the edge were illuminated or that both were shadowed. I have not really treated missine lines in a complete enough way to say too much about them. I feel that in general, there will have to be greater facilities in the program for filling in hidden surfaces and back faces of objects before the missing lines can be treated satisfactorily.

In general the program will fail if more than a few lines are missing and the missing line labels are not included in the set of possible junction labels. This is really a sign of the power of the program, since if the appropriate labels for the missing line junctions were included, the prosram would find them uniquely. As an example, the simple scene in figure 1.12 cennot be labeled at all unless the missing line junctions are inclucied.


FIGURE 1.12

### 1.6 REGION ORIENTAIIONS

Regions can be assigned labels which cive quantized values for region orientatin in three dimensions. These lakels can be added to the junction labels in very muck the same way that the region illumination values were edaci. ior a full treatment of these labels you will have to wait for my thesis.
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