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Abtstract

This paper describes methods which allow a program
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up of polyhedra with trihedral vertices. Scenes
may contain shadows, accidental edge alignments,
and some missing lines. This work is based on
ideas proposed initially by Huffman and Clowes; I
have added methods which enable the program to use
a number of facts sbout the physical world to
constrain the possible interpretations of a line
drawing, and have also introduced a far richer set
of descriptions than previous programs have used.
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dow are we able to ascertain the shapes of unfeailiar

Ll

(3]

objects? ¥hy do we so seldom confuse shadovwe with rcal cbizcis?
How are we avle to "factor out" shadows when we are intertretin
sceries? ilow are we able to see the world as having =n ccsentis

identity whether it is & bright sunny day, en overcest uay, or «©

oL [

night with only streetlights for illumination? In the tersms of

 this parer, how can we recocnize the identity of firures 0.1 anc
0.2% Do we learn this identity and usé our lknowledge to interpret
what we see, or do we scmehow auvtomatically see the world as
staile and inderendent of lighting? Put another way, do we reed
to abstract glotal -properties oi a scene sﬁch as lighting in
brder to understand particular scene features, or is a knowledge
of relatively local features alone sufficient for interrretation

without the formation of global hypctheses?

Various theories ha&e been advenced to ekplain how we
extract three-dimensional inforration from scenes. Yor example,'
we can get depth and distance information from motion perallax
and for objects fairly close to us from eye focus feedback and .
parallax. But tkis does not explain how we are sgble to vnderstand
- the three-dimensional nature of photographed'scenes. Perhaps wé_
acquire xnovledre of the shapes of objedts by handling them and

zoving eround them, and then use rote memory to assisn shape to
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objects vher we recosnize them in scenes. tut tris cdozs 10t

explain how we can yerceive the shares cf objecis we hnve nevor

I

seen before. Similarly, the fact that we can tell the shame of
ieny oblects frem as sikple a representation as a line crawias

~precludes tle ncssitility that ve need textiivre cr other fine
deteils to escertain shepe, thoush we agy of course use izzturs

gracients and other detzils to wefine certain lines.

I undertook this research with the belief that it is
possible to discover rules whick will allow a nrosrer te owtain a
three—-dinensional ncdel of a scene, given only & ressonsbly ~ooC
line drewing of a scene. It seens to me that while the vse cf
range finders, multiple light sources to helﬁ eliminate shadows, .
and the restriction of scenes to known cbjects may all rrove
useful for rractical rotots, these epnroaches avoid coming to
grips with the nature of perception and the implicit three-— _
dinmensicnal information in line drawincs of.real scenes. Vhile 1
would be very cautious about claining perallels between the rules
in ny progrem ard human visuval trocesses, at . the very least I;
have shown that it ray te possivle to write capable vision
prograns which use only7an "eye" of some sort. This mearns tkrat
researcl car be concentrated on areas which may have direct

impiications on our understanding of huwman yerception.



These are some of the issues on which I hnore t¢ sred 1li~nt
in this paper. In it I describe a system which =ssigns three—
dimensicnal descriptions to lines and regiors in line drawinrs
which are obtained from scenes composed of jlane—faced objects:
under various lighting conditions. This system can then idertif:
shadow lines and regions, group regions which otelons to the sane
object, find relations such as support and in-front~of/tehind
between objects, and provide iniormation about the sracial
ofientation of various regions, all using tre descrirticn it has

generated.
0.1 DESCRIPIIONS

'The overall goal of the system is to provide a precise
description of the scene which gave rise to a particular line
drawing. It is therefore important to have a good language.in
which to describe features of scenes. Since 1 wish to have the
program operate on uhfamiliar otjects, ﬁhe 1anguage I vse must ke
capable of describing such objects. The language I have developed
is an expansion of the labels invented independently by Huffman

(7) .and Clowes (1).

The language ccnsists of labels which are assigned to line
seruents anc regions in the scene. These labels describe the edge

georetry, the connection or lack of connection between adjacent



regions, the orientation of each region in three dirensions, anc
the nature of the illuminatcn fer each regicn (illurinated,
nrojected shadow region, or region facing away irom tng 1i-tu
source). ‘1he goal of the yrogram is to assisn = single isisl
value tc each line and region in the line drawirc, =xcert ir

cases where humens also find a feature to be anrirucus.

This language allows precise definitions of sucih ccnecerts &s
suprorts, supported by, in front of,'behind, rests emainst,
shacdows, is shadowed by, is capable of suppcrting, leans on, anc
others. Thus, if it is possible to label each feature oi & scene
uniquely, then it is possible to directly extract these reletions

from the descrirtion of the scene provided by this labeling.
0.2 JUNCTIOK LAEELS

The basic data of the yrogram are lists of possible line
label assignments for each type of junction in 2 line drawine.
While a natural language analogy to these lsbels could te
misleading, I think that it helps in exylaining the basic

operation of this portion of the program.

If we think of each possible lebel for a line &s a letter in
the alrhabet, then each jurction must be lsbeled with a=n
orcéerec list of "letters" to form 2 legal ¥Yword" in the
language. rurthermore, each "word" must match the "words"
for surrounding junctions in order to form a legal “phrase®,
anc¢ all "phrases" in the scene must agree to form 2 leral
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"sentence" for the entire scene. The knowledge of the EJutfu
is contained in (1) a dictionary containing every leral
"word" for each tyre of junction, and (2) rules by which
"words" can legally combine with other "words". 1ne rance cf
the dictionary entries defines the universe of the pProgran;
this universe can be expanded by adding new entries
systematically to the dictionary.
In fact the "dictionary" is not necesserily a stored list.
The dictionery can consist of a relatively small list of ypossible
edge gecmetries for each junction type, and a set of rules vhich
generate the complete dictionary from tlhe original lists.
Depending on the amount of computer memory available, it may
either be desireable to store the complete lists as compiled
knowledge or to generate the lists when they are needed. In my

current program the lists are partially precompiled.

The composition of the dictionary is interesting in its own
~ right. Vhile some basic edge geometries give rise to many
dictionary entries, some give rise to very few. The total number
of entries sharing the same edge geometry can be as low as three
for some ARROW junctions including shadow edges, while the number

generated by some FORK junction edge geometries is over 270,000!



0.3 JUNCTIOK LAEEL ASSIGNMENT

There is a considerable amount of local informetion which
can be used to select a subset of the total numter cf dicticnary
entries which are arprorriate for a particular junction. The
first piece of information I have aliready incluced implicitly in
the idee of junction type. Junctions are tyred zccording to the
nunber of lines which make up the junction end the two
dimensional arrangement of these lines. In figure 0.3 I shovw all
the junction types which can occur in the universe of the
program. The dictionary is arranged by Jjunction type, and a
standard ordering is assigned tc all the line segments which rnake

- up junctions (except FORKS and KULTIS).

We can also use local region brightness and line segment
direction £c preclude the assignment of certain labels to lihes.
For example, if we know that one region is brighter than an
ad jacent region, then the line which separates the regions can le
labeled as a shadow region in only one way. There are other rules
which relate region orientation, light placement and region
illumination as well as rules which limit the number of labels
which cen be assigned to line segments which border the suyprort
surface for the scene. The program is able to combine all these
types of information in finding a list of approrriate labels for

a single junction.
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Oe4 COmLIdATION RULES

Corvinetion rules sre used to select from the initizl
assisnments the laoel or labels which ccrrectly describe trne
scane features that could have rroduced each juwrction in tox
given line arawing. The simplest tyre of combinetior ruie .creiy
states that a lavel is & possible descripticn for = Junction ir
and only if there is at least one lebel which "matches" it
assigned to eack adjacent junction. Two labels "match'" if =ard
only if the interpretation assigned by cne ‘unction latel tc the
line segment which Joins the twe junctions is tle seue ss tre
ihterpretation assigned to the line segment by the other juncticn

label.

Of course each interpretation (line label) is really a
shorthand code for a nurber of values assigned to the line and
its adjoining regions. If we car shcw that any one of these
constituent values cannot occur in the given scene context, then
the whole complex of values for that line expressed implicitly in
the interpretation cannot be possible either, and furthermores any
junction label whick assigns this interpretation to the line
seclient can be eliminated as well. Thus when we choose a lsbel
to describe a particular junction we constrain 2ll the junctions
which touch the regions surrouné¢ing this Jjuncticn, even thouveh

the conmiination rules orly compare adjacent junctions.
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rore éomplicated rules are needed if it is necessary tc
relete Junctions which do not share a visible regior or line
segrent. Yor example, I thouzht at the ocutset of ny work thet it
might be necessary to construct models of hidder vertices or
features which faced awey from the eye in order to find unicus
labels for the visible features. The difficulty in this is that
unless we know which lines represent obscuring edges, we do not
knov; vhere to construct hidden features, but if we need thn
hidden features to label the lines, we may rnot te atle to decide
which lines represent obtscuring edges. As it turned out, no such
complicated rules andlconstructions are necessary in general;
‘most of the labeling problem can be solved by a scheme which only

compares adjacent junctions.
0.5 EXPERIMENTAL RESULTS

When I began to write a program to implement the system I
had devised, I expected to use a tree search system to find which
labels or “words" could be assigned to each junction. However,
the number of dictionary entries for each type of junction is
very high, (there are almost 30CO different ways to label a FORK
junction before even considering the possible region
orientations!) so I decided to vse & sort of filtering program

pefore ¢oing a full tree search.



The filtering prorram comrutes the full 1iot oi diciior v

entries for eack juncticn in the scene, elirinntes froa o list

featurec, aesirms eech reduced list to its [unciicn, ane Lo
conrutes the possible lebele for each line, usiv~ tlo fret Unb a
line latel is possitle cnly if there is at Jdeas? onc juictiin
label at each end of the line which contains tne lirz leoini. Whis
list is the intersection of the two lists of nosginilitieg
counyuted¢ from the junction labels at the endas of tie lire
secment. If any junction latel would assign a interpretctior to
the line segment which is not in this intersection list, then
that labtel can te eliminated from consideration. lThe filtering
prosram uses a network iteration schene to systematically remove
all the interpretations which are preclvded by the elinination cf

labels at a particular Junction.

When I ran this filtering yrogram 1 was amezed to find that
in the first few scenes I tried, this progrem fcund a unigque
label for each line. Even when I tried considersbly nore
~ comrlicated scenes, there were only a few lines in general which
vere not uniquely srecified, an¢ some of these were essentially
ambi~uovs, i.e. I cculd not decide exactly what sort of edre pave
rise to the line segment myself. The'otﬁer embigfuities, i.e. the

ones which 1 could resoive ryself, in c~enerel rcquire that the
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program recognize lines which are perallel or collirear or
regions which meet along more than cone line seruent, and hercs

PR Ay

require more global agreement.

I have been able to use this syster to investigate a loree
number of line drawings, including cnes with nissing lires cna
onec with numerous accidentally alirned junctions. Iron these
investigations I can say with some certainty which tynes of scene
features can be handled by the filtering prograr anc which
require more corplicated processing. Whether or not nmore
processing is required, the filtering system provides a
computationally cheap method for acquiring a great deal of
information. Ior ekample, in most scenes a large percentage of
the line segments are unambiguously labeled, and more complicated
processing can te directed to the areas which remain amtigucus.
As another example, if we only wish to know which lines are
shadows or which lines are the outside edges of objects or how
many objects there are in the scene, we may be able to get this
information even though some ambiguities remain, since the
‘ambiguity mey only involve region illumination type or region

orientation.



0.6 CORIARIEOH WITH OTHER VISIO:i PROGRALS

Iy system differs from previously proposed ones in several

inportant ways:

First, it is able to handle a ruch broasder ransz of scense
types than bhave previous prograns. The prograr "understeads®
shacows and apparent alignment of edges caused bty the nerticular
placement of the eye with respect tc the scene, so that no

special effort needs to be made to avoid probleratic features.

Second, the design of the rrogran facilitates its
integration with line~finding programs and higher-level programé
such as programs which deal with natural language or overall
system goals. The syster can be used to write a program which
automatically requests and applies many different types of
infornation to find the possibilities for a single feature or

portion of & scene.

Third, the program is able to deal with ambtiguity in a
natural menrer. Some features in a scene can be ambiguous to a
person looxing at the szme scene and the program is able to
preserve the the various possitlities. This tolerance of
anbisuity is central to the philoso;hy of the progrem; rather

than trying to rick the 'nost proballe" interpretation of any
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features, the program operates by trying to elirinate irrossible
interpretaiions. If it has been given insufficient inforuation to
decide cn a unique possibility, then it preserves 211 th2 active
possibilities it knows. Of course if a single irterrrctstior is
required fpr-some reason, one can ve chosen fron this list Ly

heuristic ruvles.

Fourth, the prograr is algorithmic and doss not recuire
facilities for back—up if the filter program firnds an adequsta
description. Heuristics have been used in all previocus visicn
pr05fams to approximate reality with the most likely
interpretation, thereby simplifying the description of reality,

- but requiring sophisticated programs to patch up the cases where
the approximation is wrong; in my program I have used as complete
a description as I could devise with the result that the programs

are particularly simple, trensparent and powerful.

Fifth, because of this simrlicity, I have teen able to write
a program which operates very rapidly. As a practical matter this
is very useful for debugging the system, and allows modifications
to be made with relative ease. Loreover, because of its speed, I
have been akle to test the program cn many separate line drawings
.and have thus been able to gain a clearer understanding of the
capebilities and ultimate limitations of the prograr. In turn,
this uncerstanding has led and should ccntinue to lead to useful
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modificstions and a greater understanding of the nature and
comrlexity of procedures necessary to handle various tyrns c¥

scene featurese.

Sixth, as explained in the next section, tke descrintive
lanfuage provides a theoretical fourndation of consiceraile value

in expleining previous worke.

In figure 0.4 I show some cf the line drawings for which the
systen produces unique labelings. In figure 0.5 the ambisuous
line segments are marked by thicker lines, end 2ll others are
unambiguous. At this writing the system does not use line segment
direction or region orientation, except that the program
distinguishes between the table and all other regions. The time
- the program required to completely label each line drawing is

noted below it.
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0.7 HISTORICAL FERSPECTIVE

One of the great values of the extensive descriptive
apperatus I have develored is its ability tc exrlain the nature
and shortcorings of past work. I will show in the bedy of the
paper how my system can be used to clarify the rrograns of (ugien
(6), Rattner (10), EKuffran (7) and Clowes (1), Crbar (3}, ari tc
explain portions of the work of Winston (13) anc Finin (4,5). Fer
exanple, I show how various concepts such as "support" and
"skeleton" can te formalized in my descriptive langusse. Frca
this historical comrarison emerges a striking demonstration of
the ability of good descriptions to both broaden the range cf

applicakility of a program, and simrlify the program structure.
0.8 IMPLICATIONS FOR HUFAN FERCEPTION

Hy belief that the rules which govern the interpretation of
a line drawing should be simple is based on the subjective
impression that little abstaction or processing of any type seems
to be required for me to be able to recognize the shadows, object
edges, etc. in such a drawing, in cases where the drawing is
reasonably simple and complete. While introspection has been and
should remain suspect irn judging the validity of such
impressions, there is nc other source fdr judgerents on which

course cf irvestigation is most likely to prove successful. I do



not believe that human rerceptusl processes nscessarily rescable
the proceéses in my program, but there are various ssnects o 1y
solutior which eppeal to ny intuition avout the natvre cf
perception, i.e. that pcrtion of the probler which is indanendernt
of the type of rerceiver. I think it is significant that oy
nprogram is es simple as it is , and that the informetion sicrad
in it is independent of particular cbjects. The fact thet beci—u»n
is not necessary in general, the fact that the systen works for
picture fragments as well as for entire scenes, the fact toet the
processing time required is prorortional to the nunter of line
segrents and not an exponential fuanction of the nunker, all lezsd

me to believe that my research has teen in the right directions.

Clearly there are considerable obstacles tc be overcome in
extending this work to general scenes. For simple curved objects
| such as cylinders, spheres, cones, and conic sections, there
should be no particular problem in using the type of program I
have written. I also believe that it will be possible tc harndle
somevhat more general scenes by approximating the otjects in then
by simplified “envelopes" which preserve the gross form of the
objects but which can be descrited in terms like those I have
usecd. Before this can be done successfully, the protlem of
reconstructing the invisible portions of the scene must be solved
in my estimetion. The sclution to this ﬁroblem is intinmately

connected with the problem of using the stored description of an
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object to guide the search for instances of this object, or
similar objects in a scene. Furthernore, I telieve that the

ability to label a line drawing in the manner I describe sreatvly

< Y]
sinplifies the specification and solution of these rroblsus. At

the end of this paper I will discuss these problems and othcr
directions in which I believe that vision reseaxrch can rrofitac.y

expand.



TAGT 25

1.0 QUICK SYNOZEIS

This portion of the parer was written separately ard is
included with the introduction to my thesis in order to nrovide a
brief picture of my work. Some of the material in this chantor is
a little outdated, but I decidec not to revise the chartser so

that I coula produce this vision flash es repidly as possitla.
1.1 THE PROELEM

In order not to confuse you, let me make some distinctions
between the scene itself (objects, table, and shadows) znd the
retinal representation of the scene as a two-dimensional line
draving. I will use the terns vertex, edge and surfece to refer
to the scene features which map into junction, line and region'wn

'_'résteCtively in the line drawing.

'Therefore the first subproblem is to develop a language that
allows us to describe the scene itself. I have done this by
assigning nemes called labels to lines in the line drawing, after
the manner of Huffman (7) and Clowes (1). Thus, for example, in
figure 1.1 line segment J1-J2 is labeled as a shadow edpe, line
J2=¢3 is labeled as a concave ecdfe, line J3=J14 is labeled as a
convex edge, line J4~Jd5 is labeled as aﬂ obscuring edge and line

J12-J1% is labeled as a crack edge.
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When we look at a line drawing of this sort, irn sererni we
can easily‘understand what the line drawing renresents. In terne
of the rroblem statement either (1) we are able to assirn lebels
unicuely to each line, or (2) we can say that no such scene could
exist, or (3) we can say that although we cannot decide
unarbiguously what the label of an edge should te, it wtst L=
labeled with one member of some specified subset of the totel
nunbter of labels. What knowledge is needed to enable the wrc-~ran

to reproduce our labeling assignments?

Huffman and Clowes provided a partial answer in their
papers. They pointed out that each type of junction can only be
labeled in a few ways, and that if we can say with certainty what
the label of a particular line is, we can greatly constrain all
the lines which intersect the line segment at its ends. As 2

specific example, if one branch of an L junction is labeled as =
shadow edge, then the other branch must be labeled as a shadow

edge as well.

Moreover, shadows are directional, i.e. in order to specify
a shadovw edge, it must not only be labeled "shadow" but must also
be rarked to indicate which side of the edge is shadowed and
which side is illuminated. Therefore, not only the type of edre

but the nature cf the regions on each side can te constrained.
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These facts can be illustrated in a Jjigsaw puzzls gnalc~y

A > A e ?

shown in figure 1.2. Given the five different ecre tyresz I lave

discussed sc¢ far, there are seven different ways to lavcl ary
line segment. This implies that if =2ll line labels verce assirnsd
indepencently there would be 7% = 4C different vays to lakel an

L, 'i’3= 343 ways to label a three-line junction, etc. In fac

&k

there are only ¢ ways in which real scene features can rap into
Ls on a retinal vrojection. See table 1.1 for a sumpary of the
ways in which junctions can be assigned labels from this set. Ir
figurel3, I show all the possible labels for each junction tyve,
limiting myself to vertices which are formed by no rore than

three planes (trihedral vertices).
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NumMsER oF Acm“
Tosmoe Wmmme S Tl
TYPES INDEPENTENTLY BE LABELED Percramace
L 13 9 184
PEAK 24101 4 0.2
X 2401 37 L5
K 2401 12, 0.5
MULTI 2401 24 10
Kol 16807 & 0.05"
KX 16807 12 0.07

TABLE 1.1
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1.2 SOLVIHG THE LABEL ASSIGKMENT PRCBLEL

Lalbels can be assigned to each line segment by a tres r2arch
procedure. In terms of the Jjigsaw puzzle analory, irasine tiat ve

have the following items:

1. A board with channels cut tc rerresent the line draving«;
the board srace can accept onl{ L pieces at eaclh plece where tae
line drawing has an L, only ARRCV pieces where the line drawin-
has an ARROV, etc. Next to each junction are three tins, umarked
"junction number", "untried labels", and "tried labels".

2. A full set of pieces for every space on the board. If tke
line drawing represented by the board has five Ls then there zre
five full sets of L pieces with nine pieces in each set.

3. A set of junction number tags marked J1, JZ2, J3, ee., Jn,
where n is the number of Jjunctions on the board.

4. A counter which can be set to any number between 1 and n.
~ The tree search procedure can then be visuaslized as follows:

Step 1: name each junction by placing a junction number tag in
each bin marked "junction number",

Step 2: Place a full set of the appropriate type of pieces in the
"untried labels" bin of each junction.

Ster 3: Set the counter to 1. From here on in Nc will be used to
refer to the current value of the counter. Thus if the counter is
set to 6, then J(Nc) = 6.

Ster 4: Try to place the top piece from the "untried labels" bin
of Zunction J(Nc) in board space J(Lc). There are several
possible outcomes:

A. If the piece can be placed (i.e. the piece matches all
ad jecent pieces already placed, if any), then

4 Al. If Hc < n, increase the counter by one and repeat
S tSI e
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A2. If Nc = n, then the pieces now on the hoard
. represent one possible labeling for the line drawing. If this is
true then

4 i. Write down or otherwise remember the lakteling,
an

o ii. Transfer the piece in space n btack into the n~th
"untried labels" bin, and

iii. go to Ster 5.

B. If the piecé cannot. be placed, tut it in the "tried
labels" bin and repeat Step 4.

th " C. If there are no more pieces in the "untried labels" Din,'
en

o Cl. If Nc =1, we have found all (if any) possible
labelings, and the procedure is DONE.

C2. Otherwise, go to Step 5.
- Step 5: Do all the following steps:

 i. Transfer all the pieces from the Neo-th "tried
labels" bin into the No-th "untried labels" bin, and

. ' ii. transfer the piece in space Nc - 1 into its
"tried labels" tin, and

iii. Set the counter to Nc - 1, and go to Step 4.

To see how this procedure works in practice, see figure'1.4w
For this example I have assumed that the pieces are piled so that
the order in which they are tried is the same as the order in
which the pieces are listed in figure 1.3. I have only carried
out the example to the first labeling obtained by the procedure.
There is of course at least one other labeling, namely the one we

could assign by inspection. The "false" labeling we find first
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could be eliminated in this case if we knew that R3 is brightér
than R1 of_that R2 is brighter than Rl1. We could then use
heuristics which only allow us to fit a shadow edge in cne
orientation, given the relative illumination on both sidss of =2

line. However, if the object harpened to have a darlker surfsce

than the table, this heuristic would not be helr.

Clearly this procedure leaves many unsolved problems; in
general there will be a number of possitle labelings from which
we must still choose one. What rules can we use to make the
choice? Even after choosing a labeling, if we wish to answer
-questions about the number of oktjects in the scene, about-which
- edges are shadows, about whether or not any objects support 6ther.
"objects, etc. we must use rules of some sort to deduce the

answers from the information we have.

- There must be good reasons why we see only one
interpretétibn of a line drawing in most cases. I will argue that
what is needed is not a more clever set of rules or theorems to
relate various features of the line drawing, but merely a better
descriptién of the scene features. In fact it turns out that we
can use a parsing procedure which involves less computation than

the tree search procedure!
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1.3 BETIER EDGE DESCRIPIION

So far I have classed together all edges orly cn tle bssis
of geometry (concave, ccnvex, obscuring or ylansr) and rave

subdivided the planar class into creck and shadcw stb-classes.

or not each edge can be the bounding edge of an object. Chiccts
can be bounded by obscuring edges, concave edges, and crack
edges. In figure 1.5 I show the results of sppendins a lavel
analogous to the "obscuring edge" mark to crack and concave
edges. In additibn, the obscuring edge class is divided into

- subclasses according to whether the edge obscures part of the
object to which the edge belongs or whether the edge is an
outside edge of an object (see figure 1.6). |

I can also label each region as belonging to one of the
three following classes:

I - Illuminated directly by the light source.

SP - A projected shadow region; such a region would be

illuminated if no object were between it and the light source.

SS - A self-shadowed region; such a region is oriented avay

fror the light source. |
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INTERPRETATION :

AN INCSEPARABLE CONCAYE EDGE; THRE OBJECT

R OF WHICH R1 1€ APART [OB(R1)] IS THE SAME A8

k2 THE cBIECT OF WHICH R2 IS A PART [0B(R1) = 0B(R2)).
R - A SEPARABLE CoNCAVE EIGE; IF R1 IS ABGVE

- R?, THEN oB(R2) SUFPORIS OB(R1).

TR SAME AS ABWE:; IF R1 IS ABRSVE R2,THEN EITHER,
27 OB(R1) SUPPORTS OB(R2) 6R OB(R2) TS INERSNT OF CBRY.
21 = A ZFWAY SEPARABLE CoNCAVE ETGE; NEITHER
R OBJECT SUFPCRTS THE OTHER.

R A CRACK BEDGE; dB(RQ) 1% IN ERONT oF OB(RD

R2 TF R1 TS ABoOVE RR.

R4 C A CRACK EDSE, (B(RR) SUBRSRTY CB(R1) T F

R2 Rl IS ABSVE RZ.

SEPARATIONS

(INSEPARABLE)

FPIGURE 1S
{SECoND PAGE>
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DISTINCTION BETWEEN 7~ AND ,r.

FIGURE |
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Given these classes, I can define new edge labels whici Aaiso
include information about the lighting on becth sides of the ﬁ&gé;
Kotice that in this way I can include at the edge level, =2 ﬁar}
locel level, information which constrains all ecges boundin'_pke
same two regions. Figure 1.7 is made up of tables which rcl:;f!
the ;egion_illumination types which can occur or otz sjdes-of
each edge type. For example, if either side of & conrcave or crack

edge is illuminated, both sides of the edge nust be illuminatesd.

Wé can use these tables to expand cur set of allowable -
junction labels;.the new set of labels may rave a number of
entries which have the same edge geometries but which heve
different region illumination. It is very easy to write a progranm
to expand the set of labelings; the principles of its oper&ti@ﬁ}
are (1) each region in a given junction labeling can have only
one illumination value of the three, and (2) the values on either
side of each line of the junction must satisfy the restrictions

in the tables of figure 1.7.
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An interesting result of this further subdivision of ihe
line labelé is that, with four excertions, each shacdow causin-~
Junction has only one possible illumination parsing, as'shown_iﬁ
figure 1.3. Thus whenever a scene has shadows and whkenever uve can
- finé a shadow causing junction in such é scene, we can rreatly
constrain all the lines and regions which meke up this juaction.
In figure 1.8 I have also marked each shadow edre which is rart
of a shadow causing junction with an "L" if the arrow on the
shacow edge points.counter—clockwise and an "R" if the arrow
points clockwise. No "L¥ shadow edge can match an "E" shadow
edge, corresponding to the physical fact that it is impossille

for a shadow edge to be caused from both of its ends.



PAGE 48

S %
W op

> I

| T EACH OF | THESE (K ITS
c
€k 1 b B e TNITH CRACKS)

TLILLUMINATION LARELING

se
SS I-I'SS T [
I = - .
o et -
[N
qar
SS_ I sd srgg + T ) c
sp XR > 1 -ZS/R AN
IR
z SP T AR (43
ot I n “I._ <
P
+
T iL\§?

p ' T I/gr/‘s 1/5' ”
. é% GS ss so% ss ss
9? - &R T < > <
AcI : SP R 1 ~ " 8P gr

DIFPERENT RERXION ILUMDNATION LABELINGS

FTIGURE 1.8




There are two extreme rossibilities that thris rvartiticiia~
nay have on the number of junction labelings now needed to

describe all resl vertices:

(1) Each old junction label which has r concave =drns, .
crack edges, p clockwise shadow edges, g counterclockwise glauov

edges, and s obscuring edges and t convex edges will have tc o2

replaced by (203‘(63“(35P(3f1(18f§(65t new Junctions.

(2) Each o0ld junction will give rise tc only one new

junction (2= in the shadow causing junction cases).

If (1) were true then the partition would te worthless,
since no new information could Le gained. If (2) were true ve
would have greatly improved the situvation, since in a sense all
- the much more precise information was implicitly included in the
original junctions but was not explicitly stated. Because the
informafion is now more explicitly stated, many matches between
junctions cen be precluded; for example, if in the old schers
some line segment L1 of junction latel (1 could have been labeled
concave, as could line segment 12 of Jjunction label Q2, a line
joiringz these two junctions could have been labeled concave. ILut
in the new scheme, if each junction label gives rise to a single
new label, toth L1 end 12 would take on 6ne of the twenty

possible values for a concave edze. Unless both L1 and 12 ~eve



rise to thé same new label, the line segment could not ke lebeled
concave using Q1 and Q2. In fact the truth lies sonewhere ovetween
the two extremes, but the fact that it is not at the extrene of
(1) means that we have a net improvement. In tatle 1.2 I corpare
the situation now to cases (1) and (2) zbove ané also tc the

situvation depicted in table 1.1.
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e (35| dASE (® (7D CTe2

L 4624 1710 9 80 184 17

ARROW | 314,432 | 12352 9 T3 2.6 0.02,

FORK |314,432 | 47382 17 ~ SO 5.0 o.16

T |314432| 6189 26 | ~1000 76 052,
PRAK (11381376 | 27280 4 8 02 |[~4x107F
X 21381376 ? 37 44 15 [~2x10°3
MULTT |u381376¢| 7 24 9% 10 |~5x107
K |amw3n ? 12 | ~l00 08 |~§x10™
K-A  [145 x10? ? 8 30 0.058 |~2x107¢
KX |145x10? ? 12 28 0.07 | ~2.5x16¢
TABLE 1.2 *SEE TEXT,PAGE 46
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I have also used the better descrirtions tc exrress the
restrictioh that each scene is assumed to be on a horizcntal
~table which has no holes in it, and which is large enourkz tc fill
the retina. This means that any line segment which separates the
background (table) from the rest of the scene can only bte lebeled
as shown in figure 1.9. Because of this fact I can greatly

restrict the number of junction labels which could be used to

label junctions on the scene/background boundary.

The value of a better description should be immediately
apparent. In the old classification scheme three out of the seven
line labels could appear on the scene/background boundary,
whereas in the new classification, only seven out of fifty labels
can occur. Moreover, since each junction must have two of its
line segments bounding sny regicn, the fraction of junctions
which can be on the scene/background boundary has improved
roughly from (3/7)(3/7) = 9/49 to (7/50)(7/50) = 49/250C, which
is less than one in_fifty. The results of these improvéments will

become obvious in the next section.
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1«4 PROGRAMIING CONSEQUENCES

There are so many possible labels for each type of [unction
that I decided to begin programming a labeling system by writing
a sort of filtering program to eliminate as many junction lsbzals

as possible before beginning a tree search procedure.

The filter procedure depends on the following observaticn, given

in terms of the Jjigsaw puzzle analogy:

‘Suppose that we have two junctions, J1 and J2 which are
joined by a line segment I~J1-J2. J1 and J2 are rerresented
by adjacent spaces on the board and the possible labels for
each Jjunction by two stacks of pieces. Now for any piece H
in J17s stack either (1) there is a matching piece N in J2°s
stack or (2) there is no such piece. If there is no matching
-piece for M then M can be thrown away and need never be
~ considered again as a possible junction label.

Thé filter procedure below is a method for
systematically eliminating all junction labels for which
there can never be a match. All the equipment is the same as
.that used in the tree search example, except that this time

I have added a card marked "junction modified" on one side

and "no junction modified" on the other.

Step 1: Put a junction number tag between 1 and n in each
"junction number"” bin. Place a full set of pieces in the
"untried labels" bin of each junction.

Step 2: Set the counter to Nc = 1, and place the card so
thet it reads "no jJjunction modified". . .
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Step 3: Check the value of Nc:

~  A. If-Ne =n+ 1, and the carc reads '"no junction
modified" then go to SUCCFED.

B. If Nc = n +'1, and the card reads "junction
nocéified" then go to Step 2. (At least one piece wes thrown
away on the last pass, and therefore it is posesible thet
other pieces which were kert only because this piece wes
present will now have to be thrown away alco.)

C. Otherwise, go to Step 4.
Step 4: Check the "untried labels" bin of Zunction J(iic):

A. If there are no pieces left in the iHe-th "untried
labels" bin, then

Al. If there are no rieces in the He—th "trlea
labels" bin, go to FAILURE.

A2. Otherwise, transfer the rieces from the lL.o-th
"tried labels" bin back into the No-th “"untried labels* bin,
add 1 to the counter (Nc) and go to Step 3.

B. If there are pieces left in the Nc—-th *untried |
labels" bin, take the top riece from the bin and place it in
- the board, and Go to Step g

Step 5: Check the spaces adjacent to stace Ne:

A. If the piece in the No-th space has matching pleces
in each neighboring junction srace, transfer the piece frou
space Nc into the Ne—th "tried labels" bin, and transfer the

~pleces from the neighboring spaces and the neighboring
"tried labels" bins

back into their "untried labels" bins.

B. If there are empty neighboring spaces, then

El. If there are no more junctions in the
neighboring "untried labels" bins which could fit with the
piece in space Nc, then that piece is not a possible lzbel.
Throw it away, and arranoe the card to read "junction
modified" if it doesn’t already.

E2. Try pieces from the neighboring "untried
latrels” piles until either a piece fits or the pile is
exhausted, and then go to ftep 5 again.
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SUCCEET: The pieces in the "untried labels" bins of each
junction have passed the filtering routine and constitute
the output of this procedure.
FAILURE: There is no way to label the scene given the
current set of pieces.

In the program I wrote, I used a somevhat more corrlex
variaton of this procedure which only requires one pass
throught the junctions. This procedure is similar to fhe one

used o generate figure 1.C, and is descrited telow.

- When I ran the filter program on some simple line
drawings, I found to my amazement that the filter rrocedure
~ yielded unique labels for each junction in most cases! In
fact in evéry case 1 have tried, the results of this
filtering program are the same results which would be.
obtained by running a tree search procedure, saving all tue
labelings produced, and combining all the resulting
possibilities for each junction. In other words, the filtér

program in general eliminates all labels except those which

are part of some tree search labeling for the entire scene.
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It is not obvious that this should be the case. Fcr
exampie, if we apply this filter procedurz to tre giaxnls
line drawing shown in figure 1.4 using the 0ld set of labolis
given in figure 1.3, we get the results shown in {irure 1.<.
In this figure, each junction has labels attachad vhich
would not be part of any total labeling procduced by a trae
search. This figure is obtained by going throush tre

junctions in numerical order and:

(1) Attaching to a junction all labels which ¢o nct
conflict with junctions previously assigned; i.e. if we know
that a branch must be labeled from the set S, do not attach
any junction labels which would require that the branch be
labeled with an element not in S.

(2) Looking at the neighbors of this Zunction which
have already been labeled; if any label does not have a
corresponding assignment for the same branch, then eliminate
it.

(3) Whenever any label is deleted from a junction, look
‘at all its neighbors in turn, and see if any of their labels
can be eliminated. If they can, continuve this process
iteratively until no more changes can te mede. Then go on to

the next junction (numerically).



The junction which was being labeled (as in step (1)) =zt the
tire a label was eliminated (struck out in the firurs) is

noted next to each eliminated iabel in figsure 71.%.

The fact that these results can be prcduced oy the
filtering program says a great deal about line drawvings
generated by real scenes and also about the value cf rrecise
descrirtions. There is sufficient information in a line
drawing so that we can use a procedure which requires far
less computation that does a trée search procedure. To see
why this is so, notice that if the description we use is
good enough, then many junctions must always be given the
same unique label in each tree search solution; in this case -
we need to find such a label only once, wkile in a tree

" search procedure, we must find the same solution on each

pass through the tree.

Quite remarkably, all these results are obtained using
only the topology of line drawings plus knowledge about
vhich region is the table and about the relative brightness
of each region. No use is made (yet) of the direction of
line segments (except that some directional information is
used to classify the junctions as ARROWs, FORKs, etc.), nor
is any use made of the length of line segments,

microstructure of edges, lighting direction or other



potentially useful cues.
1.5 HANDLILKG BAD DATA

~So far I have treated this subject as thovgh I would
aiWays be given perfect data. In fact there are mary tIpes
of bad data which frequently occur. Some can be correctzsd
through use of better line finding programs and sore cen ve
eliminated bj using stereo information, but I would lilke to
show that the program can handle various problems ty simple
extensions of the list of junction labels. In ro cese do I
expect the program to be able to sort out scenes that reople

cannot easily understand. .

E

Two of the most common types of bad data are (1) edgés
nissed entirely due to equal region brightness on both Siﬁes
of the edge, and (2) accidental alignment of vertices and
lines. Figure 1.10 shows a scene containing instances of

both type of problem.
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I handle these problens by sinply meneratine isic.is Jcr
"ped" Junctions as well as "good" ones. It is impcriant o
oe able to do this, since it is in general very difficrly fo
identify the particular jurcticn which causes the rrocrm. o
fail to find a parsing of the scene. TIven rorse,~tk@g$501rﬁﬁ
-may find a way of interpreting the scerne as thou;h7t£e dute
were perfect and we would then not even get an indication
that the program should look for other interpretations. I
would line td be reasonavly certain thet tke persin-~ I

(9]

desire is among those produced by the rrogram.
1.5A ACCIDENTAL ALIGNMENT

I consider three kinds of accidental aligrment:
(1) cases where a vertex apparently has an extra line
because an edge obscured by the vertex appears to be pert of
the vertex (see figure 1.11a); _

(2) cases where an edge which is closer tc the eye than eye
than a vertex appears to intersect the vertex (see ficure
1.711b); and

(3) cases where % shadow is projected so that is actuslly

does intersect a vertex (see figure 1.711c).
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TIGURE 11lla.

FIGURE 111b
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FTIGURE 1lic.



1.58 MISSIKG LINES

I have not attempted to systematically include all
missing line possitilities, but have only included labels
for the most common types of missing lines. I require that
any missing line be in the interior of the scere; no line cn
the scene/background boundary can te missing. I also assune
that all objects have approximately the same reflectivity cn
all surfaces. Therefore, if a convex line is missing, 1
assune that either both sides of the edge were illuminated
or that both were shadowed. I have not really treated
missing lines in a complete enough way to say too much about
them. I feel that in general, there will have to be greater
facilities in the program for filling in hidden surfaces and
- back faces of objects before the missing lines can be

. treated Satisfactorily.

In general the program will fail if nmore than a few
lines are missing and the missing line labels are not
included in the set of possible junction labels. This is
really a sign of the power of the program, since if the
appropriate labels for the missing line junctions were
included, the program would find them uniquely. As an
example, the simple scene in figure 1.12 cennot be labeled

at all unless the rissing line junctions are incluced.
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1.6 REGION ORIENTATIONS

Regions can be assigned labels which give quantized
values for region orientatin in three dinensiors. These
latels can be added to the jJjunction labels in very nuch the
sane way that the region illumination values were addec. sor
a full treatment of these labels you will have to vait for

my thesis.
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