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Abstract

We present automated instruments to facilitate the monitoring of vocalizing species
in their environment with minimal disruption. These devices offer recording and
acoustic localization of bird calls and relay data via the GSM cellular network to
remote servers. Further, the system may be augmented with amplifiers and speakers
in order to interact dynamically with the environment as to elicit vocalized responses,
for example. The complete system is designed to meet the needs the Maine Audubon
Society's annual owl survey. We further propose a less computationally intensive
alternative to the standard time delay of arrival algorithm and extend it to arrays of
arbitrarily many microphones.
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Chapter 1

Introduction

A common task in field biology is the recording of animals in their natural environ-

ment. Audio recording is of particular use when monitoring concealed or nocturnal

creatures, such as owls on which we focus, which nonetheless vocalize distinctly. In-

deed, once a call is heard, it is often possible to locate the otherwise difficult to find

creature.

We seek to augment traditional audio recording techniques by automating and

consolidating the data collection process and supplementing it with atmospheric data.

We develop autonomous nodes, to be deployed throughout a large area, such as the

state of Maine, to provide audio playback and recording capabilities over cellular

networks. This data is consolidated on a single display, allowing field biologists to

monitor and interact with a large environment. Further, every audio recording is

tagged with an estimated localization of its source, facilitating tracking of individual

owls. Finally, by also presenting the biologist end user with atmospheric data, we

enable the possibility of associating the behaviors of owl populations with current

weather conditions.

In addition to eliminating the need for volunteers, this network offers the following

improved functionality:

* Centralization: All data is accessible in real time from a centralized server.

As a result, field biologists located remotely may instantaneously monitor and
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interact with creatures across the entire instrumented area. In addition to easing

temporal and spatial constraints, such a system facilitates cooperation between

researchers.

" Localization: Unlike traditional recording equipment, the listening stations are

equipped with multiple microphones and capable of establishing a direction to

the source of each vocalization. This functionality may be extended to monitor

the movement behaviors of vocalizing creatures and even into full tracking.

* Atmospheric Monitoring: The new listening stations will also report pressure,

temperature, humidity, and light levels in real time. Combined with vocalization

and acoustic tracking information, this atmospheric data enables research into

the effects of weather conditions on the behavior of reclusive creatures.

Ultimately, our instrumentation will permit future studies of the hearing range of

owls, the response rate of owls due to current weather or human presence, and compar-

ison between trigger-based and naturally occurring responses in surveys. Further, the

distributed data collection provided by the wide-spread deployment of these instru-

ments will foster collaboration in analyzing and annotating the resultant database.

14



Chapter 2

Motivation

The study of population dynamics in owls is rendered difficult by the reclusiveness of

owls, being solitary nocturnal creatures. To combat this problem, owls are typically

located acoustically. Fortuitously, it is fairly simple to entice an owl to vocalize; most

will respond to calls of others of their species or to calls of predator species; this

technique has been commonly used in field biology for many years and techniques

have been refined[18]. It further forms the basis of the Maine Audubon Society's

annual census.

2.1 Maine Owl Monitoring Program

The Maine Audubon Society conducts an annual census of owls throughout the

state[15]. As part of the Maine Owl Monitoring Program (MOMP), volunteers are

deployed nightly through the winter months to drive predefined routes. Each vol-

unteer carries audio recording and playback equipment. The protocol calls for the

playback at each stop of three owl calls (Northern Saw-Whet Owl, Barred Owl, and

Great Horned Owl) separated by periods of silent recording. The resulting recordings

are subsequently analyzed by expert ornithologists to yield estimates of the number

of owls of various species within listening range of each stop. A graphic depiction of

such data is presented in Figure 2-1
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Figure 2-1: Census data for 2004 to 2006 showing average number of owls per route

and number of routes, n, in each block of Maine. White blocks indicate an absence

of data. Graphic taken from [15].

2.2 Cellular Phone Studies

Before using cellular technology for surveying owls, it is first necessary to establish

that owls of interest respond to transmissions over the cellular network. While the fre-

quency range of cellular telephones, with a cutoff frequency of about 4kHz, precludes

use with high frequency vocalizing owls, it is sufficient for many species, including the

Barred Owl and the Eastern Screech Owl. Unfortunately, cellular phone compression

introduces audio artifacts, unnoticed by human perception but potentially devastat-

ing to sound integrity as perceived by an owl. Fortunately, the species of interest do

not appear to perceive these artifacts, as demonstrated in Connecticut in the winter

of 2006[10].

The standard playback protocol was followed, with playback and recording taking

place every 0.8km along a prescribed route. Technology alternated between conven-

tional playback and cellular phone playback, automated by a web-controlled voice-

over-IP interface. The frequency of owl response to playback was comparable for both
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technologies.

Based on the Connecticut experiments, we conclude that use of cellular technology

in such field biology instruments is feasible.

2.3 Audio Processing

The use of acoustic localization is not new to ornithology, though most previous work

has been conducted using systematic coverage and large microphone distances[17]. In

such studies, localization is typically performed using the cross-correlation method

(see Section 3.1.1) run on centralized computers. We introduce an approximation

to this system (see Section 3.2) which is fast enough to run on an embedded micro-

controller and which will produce viable localization results using tightly clustered

microphones.

Current work at UCLA's Center for Embedded Networked Sensing follows a par-

allel path to this research, developing microphone arrays with extensive onboard

processing to perform species identification and three dimensional localization. Like

the system described here, the CENS system is intended to measure biodiversity with

a particular interest in species which are difficult to locate visually (art birds and

wrens) [22].

Though not yet integrated into this work, autonomous identification is a future

goal of our research. Work in this field has progressed swiftly, as continuous field

audio recordings have been popular for many years. Several computationally intensive

solutions have been developed[13].
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Chapter 3

Acoustic Localization

As our instrument is intended to localize sound sources in space, we examine several

schemes for such localization, first examining theory and existing implementations

and then proposing a far less computationally intensive approximation.

3.1 Theory

Humans and other animals identify the direction to a sound source by combining the

auditory cues of interaural time difference (ITD) and interaural intensity difference

(IID, commonly cited as interaural level difference or ILD)[20]. In practice these

are not taken in isolation but are rather combined with visual cues. Interaural time

difference refers to the time difference of arrival (TDOA) of a sound between two ears

owing to the finite speed of sound. Interaural intensity difference refers to the varied

energy level of sounds heard in both ears due to inverse-square falloff, presence of

occluders, and the directionality of the ear. We begin by considering both methods

as they apply to a two microphone (or ear) system.
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Figure 3-1: A sound source is recorded by two microphones, producing a time delay
of arrival which may be used to constrain the position of the source.

3.1.1 Interaural Time Difference

Using Time Delay of Arrival

For sound sources closer to one microphone than the other (that is, those not lying

on the plane that bifurcates the device) a time delay exists as sounds reach one before

reaching the other. Consider the microphones and sound source depicted in Figure

3-1. Since the speed of sound, v, is constant, we have that the time delay, T, between

arrivals at the microphones is given by

2 2
x + + y2+ Z2 _ +Y2 + Z2

T = 2 (x-2) (3.1)
V V

In the far field limit, we may treat the source as a plane wave. The difference

between travel lengths is then simply the distance between microphones alone the

direction to the source. Defining # = 0 to be the microphone axis we find

D
T~ -- cos (3.2)

V
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Alternatively, we may express this in vector notation where lij points from microphone

i to microphone j and unit vector S points to the source.

VTj = S - li (3.3)

Thus, if we can measure the time delay between signals at microphones distance D

apart, we may constrain a far field sound source as lying on the cone defined by 0.

In the general case of a large number of microphones, a system of equations of the

form of Equation 3.3 must be solved to yield the two degrees of freedom, # and 6 that

represent the direction to the source. Least squares analysis on these two degrees of

freedom is difficult in general and does not yield a linear system. A least squares

analysis on three degrees of freedom (the position of the source in space, with a large

error on distance to source) does yield a linear system, following substantial offline

calculation dependent on geometry[11]. More often, an online search is performed.

Calculating Time Delay of Arrival

Unfortunately, calculating time delay of arrival if more difficult than it first appears.

The most obvious technique is feature selection - measuring the time delay between

two energy peaks, for example. This method is inherently limited by sampling rate,

however. For microphones separated by ten centimeters, the largest observed delays

will be only 300ps, corresponding to only 13 samples at 44kHz. At slower sampling

rates, as would be desirable when processing power is limited in an embedded sys-

tem, the resolving capability of a feature selection method becomes impractically

poor. Further, feature selection algorithms must be designed for the specific signals

of interest and therefore lack generality.

A more robust technique evolves from a least squares approach. Suppose we

attempt to shift one signal by the amount which minimizes the total error, defined

as an integral over squares of differences. For continuous time domain signals, this
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yields

min (s1(t) - s2(t - r))2 dt (3.4)

min s1(t)2 dt - 2 sl(t)s 2 (t - T) dt + s 2(t -T)2 dt (3.5)r~0 _0 _o 0
max s1(t)s2 (t - r) dt (3.6)

Typically, this cross-correlation is computed equivalently in Fourier space

max X(w)X 2 ()ewT dw (3.7)

where X 1 and X 2 are Fourier representations of the signals received in the two micro-

phones. In some cases, a frequency weighting function is also introduced[12] in order

to favor sounds of interest or suppress echoes. As this method incorporates informa-

tion from all frequencies, it is possible to extract time delays at a resolution higher

than the sampling rate. It is also notably more robust than the feature selection

technique, which is inherently restricted to those sounds which produce appropriate

features.

Following this formulation of time delay of arrival, we may extract localiza-

tion from multiple microphones using the more robust method of spatial likelihood

functions[1]. In effect, each coordinate in space is assigned a probability of generating

the signals observed by an array and these likelihood functions simply multiply. The

spatial likelihood function is given by

ooX1(w)X 2 (w)esw'hI(*
F X dw (3.8)

k S oI 'X1(' I31(w)Ik 1 ~ 1kI x(l

where Tkl(x) is the time difference associated with with the pair of microphones k and

1 for a theoretical sound at position X and is referred to as the array steering delay.

This technique is particularly powerful because it can be augmented with spatial

observability functions, which account for occlusion effects, so that these do not im-

properly impact a location's likelihood score. Unfortunately, because the calculation
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requires full knowledge of the recorded waveforms, it may only be implemented if fast

communication to a central processing system is available. This method also requires

considerable computational and storage resources. Further, a complete analysis of the

spatial likelihood requires application of techniques originally developed for machine

vision.

Ultimately, interaural time difference is most effective for sounds with wavelength

larger than microphone spacing. High frequency waves will encounter several full peri-

ods between the microphones, making phase difference measurements misleading. For

a human, the usable range corresponds to sounds below about 10kHz, encompassing

most of the human auditory range. Indeed, it has been suggested that interaural time

difference is the dominant mechanism for localization in humans[23]. For a listening

device four inches on edge, this corresponds to sounds below approximately 8kHz, a

reasonable range for observing the target owls.

Our instrument uses a proposed less computationally intensive variant of the time

delay of arrival algorithm, presented in Section 3.2.

3.1.2 Interaural Intensity Difference

In addition to time delay, acoustic signals degrade in intensity with distance according

to an inverse square law. Thus, we ideally have

2
- =(3.9)
2

12 ri

In the far field this ratio approaches unity and the technique appears to be rendered

useless. However, for strongly directional microphones or microphones separated by

an acoustic occluder (both being true of ears), a considerable intensity difference will

exist owing to the asymmetry of the receiver. Unfortunately, this effect is notably

more difficult to characterize, as it depends on the angular response of the microphone

and the nature of the occluder.

Additionally, interaural intensity differences are useful primarily for higher fre-

quency sounds, as wavelengths larger than the occluder are significantly less affected.
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It is worth noting that most artificial methods of producing localized sound, such

as stereo and surround speaker systems, function by producing intensity disparities.

These systems lack directional bass because low frequency cannot be localized using

this method.

As a result of these considerations, interaural intensity difference is less frequently

used for sound localization than is interaural time difference. Nonetheless, it has been

used successfully in systems for which online calibration or learning are possible[8].

3.1.3 Elevation

As described for a two microphone system, interaural time and intensity differences

only constrain a sound source to within a cone in space. Extension to full spa-

cial direction finding (that is, constraining the source to lie on a line) is relatively

straightforward, as one may simply add additional microphone pairs. Four micro-

phones arranged in a tetrahedron (or any non-coplanar configuration) is the minimal

case[8]. From an engineering perspective, the incremental cost (in terms of monetary

cost, development time, and system complexity) of additional microphones is very

small, making this solution attractive.

However, nature has almost exclusively produced two-eared solutions, so it is

worth discussing the biological mechanism for measuring elevation. Two methods

dominate the resolution of this ambiguity. The first is motion; by repositioning the

pair of ears in a known way one may further constrain the direction of the source.

However, full three space localization occurs even if the head is stationary. This

process is dominated by the frequency "coloring" caused by the pinna of the outer

ear. This weighting of the sounds' Fourier representation is elevation dependent,

so elevation can be determined if assumptions are first made about the uncolored

Fourier transform. While effective in natural environments, which typically exhibit

a consistent frequency distribution, this mechanism can fail with artificial sounds as

simple as pure tones. This mechanism also requires significant online learning [20] [19].
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3.1.4 Advanced Techniques

Several more complex combinations of these techniques have also developed in nature.

Of particular note is the fly Ormia ochracea, which must precisely localize the 5kHz

pitch generated by crickets in order to lay eggs. With ears only 0.5mm apart, no

interaural intensity delays can be measured and interaural time delays are on the

order of 1.5ps. Nonetheless, experiments show the fly can localize cricket chirps to

within 2' azimuth.

In fact, the fly's eardrums are coupled. First, a mechanical resonance increases

effective interaural time differences up to a maximal 55pus. Moreover, the tympanal

mechanics are such that sources positioned strongly to either side produce consid-

erably larger vibrations. Thus very small interaural time delays are converted into

measurable interaural intensity differences [14].

This system introduces the possibility of mechanical computation in the calcula-

tion of time delay of arrival and cannot be emulated exclusively in software. It does,

however, inspire a possible nanoscale directional microphone design to be incorpo-

rated into future work of this nature.

3.2 Proposed Algorithm

We now propose a computationally simple approximation to the traditional cross-

correlation method of determining time delay of arrival and subsequently extend it

to the case of more than two microphones. We also demonstrate its applicability

to localizing sources in space using the tetrahedral configuration of the instrument

designed here.

3.2.1 Measuring Time Delay of Arrival

We demonstrate the time delay of arrival algorithm on the three signals shown in

Figure 3-2. These simulated signals represent time delayed sounds in the presence of

broadband noise. We use the three microphone case for simplicity of representation
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Figure 3-2: Simulated microphone signals used to demonstrate the fast TDOA algo-
rithm. Signal 1 leads signal 2 by 0.6 samples and trails signal 3 by 1.3 samples.

ij T T0  k TL±k T AkJ
12 0.60 0.54 29.4 0.54 ± 0.08 0.63 ± 0.08
13 -1.30 -1.27 18.4 -1.27 ± 0.10 -1.41 ± 0.10
23 -1.90 -2.20 15.9 -2.20 + 0.11 -2.04 ± 0.11

Table 3.1: Actual (T), best fit (To), and constrained (To ± A) time delays of arrival
for the three sample signals given in Figure 3-2. Notice that the A correction forces
the calculated TDOAs to obey the physical constraint imposed by Equation 3.18.

only; analysis of four or more microphones proceeds similarly and equations for the

general case are presented.

Two Microphones

In order to reduce onboard processing requirements, it is desirable to eliminate the

need for the intensive tasks of Fourier transform and search in the time delay of ar-

rival algorithm presented in Equation 3.7. The former is easily removed if frequency

weighting is not required, as the cross-correlation may be evaluated in the time do-

main. Define Tw[t] to represent the tth sample of the ith microphone. The calculated
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Figure 3-3: A parabola fit suffices to calculate the most likely TDOA between two
microphones using the cross-correlation in the time domain. Here, the true TDOA
between the simulated signals is 0.60 samples and the fit calculates a most likely
TDOA of 0.54 ± 0.08 samples

TDOA between microphones i and j is then simply the value of Tij which maximizes

Xij (ti%) = Z xi [t] xj [t - rij ] (3.10)

Two problems now arise. First, a search for the optimal value of T is still necessary

and, even more significant, we are now restricted to choosing T as an integer repre-

senting a number of samples. In a small device sampling at a relatively low frequency,

the range of possible TDOAs is small. For instance, the instrument developed here

measures four inches between microphones. The maximum TDOA is about 300Ps

or only 2.3 samples at 7.813kHz. As such, subsample resolution is necessary. We

alleviate both concerns by using a parabolic approximation to the cross-correlation

as follows.

For small delays, the cross-correlation is well approximated by the autocorrelation

shifted by the time delay of arrival. Further, the central peak of the autocorrelation
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is even and may consequently be Taylor expanded as a parabola. We estimate the

parameters of this parabola (notably the location of the central peak) by evaluating

the cross-correlation at several values of T symmetrically distributed about 0 and

extending past the largest possible delay (based on the geometry of the microphones)

and fitting using a least squares approach. A closed form for this polynomial fit exists

and is given by

/ \ / \-1/\

CO El Er ET ECi

ci = ET$ EI Er Eri C (3.11)

K 2 1[Z T2  E T,3 E< T,4 E 2Ci)

where the resultant parabolic dependence of the cross-correlation x is described by

x(T) = C2T2 + cTr + co (3.12)

= Xmax - k (T - To)2 (3.13)

so that the vertex and width parameter are given by

TO = ci (3.14)
2c 2

k = C2 (3.15)

To is thus the most likely TDOA. It may further be shown that the error margin on

this calculation is given by

1- (3.16)

Figure 3-3 shows data points calculated in this way for simulated signals 1 and

2, separated by 0.6 samples (and in the presence of broadband noise). The parabolic

fit calculates to12 = 0.54 and k12 = 29.4. More conventionally, it computes a TDOA

of 0.54 ± 0.08 samples, roughly one standard deviation from the true result. Table

3.1 summarizes the results for all three pairs of signals (for four microphones, 6 pairs

would exist).
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vertices to the points indicated by blue dots so as to meet the constraint given in
Equation 3.18. The total error over all microphone pairs decreases as a result.

Many Microphones

For n microphones, the number of pairs (and therefore the number of calculable ro)

is given by

n n (n - 1)

2 2
(3.17)

but only n - 1 degrees of freedom are actually present (as is obvious if one considers

the basis of time delays between a particular microphone and all others). Being

differences between unmeasurable absolute travel times, the true TDOAs, notated T,

must satisfy

Tjs + Tk = Tk (3.18)

which allows us to define TDOAs for any pair in terms of a basis of n -1 independent

pairs.

Notice in Table 3.1 that the TO calculated using the parabola fit method do not
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meet this constraint. We could choose only to calculate the TDOA for a set of n - 1

independent pairs, but this introduces an asymmetry and does not fully utilize the

available information. Instead we demonstrate a method for combining the redundant

TDOA calculations to yield a consistent set.

We seek to adjust each of our calculated Toij by some amount Aij so that the

constraints given by equation 3.18 are satisfied:

TOih + 'Ai + TOyk + Aik = +Oik - Aik (3.19)

In particular, we choose the set of A 3 which satisfies these constraints with the

minimum depreciation in the sum of the cross correlations, Xij. The total depreciation

of all Xij is then given by

S kg3 A2 (3.20)

For notational clarity, we consider only Toij, Aij, and kij where j > i since

Toij= -TOji (3.21)

bii= 0 (3.22)

ki= kj,i (3.23)

We further consider only the n - 1 choices of A of the form Ain since all other Aij

may be written using Equation 3.19

,ij = (Toin - Tmn - Toii) + Ain - Ain (3.24)

where the parenthesized term is simply a sum of previously computed constants.

We now rewrite Equation 3.20 in terms of the n - 1 parameters Ain

kin A2 + kij ((Oin - - roij) + Ain - Ain) 2  (3.25)

Since we seek to minimize Equation 3.25, we set partial derivatives with respect
to each parameter to zero, yielding a set of n - 1 linear equations, the ith of which is
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kinAin + I kij ((TOin - rOjn - rOij) + Ain - Ain)
i<j<n

- I kji ((TOj - Oin - rOji) + Aijn - Ain)

O<j<i

Finally, we write these simultaneous linear equations in matrix form

Mi- = N

- kji

Mi= kin + E kmi + kim
O<m<i i<m<n

-kij

(kim ij

i7 j
-kij i#

vi = Ain

Nz = 1: kj (Toin - ojn - TOij)
i<j<n

- Z ki (rTOn - Toin - To-i)
O<j<i

= E kij (Toin - Tojn - Toij)
j5n

i>j

i<j

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

in which we have relaxed the notation convention of considering only Toi. and ki, with

i < j and used the relationships given in Equation 3.21. Solving the matrix equation

may now be done offline or online.

The three microphone case is particularly simple. The equation is

k1 2 + k 1 3  k12 A 1 3  _ k 1 2 (7013 - r023 - T 0 1 2 )

k12 k12 + k 2 3 9 2 3 J -k 1 2 (T0 1 3 - 7023 - 7012)
(3.33)
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with solution

k13k23
12 = k k13 k2 3  (To13 - T012 - T023 ) (3.34)

ki2k13 + k12k23 + k13k23

A13 = k12 k23  (To 12 - T0 13 + 702 3 ) (3.35)
k12k13 + ki2k23 + k13k23

The results of applying these corrections to the simulated sounds are also presented

in Table 3.1. Notice that the results now meet the difference constraint and the total

error over all microphone pairs has been decreased.

For the instrument designed here we use the four microphone case, the solution

of which is notably more complicated. Just as in the three microphone case, the

linear system defined here yields three time delay measurements, representing delays

between each of three microphones and a reference microphone.

3.2.2 Source Localization

We now present a simple method for calculating source location in the special case of

microphones located at the vertices of a tetrahedron, as they are in our instrument.

Following the far field time delay formulation in Equation 3.3, we derive equations

for each of the three TDOA values produced by the algorithm presented in Section

3.2.1

V (0 1 \,f2
-74 1  = s - 0 (3.36)

- 4 2 = - , , (3.37)
a (27 2V/3 /

V -1 1 I /-(.8
-T4 3  S , (3.38)
a (2' 2V5 v/5-

in which a is the edge length of the tetrahedron, s is a unit vector pointing to the

source, and the enumerated vectors are derived from tetrahedron geometry. The

microphone pair constraint of Section 3.2.1 effectively integrates information from

the remaining three time delays into these three, ensuring that they are consistent

with the definition of time delay of arrival, though geometric inconsistencies may
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remain. With only these three equations, we may treat the system as linear and solve

for S, ignoring for the moment that S. must be a unit vector.

- 1

V

= 2 - - T42 (3.39)
1 1 vl2 42 2j7 - T 4 3

If the calculated time delays are, in fact, consistent with the geometry of micro-

phone placement, this system will yield a unit source vector. If S is does not have

unit magnitude, we may nonetheless assume that it points in the proper direction and

take its magnitude as an indicator of error. In fact, this approximation is used by

general least squares solutions which minimize over three degrees of freedom, similarly

assuming the result has unit magnitude[1 1].
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Chapter 4

Instrumentation

The instrument consists of three separate devices: an audio and data collection and

processing instrument referred to as the Hanger (as its preferred deployment is sus-

pended beneath a tree), an audio amplifier for playback of prerecorded sounds, and

a standard cellular telephone which relays audio and data to a base station.

4.1 The Hanger

The Hanger, shown in Figure 4-1 forms the core of the instrument, interacting with

the cellular phone while collecting and processing audio and atmospheric data. In

particular, the Hanger records from four microphones and uses the four signals both

to calculate the relative position of the source and to synthesize a combined omni-

directional signal to be transmitted via the cellular network. In addition, pressure,

temperature, humidity, and light levels are monitored so that they may later be cor-

related with owl vocalizations and behavior. We provide an overview of the major

systems implemented in the Hanger, including central control, data storage, audio

capture, atmospheric sensing, communications, and power management.

35



Figure 4-1: Photograph of an assembled hanger in and out of its enclosure.

4.1.1 Control

The Hanger is controlled by an Atmel Atmega324P, an 8-bit RISC microcontroller.

The firmware is responsible for providing an interface to the microphones, sensors,

and communication channels while simultaneously implementing the time delay of

arrival scheme outlined in Section 3.2. This choice of microcontroller allows us to

avoid several external circuits by providing onboard UARTs, used in implementing

the Bluetooth and USB connections (see Section 4.1.6), an SPI interface, used to

communicate with the pressure and temperature sensors (see Section 4.1.5), EEP-

ROM, and real time clock (see Section 4.1.2), ADCs, used for audio monitoring (see

Section 4.1.3) as well as compass and light level readout, PWM generators, used for

audio synthesis (see Section 4.1.4), and timers, used for humidity readout.

The onboard timers are also used to trigger interrupts which dictate the instru-

ment's behavior. In particular, the microphone channels must be read at 7.8125

kHz (a rate chosen to correspond with the cellular phone's 4kHz limit and for the

convenience of generating such a clock from the onboard 8MHz oscillator). This

timing is critical for ensuring the success of the time delay of arrival algorithm. A

timer interrupt reads the ADCs, updates the synthesizers, and may set any of sev-
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Figure 4-2: Photograph of the bottom of a Hanger, highlighting the major subsys-
tems. Cyan: Control (Section 4.1.1), Yellow: Data Storage (Section 4.1.2), Red:
Audio Capture (Section 4.1.3), Blue: Audio Synthesizers (Section 4.1.4), Purple: At-
mospheric Sensors (Section 4.1.5), Green: Communications (Section 4.1.6), Orange:
Power (Section 4.1.7).

eral flags indicating additional computations to take place during the period between

interrupts. These flags include reading of sensors, processing audio buffers, and trans-

mitting data. (In practice, the lack of reentrant interrupts makes this process notably

more complicated than presented here.)

4.1.2 Data Storage

The Hanger features an optional EEPROM, interfaced over SPI, for the storage of

collected data. This feature is of particular use if the Hanger is to be deployed in the

absence of a cellular phone, to function as a data logger. Further a real time clock

permits accurate timestamping of such recorded data.
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Figure 4-3: Schematic for one of the Hanger's four microphone amplifiers. The circuit
consists of a non-inverting op amp, coupled with low and high pass filters. See Section
4.1.3

Additionally, the EPROM may be used to store pre-recorded audio, which may

be synthesized (see Section 4.1.4) and played back through the amplifier (see Section

4.2). In this way, an isolated Hanger may nonetheless implement the full Audubon

protocol.

4.1.3 Audio Capture

Audio is captured by four electret microphones positioned at the vertices of a tetrahe-

dron four inches on edge. Each microphone is biased and amplified using the circuit

in Figure 4-3 based on an ST Microelectronics application note[5]. Microphone bias

voltage is filtered by R, and C, while R3, R5, R6 , 03, and 04 form a ir bridge to pro-

vide the half voltage offset rail for the operational amplifier. The gain of the amplifier

is given by

G= 1+ (= 175 (4.1)
R7 ( R4 + R2)

Signals from the microphone amplifiers are read by the microcontroller's onboard

ADCs sampling at 7.8125kHz, allowing capture of sounds up to 3.9kHz (the Nyquist
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Figure 4-4: Schematic for one of the Hanger's two audio synthesizers, consisting of
a pulse width modulator with the carrier removed by a fifth order Chebyshev filter.
See Section 4.1.4

limit). As such, we should filter the input signal to reduce components at higher

frequencies. Such a lowpass filter is formed by R 8 and C8 while two highpass filters

are formed by R 2, R 4, and C5 and by R7 and C6. These have cutoff frequencies given

by

fch = 2rR8 C8  = 3.6kHz (4.2)

= 2r(R2R 4 )c = 93Hz (4.3)

fI = 2=rRC- = 34Hz (4.4)

R9 and C6 form an additional low pass filter to reduce EMI.

The microcontroller maintains audio buffers for 256 samples (33.2ms) of each

microphone. When these buffers are full, they are processed by the TDOA algorithm,

although the audio capture interrupt continues to occur so that synthesizers and state

may be updated. Following the termination of an interesting sound (as defined by the

firmware's triggering function), TDOA measurements for that sound are merged and

constrained (see Section 3.2.1) and the resulting delays are transmitted via Bluetooth

to the cellular phone, which in turn relays them to the central server.

4.1.4 Synthesizers

The audio synthesizers consist of pulse width modulation generators connected to low

pass filters. The PWM generators are integrated into the microcontroller and operate
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Figure 4-5: Schematic for the relaxation oscillator used to measure the capacitance
of the humidity sensor. See Section 4.1.5.

with a carrier frequency of 15.625kHz (chosen so that 8-bit resolution is achievable

with an 8MHz system clock). The relatively low ratio of carrier to signal frequency

necessitates a high order low pass filter; we choose a fifth order Chebyshev filter[16]

as shown in Figure 4-4. The first two stages are staggered second order filters while

the last is a first order output RC network, with transfer functions

1
T F1 =_ (4.5 )

s2 R1R 2C1C 2 + s (Ri + R 2 ) C 2 + (
1

TF2 = R (4.6)
s2R3R4CG C4+ s(R3 + R4) C4+1I

TF3  1 (4-7)
1 + sR 5 C5

4.1.5 Atmospheric Sensors

Pressure, temperature, humidity, light, and compass sensors are read periodically

(typically every 10 minutes) and reported to the cellular phone via Bluetooth. The

cellular phone then immediately relays this information to a central server.

Pressure is measured by piezoresistance using Intersema's MS5534, interfaced us-

ing SPI. The achievable range is 10 to 1100mbar with a precision of ±0.5mbar and

absolute accuracy of +1.5mbar. Since this pressure measurement exhibits a second

order dependence on temperature, the package also contains a temperature sensor

on the range -40 0 C to 125'C with a precision of ±0.2'C and absolute accuracy of

±0.80 C. Temperature compensation is performed on the microcontroller.

Humidity is measured using Humirel's HS1100, the capacitance of which varies

with relative humidity according to a third order polynomial. Capacitance is mea-
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Figure 4-6: Schematic for the differential amplifier which reads the two axis magne-
tometer. Also shown is the reset strap circuit, which produces brief pulses of current
to align magnetic domains. See section 4.1.5.

sured using the relaxation oscillator shown in Figure 4-5, which generates a square

wave with frequency

U2 2

= 2 (4.8)

RCsense

This frequency is measured using one of the microcontroller's onboard counters, con-

verted to a capacitance using the known resistance R, and finally converted to a

relative humidity using the third order transfer function.

Light levels are measured simply by using a phototransistor and resistor, so that

the voltage across the resistor grows linearly with the current in the phototransistor,

and therefore approximately linearly with photon density. The phototransistor chosen

is Microsemi's LX1972IBC, designed with a wide frequency response meant to mimic

that of the human eye.

Finally, compassing is performed using Honeywell's HMC1O52 dual magnetometer

and a differential amplifier, as shown in Figure 4-6. The magnetic domains of the
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sensor must be periodically reset by pulsing 600mA through the set/reset strap. The

charge for this pulse is stored in C5 when Qi is enabled and sunk through the 6Q

strap when Q2 is enabled.

4.1.6 Communications

Two externally accessible communication systems are available. A Bluetooth interface

provides a standardized interface to a nearby cell-phone while a USB slave interface

offers a computer connection for reading out data following a data logging session and

for debugging. Both interfaces are implemented using the microcontroller's onboard

UARTs and commercial modules which implement their respective protocols. Blue-

tooth is implemented with Blue Radio's BRC46AR and USB is implemented with

FTDI's FT232R.

It is worth noting that Bluetooth is an expensive and power consuming choice,

particularly for interfacing to a directly connected cell phone. Unfortunately, no wired

data standard exists within the cell-phone industry. (Though USB is fairly common,

implementing a USB host and porting proprietary drivers is a solution deemed too

complex.) The Bluetooth interface may be omitted if a cell phone is available with

a serial data interface (such as Nokia's FBus) or USB On-the-Go (which allows two

USB slaves to connect).

4.1.7 Power

The device is powered by a single primary lithium-ion cell with a capacity of 2.6 amp-

hours and a nominal voltage of 3.6V. A four switch buck-boost converter (Linear

Semiconductor's LTC3440), operating at 2MHz, regulates the supply voltage to 3.3V

over the complete voltage range of the battery. To conserve power, onboard systems

not in use are disconnected. In particular, synthesizers and atmospheric sensors are

powered down when unneeded and the Bluetooth interface operates at a minimum

broadcast power.

An optional lithium-ion battery charger based on Linear Semiconductor's LTC4053
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System Max Avg Usage Notes
Microphones 4x 1.5mA 6mA 6mA
Synthesizers 2x3mA 3mA OmA Disabled when unused
Pressure 1mA 1pA OmA Disabled when unused
Humidity 0.1mA 0.ImA OmA Disabled when unused
Light 2mA 2mA OmA Disabled when unused
Compass 4A 20mA OmA Disabled when unused
Microcontroller 4.5mA 4.5mA 4.5mA
Bluetooth 39mA 1mA 1mA Depends heavily on usage and mode

Table 4.1: Current draw of various Hanger systems. Maximum current draw may
occur only in pathological cases. Average draw refers to conditions while operating
while usage draws include typical usage rates.

Figure 4-7: Photograph of the external speaker amplifier. See Section 4.2.

is also provided. The charging circuit is powered from the USB supply and features a

disconnection jumper so as not to inject current into nonrechargable batteries (such

as primary lithium cells).

Estimated current consumption of the Hanger's onboard systems are presented in

Table 4.1. Note that load may change with time, as many systems are disabled when

unused.

4.2 Amplifier

An external amplifier drives an 8Q horn speaker, for broadcasting prerecorded sounds

over large areas. Since this amplifier is used infrequently and at high power (up to
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Figure 4-8: Schematic for the external class-D amplifier, based on Texas Instrument's
TPA3001D. Note the filtering of the differential output stage. See Section 4.2.

20W), we choose a class-D amplifier. For simplicity, we build the amplifier around

TI's TPA3001D, a monolithic amplifier on a chip. All that remains is to provide

filtering for the differential output stage (a differential output being chosen due to the

length of cable connecting the speaker to the amplifier). An Atmega48 microcontroller

monitors the input signal and controls the amplifier's gain and muting. In particular,

the speaker is muted when presented with signals presumed to be static noise. The

amplifier is intended to be powered from an external battery, with voltage between 8V

and 18V. The supply voltage determines the maximum allowed gain before saturation.

In many cases, a 9V battery proves sufficient. The schematic is depicted in Figure

4-8.
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Chapter 5

Software

Software to coordinate communication and interaction with remote Hangers was de-

veloped by students at the MIT Media Lab.

Communication between the Hanger, cellular phone, and central server is handled

by a Java applet which acts as a Bluetooth master when exchanging data with the

Hanger and as a client when exchanging data with the server.

The end user is presented with two web-based interfaces. The first is a scheduler,

which coordinates voice-over-IP communication with the deployed cellular phones

and allows the user to plan recording and playback events in advance. This software

is an evolution of that used in the Connecticut study (see Section 2.2) . The second

web interface is a mapping application which depicts audio and sensor data events in

real time. Using the Google Maps API, this interface provides a graphical depiction

of the atmospheric data over the instrumented region while plotting the locations of

audio events as they occur.
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Figure 5-1: Screenshot of the mapping interface, showing owl events graphically.
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Chapter 6

Conclusion

The instrument described here has been prototyped, tested, and put into low quantity

production, with 73 Hangers and amplifiers constructed. In the immediate future,

they will be tested by Eban Goodale, a biologist studying local owl populations, and

later will be used in the 2007-2008 Maine Owl Monitoring Survey. Interest has also

been expressed by groups at Tulane University, with whom we have associated in this

work.

Several minor issues associated with the cellular phone have thus far arisen. First,

the proprietary connector used on Nokia phones requires the production of custom

cables and the location of suitable mating connectors. A more interesting problem

arises in handling the cellular phone's internal feedback. When operating with a

headset, the Nokia N80 feeds back a small portion of the microphone signal to the

earpiece. In our case, the microphones can easily hear the high power horn speaker

and a feedback loop is generated, destroying audio integrity. It should be noted

that this problem varies between phone models. Temporarily, the amplifiers and

Hangers are operated from different phones. In the long term, a firmware solution

will be implemented so that the microphones will be disabled during broadcast and

the speaker will be disabled all other times.

All atmospheric sensing and communication to the centralized server function as

expected. The latest mapping software graphically depicts this data and demonstrates

the power of this monitoring.
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The proposed time delay of arrival algorithm has been tested informally and found

to yielding consistent results when localizing broadband sounds. A more formal test-

ing procedure should be conducted, to establish the capabilities of this system. Fur-

ther, the conversion from TDOAs to location in space has not yet been implemented.

Ultimately, the device is a success, meeting the design criteria. The future months

will reveal the benefits of such autonomous audio monitoring over large areas.
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Hanger Design
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Appendix B

Amplifier Design
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