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Abstract

Surface phonon-polaritons are hybrid electromagnetic modes that are the result of photons coupling to transverse optical phonons. Recently, these surface modes have received much renewed interest primarily due to the fact that micro-fabrication techniques can now routinely create structures at the length scales of interest (nanometers to microns). This thesis investigates the transmission of energy mediated by surface phonon-polaritons.

First, the heat flux transported along the in-plane direction of a thin film is explored. A kinetic theory-based calculation is performed using a diffusion approximation. These results are further confirmed by simulations using fluctuational electrodynamics. It was found that for amorphous silicon dioxide films tens of nanometers thick, the in-plane heat flux carried by surface phonon-polaritons can exceed the heat flux carried by phonons in the film. The results also show that the effective thermal conductivity due to surface polaritons increases with decreasing film thickness, offering a method to potentially offset the reduction in thermal conductivity due to increased interface scattering of phonons in crystalline thin films.

Both calculations point to the propagation length of the surface phonon-polariton as the source for the large heat flux. An experimental measurement of the surface phonon-polariton propagation length on amorphous silicon dioxide is performed using attenuated total reflection and is found to agree well with the calculated value.

The last part of this thesis examines the energy transmission in the direction normal to the plane of the film. Specifically, the transmission of light through an amorphous silicon dioxide film perforated by sub-wavelength holes is experimentally measured. A five-fold increase through the perforated film versus through a solid film is observed in discrete frequency ranges, which strongly suggests the involvement of surface phonon-polaritons.
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Chapter 1

Introduction

The term “polariton” was first introduced by Robert Fano in 1956 [1] and is generically used to describe a hybrid quasi-particle that consists of a photon coupled to some other elementary particle or excitation, such as an electron, a phonon, or a magnon. When light travels through the bulk of a metal and interacts with the free electron gas, the quantum of the hybrid mode is called a plasmon (or more correctly a plasmon-polariton). Plasmons were first described by Ritchie in 1957 [2] in the context of electron energy loss experiments in metal foils. Analogously, photons interacting with phonons in a dielectric are called phonon-polaritons.

The term “surface polariton”, in reference to polaritons bound to the surface of a material, was coined by Cunningham in 1974 [3]. A surface polariton is an electromagnetic wave that is trapped on the interface between two different media. Much like surface modes in other disciplines, such as fluids or solid mechanics, the magnitude of the surface polariton’s fields decay exponentially in the directions perpendicular to the interface. Surface polaritons can also be thought of as quasi-particles that are manifest as a collective oscillation of charges at the interface that then propagate along that interface. They will be discussed in greater depth in Chapter 2.
Surface polaritons have recently received much renewed interest as illustrated in Figure 1.1. The number of articles published each year on the topic has been growing rapidly. This surge of interest is primarily due to the fact that micro-fabrication techniques now allow routine fabrication of structures at the length scales of interest, which are in the nanometer ($10^{-9}$ m) to micron ($10^{-6}$ m) range.

![Figure 1.1 Number of Articles Published Containing the Phrase “Surface Plasmon” [4]](image)

As a result, surface polaritons have found numerous applications in many diverse fields. In biology and chemistry, sensors have been developed to detect chemical and biological properties based on surface polariton resonances [5], and magneto-optic data storage using surface plasmon-enhanced read/write heads has also been explored [6]. In Surface Enhanced Raman Scattering (SERS) the molecule under investigation is placed on a polaritonic substrate material such as gold or silver [7]. The resulting Raman signal is increased by up to eight orders of magnitude because of the electromagnetic field enhancement due to the surface polaritons. Combined with the concurrent chemical
enhancement, the overall Raman signal can be increased by as much as $10^{15}$. The burgeoning field of nano-optics, or plasmonics, looks to process optical signals in the same manner as electrical integrated circuits. Surface plasmon-based Bragg reflectors [8], Mach-Zender interferometers [9], and optical switches at telecom wavelengths [10] are being used to create these integrated optical circuits. An interesting feature is that these optical circuits could in parallel also carry electrical signals. Finally, the unique properties of surface polaritons have also been applied to the field of radiative heat transfer, where they play an important role in near-field radiation [11] and enhanced thermophotovoltaic devices [12].

Clearly, surface polaritons have found application in many varied branches of science and engineering, and there are several good review papers and books that provide an introduction to the topic [9, 13-19]. In this thesis, the focus is on two particular applications of surface polaritons. The first is the energy transport, or effective thermal conductivity, along the in-plane direction of thin films due to surface polaritons. The second topic is an exploration of the role of surface polaritons in Extraordinary Optical Transmission (EOT). EOT is a recently observed phenomenon where the transmission through a perforated film is significantly greater than expected. Both of these topics will be discussed in greater detail in the Sections that follow.

### 1.1 Thermal Conductivity

The ability of a material to conduct heat is phenomenologically described by its macroscopic thermal conductivity. In amorphous materials, the thermal conductivity is generally low, with no established methods to increase the capability for heat conduction. Also, for thin films and wires made of crystalline materials, the thermal conductivity decreases as the length scale of the structure decreases [20-22] due to increased scattering of the heat carriers by surfaces.
and interfaces. These classical size effects further reduce the thermal conductivity as is shown in Figure 1.2.

![Figure 1.2 Thermal Conductivity Size Effects. Data from M. Asheghi](image)

Recovery of this reduction in thermal conductivity is of interest in devices where thin films and wires are used for reasons other than their thermal performance. For example, in optoelectronics and microprocessors, heat dissipation is becoming one of the limiting factors in performance, and exploiting surface polaritons may provide a channel for this recovery. The motivation for this is three-fold. First, it is well-known that surface polaritons have long propagation lengths [23, 24], particularly on thin films [25], which from a simple kinetic theory perspective could lead to large energy transport. Secondly, in nanostructures surface effects are more important than volumetric effects due to a high surface area to volume ratio. This also suggests that surface polaritons may play an important role in energy transport along films with nanoscale thickness. Finally, it has previously been shown that surface polaritons can be used to increase the radiative heat transfer between two parallel
surfaces [12, 26, 27] (i.e. in the direction perpendicular to the surfaces) and also enhance energy transfer to molecules [28, 29].

1.2 Extraordinary Optical Transmission

One of the most interesting and hotly debated phenomena of the past decade is extraordinary optical transmission. The first experimental observation was reported in 1998 by Ebbesen and co-workers [30]. In their experiments, light was normally incident on an optically-thick metal film which was perforated by an array of sub-wavelength holes. Since the diameter of the holes was smaller than half the wavelength of the light, the theoretically calculated transmission through the perforated film was very small [31]. However, the measured spectra exhibited peak transmission intensities that were much higher than expected.

Shown in Figure 1.3 is a reproduction of a transmission spectrum that was collected.

![Figure 1.3 Extraordinary Optical Transmission](image)

**Figure 1.3** Zero-order transmission spectrum of an Ag array ($d_0 = 0.9 \mu m$, $d = 150 \text{ nm}$, $t = 200 \text{ nm}$)
The silver film was perforated by a square lattice holes of diameter \( d \) and period \( a_0 \). For the dimensions given in the figure, it is easily calculated that the holes cover 2.2% of the area of the surface. However, it is seen that there are peaks in the transmission intensity (~4%) which are much greater than this. This observation is particularly surprising for two reasons. First, the fact that the observed transmission is greater than the clear area of the holes implies that some of the light which is impinging on the opaque portions of the film is somehow being channeled through the holes. Second, the diameter of the holes is less than half the wavelength of the incident light. Thus, from a classical point of view, there are no propagating modes supported in the holes, and the transmission of the light should be completely cut-off.

Since this and other observations of EOT [32-36], there has been significant research activity in trying to understand the mechanisms by which the transmission occurs [37]. Depending on the relative sizes of the hole diameter, periodicity, and wavelength, there are several possible explanations. These include Fabry-Perot waveguide resonances [38], perforated perfect conductors which mimic surface waves [39, 40], and actual surface plasmons, although as has been noted by several authors, the detailed physical mechanism of the transmission is still unclear [32, 41, 42].

One experiment which may shed further light on the debate is to investigate whether or not EOT occurs for materials such as dielectrics that support surface phonon-polaritons. This idea has also been suggested by other researchers [32], although to date, only one experiment has been done with crystalline silicon carbide [43], and the rest have all been on metals.
1.3 Thesis Organization

Chapter 2 provides a brief overview of the fundamentals of surface polaritons, introduces the dispersion relations, and discusses various coupling mechanisms. In the next chapter, a kinetic theory-based model for the thermal conductivity due to surface polaritons along the in-plane direction of thin films is developed. Chapter 4 presents a more rigorous calculation of the same situation using fluctuational electrodynamics. These results agree well with those from kinetic theory. Both calculations indicate that the key to the large energy carried by surface polaritons is their propagation length. So, in Chapter 5 an experimental measurement of the surface phonon-polariton propagation length via attenuated total reflection is made and compared to calculations. Switching to energy transmission in the normal direction, through the film, Chapter 6 discusses experimental results for the extraordinary optical transmission of light through an amorphous silicon dioxide film perforated by sub-wavelength holes. Finally, conclusions are drawn in Chapter 7.
Chapter 2

Surface Polariton Fundamentals

In this chapter, a brief introduction to surface polaritons is given to highlight the aspects relevant to this thesis. Starting with the concept of a dielectric function, bulk polaritons are discussed, followed by surface polaritons on a single interface and then on a thin film. The chapter concludes with a description of various methods for coupling to the surface modes.

2.1 Dielectric Function

In general, the dielectric function, $\varepsilon(\mathbf{k}, \omega)$, of a material is a tensor that gives the relationship between the electric field $\mathbf{E}$ and the electric displacement $\mathbf{D}$, where $\mathbf{k}$ is the wavevector and $\omega$ is the angular frequency. In the continuum approximation (at length scales greater than atomic) the spatial dispersion can usually be neglected, and for isotropic materials the dielectric function reduces to a scalar function of frequency, $\varepsilon(\omega)$.

In metals, the dielectric response is dominated by the free electron gas which can be well approximated by a Drude model [44],

$$\varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 - i\omega\Gamma}$$  \hspace{1cm} (2.1)
where $i = \sqrt{-1}$, $\Gamma$ is the damping constant, and $\omega_p^2 = ne^2/\epsilon_0 m$ is the plasma frequency of the material where $n$ is the electron concentration, $e$ is the charge of an electron, $\epsilon_0 = 8.85 \times 10^{-12} \text{ F} \cdot \text{m}^{-1}$ is the permittivity of free space, and $m$ is the mass of an electron.

For the phonon vibrations that dominate in dielectrics such as silicon carbide and silicon dioxide, the corresponding dielectric function is given by a Lorentz model,

$$
\varepsilon(\omega) = \varepsilon_\infty \left( 1 + \frac{\omega_{LO}^2 - \omega_{TO}^2}{\omega_{TO}^2 - \omega^2 - i\omega \Gamma} \right)
$$

where $\omega_{LO}$ is the longitudinal optical phonon frequency and $\omega_{TO}$ is the transverse optical phonon frequency. Good sources for experimental measurements of optical constants include Palik's *Handbook of Optical Constants* [45] and a series of papers by Johnson & Christy [46-48]. Values for a few materials of interest are given in Table 2.1 and Table 2.2. It should be noted that the values for silicon dioxide are for the amorphous phase, and those for silicon carbide are for the 3C polytype which forms a cubic structure [49, 50].

<table>
<thead>
<tr>
<th>Material</th>
<th>$\omega_p$ (rad s$^{-1}$)</th>
<th>$\Gamma$ (rad s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum (Al)</td>
<td>$1.8 \times 10^{16}$</td>
<td>$7.59 \times 10^{13}$</td>
</tr>
<tr>
<td>Gold (Au)</td>
<td>$9.1 \times 10^{15}$</td>
<td>$7.73 \times 10^{13}$</td>
</tr>
<tr>
<td>Silver (Ag)</td>
<td>$5.7 \times 10^{15}$</td>
<td>$5.08 \times 10^{13}$</td>
</tr>
</tbody>
</table>

Table 2.1 Plasma Frequencies and Damping Constants for Various Metals
<table>
<thead>
<tr>
<th>Material</th>
<th>$\omega_{LO}$ (rad s$^{-1}$)</th>
<th>$\omega_{TO}$ (rad s$^{-1}$)</th>
<th>$\Gamma$ (rad s$^{-1}$)</th>
<th>$\varepsilon_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boron Nitride (BN)</td>
<td>$2.44\times10^{14}$</td>
<td>$1.97\times10^{14}$</td>
<td>$9.88\times10^{11}$</td>
<td>$4.46$</td>
</tr>
<tr>
<td>Silicon Carbide (SiC)</td>
<td>$1.82\times10^{14}$</td>
<td>$1.49\times10^{14}$</td>
<td>$8.92\times10^{11}$</td>
<td>$6.7$</td>
</tr>
<tr>
<td>Silicon Dioxide (SiO$_2$)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1$^{\text{st}}$ resonance</td>
<td>$9.42\times10^{13}$</td>
<td>$8.95\times10^{13}$</td>
<td>$1.17\times10^{12}$</td>
<td>$2.0014$</td>
</tr>
<tr>
<td>2$^{\text{nd}}$ resonance</td>
<td>$2.34\times10^{14}$</td>
<td>$2.07\times10^{14}$</td>
<td>$8.92\times10^{12}$</td>
<td>$2.0014$</td>
</tr>
</tbody>
</table>

Table 2.2 Longitudinal Optical Frequencies, Transverse Optical Frequencies, and Damping Constants for Various Dielectrics

Shown in Figure 2.1 are plots of the real and imaginary parts of the plasma and phonon dielectric functions normalized to the plasma frequency and the longitudinal optical frequency respectively. Note that below the plasma frequency, and between the transverse optical and longitudinal optical frequencies, the real parts of the dielectric functions are negative. Furthermore it is easily seen that the metal dielectric function is simply a special case of the Lorentz model where $\omega_{LO} = \omega_p$ and $\omega_{TO} = 0$.

![Figure 2.1 General Drude and Lorentz Dielectric Functions](image)

**2.2 Bulk Polaritons**

As mentioned in Chapter 1, bulk polaritons are mixed modes that can be understood in terms of their dispersion relation, which relate the energy of the mode to the momentum of
the mode. For light propagating in free space, its wavevector is given by \( k = 2\pi/\lambda \) where \( \lambda \)

is the wavelength, and the associated quantum mechanical momentum is given by \( \hbar k \) where \( \hbar \) is Planck’s constant divided by \( 2\pi \). Thus, the dispersion relation is simply \( \omega = ck \) where \( c = 1/\sqrt{\mu_0\varepsilon_0} \) is the speed of light and \( \mu_0 = 4\pi \times 10^{-7} \text{N} \cdot \text{A}^{-2} \) is the permeability of free space.

For light propagating through a medium characterized by a dielectric function \( \varepsilon(\omega) \)

(or a complex index of refraction \( \tilde{N} = n + i\kappa = \sqrt{\varepsilon} \)), the dispersion relation simply becomes,

\[
\omega = \frac{ck}{\sqrt{\varepsilon}}.
\]

(2.3)

Plotted in Figure 2.2 is the dispersion relation of light propagating in free space (the light line) and the bulk polaritons for a material with a phonon dielectric function (as noted in Section 2.1 the plasma dielectric function is simply a subset).

![Figure 2.2 Bulk Polariton Dispersion Relations and Phonon Dielectric Function](image)

The dispersion relation plots the energy (\( \hbar \omega \)) as a function of the real part of the momentum (\( \hbar k \)). The angular frequency is normalized to the longitudinal optical frequency,
and $\omega_{\text{LO}} = c k_{\text{LO}}$. From Eqn. (2.3) it is seen that there are only real solutions when the
dielectric function is positive. Between the transverse optical and longitudinal optical
frequencies the real part of the dielectric function is negative, and thus there is a gap in the
bulk polariton dispersion relations where no bulk modes exist.

2.3 Single-Interface Surface Polariton

As the name implies, surface polaritons are electromagnetic waves that propagate along the
interface between two media when certain conditions are met. These conditions will be
derived and discussed in more detail below. First, consider the situation shown in Figure 2.3.

![Propagating Waves and Evanescent Wave](image)

Figure 2.3 Schematic Depiction of Total Internal Reflection

It depicts the well-known phenomena of total internal reflection. On one side of the
interface is the medium with a higher index of refraction which supports waves that
propagate in the $\hat{x}$– and $\hat{z}$–directions. When the angle of incidence is greater than the
critical angle, the electromagnetic wave in the lower index material is evanescent and decays
exponentially in the direction perpendicular to the interface. The evanescent wave
propagates only along the surface. In this context, a surface polariton is simply an
electromagnetic wave which is evanescent on both sides of the interface, and is shown
schematically in Figure 2.4. The collective oscillation of electric charges at the interface
forms an electromagnetic wave that propagates along the surface.
2.3.1 Dispersion Relation

One of the requirements for a surface polariton is that the electromagnetic wave be Transverse Magnetic (TM) polarized [15]. This is equivalent to p-polarized, or parallel-polarized, and means that the electric field is in, or parallel to, the plane of incidence. In the coordinate system of Figure 2.4, this corresponds to \( \mathbf{\hat{E}} = E_x \mathbf{\hat{x}} + E_z \mathbf{\hat{z}} \). Analogously, Transverse Electric (TE) polarization is s-polarized, or senkrecht (German for perpendicular), and means that \( \mathbf{\hat{E}} = E_y \mathbf{\hat{y}} \). The boundary condition at the interface between the two media is that the normal component of \( \mathbf{\hat{D}} \), \( D_z \), be continuous. Since there is no free charge and \( \varepsilon \) is different on either side of the interface, \( E_z \) must be discontinuous across the interface. Since only the TM mode has an electric field component that is normal to the interface, TM polarization is a requirement for the excitation of surface polaritons.

A simple way to derive the other condition for the existence of surface polaritons starts with considering the electric fields of the TM mode on either side of the interface

\[
\begin{align*}
\mathbf{\hat{E}}_1 &= (E_{1x}, 0, E_{1z}) e^{i(k_{1z}z + k_{1z}z - \omega t)} \\
\mathbf{\hat{E}}_2 &= (E_{2x}, 0, E_{2z}) e^{i(k_{2z}z + k_{2z}z - \omega t)}.
\end{align*}
\] (2.4)

Applying Coulomb’s Law, \( \nabla \cdot \mathbf{D} = 0 \), in each medium gives
\[ E_{1x} = -\frac{k_x}{k_{1z}} E_{1z} \]
\[ E_{2x} = -\frac{k_x}{k_{2z}} E_{2z} \]

where \( k_{1z} = k_{2z} \) by phase matching [51], and the corresponding magnetic fields can be found from Faraday’s Law, \( \nabla \times \mathbf{E} = -\mu \frac{\partial}{\partial t} \mathbf{H} \),

\[ H_{1x} = \frac{\varepsilon_0 \omega}{k_{1z}} E_{1z} \]
\[ H_{2y} = \frac{\varepsilon_0 \omega}{k_{2z}} E_{2z} \]

The boundary conditions also require that the tangential components of \( \mathbf{E} \) and \( \mathbf{H} \) be continuous, and thus \( E_{1x} = E_{2x} \) and \( H_{1y} = H_{2y} \). Substituting into Eqn. (2.6),

\[ \frac{\varepsilon_1}{k_{1z}} = \frac{\varepsilon_2}{k_{2z}} \]

and the wave equation, \( \nabla^2 \mathbf{E} - \mu_0 \frac{\partial^2}{\partial t^2} \mathbf{D} = 0 \), in each medium gives

\[ k_{1z}^2 = \varepsilon_1 \frac{\omega^2}{c^2} - k_x^2 \]
\[ k_{2z}^2 = \varepsilon_2 \frac{\omega^2}{c^2} - k_x^2 \]

Since the normal components of the surface polariton fields decay exponentially away from the interface, \( k_{1z} \) and \( k_{2z} \) are both purely imaginary and of opposite sign. From Eqn. (2.7) this also forces \( \varepsilon_1 \) and \( \varepsilon_2 \) to be of opposite sign. Thus, when \( \varepsilon_1 \) is a positive dielectric, such as air, this condition requires that \( \varepsilon_2 < -1 \).

Finally, the dispersion relation is obtained by substituting Eqn. (2.8) into Eqn. (2.7),
\[ k_s = \frac{\omega}{c} \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}}. \] (2.9)

Plotted in Figure 2.5 is the dispersion relation of the surface polariton along with the corresponding bulk polaritons at an interface of air and a polar material with a phonon dielectric function. It is seen that the surface polariton has a real solution in the gap of the bulk modes, which is a general characteristic of surface waves. It is interesting to note that the same physical situation that gives rise to the usual Fresnel reflection and transmission coefficients at a single interface also gives rise to surface polaritons. One simply has to allow for the dielectric function to be negative.

It is also important to note from the dispersion relation or Eqn. (2.9) that at any given frequency the surface polariton has a larger wavevector than the light line. This implies that it is not possible to directly couple from propagating light to the surface mode since there is a momentum mismatch. In this sense, the surface polariton is bound to the surface.
and non-radiating. This characteristic can also be seen by considering the Fresnel reflection coefficient for normally incident light,

\[ R = \left| \frac{n_1 - n_2}{n_1 + n_2} \right|^2. \]  

(2.10)

When \( \varepsilon_2 < 0 \), then \( n_2 = i \cdot n \) since \( n_2 = \sqrt{\varepsilon_2} \). Thus

\[ R = \left| \frac{1 - i n}{1 + i n} \right|^2 = \left| \frac{1 - 2in - n^2}{1 + n^2} \right|^2 = \frac{1 + 2n^2 + n^4}{(1 + n^2)^2} = 1 \]  

(2.11)

and all of the incident radiation is reflected when \( \varepsilon_2 \) is negative. Methods to overcome the momentum deficit and allow propagating light to couple to surface polaritons will be discussed in Section 2.5.

Figure 2.5 also illustrates the hybrid nature of the surface polariton. At low wavevectors, the surface polariton dispersion relation follows the light-line very closely, revealing the photon-like nature of the mode in that regime. As the frequency increases, the dispersion relation flattens and becomes phonon-like.

### 2.3.2 Propagation Length & Penetration Depth

The discussion thus far has tacitly assumed that \( \varepsilon \) is real. When the complex nature of \( \varepsilon \) is considered a choice has to be made. From Eqn. (2.2) and Eqn. (2.9) it is seen the dielectric function and dispersion relation are in actuality complex. Thus, in solving for these dispersion relations, either the wavevector is chosen to be real, resulting in a complex frequency or vice versa [52, 53]. In the case when \( \omega \) is chosen to be complex, the imaginary part of the frequency gives the lifetime of the mode. This is often the choice made in the case of electron energy loss experiments. When the frequency is chosen to be real, the in-
plane wavevector $k_\parallel$ is complex, and the imaginary part is identified with the propagation length by

$$\Lambda = \frac{1}{2 \text{Im}\{k_i\}}$$

(2.12)

in the same manner as the work done for superlattices [54] and electron energy bands [55]. This perspective is more convenient for transport problems and is chosen for the work in this thesis. The validity of this approach is further supported when the imaginary part of $k_\parallel$ is much smaller than the real part. Plotted in Figure 2.6 are the dispersion relation and propagation lengths for the choice of real frequency and complex wavevector. The zig-zag bend in the dispersion relation is observed for experiments at a fixed frequency and varied angle [56].

![Figure 2.6 Single-Interface Dispersion Relation and Propagation Length](image)

Figure 2.6 Single-Interface Dispersion Relation and Propagation Length

The out-of-plane penetration depths are calculated from Eqn. (2.8) and $\delta = \frac{1}{2 \text{Im}\{k_z\}}$ in each medium. In Figure 2.7 it is seen that the surface polariton penetrates
a factor of two or even an order of magnitude more into the air side than into the material. This is due to the fact that there is almost no absorption in the air.

![Figure 2.7 Out-of-Plane Penetration Depths](image)

When the wavevector is complex, the criterion to have a surface polariton is not as simple as $\varepsilon_2 < -1$ as previously discussed. Rather, it is more appropriate to look at a complex plot of the real and imaginary parts of the wavevector to determine whether the mode is trapped on the surface (real part of $k_\parallel$ is greater than the light line) and propagating (imaginary part of $k_\parallel$ is not too large). Shown in Figure 2.8 is a complex plot of the wavevector, $k_\rho$, which has been normalized to the light line in vacuum. The contour is generated by plotting the real and imaginary parts of the wavevector at each frequency. Where the real part of the wavevector is greater than the light line the modes are non-radiating. To have a propagating mode, the imaginary part of the wavevector needs to be small, else absorption will damp out the mode. It is seen that there are regions where the imaginary part of the wavevector is less than a tenth of the real part which indicates that the
damping is relatively low. Together, these two characteristics indicate the existence of a surface polariton.

2.4 Thin Film Surface Polaritons

For a thin film, there will be two surface polaritons, one on each surface of the film. It is well-known that as the film thickness decreases, the degeneracy of the two modes is lifted by a splitting into an anti-symmetric mode and a symmetric mode [17]. The modes are labeled in terms of the associated electric field distributions as shown in Figure 2.9. It should be noted that the charge distribution would be described oppositely.
2.4.1 Dispersion Relations

The anti-symmetric and symmetric dispersion relations are given respectively by [17]

\[
\frac{\varepsilon_2}{\varepsilon_1} = -\frac{k_{zz}}{k_{zz}^2} \tanh \left( \frac{d}{2i} k_{zz} \right) \tag{2.13}
\]

\[
\frac{\varepsilon_2}{\varepsilon_1} = -\frac{k_{zz}}{k_{zz}^2} \coth \left( \frac{d}{2i} k_{zz} \right) \tag{2.14}
\]

where \( \varepsilon_2 \) is the dielectric function of the film surrounded on both sides by \( \varepsilon_1 \), \( k_{zz} \) and \( k_{zz}^2 \) are the perpendicular components of the wavevector inside and outside the film respectively, and \( d \) is the thickness of the film. It should be noted that these expressions are for the symmetric situation where the medium on both side of the film are the same.

Equation (2.13) and Eqn. (2.14) are transcendental equations that must be solved numerically. There are some general zero finding techniques [57], but in this work a simple Newton-Raphson technique is used to obtain the dispersion relations. This iterative method uses the function \( f(x) \), its derivative \( f'(x) \), and a current guess \( x_n \), to find a root \( x \), of the function. Using the current guess, the tangent to the function at that point is found. The
x-intercept of the tangent generally gives a better approximation of the desired root, and is given by

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}. \]  

(2.15)

This approach is illustrated graphically in Figure 2.10.

![Graphical Representation of Newton-Raphson Method](image)

The drawback to the Newton-Raphson method is that it is rather sensitive to the starting guess. To generate the starting guess at each frequency, the \( \tanh(x) \) and \( \coth(x) \) of Eqn. (2.13) and Eqn. (2.14) are expanded with the first few terms of the Taylor series of \( \exp(x) \). This results in an approximate expression for \( k(\omega) \). The Newton-Raphson iteration proceeds until \( x_{n+1} - x_n \leq 10^{-8} \).

The calculated dispersion relations for a thin film surrounded by vacuum are plotted in Figure 2.11 for various film thicknesses. For reference, the dispersion relation at a single interface between a half-space of the material and vacuum is also shown.
At large values of $k_{||}$ both the anti-symmetric mode and the symmetric mode of the thin film dispersion relations approach the single interface curve asymptotically. Furthermore, as the thickness of the film increases, both the symmetric and the anti-symmetric dispersion relations approach the single interface curve. The splitting between the two modes is more pronounced as the film thickness decreases, as given by [17, 25, 58, 59],

$$d \ll \frac{1}{k_{2z}}. \quad (2.16)$$

This is analogous to the splitting of two degenerate energy levels connected by a coupling potential. As the coupling increases (the film thickness decreases), the degeneracy lifts by splitting into a higher energy (anti-symmetric) mode and a lower energy (symmetric) mode.

2.4.2 Propagation Lengths

Shown in Figure 2.12 are the normalized field distributions for a 200 nm thick film. Note that the plot of the fields inside the film has been magnified by 50 times. It is seen that the fields decay rapidly inside the film, but penetrate significantly into the surrounding dielectric.
Furthermore, the penetration depth of the anti-symmetric mode into the medium surrounding the film is three times greater than the symmetric mode.

![Figure 2.12 Penetration Depths of a 200nm Film](image)

As a result, a greater fraction of the anti-symmetric mode propagates in the surrounding dielectric, which in the case of vacuum, is lossless. Thus, the anti-symmetric mode has a very long propagation length [52], which actually increases as the film thickness decreases [59]. Thus, it is often called the long range surface polariton [59].

The thin film propagation lengths for various film thicknesses of silicon carbide are plotted in Figure 2.13. At a film thickness of about 2 µm the criterion of Eqn. (2.16) is no longer satisfied, and the propagation lengths of both modes approach the single-interface value.
2.5 Coupling

As discussed in Section 2.3.1, the dispersion relation of the surface polariton always lies to the right of the light line. As a result, extra momentum is required to couple propagating light to or from a surface polariton as illustrated in Figure 2.14. The three main methods of providing this momentum will be briefly described.
2.5.1 Grating
The first method is to use a grating as illustrated in Figure 2.15. Light that strikes a periodically corrugated surface with period $P$ is imparted momentum by virtue of the Fourier transform of the grating’s spatial variation [60]. The dominant term is the first component which is given by $2\pi/P$. This method has been studied and used by several researchers to couple to surface polaritons [61-64].

![Figure 2.15 Grating Coupling](image)

\[ \Delta k = \frac{2\pi}{P} \]

2.5.2 Particle Scattering & NSOM
In an analogous manner, scattering by particles or rough surfaces can also launch surface polaritons. The drawback is that the imparted momentum is not well-defined and only some of the components fulfill the momentum condition. A similar concept is used in Near-field Scattering Optical Microscopy (NSOM) [65]. In this method, the tip of an atomic force microscope or similar hardware is used to perturb the evanescent field of the surface polariton and the scattered light is then collected by a detector. The NSOM technique has been used to map surface polariton field distributions [66, 67] and also to measure propagation lengths [68].
2.5.3 **Prism**

The last technique for coupling is via total internal reflection and a prism. Consider the evanescent wave that results from total internal reflection as shown in Figure 2.3. The total wavevector on the optically rarer side is given by $k_2^2 = k_x^2 + k_z^2$ where $k_2 = \sqrt{\epsilon_2 \omega / c}$. For the evanescent wave, $k_z$ is purely imaginary, so that $k_x^2 = k_z^2 + |k_z|^2$ which results in an in-plane wavevector which is larger than propagating light. Specifically, it is given by

$$k_x = \sqrt{\epsilon_p \frac{\omega}{c}} \sin \theta_i$$ \hspace{1cm} (2.17)

where $\epsilon_p$ is the dielectric function of the prism and $\theta_i$ is the incident angle. At the appropriate angle and frequency, the in-plane momentum of the evanescent wave can be made to match that of the surface polariton. Thus, since the energy and momentum match, the evanescent wave can be used to excite the surface polariton.

Two configurations that are used to realize this coupling method are shown in Figure 2.16. Shown in Figure 2.16(a) is the Otto configuration which was developed in 1968 [69, 70]. The air gap is set by spacers, and is generally on the order of the wavelength. Maintaining this gap can be a challenge, particularly in the visible range. Figure 2.16(b) shows the Kretschmann-Raether configuration [71] which has the polaritonic layer in contact with the prism. This configuration requires that the film layer be thin enough for the radiation to tunnel to the other side. The Otto configuration will be used to measure the surface polariton propagation length and will be discussed in greater detail in Chapter 5.
Figure 2.16 Prism Coupling
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Chapter 3

Kinetic Theory Model

In this Chapter, a kinetic theory-based model for the thermal conductivity due to surface polaritons is developed using the Rosseland diffusion approximation and the Boltzmann transport equation. Calculations for amorphous silicon dioxide and crystalline silicon carbide are presented and compared to the bulk phonon thermal conductivity.

3.1 Introduction

We calculate the contribution of the surface polaritons to the in-plane energy flux using a kinetic theory-based approach. This method assumes a diffusive process where the particles of interest travel for a time $\tau$ before colliding. This statistical treatment is illustrated schematically in Figure 3.1.

![Kinetic Theory Picture](image-url)
The particles are assumed to be moving randomly, so that at any spatial location half will cross in the positive $\hat{x}$–direction, and half in the negative $\hat{x}$–direction. Thus, the net energy flux in the positive direction is given by

$$Q_{x^+} = \frac{1}{2} \left[ n(Ev_x) \right]_{x^-,\tau} - \frac{1}{2} \left[ n(Ev_x) \right]_{x^+,\tau}$$

(3.1)

where $n$ is the number of carriers per volume, $E$ is the energy of each carrier, and $v_x$ is the average particle velocity in the $\hat{x}$–direction. Expanding each term around $x$ and simplifying,

$$Q_{x^+} = -\frac{d}{dx} \left( nEv_x \right) v_x \tau,$$

(3.2)

and chain rule gives

$$Q_{x^+} = -v_x \tau \frac{d}{dT} \frac{d(nE)}{dx} v_x.$$

(3.3)

where $T$ is the temperature. Since the temperature rate of change of the energy is the specific heat, $c_v$, and the average velocity is related by $v_x^2 = v^2/3$, the well-known result for the thermal conductivity is obtained,

$$Q_{x^+} = -\frac{1}{3} (c_v v \Lambda) \frac{dT}{dx}$$

(3.4)

where the mean free path is given by $\Lambda = v \tau$. It should be noted that this is only a very cursory treatment, and a more detailed analysis based on the Boltzmann Equation follows below.

### 3.2 Model

This diffusion approximation is valid when the characteristic length of heat transfer is at least several times longer than the mean free path of the particle of interest, in this case, the
surface polariton in-plane propagation length. An analogous situation is that of radiation through an optically thick, isotropically scattering, and absorbing medium where conduction and convection are ignored. In the field of radiative heat transfer, this is called the Rosseland diffusion approximation [72, 73].

To develop a model of the thermal conductivity due to surface phonon-polaritons with this framework, consider energy transport along the two surfaces of a thin film as shown in Figure 3.2. The thickness of the film is \( d \) and the lengths in the \( \hat{x} \)- and \( \hat{y} \)-directions are \( L_x \) and \( L_y \) respectively. The surface area in the \( x-y \) plane, \( A \), is \( L_x L_y \).

There is an imposed temperature gradient in the \( \hat{x} \)-direction from \( T_L \) to \( T_H \), and the temperature is taken to be uniform in the \( \hat{y} \)-direction. The film is assumed thin enough to neglect temperature gradients in the \( \hat{z} \)-direction. The material has a frequency-dependent dielectric function given by \( \varepsilon_2(\omega) \) and is bounded on either side by a medium with dielectric constant \( \varepsilon_1 \), which is taken to be vacuum. It is found that with higher dielectric constant surroundings the thermal conductivity increase still occurs, although the onset of the increase is delayed to smaller film thicknesses. The surface polariton fields on both surfaces of the film decay exponentially into the film as well as into the surroundings.

![Figure 3.2 Kinetic Theory Schematic](image-url)
The surface wave heat flux crossing a plane normal to the \( \hat{x} \)-direction, per unit length in the \( \hat{y} \)-direction (in units of W m\(^{-1}\)), is given by

\[
Q_x = \frac{1}{A} \sum_{k_x} \sum_{k_y} \hbar \omega(k_x, k_y) f(T) \vec{v}_g \cdot \hat{x},
\]

where \( k_x \) and \( k_y \) are the wavevectors in the \( \hat{x} \)- and \( \hat{y} \)-directions respectively, \( f \) is the distribution function (to be discussed in Section 3.3), and \( \vec{v}_g \) is the group velocity.

Periodic boundary conditions quantize the wavevectors, \( k = 2\pi n/L \), so that Eqn. (3.5) can be expressed as an integral,

\[
Q_x = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hbar \omega f(T) \left| \vec{v}_g \cdot \hat{x} \right| d^2k \tag{3.6}
\]

where \( d^2k = d\theta dk \), \( \theta \) is the in-plane angle from the \( \hat{x} \)-axis, and \( k \) is the in-plane wavevector.

In the case of phonons, \( \omega, k_x, \) and \( k_y \) are real quantities, and \( k_x = 2\pi n/L \) and \( k_y = 2\pi m/L \) where \( n \) and \( m \) take on integer values from \(-\infty\) to \( \infty \). However, as discussed in Section 2.3.2, in the case of surface polaritons, the dielectric function and dispersion relations are complex. In choosing a real frequency, a complex in-plane wavevector, \( k_{sp} = \sqrt{k_x^2 + k_y^2} \), results. The real part of \( k_{sp} \), denoted here as \( k_\parallel \), is used with the real frequency in calculating the energy flux, and the imaginary part is used to calculate the propagation length. This approach is further supported by the fact that the imaginary part of \( k_{sp} \) is much smaller than \( k_\parallel \) in the range over which the dominant contribution to the thermal conductivity integral occurs.
3.3 Boltzmann Transport Equation

The probability of finding a particle at a particular time, \( t \), and location, \( \mathbf{r} \), with a momentum, \( \mathbf{k} \), is given by the distribution function, \( f(\mathbf{r}, \mathbf{k}, t) \). For non-equilibrium situations, the Boltzmann equation \([74]\) is a conservation equation for this distribution function and is given by:

\[
\frac{\partial f}{\partial t} + \frac{\hbar \mathbf{k}}{m^*} \cdot \nabla_{\mathbf{r}} f + \frac{\hbar}{\hbar} \cdot \frac{\mathbf{F}}{\mathbf{k}} = \sum_{k'} f(k') S(k',k) - \sum_{k} f(k) S(k,k')
\]

(3.7)

where \( m^* \) is the effective mass of the carrier, \( \mathbf{F} \) is the externally applied force, and \( S(k',k) \) and \( S(k,k') \) are the respective scattering rates from state \( k' \) to \( k \) and from \( k \) to \( k' \).

Under the relaxation time approximation, with steady-state conditions and no applied external force, the equation simplifies to

\[
\frac{\hbar \mathbf{k}}{m^*} \cdot \nabla_{\mathbf{r}} f = -\frac{f - f_0}{\tau}
\]

(3.8)

where \( f_0 \) is the equilibrium distribution and \( \tau \) is the relaxation time. Using the semi-classical equations of motion, \( \hbar \mathbf{k}/m^* \) is identified as the velocity of the particular \( \mathbf{k} \) state.

With no loss of generality, if the temperature is assumed to vary only in the \( \hat{x} \) direction, the distribution only varies in the \( \hat{x} \) direction as well and can be re-arranged as

\[
f(T) = f_0(T) - \Lambda \cos \theta \frac{\partial f}{\partial x},
\]

(3.9)

where \( \Lambda \) is the mean free path. For phonons and photons (and thus also for surface phonon-polaritons), \( f_0 \) is given by the Bose-Einstein distribution,

\[
f_{BE}(T) = \frac{1}{\exp \left( \frac{\hbar \omega}{k_B T} \right) - 1}.
\]

(3.10)
Substituting Eqn. (3.9) into Eqn. (3.6), the fluxes in the positive and negative \( \hat{x} \) directions are given by,

\[
Q_{x+} = \frac{1}{(2\pi)^2} \int_{x}^{0} \cos \Theta d\theta \int_{0}^{\infty} h\omega \left( f_o(T) - \Lambda \cos \theta \frac{d}{dx} f(T) \right) \left| \vec{v}_g \right| k_{\parallel} dk_{\parallel}
\]

(3.11)

\[
Q_{x-} = \frac{1}{(2\pi)^2} \int_{x}^{0} \cos \Theta d\theta \int_{0}^{\infty} h\omega \left( f_o(T) - \Lambda \cos \theta \frac{d}{dx} f(T) \right) \left| \vec{v}_g \right| k_{\parallel} dk_{\parallel}.
\]

(3.12)

and the net flux in the positive \( \hat{x} \) direction is

\[
Q_{x,net} = -\frac{d}{dx} \int_{0}^{\infty} h\omega \Lambda \left( \frac{df}{dT} \right) \left| \vec{v}_g \right| k_{\parallel} dk_{\parallel}
\]

(3.13)

where chain rule has been used on the distribution function, and the term in brackets is defined as the effective thermal conductivity (per unit width in the \( \hat{y} \) direction) due to surface polaritons, \( K_s \) (in W m\(^{-1}\) K\(^{-1}\)). Equivalently, using the 2-D density of states per unit area, \( g_{2D}(\omega) = k/(2\pi d\omega/dk) \),

\[
K_s = \frac{1}{2d} \int_{0}^{\infty} h\omega \Lambda \left( \frac{df}{dT} \right) \left| \vec{v}_g \right| g_{2D}(\omega) d\omega.
\]

(3.14)

### 3.4 Propagation Length

As described in Section 2.3.2, the propagation length of the surface phonon-polaritons is taken to be \( \Lambda = 1/2 \text{Im} \{ k_{sp} \} \). The propagation lengths calculated in this manner agree well with approximate expressions found in the literature for surface polaritons on thin films [17].

In calculating the propagation length, scattering due to surface roughness is a potential concern. Following the work of Mills [23], the propagation lengths due to surface roughness scattering of surface polaritons into radiative p-polarized and s-polarized modes
and into other surface phonon-polariton modes are calculated. The input parameters to these models are the surface roughness peak-to-peak height and periodicity. Typical CMOS gate oxides are now less than 2 nm thick, and so an estimate of 1 nm for the film root-mean-square surface roughness height and average distance between peaks was chosen for the calculations. The propagation lengths due to these two loss mechanisms are calculated and plotted in Figure 3.3. For comparison, the anti-symmetric mode propagation lengths for 10 nm and 50 nm films are also shown. It is seen that the propagation lengths due to scattering are several orders of magnitude greater than that due to the surface phonon-polariton attenuation.

![Figure 3.3 Propagation Lengths Due to Scattering](image)

Furthermore, an examination of the integrand of Eqn. (3.14) shows that the majority of the surface phonon-polariton contribution to the thermal conductivity occurs for in-plane wavelengths longer than 1 µm. Since these wavelengths are significantly larger than the surface roughness, the surface scattering will not significantly affect the surface phonon-
polaritons [17]. Thus, the propagation length of the surface wave is used for the mean free path.

### 3.5 Classical Size Effects

In general, the phonon contribution to the bulk thermal conductivity decreases as the film thickness decreases because of an increase in surface scattering of the phonons. This phenomenon is important when the carrier's mean free path becomes comparable to or larger than the film thickness. This reduction in thermal conductivity can be estimated using a Fuchs-Sonderheim model [75],

\[
k_{\text{film}} = k_{\text{bulk}} \left[ 1 - \frac{3(1-p)}{2\zeta^2} \int_0^\infty \left( \mu - \mu^3 \right) \left( 1 - \exp \left( -\frac{\zeta}{\mu} \right) \right) d\mu \right]
\]

(3.15)

where \( k_{\text{film}} \) is the effective thermal conductivity of the film, \( k_{\text{bulk}} \) is the bulk thermal conductivity, \( \zeta = d/\Lambda \) is the film thickness normalized to the carrier mean free path, \( \mu = \cos \theta \) is the direction cosine, and \( p \) is the specularity parameter which indicates the fraction of specularly reflected carriers.

The specularity parameter is a function of the carrier’s thermal wavelength, \( \lambda = h\nu/k_B T \) (where \( \nu \) is the average sound velocity), and is approximated by [76]

\[
p(\lambda) = \exp \left( -\frac{16\pi^3 \eta^2}{\lambda^2} \right)
\]

(3.16)

where \( \eta \) is the peak-to-peak surface roughness. This implies that for completely diffuse reflection (\( p = 0 \)),

\[
\eta \gg \frac{\lambda}{4\pi^{3/2}} \approx \frac{\lambda}{20}.
\]

(3.17)
For SiC, the average sound velocity is $4.2 \times 10^3 \text{ m s}^{-1}$ [77] which results in a thermal wavelength of 6 Å, which is of the order of the usual range of about 10 to 20 Å [75] at room temperature. Thus we see that most of the reflection is diffuse.

The other input into the Fuchs-Sonderheim model is the phonon mean free path. Following the work of Dames [78], the silicon carbide mean free path is calculated to be 377 nm at 300 K. However, in amorphous thin films such as SiO$_2$, the phonons have a very short mean free path due to the lack of a crystal structure. The corresponding phonon mean free path for oxide is only 2.6 nm, which is two orders of magnitude smaller. Thus, size effects in oxide only begin to play a role at much smaller length scales.

### 3.6 Results

Calculations were performed for crystalline silicon carbide and amorphous silicon dioxide. For crystalline materials, the dielectric function is well-approximated by a damped harmonic oscillator model as given in Section 2.1. However, for amorphous materials such as silicon dioxide (glass), the actual form of the dielectric function is more complicated than the simple expression used above, and consists of several overlapping resonances. As such, the frequency dependence of the dielectric function used in the calculations is obtained from published experimental values of the complex index of refraction [45].

The thermal conductivity due to surface phonon-polaritons is calculated using Eqn. (3.13), and the reduction in phonon thermal conductivity is calculated in accordance with Eqn. (3.15), assuming completely diffuse scattering and using a bulk thermal conductivity of 360 W m$^{-1}$ K$^{-1}$ [79] for 3C-SiC. Both thermal conductivities are plotted as a function of film thickness in Figure 3.4.
Figure 3.4 Crystalline SiC Bulk and Surface Polariton Thermal Conductivities

It is seen that the phonon and surface phonon-polariton contributions to the thermal conductivity follow distinctly different trends. As expected, the phonon thermal conductivity decreases with decreasing film thickness as more scattering occurs. In contrast, the thermal conductivity contribution from the surface phonon-polaritons increases with decreasing film thickness. The two thermal conductivities are of comparable value when the film thickness is about 3 nm.

The results for SiC results are interesting, but the surface polariton contribution to thermal conductivity isn’t significant until the film thickness is extremely thin. This is primarily due to the fact that silicon carbide inherently has a high bulk thermal conductivity due to its crystalline structure. This motivated the examination of an amorphous material such as silicon dioxide which has a much lower bulk thermal conductivity of 1.4 W m\(^{-1}\) K\(^{-1}\) [80]. However, the surface polariton resonance of an amorphous material is weaker than that of a crystalline one. The calculations for oxide are shown in Figure 3.5.
It is seen that at film thicknesses greater than 100 nm, the thermal conductivity is dominated by the phonon contribution and is essentially constant. This is because the oxide phonon mean free path as calculated in Section 3.5 is about 3 nm, and thus the phonon contribution to the thermal conductivity is approximately independent of the film thickness in the range considered. The surface phonon-polariton contribution to the oxide follows the same trend as for silicon carbide. As the film thickness decreases below about 60 nm, the thermal conductivity increases dramatically due to the increasing contribution of the surface phonon-polaritons.

An examination of the heat flux per unit temperature gradient \( Q_{x,net}/(dT/dx) \) and thermal conductivity as a function of film thickness due to the surface modes alone shows two distinct regimes as shown in Figure 3.6. For film thicknesses greater than about 1 \( \mu \text{m} \) the heat flux is a constant, and the thermal conductivity simply scales inversely proportional to the film thickness. In this regime the surface phonon-polariton modes at the two surfaces are not coupled, and hence the total energy flux is not affected by the thickness of the film.
The increase in the thermal conductivity is due solely to the geometric consideration of transporting the same amount of flux through a smaller cross-sectional area.

![Figure 3.6 Heat Flux per Unit Temperature Gradient](image)

However, in the thickness regime below 1 \( \mu m \), the slope of the thermal conductivity curve is much larger. This is due to the fact that in addition to the thickness-dependent scaling, the actual amount of heat flux transported by the surface phonon-polaritons is greatly increased. In this regime, the film is thin enough that there is significant interaction between the surface phonon-polaritons on either side of the film.

A more detailed examination of the individual components that constitute the argument of the thermal conductivity integral in Eqn. (3.14) reveals that the mean free path is the source of the increased contribution. The argument of the integral is essentially the product of the mean free path, group velocity, and density of states. These parameters are plotted for the anti-symmetric and symmetric modes of a 50 nm thick film of amorphous silicon dioxide in Figure 3.7.
The 2-D density of states is proportional to the in-plane wavevector and is inversely proportional to the group velocity. As such, the density of states and group velocity effectively cancel each other in the thermal conductivity integral. Thus, the source of the increased surface polariton thermal conductivity is the propagation length. As can be seen from Figure 3.7, the overwhelming majority of the surface polariton thermal conductivity is due to the anti-symmetric branch at small wavevectors where the propagation length is orders of magnitude larger than at large wavevectors. As the film thickness decreases, the propagation length of the anti-symmetric branch continues to increase [52, 59] as a greater fraction of the mode propagates in the lossless surrounding dielectric [52]. This large propagation length then enables large contributions to the thermal conductivity. In particular, it is the light-line portion of the anti-symmetric branch where most of the contribution to the thermal conductivity occurs. As seen in Figure 2.11, in this region the
anti-symmetric mode is photon-like, with a large group velocity and large propagation length. A typical propagation length in this region is 2 cm for a 50 nm thick silicon dioxide film. This long propagation length implies that only thin films with lengths much longer than this distance can benefit from the increased surface phonon-polariton thermal conductivity.

### 3.7 Conclusions

A kinetic theory-based model was developed to calculate the heat flux carried by surface polaritons on nanoscale thin films. The calculations show that the effective thermal conductivity due to the surface polaritons increases as the film thickness decreases. The phenomenon is particularly notable for amorphous materials such as silicon dioxide, where at film thicknesses of about 50 nm, the in-plane heat flux carried by surface phonon-polariton modes can exceed the heat flux carried by the phonon modes. Analysis shows that the long propagation length of the anti-symmetric thin film surface polariton is the source of the increase. This phenomenon potentially points to a novel method to recover the reduction in thermal conductivity due to classical size effects.
Chapter 4

Fluctuational Electrodynamics Model

Given the interesting results of the kinetic theory model, a more rigorous approach to calculating the energy carried by surface modes is carried out using fluctuational electrodynamics. This chapter briefly describes the electromagnetic formulation of thermal radiation using the dyadic Green’s functions and the fluctuation-dissipation theorem. Calculations for silicon carbide thin films are presented that compare well with the kinetic theory results.

4.1 Introduction

The fluctuational electrodynamics approach for calculating thermal radiation was pioneered by Rytov in 1958 [81, 82]. The method accounts for the contributions due to evanescent waves, which are not included in geometrical optics, and therefore also describes near-field effects. It has been used by several researchers to compute near-field thermal radiation and directly calculate emission properties of multi-layer structures [11, 12, 56]. The fundamental idea of the approach is that the electric charges of a material in thermal equilibrium will experience random, thermal vibrations. These oscillating charges form fluctuating currents which are then a source for electromagnetic radiation. Thus, this is a method for directly calculating thermal radiation. The explicit relationship between the fluctuating current
density and the temperature is given by the fluctuation-dissipation theorem of statistical physics, which is discussed in Section 4.4.

4.2 Model

The physical system under consideration is shown in Figure 4.1. The film is infinite in the \( \hat{x} \)– and \( \hat{y} \)– directions, and has a thickness \( d \) in the \( \hat{z} \)– direction. The material is polar and has a complex, frequency-dependent dielectric function given by \( \varepsilon_2(\omega) \). The material is assumed to be isotropic, non-magnetic and is surrounded on either side by vacuum. To compute the in-plane flux, half of the film (from \( x = -\infty \) to \( 0 \)) is taken to be the source, and is assumed to be at a temperature \( T \). The other half of the film is required to solve the electromagnetic problem, but is assumed to be at \( 0 \) K. The temperature of the left-half of the film is uniform in the \( \hat{y} \)– direction, and the film is assumed thin enough that variations in the \( \hat{z} \)– direction are negligible.

![Figure 4.1 Fluctuational Electrodynamics Schematic](image-url)
4.3 Green’s Functions

The first step is to solve for the electric and magnetic fields due to a point source. This is done using the dyadic Green’s functions [83] of the vector Helmholtz equation, since the current density source and calculated fields are vectors. The Green’s functions can be thought of as the spatial analogues to the impulse response or transfer function. For a current source at \( \mathbf{r}' \), the Fourier transform of the electric and magnetic fields at \( \mathbf{r} \) are given by,

\[
\mathbf{E}(\mathbf{r}, \omega) = i\omega \mu_0 \int d^3r' \tilde{\mathbf{G}}_e(\mathbf{r}, \mathbf{r}', \omega) \cdot \mathbf{J}(\mathbf{r}', \omega) \\
\mathbf{H}(\mathbf{r}, \omega) = \int d^3r' \tilde{\mathbf{G}}_h(\mathbf{r}, \mathbf{r}', \omega) \cdot \mathbf{J}(\mathbf{r}', \omega)
\]

(4.1)

where \( \tilde{\mathbf{G}}_e(\mathbf{r}, \mathbf{r}', \omega) \) and \( \tilde{\mathbf{G}}_h(\mathbf{r}, \mathbf{r}', \omega) \) are the dyadic Green’s functions which are related by

\[
\tilde{\mathbf{G}}_h(\mathbf{r}, \mathbf{r}', \omega) = \nabla \times \tilde{\mathbf{G}}_e(\mathbf{r}, \mathbf{r}', \omega), \quad \mathbf{J}(\mathbf{r}', \omega)
\]

is the current density, and the integration is performed over the \( V' \), which is the volume containing the source.

To calculate the power flow, we are interested in terms of the form

\[
\langle E_i(\mathbf{r}, \omega) H_j^*(\mathbf{r}, \omega) \rangle
\]

where the brackets are needed to indicate the statistical ensemble average since the thermal radiation is stochastic, \( i \) and \( j \) denote the Cartesian coordinates, and the * indicates the complex conjugate. Using Eqn. (4.1),

\[
\langle E_i(\mathbf{r}, \omega) H_j^*(\mathbf{r}, \omega) \rangle = i\omega \mu_0 \int d^3r' \int d^3r'' \ast G_{ij}(\mathbf{r}, \mathbf{r}', \omega) G_{ji}^T(\mathbf{r}, \mathbf{r}'', \omega) \langle J_i(\mathbf{r}', \omega) J_j(\mathbf{r}'', \omega) \rangle
\]

(4.2)

where the \(^T\) indicates the matrix transpose.

The Green’s function used in these calculations was developed in terms of \( s\)- and \( p\)-polarized waves which allows for the explicit inclusion of the Fresnel coefficients of a multi-layer geometry [56, 84]. When the observation and source points are in the same layer, the electric Green’s function is given by [84],
\begin{equation}
\tilde{G}_e (\mathbf{r}, \mathbf{r}', \omega) = \frac{1}{\pi \omega} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_x dk_y}{4\pi^2} e^{i(k_x(x-x')+k_y(y-y'))} \left[ \frac{i}{2k_{22}} \left[ \hat{s} \hat{s} + \hat{p} \hat{p} \right] e^{ik_{22}(z'-z)} - \frac{1}{k_0^2} \delta(z-z') \hat{z} \hat{z} \right] + \frac{i}{2k_{22}} \left[ \hat{s} \rho_{22}^{\uparrow} \hat{s} + \hat{p} \rho_{22}^{\uparrow} \hat{p} \right] e^{ik_{22}(z'+z)} + \frac{i}{2k_{22}} \left[ \hat{s} \rho_{22}^{\downarrow} \hat{s} + \hat{p} \rho_{22}^{\downarrow} \hat{p} \right] e^{ik_{22}(d-z+d-z')} \right]
\end{equation}

where \( k_0 = \omega/c \), \( k_p = \sqrt{k_x^2 + k_y^2} \), \( k_{22} = \sqrt{k_x^2 - k_y^2 - k_p^2} \), \( \hat{s} = (k_x \hat{x} - k_y \hat{y})/k_p \), \( \hat{p} = (k_x \hat{x} - k_y \hat{y})/(k_{22} \hat{x} + k_k \hat{y}) \), \( \hat{p}_z^\uparrow = -k_{22} (k_x \hat{x} + k_y \hat{y})/(k_{2k} k_p) \pm k_p/k_{22} \hat{z} \), and \( \rho_{22}^{\uparrow} = \rho_{22}^{\downarrow} = \rho_{22}^{\uparrow} \left( 1 - r_{21}^{\uparrow} r_{21}^{\downarrow} e^{2k_{22}d} \right) \) for the \( s \) and \( p \)-polarized waves respectively, and \( j = 1, 3 \). \( r_{12} \) and \( r_{23} \) are the Fresnel reflection coefficients at the interfaces between layers 2 and 1, and between layers 2 and 3 respectively. The magnetic Green’s function is obtained by taking the curl of Eqn. (4.3). The corresponding expression for the Green’s function is used when the source and observation points are in different layers and can be found in the references [84].

### 4.4 Fluctuation-Dissipation Theorem

The ensemble average of the currents in Eqn. (4.2) is related to the temperature of the system by the fluctuation-dissipation theorem [85] from statistical physics. It was first derived by Callen and Welton in 1951 [86]. It relates the microscopic fluctuations of a system in thermodynamic equilibrium to macroscopic, dissipative quantities. For a generalized force and velocity related by a complex impedance,

\begin{equation}
V(\omega) = Z(\omega)Q(\omega) = (R(\omega) + iX(\omega))Q(\omega)
\end{equation}

the spectral density of the generalized force is given by,

\begin{equation}
\langle V^2(\omega) \rangle = \frac{2R(\omega)}{\pi} \frac{\hbar \omega}{\exp(\hbar \omega/k_BT) - 1}
\end{equation}

where \( k_B \) is Boltzmann’s constant, and \( T \) is the temperature.
For an isotropic and local medium in thermal equilibrium at a temperature \( T \), the theorem states that the cross-spectral correlation function of the current density is given by,

\[
\langle J_i(r, \omega) J_j(r', \omega) \rangle = \frac{\varepsilon'' \phi(\omega, T)}{\pi} \delta_y \delta(r-r')
\]

where \( \varepsilon'' \) is the imaginary part of the dielectric function, \( \delta_y \) is the Kronecker delta function, \( \delta(r-r') \) is the Dirac delta function, and \( \phi(\omega, T) = \hbar \omega \left[ \exp(\hbar \omega / k_B T) - 1 \right] \). The zero-point energy is neglected due to reciprocity of the heat transfer conductances. The Kronecker delta function is due to the material being isotropic, and the Dirac delta function is a result of being spatially local. For the net \( \hat{x} \)-directed flux, substituting Eqn. (4.6) into Eqn. (4.2) gives,

\[
\langle E_j H^*_z - E_z H^*_y \rangle = \frac{i\omega^2 \mu_0 \varepsilon'' \phi(\omega, T)}{\pi} \int_{-\infty}^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty \left( G_{E_y} G_{H^*_z} - G_{E_z} G_{H^*_y} \right)
\]

where repeated indices are summed.

The integration over the \( \hat{y} \)-direction of the source region in Eqn. (4.7) results in a Dirac delta function which collapses the two integrations over \( k_y \) into one. However, the corresponding integration in the \( \hat{x} \)-direction is the Fourier transform of the step function, which consists of two terms given by \( \pi \delta(k_x - k_x) + i/(k_x - k_x) \) where \( k_x \) is for the \( G_{E} \) integration and \( k_x \) is for \( G_{H} \). The first term leads to the expression for the in-plane flux in the case where the entire film is at the same temperature. As expected, this term does not contribute to the net \( \hat{x} \)-direction flux. Thus the focus is on the second term which unfortunately introduces a singularity into the integrand whenever \( k_x \) equals \( k_x' \).
4.5 Numerical Integration

The final expression after analytical simplification is given explicitly in Appendix A. The resulting integral is a virtual “perfect storm” of numerical integration with four dimensions, infinite limits, a highly oscillatory integrand, and multiple singularities. In addition to the singularity whenever $k_x$ equals $k_x'$, there are also singularities when $z$ equals $z'$, when $k_x$ and $k_y$ simultaneously equal zero, and when $k_x'$ and $k_y'$ simultaneously equal zero. Three methods of evaluation are briefly discussed. A good, basic introduction to numerical integration is the book by Davis & Rabinowitz [87].

4.5.1 Gaussian Quadrature

One method of approximating an integral is to use a Gaussian quadrature rule. The integral is approximated as a weighted sum of the function evaluated at specified points. The points, $x_k$, are the roots of orthogonal polynomials from which the weights, $w_k$, are calculated for specific weighting functions. Three common quadrature formulas are listed in Table 4.1. The drawback to these quadrature schemes is that to obtain reasonable accuracy, they require “smooth” functions which closely approximate the weighting function. When applied to the integral of interest, it was found that the solution did not converge, but continued to oscillate even as the number of evaluation points was increased.

<table>
<thead>
<tr>
<th>Quadrature Type</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauss-Hermite</td>
<td>$\int_{-\infty}^\infty f(x)dx = \int_{-\infty}^\infty e^{-x^2} \left[e^{-x^2} f(x)\right] dx \approx \sum_{i=1}^{N} w_i e^{x_i^2} f(x_i)$</td>
</tr>
<tr>
<td>Gauss-Laguerre</td>
<td>$\int_0^\infty f(x)dx = \int_0^\infty e^{-x^2} \left[e^{-x^2} f(x)\right] \approx \sum_{i=1}^{N} w_i e^{x_i^2} f(x_i)$</td>
</tr>
<tr>
<td>Gauss-Legendre</td>
<td>$\int_a^b f(x)dx = \frac{b-a}{2} \int_{-1}^1 f\left(\frac{b-a}{2} x + \frac{b+a}{2}\right) dx \approx \frac{b-a}{2} \sum_{i=1}^{N} w_i f\left(\frac{b-a}{2} x_i + \frac{b+a}{2}\right)$</td>
</tr>
</tbody>
</table>

Table 4.1 Gaussian Quadrature Formulas
4.5.2 Monte Carlo

Another method of integrating difficult integrals is to use the Monte Carlo method. The mean value of an integral over an interval is given by

\[ \bar{f}(x) = \frac{\int_{a}^{b} f(x) \, dx}{b-a}. \]  

(4.8)

Given a random sampling of \( n \) points in the interval \([a, b]\), the average value of the function evaluated at those points is given by

\[ \hat{f}_n = \frac{1}{n} \sum_{i=1}^{n} f(x_i). \]  

(4.9)

With a large enough number of points, it would be expected that Eqn. (4.8) is approximately equal to Eqn. (4.9), and

\[ \int_{a}^{b} f(x) \, dx \approx \frac{b-a}{n} \left[ f(x_1) + f(x_2) + \ldots + f(x_n) \right]. \]  

(4.10)

The advantage of the Monte Carlo method is that arbitrarily difficult integrals can be evaluated. However, the downside is that convergence goes as \( n^{-1/2} \) [88], and thus a large number of computationally expensive function evaluations are required for accuracy. Quasi-random number sequences such as Niederreiter [89], Sobol [90], and Faure [91] sequences can accelerate convergence by more uniformly covering the domain. However, it was found that with \( 10^9 \) points, the integral of interest had not yet converged.

4.5.3 QUADPACK

In the end, the integral was evaluated numerically using QUADPACK [92] which is a library of FORTRAN subroutines for estimating one-dimensional integrals. The adaptive routines
split the domain of integration into intervals and then evaluate the integral over each interval using Gauss-Kronrod rules [93]. A higher order rule and a lower order rule are used in each interval, and the difference gives an estimate of the error. Intervals with large errors are further sub-divided to concentrate effort where required. In particular, a routine using adaptive bisection with the Wynn epsilon algorithm [94] to speed up the integration of integrable singularities was extended to 4-D to perform the integration over $k_x$, $k_{x'}$, $k_y$, and $z'$. An example of the recursive code implementation is given in Appendix B. Furthermore, in the actual code, the integration is split around each of the singularities mentioned above as the QUADPACK routine better handles singularities at the endpoints.

For practical computational purposes, the infinite limits of integration in $k_x$, $k_{x'}$, and $k_y$, are set to a value of $10^{10}$. The effect of this truncation is to set a bound on the smallest $x$ location which can be evaluated. The dependence of the integral on wavevector and position is of the form $\exp(-k_x x)$ so that at a particular $x$ location, the contribution due to increasingly larger wavevectors decreases and becomes negligible. Using a criterion of $\epsilon^5$, the smallest $x$ position that can be evaluated with reasonable confidence is 0.5 nm. Due to the oscillatory nature of the integrand, convergence was slow to obtain. With a relative error specification of $10^{-5}$, each spatial location and frequency took between 3 and 72 hours to compute on a 3 GHz Unix workstation with 4 GB of RAM.

### 4.6 Results

Calculations were performed for silicon carbide, using a Lorentz model, Eqn. (2.2), for the dielectric function. The constants ($\varepsilon_\infty = 6.7$, $\omega_{lo} = 1.82 \times 10^{14}$ rad/s, $\omega_{ro} = 1.49 \times 10^{14}$ rad/s, $\gamma = 8.92 \times 10^{11}$ rad/s) were obtained by a fit to literature values [45]. Given the form of the
Green’s functions, it was straightforward to separate the contributions due to the TE and the TM modes. As expected, it was found that only the TM mode had a significant contribution to the flux, which is consistent with the involvement of surface phonon-polaritons.

### 4.6.1 Spectral Flux

The spectral flux inside a 5 nm thick film is plotted in Figure 4.2 for various $z$ heights in the film. As discussed in Section 4.5.3, these calculations were done 0.5 nm from the heated edge of the film, and the inset to the figure shows the spectrally-integrated flux as a function of $z$ location in the film. Figure 4.3 shows the analogous plots for outside the film.

![Figure 4.2 Spectral Flux Inside 5 nm Film at x = 0.5 nm, and Spectrally-Integrated Flux](image)
Immediately, two observations are made. The first is that the wavelength where the peak spectral flux occurs is different inside the film and outside. Second, it is seen that inside the film, the majority of the in-plane power is carried near the edges of the film, and that it then decays to zero at the center. The flux outside the film is nearly four orders of magnitude smaller, but the penetration into the air is significantly greater, on the order of 100 $\mu$m. This trend can be understood by considering the fields of the anti-symmetric and symmetric surface polariton modes of a thin film. The field of the symmetric mode is mainly inside the film, where the damping of the material provides absorption. In contrast, most of the anti-symmetric mode propagates outside the film. Thus, with vacuum surrounding the film, the anti-symmetric mode experiences very little damping and the fields penetrate much farther. Similarly, the in-plane propagation length of the anti-symmetric mode should also be greater. The spectral fluxes for other film thicknesses show the same trends.
4.6.2 Propagation Lengths

The propagation lengths are extracted by calculating the average flux as a function of $x$ position. Using spline interpolation, the flux is integrated over $z$ and then divided by the film thickness to calculate an average flux. Plotted in Figure 4.4 is the average flux inside the film as a function of distance from the heated edge. It is seen that the flux decays exponentially with distance as the energy is absorbed by the film. The propagation lengths inside the film are calculated to be on the order of several nanometers and are listed in Table 4.2. Outside the film, the average in-plane flux is higher and has a much longer propagation length, on the order of tens of centimeters as shown in Figure 4.5.

![Figure 4.4 In-Plane Flux Inside Film as a Function of Distance from Heated Edge](image)
Figure 4.5 In-Plane Flux Outside Film as a Function of Distance from Heated Edge

<table>
<thead>
<tr>
<th>Film Thickness (nm)</th>
<th>$\Lambda$ inside film</th>
<th>$\Lambda$ outside film</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5 nm</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>2 nm</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>1 nm</td>
<td>25 cm</td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>10 cm</td>
</tr>
</tbody>
</table>

Table 4.2 Extracted Propagation Lengths

The propagation lengths extracted from the fluctuational electrodynamics calculations compare reasonably well with the values from the complex thin film dispersion relations and Eqn. (2.12). From Figure 4.2 it is seen that inside the film the spectral flux peaks at about $10.4 \ \mu m$. At this wavelength, the anti-symmetric mode of a 50 nm thick film has a propagation length less than $0.1 \ \mu m$ as shown in Figure 4.6. Outside the film, the spectral peak is around $12.6 \ \mu m$ where the anti-symmetric mode has a propagation length of around 10 to 100 cm.
4.6.3 Spectral Peak Location

The question then is why are the spectral peaks inside and outside the film at different wavelengths? Looking at Eqn. (4.7) it is seen that the spectral flux can be broken into a prefactor term times the actual quadruple integral. Figure 4.7 plots these two terms individually for inside a 50 nm film.
The prefactor term depends mainly on the product of $\omega^2$ and the imaginary part of the dielectric function, $\varepsilon$. In this wavelength range the imaginary part of the dielectric function is basically constant, and so the prefactor varies only slightly. The integral, however, exhibits a peak that corresponds to where the anti-symmetric mode is flat, as shown in Figure 4.8. It appears that the integral has its peak value where the density of states is highest.

![Figure 4.8 SiC Thin Film Dispersion Relations](image)

Outside the film, the trend is different. Figure 4.9 shows that the integral exhibits some structure, but doesn’t vary by more than a factor of two, which isn’t enough to account for the peak shown in Figure 4.3. Instead, the dependence appears to be the result of variation in the prefactor, which peaks strongly at the frequency where the imaginary part of the silicon carbide dielectric function is largest, as shown in Figure 4.10.
At first glance, this result is not intuitive, as large absorption should occur where the imaginary part of the dielectric function is large. However, most of the flux is in the anti-symmetric mode which mainly travels in the vacuum outside the film, where there is no damping. The peak in the prefactor essentially picks out a frequency in the regime where the anti-symmetric mode has a large group velocity, and its dispersion relation is very close to
the light line as shown in Figure 4.8. In this range, the density of states is fairly flat, and correspondingly the integral doesn't vary much. Due to the large group velocity, the propagation length is also large. The fact that the surface polariton dispersion relation is very close to the light line also indicates that the perpendicular component of the wavevector is very small. As a result, the corresponding penetration depth is quite large as was seen in the inset to Figure 4.3.

Finally, the overall in-plane flux as a function of film thickness from the fluctuational electrodynamics calculation is compared to the previous kinetic theory-based calculations [95] from Chapter 3. The results of the two calculations are plotted in Figure 4.11.

![Figure 4.11 Fluctuational Electrodynamics and Kinetic Theory Comparison](image)

Interestingly, in both approaches it is seen that thinner films actually transport more flux. As discussed above, this is due to the fact that the anti-symmetric mode of the thin film dispersion relation has a propagation length that increases as the film thickness decreases. As the film thickness increases beyond the critical point given by Eqn. (2.16), there is no longer
a splitting of the modes and the effect diminishes. The discrepancy between the two approaches is likely due to the error tolerance for the numerical integration and the finite integration of the limits in the fluctuational electrodynamics computation.

### 4.7 Conclusions

In this chapter a fluctuational electrodynamics calculation of the in-plane flux carried by surface phonon-polaritons on a thin film of silicon carbide was performed. Interestingly, it was found that thinner films carry more flux, and that it is primarily transported by the anti-symmetric thin film surface polariton. The calculations agree fairly well with previous calculations using a kinetic theory-based approach.

The discrepancy between the two approaches is likely due to the numerical integration where the contributions due to large wavevectors were truncated. Potential improvements would be to include these contributions and also to increase the error tolerance. However, the time required to do the computation with the code that was developed already approaches weeks to calculate one spatial point and frequency. To get results in a reasonable amount of time, more advanced techniques are needed. Two potential approaches include implementing CUBPACK [96], which is a FORTRAN 95 package for dealing with automatic integration over n-dimensions (cubature) using simplices and hyperrectangles, and DECUHR [97], which deals with integration of singular functions. Another line of attack may be to continue with the Monte Carlo approach but implement one of the quasi-random number sequences mentioned in Section 4.5.2.
Chapter 5

Propagation Length Measurement

From the work done in Chapter 3 and Chapter 4 it is clear that the key to the high thermal conductivity is the long propagation length of the surface polariton, particularly of the long-range anti-symmetric mode. Thus, measuring the propagation length of the surface polariton is the first experimental step to take. In this chapter, measurements using attenuated total reflection (ATR) and Fourier Transform Infra-Red (FTIR) spectroscopy are presented and discussed. Due to fabrication difficulties, only the single-interface surface polariton has been measured to date.

5.1 Measurement Approach

The surface phonon-polaritons of the amorphous phase of silicon dioxide (SiO$_2$) have not been studied due to the fact that it is not a crystalline material. However, there are still frequencies where the real part of the dielectric function is negative and surface phonon-polaritons are supported. One is around 9 $\mu$m (2.094x10$^{14}$ rad s$^{-1}$) and the other is around 21 $\mu$m (8.976x10$^{13}$ rad s$^{-1}$) [45]. Although the phonon resonance is relatively weak, oxide is a very commonly used material in micro-fabrication and as such its surface phonon-polariton modes are potentially of interest. As described in Section 2.5, there are three main ways to couple to surface polaritons. For NSOM measurements specialized equipment is required,
and the coupling efficiency by gratings can be low. Thus, a prism coupling approach was taken for these measurements.

5.1.1 Modified Otto Configuration

To measure propagation lengths with prism coupling, the natural choice is to use the Otto configuration described in Section 2.5.3. To accomplish this task, the configuration is slightly modified as shown in Figure 5.1. Two right-angle prisms are positioned over the surface of interest at some distance apart. The first prism is used to launch the surface wave, and the second is used to couple the surface mode out to a detector. By varying the distance between the two prisms, the attenuation of the surface polariton can be measured. This approach was taken by Schoenwald in 1973 [24] to measure the propagation length of the copper-air surface plasmon-polariton. At a wavelength of 10.6 \( \mu \text{m} \), they measured the propagation length to be 1.6 cm.

![Figure 5.1 Double Prism Configuration for Propagation Length Measurement](image)

The limitation with this approach is finding a laser source with the right frequency to excite the surface polariton. In particular, for silicon dioxide, there are no easily available sources at the appropriate resonance frequencies.
5.1.2 Attenuated Total Reflection

An alternative method of prism coupling is to use FTIR with ATR. It is experimentally easier to realize [98-103], but requires a little more analysis to extract the propagation length. In this arrangement, the evanescent wave from total internal reflection is used to provide the extra momentum required to couple propagating light to the surface polariton. Shown in Figure 5.2 are the layers and materials used. The interface of interest is separated from the zinc selenide (ZnSe) prism by an air gap of distance \( d \), and the prism has an index of refraction greater than air. The light in the prism is incident on the prism-air interface at an angle greater than the critical angle so that it experiences total internal reflection. The evanescent wave at the prism-air interface can have sufficient momentum in the \( \hat{x} \) direction so that at the appropriate frequency and air gap, it couples to the surface phonon-polariton at the air-SiO\(_2\) interface. The reflected light is measured and is very close to unity for all frequencies except around the surface polariton resonance. At this frequency, there is a dip in the reflection as the evanescent wave couples to the surface polariton. The frequency of the dip can be determined from the intersection of the prism light line and the surface polariton dispersion relation as shown in Figure 5.3.

![Figure 5.2 ATR Layer Geometry](image)

\[ \text{Figure 5.2 ATR Layer Geometry} \]
5.2 Angle Scan vs. Frequency Scan

With the Otto configuration, there are two options regarding how the measurement is made. The frequency of the light can be held constant, and the incident angle can be scanned. This effectively varies the in-plane momentum, \( k_x = \sqrt{\varepsilon_0 \frac{\omega}{c}} \sin \theta \), where \( \varepsilon_0 \) is the dielectric constant of the prism. Alternatively, the other option is to hold the incident angle fixed and scan the frequency. This is the natural choice for ATR measurements using FTIR where the crystal geometry and angle of incidence are predetermined by the equipment.

5.3 Layered Media Reflection

The structure of Figure 5.2 is readily modeled using the standard reflection and transmission equations for layered media [51, 104]. For a simple three layer geometry, the reflectivity, \( R = |r|^2 \), and the reflection coefficient is given by
\[
    r = \frac{r_{o1} + r_{12} \exp(2i\beta)}{1 + r_{01}r_{12} \exp(2i\beta)}
\]  

(5.1)

where \( r_{lm} = (\varepsilon_m k_{zl} - \varepsilon_i k_{zm}) / (\varepsilon_m k_{zl} + \varepsilon_i k_{zm}) \) is the TM mode Fresnel reflection coefficient at the single interface between layers \( l \) and \( m \), \( k_{zl} \) is the perpendicular component of the wavevector in layer \( l \), and \( \beta = k_{zl} d \) is the extinction coefficient in the air gap. For additional layers, recursion relations [51] and propagation matrices [51] are used to find the overall reflectivity or transmissivity.

Shown in Figure 5.4 are the calculated reflectivity spectra for a system of ZnSe/Air/SiO\(_2\) layers with various air gap spacings. ZnSe has an index of refraction of 2.4, and the corresponding critical angle is \( \theta_c = 24.6^\circ \). It is seen that there are two dips in the spectra which correspond to the two regions where the real part of the oxide dielectric function is negative.
When complete coupling occurs, the reflectivity, as given by the modulus squared of Eqn. (5.1), goes to zero. Thus the optimum gap is given by

\[
d = \text{Re} \left\{ \frac{1}{2k_{z1}} \cos^{-1} \left( -\frac{r_{01}^2 - r_{12}^2}{2r_{01}r_{12}} \right) \right\}.
\] (5.2)

Using Eqn. (5.2), complete coupling is calculated to occur at \(2.094 \times 10^{14}\) rad s\(^{-1}\) with an air gap of 0.7 \(\mu\text{m}\), and at \(8.976 \times 10^{13}\) rad s\(^{-1}\) with a gap of 0.95 \(\mu\text{m}\). However, with air gaps less than 1 \(\mu\text{m}\), there are practical concerns of trapping particles between the sample and prism surfaces, and thus a larger gap spacing is desirable. For the dip at 9 \(\mu\text{m}\), it is seen that an air gap of one to two micron still produces a noticeable dip in the ATR reflectivity, and so a nominal 2 \(\mu\text{m}\) air gap was used.

### 5.3.1 Finite Film Thicknesses & Substrate

As indicated in Figure 5.5, the actual structure will consist of a finite thickness film on a substrate. This substrate underneath the film potentially affects the reflectivity due to penetration of the wave at the air-oxide interface into the substrate. To measure the single-interface surface polariton propagation length, the oxide layer needs to be thick enough to approximate an infinite half-space. The calculated effect of a silicon substrate on various film thicknesses of oxide is shown in Figure 5.6. The calculations show that an oxide film thickness of about 1 \(\mu\text{m}\) or greater will prevent perturbations by the second interface between the SiO\(_2\) film and the silicon substrate. For film thicknesses below 0.5 \(\mu\text{m}\) there is a significant modification of the reflectivity. There is a shift of the peak dip frequency and an increase in reflectivity. Thus, the samples were fabricated with an oxide thickness of 1 \(\mu\text{m}\).
Figure 5.5 Actual ATR Geometry

Figure 5.6 Effect of Finite SiO$_2$ Film Thickness and Si Substrate
5.3.2 Suspended Thin Films

As discussed in Section 2.4, for suspended films that support surface polaritons on both surfaces, the thin film surface polariton dispersion relations predict a splitting into a higher frequency anti-symmetric mode and a lower frequency symmetric mode. This splitting is also predicted in the ATR spectra as shown in Figure 5.7. However, due to compressive stress concerns, it is difficult in practice to realize a freely-suspended silicon dioxide membrane. Thus, these calculations were done for a suspended silicon carbide film and a potassium bromide (KBr) prism. KBr has an index of 1.54, which gives the prism light line a steeper slope than ZnSe. Thus, the intersection with the surface polariton dispersion relation occurs in a region where the group velocity is higher, and the resulting propagation length is longer. The intersection of the prism light line and SiC thin film dispersion relations is shown in Figure 5.8. It is seen that the intersection of the dispersion relations agree well with the locations of the dips in the ATR spectra.
Figure 5.7 Effect of Film Thickness for Suspended SiC Films

Figure 5.8 SiC Thin Film Dispersion Relation and KBr Prism Light Line
5.4 Sample Fabrication

5.4.1 Oxide Stress

As briefly mentioned in Section 5.3.2, one of the concerns with thermally grown oxide is that it is known to exhibit a residual stress that is on the order of 200 MPa compressive [105]. This compressive stress would cause a suspended membrane to wrinkle or crumple up, and would also cause a film deposited on a substrate to bend as illustrated in Figure 5.9.

![Figure 5.9 Compressive Stress Film on Substrate](image)

![Figure 5.10 Tensile Stress Film on Substrate](image)

The Stoney equation [106, 107] can be used to calculate the resulting curvature of the two layer system due to the film stress, and is given by

\[
R = \frac{ET^2}{6\sigma(1-\nu)t}
\]  

(5.3)

where \( R \) is the radius of curvature, \( \sigma \) is the film stress, \( E \) is the Young’s modulus of the substrate, \( T \) is the substrate thickness, \( \nu \) is the substrate Poisson’s ratio, and \( t \) is the film thickness. Eqn. (5.3) is valid when \( t/T < 0.01 \).

For one micron of thermal oxide on a 550 \( \mu m \) thick silicon wafer, the resulting wafer bow is calculated to be approximately -62 \( \mu m \) for a 150 mm diameter silicon wafer with a
biaxial Young’s modulus of $180 \times 10^8$ Pa. This bow was confirmed by measuring six wafers with a Tencor FLX-2320 Thin Film Stress Measurement system. The system uses laser interferometry to determine the wafer curvature before and after the deposition of the film. To determine the film stress, the oxide layer thickness was needed as an input, and was separately measured using a KLA-Tencor UV 1280 spectroscopic ellipsometer. The resulting measurements are listed in Table 5.1 and the stress for the six samples is plotted in Figure 5.11. Each wafer was measured twice in orthogonal directions. The bow was measured to be between -66 and -66 $\mu m$ for the six different samples, in good agreement with the prediction using the Stoney equation. However, with this level of curvature, even across a smaller 2 inch sample, the resulting bow is about -7 $\mu m$ which would still prevent the desired one to two micron gap for the Otto configuration.

<table>
<thead>
<tr>
<th>Wafer</th>
<th>Orientation</th>
<th>Film thickness (Å)</th>
<th>Bow (µm)</th>
<th>Stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>horizontal</td>
<td>10357</td>
<td>-57.73</td>
<td>-242</td>
</tr>
<tr>
<td>2</td>
<td>horizontal</td>
<td>10308</td>
<td>-56.18</td>
<td>-233</td>
</tr>
<tr>
<td>3</td>
<td>horizontal</td>
<td>10356</td>
<td>-66.52</td>
<td>-267</td>
</tr>
<tr>
<td>4</td>
<td>horizontal</td>
<td>10340</td>
<td>-60.49</td>
<td>-242</td>
</tr>
<tr>
<td>5</td>
<td>horizontal</td>
<td>10350</td>
<td>-64.87</td>
<td>-259</td>
</tr>
<tr>
<td>6</td>
<td>horizontal</td>
<td>10343</td>
<td>-56.61</td>
<td>-234</td>
</tr>
<tr>
<td>1</td>
<td>vertical</td>
<td>10357</td>
<td>-60.47</td>
<td>-258</td>
</tr>
<tr>
<td>2</td>
<td>vertical</td>
<td>10308</td>
<td>-62.46</td>
<td>-253</td>
</tr>
<tr>
<td>3</td>
<td>vertical</td>
<td>10356</td>
<td>-63.45</td>
<td>-255</td>
</tr>
<tr>
<td>4</td>
<td>vertical</td>
<td>10340</td>
<td>-61.37</td>
<td>-248</td>
</tr>
<tr>
<td>5</td>
<td>vertical</td>
<td>10350</td>
<td>-62.77</td>
<td>-253</td>
</tr>
<tr>
<td>6</td>
<td>vertical</td>
<td>10343</td>
<td>-60.16</td>
<td>-249</td>
</tr>
</tbody>
</table>

Table 5.1 Measured Thermal Oxide Wafer Bow & Stress
To overcome this problem, a plasma-enhanced chemical vapor deposition (PECVD) recipe was developed for a low-stress oxide. Tetraethylorthosilicate-based (TEOS) oxide was deposited using a Novellus Concept One system. The deposition was done at a temperature of 350 °C at a nominal rate of 0.25 µm/min. Motivated by the work of Zhang [108, 109], the percentage of low-frequency RF power was varied for each deposition while the total power was held constant. It was found that the resulting residual stress of the deposited oxide could be controlled from compressive to tensile as the percentage of low-frequency RF power was decreased as shown in Table 5.2 and Figure 5.12. The most neutral stress is achieved with 40% low-frequency RF power, and this was the recipe used for making the samples. This wafer was cut into 2 inch square samples using a diesaw.
<table>
<thead>
<tr>
<th>% Low-Frequency RF</th>
<th>Orientation</th>
<th>Film thickness (Å)</th>
<th>Bow (μm)</th>
<th>Stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>horizontal</td>
<td>9913</td>
<td>-26.06</td>
<td>-70.1</td>
</tr>
<tr>
<td>40</td>
<td>horizontal</td>
<td>10236</td>
<td>-0.76</td>
<td>-2.0</td>
</tr>
<tr>
<td>30</td>
<td>horizontal</td>
<td>10389</td>
<td>40.87</td>
<td>104.9</td>
</tr>
<tr>
<td>20</td>
<td>horizontal</td>
<td>10526</td>
<td>40.62</td>
<td>102.9</td>
</tr>
<tr>
<td>25</td>
<td>horizontal</td>
<td>10432</td>
<td>54.38</td>
<td>139</td>
</tr>
<tr>
<td>35</td>
<td>horizontal</td>
<td>10274</td>
<td>23.58</td>
<td>61.2</td>
</tr>
<tr>
<td>50</td>
<td>vertical</td>
<td>9913</td>
<td>-72.49</td>
<td>-195</td>
</tr>
<tr>
<td>40</td>
<td>vertical</td>
<td>10236</td>
<td>-6.53</td>
<td>-17.0</td>
</tr>
<tr>
<td>30</td>
<td>vertical</td>
<td>10389</td>
<td>14.92</td>
<td>38.3</td>
</tr>
<tr>
<td>20</td>
<td>vertical</td>
<td>10526</td>
<td>30.04</td>
<td>76.1</td>
</tr>
<tr>
<td>25</td>
<td>vertical</td>
<td>10432</td>
<td>25.12</td>
<td>64.2</td>
</tr>
<tr>
<td>35</td>
<td>vertical</td>
<td>10274</td>
<td>4.28</td>
<td>11.1</td>
</tr>
</tbody>
</table>

Table 5.2 Measured PECVD TEOS Oxide Wafer Bow & Stress

It is also observed from Figure 5.12 that the PECVD stress measurements made across the wafer in the horizontal direction are systematically higher than those in the vertical direction (although the one vertical measurement made at 50% low-frequency RF...
power appears a statistical outlier). The physical difference between the two measurement directions is the presence of the wafer flat which reduces the effective vertical dimension. However, this trend is not observed in the stress measurements of the thermal oxide in Figure 5.11, and so the difference in measured stress can not be attributed to the wafer flat. Rather, it is likely that there is some non-uniformity in the deposition chamber which leads to an anisotropic film thickness or stress during the deposition. Each wafer is rotated through five different locations during each deposition and may be preferentially exposed to the plasma, leading to the observed difference between the horizontally and vertically measured stresses.

5.4.2 Photoresist Spacer
The other experimental difficulty is in specifying and controlling the air gap. The desired 2 μm air gap was realized by using dots of photoresist as spacers. A small amount of photoresist was placed at the edges of the chip which was then spun at 2000 rpm for 30 seconds to achieve the desired thickness. A 95°C, one hour hard bake was performed to drive off residual solvents and harden the resist.

5.5 Measurements
Measurements were made using a Thermo-Nicolet Magna-IR 860 Spectrometer set up with a liquid nitrogen-cooled mercury cadmium telluride detector, and a KBr beam splitter. The detector has a resolution of 4 cm⁻¹ and a spectral range of 650 cm⁻¹ to 4000 cm⁻¹. As a result only the surface phonon-polariton at 9 μm could be studied. A ZnSe wire grid polarizer was used to set the polarization of the incident light, and 128 scans were used to collect the data. A horizontal ATR accessory with a 50 mm x 10 mm x 2 mm 45° single pass trapezoid ZnSe crystal allowed for multiple reflections of the beam to interact with the sample. Slight
pressure was applied on the sample with a small clamp and thumb screw to ensure good contact between the photoresist spacers and the crystal surface. Excessive pressure was avoided as it would cause the ATR crystal to break.

The measured ATR spectra are shown in Figure 5.13. Both the TE and the TM modes were measured separately, and as expected only the reflectivity spectrum of the TM mode exhibits coupling to the surface mode. The wavelength of the dip is found to be at 8.72 \( \mu m \), in good agreement with the prediction of 8.76 \( \mu m \) from the intersection of the prism and surface polariton dispersion relations shown in Figure 5.3. Also plotted in the figure is the calculated reflectivity for a 1 \( \mu m \) thick SiO\(_2\) film on a silicon substrate, separated from the prism by a 2 \( \mu m \) air gap. It is seen that the measured data is blue-shifted by about 50 nm and that the magnitude has an offset of 0.008. As seen from Figure 5.4, the dip in reflectivity is strongly dependent on the air gap. In fact, the dependence is exponential as was shown above in Eqn. (5.1). Repeating the calculation with a reduced air gap of 1.9 \( \mu m \) shifts the position of the dip in reflectivity and provides a much better fit to the data. Given the details of the experimental apparatus, a 100 nm variation in air gap spacing is not unreasonable.
A measurement was also made using a potassium bromide (KBr) prism and is shown in Figure 5.14. The KBr light line intersects the dispersion relation at a steeper portion of the curve as was shown in Figure 5.3. As a result, the corresponding propagation length is longer. For this measurement, the gap was nominally 10 $\mu$m, and was obtained by using thick photoresist to create the spacers.
To extrapolate the propagation length from the measured ATR spectra we start with the expression for the multi-layer reflectivity, Eqn. (5.1) and algebraically manipulate it to explicitly include the surface polariton wavevector, $k_{sp} = (\omega/c) \sqrt{\varepsilon_1 \varepsilon_2 / \varepsilon_1 + \varepsilon_2}$. Thus, at each frequency,

\[
R(k_{sp}) = \frac{r_0 + \frac{(\varepsilon_2 k_{z2} - \varepsilon_1 k_{z2})^2}{(\varepsilon_1^2 - \varepsilon_2^2)}}{k_x^2 - k_{sp}^2} e^{2i\beta} 
\]

\[
1 + r_0 \frac{(\varepsilon_2 k_{z2} - \varepsilon_1 k_{z2})^2}{k_x^2 - k_{sp}^2} e^{2i\beta}
\]

A MATLAB zero finding routine, FZERO, was then used to find the value of the complex surface polariton wavevector that gives the best fit to the ATR data. Averaging over the range of frequencies where data was taken, it was found that the surface phonon-polariton propagation length is $10.8 \pm 1.3 \mu m$ at 8.72 $\mu m$, and $13.4 \pm 1.4 \mu m$ at 9.03 $\mu m$. 

Figure 5.14 Measured and Calculated ATR Spectra with KBr Prism
The calculated value of the oxide surface polariton propagation length is shown in Figure 5.15. It is seen that at 8.72 µm the corresponding propagation length has a value of nine micron which is in good agreement with the value extracted from the ATR measurement. Similarly, at 9.03 µm, the calculated propagation length of 16 µm is in fair agreement with the extracted value.

![Figure 5.15 Calculated Propagation Length of SiO₂ Surface Phonon-Polariton](image)

For reference, the calculated propagation lengths for various surface phonon-polaritons on silicon carbide and amorphous silicon dioxide are listed in Table 5.3 and Table 5.4. The propagation lengths are a function of frequency, so for illustrative purposes only the maximum calculated value is listed. For thin films this will occur for the anti-symmetric mode, and for silicon dioxide, it is the stronger dielectric function resonance at 9 µm that is listed.
<table>
<thead>
<tr>
<th>Surface Polariton Type</th>
<th>Film Thickness</th>
<th>Maximum Propagation Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Interface</td>
<td>-</td>
<td>700 µm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>1 µm</td>
<td>845 µm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>500 nm</td>
<td>4.7 mm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>200 nm</td>
<td>54 mm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>100 nm</td>
<td>31 cm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>50 nm</td>
<td>1.6 m</td>
</tr>
<tr>
<td>Thin Film</td>
<td>10 nm</td>
<td>56 m</td>
</tr>
</tbody>
</table>

Table 5.3 Calculated SiC Propagation Lengths

<table>
<thead>
<tr>
<th>Surface Polariton Type</th>
<th>Film Thickness</th>
<th>Maximum Propagation Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Interface</td>
<td>-</td>
<td>35 µm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>1 µm</td>
<td>42 µm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>500 nm</td>
<td>187 µm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>200 nm</td>
<td>1.4 mm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>100 nm</td>
<td>5.7 mm</td>
</tr>
<tr>
<td>Thin Film</td>
<td>50 nm</td>
<td>23 mm</td>
</tr>
</tbody>
</table>

Table 5.4 Calculated SiO₂ Propagation Lengths

### 5.6 Conclusions

An experimental measurement of the propagation length of the single-interface surface phonon-polariton on amorphous silicon dioxide was made. The propagation length was extracted from the spectral reflectivity which was measured by attenuated total reflection. It was found that the experimentally measured propagation length of 10.8 µm agreed well with the value calculated from the complex in-plane wavevector and tabulated values of the dielectric function.

The limitation of the ATR method used is that it only picks out one point on the dispersion relation. The ability to vary the incident angle would be ideal to map out the full
dispersion. Furthermore, it is the anti-symmetric mode of suspended films that has the greatest propagation length. Unfortunately, it was not possible to measure suspended samples due to fabrication difficulty, although some process development was started. It should also be noted that given some of the extremely large surface polariton propagation lengths, the actual effective mean free path will be set by the sample dimensions, so that the surface polariton transport is actually ballistic.
Chapter 6

Extraordinary Optical Transmission

In this chapter, the focus is turned away from energy transport along the in-plane direction of a thin film, and is now focused on transmission in the perpendicular direction, or through the film. Specifically, experimental measurements are presented of the transmission through an amorphous silicon dioxide film that has been perforated by sub-wavelength holes. The data agree very well with simulations performed in conjunction with Rafif Hamam of Prof. Marin Soljačić’s group.

6.1 Introduction

As briefly discussed in Section 1.2, the possible explanations for extraordinary optical transmission (EOT) suggest that the effect should be observed in materials with a negative dielectric function [32]. Metals can support surface plasmons, and for dielectrics the analogue are surface phonon-polaritons. The surface plasmon range extends from $\omega_p/\sqrt{1+\varepsilon_d}$ down to zero frequency, where $\varepsilon_d$ is the dielectric constant of the surrounding medium. However, the surface phonon-polariton resonance only occurs over a finite frequency range which is defined roughly between the transverse optical and longitudinal optical phonon frequencies. With the exception of one measurement on silicon carbide [43],
all of the experimental EOT measurements to date have been of metal films. Although amorphous silicon dioxide has a weak dielectric resonance, the measurements and calculations in this chapter demonstrate that EOT also occurs through a perforated dielectric film.

### 6.2 Sample Fabrication

Shown in Figure 6.1 are the dimensions and geometry of the samples fabricated and measured. The film of thickness $t$ resides on a substrate. The circular holes have a diameter $d$ and are arranged in a square lattice with periodicity $a_0$. The diameter of the holes is specified to be less than half the wavelength of the incident light so that no propagating guided modes are supported.

![Figure 6.1 EOT Sample Geometry and Dimensions](image)

The fabrication of the samples was very straightforward and accomplished via standard micro-fabrication techniques. Schematic cross-sections of the process are shown in Figure 6.2. The substrates consisted of silicon wafers obtained from Silicon Quest International. The wafers were double side polished, 500 $\mu m$ thick, p-type, $<100>$ wafers
with 1-10 Ω-cm resistivity. The first step was to grow one micron of thermal oxide on the silicon wafers using a wet recipe. Pattern transfer was achieved using direct contact photolithography using positive resist. The chrome on soda lime glass mask was made by Advance Reproductions and pen plots are reproduced in Appendix C. A buffered oxide etch was used to simultaneously etch the desired pattern and remove the backside oxide, and a final oxygen plasma was used to ash the photoresist.

One practical concern regarding the pattern generation of the mask was the number of drawing elements. The desired patterns consisted of a square lattice of circular holes covering an area of 12 mm by 12 mm. The lattice constant of the hole arrays was 4 \( \mu m \) and 8 \( \mu m \), and the diameter of the holes was 2 \( \mu m \). A quick calculation shows that this would result in 2 to 9 million circles for each sample. With 12 samples per wafer, this becomes an unwieldy number of elements for the drawing software and mask pattern generation. A solution is to instead layout the reversed image as illustrated in Figure 6.3. Instead of scaling

---

Figure 6.2 Process Flow

---
by \( n^2 \) where \( n \) is the number of rows and columns of elements, the number of elements of the reversed image scales as \( 2n \). Thus, instead of 9 million circles, there are only approximately 6,000 rectangles for each sample which is a significant savings in element count. However, the drawback is that instead of circles, squares result.

<p>| | | |</p>
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Figure 6.3 Mask Pattern Scaling

Fortuitously, the mask maker had some issues with the reproduction fidelity of the 2 micron linewidths, and the resulting squares actually appeared as circles on the mask. A scanning electron micrograph (SEM) image of the actual etched holes in silicon dioxide is shown in Figure 6.4.

Figure 6.4 SEM of Etched Holes (courtesy of C. T. Harris)
6.3 Experimental Measurements

Similar to the propagation length measurements of Chapter 5, the infra-red transmission spectra of the samples were measured using FTIR spectroscopy. This time the Thermo-Nicolet Magna-IR 860 Spectrometer was set up with a DTGS/KBr detector, and a KBr beam splitter. This detector has a spectral range of 400 cm\(^{-1}\) to 4000 cm\(^{-1}\) with a resolution of 4 cm\(^{-1}\). Transmission spectra were obtained for normal incidence, and an aperture was used to produce a spot size of approximately 8.75 mm in diameter on the sample.

6.3.1 Solid Film

Shown in Figure 6.5 are the measured and the analytically calculated transmission through a 1 \(\mu m\) thick, non-perforated film of SiO\(_2\) on a 500 \(\mu m\) thick silicon wafer. First, the transmission through and reflection from the SiO\(_2\) film alone were calculated using a wave optics formulation. The film was modeled as a thin homogeneous dielectric sandwiched between two infinite half spaces of vacuum (\(\varepsilon =1\)) and silicon (\(\varepsilon =11.7\)), resulting in the transmissivity, \(T_{\text{film}}(\omega)\), and reflectivity, \(R_{\text{film}}(\omega)\), of the film alone [104]. On the other side of the silicon wafer next to air, Fresnel coefficients were used to calculate the corresponding quantities, \(T_{\text{back}}(\omega)\) and \(R_{\text{back}}(\omega)\). The inset to Figure 6.5 shows a side view of the light path through the sample and the definition of the transmissivities and reflectivities. Ray tracing of the intensity through the substrate is then used to calculate the transmission through the entire structure [45].

In addition, absorption in the silicon wafer, \(A_{\text{silicon}}(\omega) = \exp(-4\pi\kappa d/\lambda)\) where \(\kappa\) is the imaginary part of the complex index of refraction, \(d\) is the thickness of the wafer, and \(\lambda\)
is the wavelength, was significant due to the large thickness and was also included. Thus, the overall transmission is given by

\[
T_{\text{overall}}(\omega) = \frac{T_{\text{film}}(\omega)T_{\text{back}}(\omega)}{1-R_{\text{film}}(\omega)R_{\text{back}}(\omega)}A_{\text{silicon}}(\omega),
\]

where all quantities are frequency dependent. The optical constants for SiO$_2$ and silicon used in these calculations were taken from published values [45].

![Figure 6.5 Measured and Calculated Transmission Through a Solid Film](image)

Overall, there is very good agreement between the analytically calculated and measured transmission spectra. It is also seen that the effect of absorption in the silicon substrate is quite important in matching the experimental data. In particular, at 16 \( \mu \)m the effect of the silicon transverse optical phonon is quite important. Overall, the gross features of the spectrum are clearly reproduced, as is much of the small scale structure. The small discrepancy between the measured and analytically calculated spectra is likely due to the fact that the actual optical constants depend on the doping level of the silicon [110, 111].
6.3.2 Perforated Films

Next, measurements were made of the oxide films with holes etched through them. Plotted in Figure 6.6 is the measured transmission spectra of a perforated SiO$_2$ film normalized to the transmission through a solid film. Thus, a value greater than unity indicates that the transmission through the perforated film is more than that through the solid film. In the range of wavelengths from 6 $\mu$m to 24 $\mu$m, the 2 $\mu$m holes are clearly below the cutoff wavelength and do not support any propagating modes. Thus, for most of the range the transmission ratio is unity as is expected. Nevertheless, it is observed that the perforated film has significantly greater transmission in two regions: one around 9 $\mu$m and the other around 21 $\mu$m. Furthermore, these two wavelength ranges correspond exactly to where the real part of the silicon dioxide dielectric function is negative.

![Figure 6.6 Measured Transmission Through Perforated Oxide Films](image)

The question then is whether or not surface phonon-polaritons are supported at these wavelengths. The frequency range where surface phonon-polaritons exist is roughly
bounded by the transverse optical and longitudinal optical phonon frequencies of each resonance. However, as discussed in Section 2.3.2, the highly damped nature of the SiO$_2$ phonon resonances indicate that the complex plot of the real and imaginary parts of the wavevector needs to be examined to determine whether or not there is a mode trapped on the surface. Although the dispersion relation will be modified by the array of holes, it has been noted that the effect will be to lower the frequency of the existing modes [40], and the magnitude of such red-shifts have been observed to be on the order of 10 to 100 nm [112, 113]. As such, we consider the usual dispersion relation at a smooth interface for simplicity.

Shown in Figure 6.7 is a complex plot of the wavevector which has been normalized to the light line in vacuum. It is seen that there are two frequency ranges ($8.6 - 9.3$ $\mu$m and $20.2 - 21.6$ $\mu$m) where the real part of the wavevector is greater than the light line. Hence, these modes are non-radiating. Furthermore, there are portions of these ranges where the imaginary part of the wavevector is small (less than a tenth of the real part), which indicates that the damping is low. As discussed in Section 2.3.2, together these two characteristics indicate the existence of surface modes. Also plotted in the figure are the wavelengths where the peak EOT occurs, at 9.1 $\mu$m and 21.4 $\mu$m. It is seen that these wavelengths clearly fall in the range of these surface phonon-polaritons.
It could be argued that the transmission enhancement is due to a reduction in the effective refractive index of the film caused by the holes. However, this mechanism would increase transmission over the entire spectrum, which is clearly not the case. Rather, the fact that EOT is only observed at the frequencies where surface phonon-polaritons exist, strongly points towards their involvement in the transmission. Coupling of the normally incident light to the surface modes on the air-SiO$_2$ interface is via the grating momentum provided by the hole array [112]. After some type of resonant interaction in the perforated film, the lack of a surface mode at the SiO$_2$-silicon interface then allows for the resonant mode to couple directly back into a propagating wave in the silicon substrate.

### 6.4 FDTD Simulations

Numerical simulations were performed in collaboration with Rafif Hamam of Prof. Marin Soljačić’s group using a finite-difference time-domain (FDTD) algorithm [114]. Apart from discretization, these simulations model Maxwell’s equations in 3D exactly, taking into
account both material dispersion and absorption. As shown in Figure 6.8, the computational cell had dimensions of $a \times a \times 250$ grid points (GP), where $a$ is the lattice constant (in GP) of the hole period, and every GP corresponds to 0.1 $\mu m$. The SiO$_2$ film was placed in the middle of the computational cell, and was surrounded by vacuum on one side, and a half space of silicon on the other.

Absorption and dispersion in the SiO$_2$ film was incorporated by means of a modified Lorentz model for the dielectric function,

$$
\varepsilon(\omega) = \varepsilon_\infty + \sum_{j=1}^{2} \frac{\sigma_j}{\omega_0^2 - \omega^2 - i\omega\gamma_j},
$$

(6.2)
where $\varepsilon_{\infty}$ is the high-frequency dielectric constant, $\omega_0$, is the resonance absorption frequency, $\gamma_i$ is the linewidth due to damping, and $\sigma_i$ is the conductivity. These coefficients were obtained by fitting the actual complex dielectric function values [45] for SiO$_2$ to the above equation, and are listed in Table 6.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\sigma_i \left( \text{rad}^2 \text{s}^{-2} \right)$</th>
<th>$\omega_0, i \left( \text{rad} \text{s}^{-1} \right)$</th>
<th>$\gamma_i \left( \text{rad} \text{s}^{-1} \right)$</th>
<th>$\varepsilon_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonance 1</td>
<td>4.4767x10$^{27}$</td>
<td>8.6732x10$^{13}$</td>
<td>3.3026x10$^{12}$</td>
<td>2.0014</td>
</tr>
<tr>
<td>Resonance 2</td>
<td>2.3584x10$^{28}$</td>
<td>2.0219x10$^{14}$</td>
<td>8.3983x10$^{12}$</td>
<td>2.0014</td>
</tr>
</tbody>
</table>

Table 6.1 FDTD Dielectric Function Parameters

A temporally Gaussian pulse was incident normally on the SiO$_2$ film from the vacuum side. Perfectly-matched-layer (PML) [115, 116] boundary conditions were applied on the boundaries normal to the incident light to prevent reflections, and periodic boundary conditions were applied in the other directions.

The electromagnetic fields at planes located on both sides of the film just before the PMLs were recorded. Then, the Poynting power fluxes were calculated from the discrete Fourier-transforms of the fields. However, this power then needs to be normalized to the incident flux. Thus, the simulation was repeated with vacuum only in the computational cell, and the fluxes were recorded again. The transmissivity, $T_{\text{film}}(\omega)$, is given by the ratio of the flux through the plane with the structure, over the flux through the same plane, but in the case where there is only vacuum. The calculation for the reflectivity, $R_{\text{film}}(\omega)$, is similar, although in this case the incident and reflected fields need to be separated before calculating the flux. The same procedure and calculations were also repeated for the perforated SiO$_2$ films.
FDTD simulations were run for the same geometries as the experimentally measured samples: 2 \( \mu m \) circular holes on a square lattice with a 4 \( \mu m \) or 8 \( \mu m \) period. The results are plotted in Figure 6.9. It is seen that there is very good agreement between the simulations and the measurements. The frequencies of the enhancement are the same, and even the magnitudes agree to within 10%.

![Figure 6.9 FDTD Simulation Results (courtesy of Rafif Hamam)](image)

6.5 Conclusions

In this chapter, experimental measurements were made of infra-red transmission through silicon dioxide films perforated by subwavelength holes. It was seen that at particular frequencies, the transmission through the perforated film is significantly greater than that through a solid film. The frequencies where the extraordinary optical transmission is observed correspond very well with where surface phonon-polaritons are found to exist. Furthermore, results from FDTD simulations match the measured data very well. Further experiments with unsupported dielectric films and varied hole diameters could potentially further elucidate the mechanisms of transmission.
Chapter 7

Conclusions

7.1 Thesis Contributions

The contributions of this thesis can be grouped into two main themes. One is the transport of energy by surface polaritons along the in-plane direction of a thin film. The other is the transmission of energy in the perpendicular direction, through an amorphous film that is perforated by sub-wavelength holes.

This work is the first investigation of the energy transported by surface polaritons along the in-plane direction of thin films. Using a kinetic theory-based approach, it was calculated that the surface polaritons can transport a considerable amount of energy when the films are thin enough for significant splitting of the dispersion relations to occur [95]. The interesting result is that as the film thickness decreases, the energy transported by the surface polaritons increases. For a film of amorphous silicon dioxide, at a film thickness of 50 nm the surface phonon-polariton thermal conductivity is comparable to the bulk phonon thermal conductivity.

Next, a fluctuational electrodynamics approach was applied to the same problem. While this method has previously been applied to near-field radiation and direct emission calculations in the direction perpendicular to the film, before this work the in-plane direction
had not been addressed. The fluctuational electrodynamics calculations agree within a factor of two with the kinetic theory results.

Both calculations of the in-plane surface polariton energy flux point to the surface polariton propagation length as the source of the increased energy flux. Thus, an experimental measurement of the propagation length using ATR was performed. While ATR has been used to measure propagation lengths of surface polaritons on metals and crystalline dielectrics, this thesis presents the first experimental measurement of surface phonon-polaritons on an amorphous material. Although not generally considered a “good” polaritonic material due to its non-crystalline nature, these experiments show that surface phonon-polaritons on amorphous silicon dioxide can have a respectable propagation length.

The second major theme of this thesis is the transmission of energy through an amorphous silicon dioxide film perforated by sub-wavelength holes. Much theoretical and experimental work on EOT has been performed over the past decade, and while EOT has previously been observed, the material systems under consideration were metals and crystalline dielectrics. The experimental measurements of this work are the first observations of EOT for an amorphous material [117], and are also confirmed by FDTD simulations.

On a practical note, a survey of deposition conditions to develop a low-stress oxide was also performed. It was found that the residual stress of TEOS-based PECVD oxide films could be varied from compressive to tensile by changing the percentage of low-frequency RF power during the deposition. This result is of potential use in the microfabrication of free-standing structures.
7.2 Future Directions

The results for the in-plane energy transport by surface polaritons calculations are quite interesting, and suggest more consideration. In particular, the integration in the fluctuational electrodynamics should be treated with more advanced numerical techniques, perhaps along the lines of those suggested in Section 4.7.

While the EOT results strongly suggest the involvement of surface phonon-polaritons, the dependence of the enhanced transmission on the hole diameter and period could be teased out with more experiments. The observations suggest that smaller periods should be examined, but this requires commensurately smaller hole diameters which are beyond the resolution of the available contact photolithography. Finer linewidths using image reduction stepper projection is an option.

On the experimental side, measurements of suspended thin films would be the next step in validating the theoretical predictions. The first step would be to make ATR measurements of the anti-symmetric thin film surface polariton propagation length. This would then be followed by the more challenging in-plane thermal conductivity measurements, which might be accomplished using the $3\varnothing$ method [118, 119] or an adaption of other techniques [120, 121]. However, regardless of the measurement method there are significant experimental challenges to overcome in the fabrication of the required suspended structures.

Finally, in regard to potential applications, both the kinetic theory model and the fluctuational electrodynamics calculation show that the source of the increase in thin film energy transport is the long propagation length of the anti-symmetric mode. However, this mode propagates mainly outside the film, and in the case that the surrounding dielectric is lossless. For practical devices in microelectronics and optoelectronics, this physical structure
is not realistic. An interesting avenue to pursue is cladding layers of photonic crystals [122] or superlattices [123] that may allow realization of the low damping and long propagation lengths in practical structures.
Appendix A

Fluctuational Electrodynamics Expressions

Explicit expressions for the electric and magnetic Green’s functions of Chapter 4 are given in this Appendix, followed by some details of the algebraic manipulations of Eqn. (4.7). Example surface plots of the real and imaginary parts of the integrand for particular values of \( k_x, z, \) and \( z' \) are also shown for the case when the source and observation are both inside the film.

\[
\tilde{G}_E(\vec{r}, \vec{r}', \omega) = \int \int_{-\infty}^{\infty} \frac{dk_x dk_y}{4\pi^2} \frac{i}{\kappa_3} e^{i(k_x(z-z') + k_y(y-y'))} \times \\
\left[ \frac{1}{k^2_{p'}} \hat{x'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) - \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right] \\
- \hat{y'} \left( e^{ik_{32}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) - \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \\
+ \hat{z'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
+ \hat{x'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
- \hat{y'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
- \hat{z'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
+ \hat{x'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
- \hat{y'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
- \hat{z'} \left( k_{p'}^2 \left( e^{ik_{p'}(z-z')} + \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + \frac{k_{p'}^2 k_{32}^2}{k_3^2} \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) \right) \\
+ \frac{1}{k_0^2} \hat{z'} \left( \left( k_{p'} - \frac{k_{32}}{|z-z'|} \right)^2 - k_{p'}^2 \left( \rho_{32}^p e^{ik_{32}(z+z')} + \rho_{31}^p e^{ik_{31}(2d-z-z')} \right) + i2k_{32} \delta (z-z') \right) \\ 
\right] 
\]
\[ \tilde{G}_H (\vec{r}, \vec{r}', \omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk_xdk_y}{4\pi^2} e^{i(k_x(x-x')+k_y(y-y'))} \frac{-1}{2k^3} \times \]

\[
\begin{align*}
&\frac{k_{p} k_{z_3}}{k^2} \hat{x}\hat{x} \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) - \frac{(k_{p}^2 + k_{z_3}^2)}{k^2} \left( \rho_{32}^p e^{ik_{z_3}(z+z')} - \rho_{31}^p e^{ik_{z_3}(2d-z-z')} \right) \\
&\frac{k_{z_3}}{k^2} \hat{y}\hat{y} \left( k_{p}^2 \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) + \frac{k_{z_3}^2}{k^2} \left( \rho_{32}^p e^{ik_{z_3}(z+z')} - \rho_{31}^p e^{ik_{z_3}(2d-z-z')} \right) \right) \\
&+ \frac{k_{z_3}}{k^2} \hat{z}\hat{z} \left( k_{p}^2 \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) - \frac{(k_{p}^2 + k_{z_3}^2)}{k^2} \left( \rho_{32}^p e^{ik_{z_3}(z+z')} - \rho_{31}^p e^{ik_{z_3}(2d-z-z')} \right) \right) \\
&- \frac{k_{p} k_{z_3}}{k^2} \hat{y}\hat{y} \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) - \frac{(k_{p}^2 + k_{z_3}^2)}{k^2} \left( \rho_{32}^p e^{ik_{z_3}(z+z')} - \rho_{31}^p e^{ik_{z_3}(2d-z-z')} \right) \\
&- \frac{k_{z_3}}{k^2} \hat{z}\hat{z} \left( k_{p}^2 \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) - \frac{(k_{p}^2 + k_{z_3}^2)}{k^2} \left( \rho_{32}^p e^{ik_{z_3}(z+z')} - \rho_{31}^p e^{ik_{z_3}(2d-z-z')} \right) \right) \\
&+ k_{z_3} \hat{z}\hat{y} \left( e^{ik_{z_3}(z-z')} + \rho_{32}^e e^{ik_{z_3}(z'+z)} - \rho_{31}^e e^{ik_{z_3}(2d-z-z')} \right) + 0\hat{z}\hat{z}
\end{align*}
\]
Substitution of $\tilde{G}_E$ and $\tilde{G}_H$ into Eqn. (4.7) results in,

$$\left\{E, H_\text{z} - E, H'_\text{z}\right\} =$$

$$\frac{i\omega \mu \varepsilon e^* \Theta(\omega, T)}{\pi} \int_{-\infty}^{\infty} dz' \int_{-\infty}^{0} dy' \int_{-\infty}^{\infty} dx' \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \frac{i}{2k_z^3} e^{i(k_z(z-z') + k_y(y-y'))} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} 4\pi^2 e^{-i(k_z(z-z') + k_y(y-y'))} - \frac{1}{2k_z^3},$$

$$- \frac{k_y}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} + \rho_{31}^p e^{i\delta_j(2d-z-z')}) - k_z^3 \left( \rho_{32}^p e^{i\delta_j(z-z')} + \rho_{31}^p e^{i\delta_j(2d-z-z')} \right) \right) \right)^*,$$

$$+ \frac{1}{k_z^2} \left( k_z^3 \left( (\rho_{32}^p e^{i\delta_j(z-z')} + \rho_{31}^p e^{i\delta_j(2d-z-z')}) - k_z^3 \left( \rho_{32}^p e^{i\delta_j(z-z')} + \rho_{31}^p e^{i\delta_j(2d-z-z')} \right) \right) \right)^*,$$

$$+ \frac{k_y}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$+ \frac{k_z^3}{k_x^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$- \frac{k_y}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$+ \frac{1}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$+ \frac{k_y}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$+ \frac{1}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*,$$

$$- \frac{k_y}{k_z^2} \left( (\rho_{32}^p e^{i\delta_j(z-z')} - \rho_{31}^p e^{i\delta_j(2d-z-z')}) \right) \right)^*.$$
collect $x'$ and $y'$ terms, and do integrations over $x'$ and $y'$ to get Dirac delta functions in $k_x$ and $k_y$

\[
\int_0^\infty \d y' e^{i(k_y - k_y')y'} = (2\pi) \delta(k_y - k_y')
\]

\[
\int_0^\infty \d x' e^{i(k_x - k_x')x'} = (\pi) \delta(k_x - k_x') + \frac{i}{(k_x - k_x')}
\]

\[
\langle E, H'_y - E, H'_x \rangle = \frac{\omega^2 \mu_e e^\ast}{32\pi^4} \int_0^\infty \d z' \int_0^\infty \d x' \int_0^\infty \d k_x \frac{d k_x}{k_x} \frac{d k_y}{k_y} e^{i(k_x - k_x')x'}
\]

\[
\{k_x k_y \left( e^{i k_x (z - z')} + \rho_{32} e^{i k_x (2d - z')} + \rho_{33} e^{i k_x (2d - z')} \right) - \frac{k_x^2}{k_x^2} \left( \rho_{32} e^{i k_x (z - z')} + \rho_{33} e^{i k_x (2d - z')} \right) \}
\]

\[
\{ -k_y \left( e^{i k_y (z - z')} + \rho_{23} e^{i k_y (2d - z')} + \rho_{13} e^{i k_y (2d - z')} \right) \}
\]

\[
+ \frac{1}{k_x^2} \{ k_x \left( e^{i k_x (z - z')} + \rho_{32} e^{i k_x (2d - z')} + \rho_{33} e^{i k_x (2d - z')} \right) \}
\]

\[
\left( k_y \left( e^{-i k_y (z - z')} + \rho_{23} e^{-i k_y (2d - z')} + \rho_{13} e^{-i k_y (2d - z')} \right) \right)
\]

\[
+ \left( k_x k_y \left( \rho_{32} e^{i k_x (z - z')} - \rho_{33} e^{i k_x (2d - z')} \right) \right)
\]

\[
\left( k_y \left( e^{-i k_y (z - z')} + \rho_{23} e^{-i k_y (2d - z')} - \rho_{13} e^{-i k_y (2d - z')} \right) \right)
\]

\[
+ \frac{1}{k_y^2} \left( k_y \left( e^{-i k_y (z - z')} + \rho_{23} e^{-i k_y (2d - z')} - \rho_{13} e^{-i k_y (2d - z')} \right) \right)
\]

\[
\left( k_x \left( e^{i k_x (z - z')} + \rho_{32} e^{i k_x (2d - z')} + \rho_{33} e^{i k_x (2d - z')} \right) \right)
\]

\[
\left( -k_y \left( e^{i k_y (z - z')} + \rho_{23} e^{i k_y (2d - z')} + \rho_{13} e^{i k_y (2d - z')} \right) \right)
\]

\[
- \frac{1}{k_y^2} \left( k_y \left( -k_y \frac{(z - z')}{|z - z'|} \right)^2 e^{i k_y (z - z')} - k_y^2 \left( \rho_{23} e^{i k_y (2d - z')} + \rho_{13} e^{i k_y (2d - z')} \right) + i 2 k_y \delta (z - z') \right)
\]

\[
- \frac{k_y}{k_x^2} \left( k_y \left( -k_y \frac{(z - z')}{|z - z'|} \right)^2 e^{i k_y (z - z')} - \left( k_y + k_y \right) \left( \rho_{23} e^{i k_y (2d - z')} + \rho_{13} e^{i k_y (2d - z')} \right) - 2i k_y \delta (z - z') \right)
\]
\[
\langle E_s H^*_s - E_e H^*_e \rangle = \frac{\omega^2 \mu_c e^* e^* \Theta(\omega, T)}{32\pi^3} \int \int_{-\infty}^{\infty} dk_3 \frac{k_3^2}{k_p^2} \left( e^{ik_3 z_3} + \rho_{32} e^{ik_3 z_3} + \rho_{31} e^{ik_3 (2d-z_3')} - \frac{k_3^2}{k_p^2} \left( \rho_{32} e^{ik_3 z_3} + \rho_{31} e^{ik_3 (2d-z_3')} \right) \right) \cdot \\
\left( e^{-ik_3 z_3} + \rho_{32}^* e^{-ik_3 z_3} + \rho_{31}^* e^{-ik_3 (2d-z_3')} \right) + \frac{1}{k_p^2} \left( k_3^2 \left( e^{ik_3 z_3} + \rho_{32} e^{ik_3 z_3} + \rho_{31} e^{ik_3 (2d-z_3')} \right) + \frac{k_3^2}{k_p^2} \left( \rho_{32} e^{ik_3 z_3} + \rho_{31} e^{ik_3 (2d-z_3')} \right) \right) \cdot \\
\left( k_3 \left( e^{-ik_3 z_3} + \rho_{32}^* e^{-ik_3 z_3} + \rho_{31}^* e^{-ik_3 (2d-z_3')} \right) \right) + \frac{k_3}{k_p} \left( \rho_{32} e^{ik_3 z_3} - \rho_{31} e^{ik_3 (2d-z_3')} \right) + \frac{k_3}{k_p} \left( \rho_{32} e^{ik_3 z_3} - \rho_{31} e^{ik_3 (2d-z_3')} \right) \cdot \\
\left( -k_3 k_{33} \left( e^{-i(k_3 + k_{33}) z_3 - \rho_{32} e^{-i(k_3 + k_{33}) z_3} - \rho_{31} e^{-i(k_3 + k_{33}) (2d-z_3')} \right) - \frac{k_3}{k_p} \left( k_{33} + k_{33}^* \right) \left( \rho_{32} e^{-ik_3 (2d-z_3')} - \rho_{31} e^{-ik_3 (2d-z_3')} \right) \right) - \frac{1}{k_p^2 e_3^2} \left( k_p^2 - \frac{k_{33}}{|z-z'|} \right)^2 e^{i(k_3 + k_{33}) z_3} + \frac{k_{33}^*}{|z-z'|} e^{i(k_3 + k_{33}) (2d-z_3')} + i2k_{33}^* \delta (z-z') \right) \cdot \\
\left( -k_3 k_{33} \left( e^{-i(k_3 + k_{33}) z_3 - \rho_{32} e^{-i(k_3 + k_{33}) z_3} - \rho_{31} e^{-i(k_3 + k_{33}) (2d-z_3')} \right) - \frac{k_3}{k_p} \left( k_{33} + k_{33}^* \right) \left( \rho_{32} e^{-ik_3 (2d-z_3')} - \rho_{31} e^{-ik_3 (2d-z_3')} \right) - 2ik_{33}^* \delta (z-z') \right) \right) 
\]
\[ + \frac{i \omega^2 \mu_i e_o e^n \Theta(\omega, T)^{\frac{3}{2}}}{32 \pi^4} \int \frac{dz^*}{2} \int dk_e dk_o \int dk_{s_1} \int dk_{s_2} f(k_{s_1}, k_{s_2}, k_{o}, k_{e}) e^{i(k_{s_1} - k_{s_2})z^*} \]

\[
\left( k_{s_1}^2 + \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} - \rho_{s_1}^o e^{-i\bar{a}_{s_1}(2d - z^*)} \right) + \frac{k_{s_1}^2}{k_3^2} \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(2d - z^*)} + \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} \right) \]

\[
\frac{k_{s_1}^2}{k_3^2} \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(z^* - z)} + \rho_{s_1}^e e^{-i\bar{a}_{s_1}(2d - z^*)} \right) + \frac{k_{s_1}^2 + k_{s_2}^2}{k_3^2} \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(2d - z^*)} + \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} \right) \]

\[
\frac{k_{s_1}^2}{k_3^2} \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(z^* - z)} - \rho_{s_1}^e e^{i\bar{a}_{s_1}(2d - z^*)} \right) + \frac{k_{s_1}^2 + k_{s_2}^2}{k_3^2} \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(2d - z^*)} - \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} \right) \]

\[
\frac{1}{k_3^2} \left( k_{s_1}^2 \left( \rho_{s_1}^o e^{i\bar{a}_{s_1}(2d - z^*)} + \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} \right) + \rho_{s_1}^o e^{i\bar{a}_{s_1}(2d - z^*)} + \rho_{s_1}^e e^{i\bar{a}_{s_1}(z^* - z)} \right) \]

The first term (on the previous page) is the symmetric term which occurs when the entire film is at the same temperature. Thus, only the second term (the one on this page) contributes to the in-plane flux.
Figure A.1 Imaginary Part of Integrand

Figure A.2 Real Part of Integrand
Appendix B

FORTRAN Recursion Code

In this Appendix a stripped-down version of the code used to perform the numerical integration is given. The actual code is split around the four singularities that occur in the integrand. The main program, functions and modules have been re-arranged below to permit ease of following the logical flow. The actual program has all of the modules listed before the main program, and all of the functions after. Note the use of recursive functions which allow the functions to call themselves (either directly or indirectly). The particular QUADPACK subroutine QAGS (Quadrature Adaptive General integrand Singularities) is not given but is easily found in the literature [92].

```fortran
program main
   call integralzs(e1,e2,e3,d,z,x) ! passes the various parameters to use
end program

! this function does the 4th integration over zs
function integralzs(e1, e2, e3, d, z, x)
   use params
   use func1
   real, intent(in) :: e1, e2, d, z, x
   complex, intent(in) :: e3
   real :: integralzs

   e1val = e1
   e2val = e2
   e3val = e3
   dval = d
   zval = z
   xval = x

   call qags (fzs, zsmin, zsmax, epsabs, epsrel, result, abserr, neval, ier)
   integralzs = result
end function integralzs

! takes a fxn of 1 variable and parameters, and makes it callable as a function
! of one variable: zs
module func1
   real :: e1val, e2val, dval, zval, xval
   complex :: e3val
contains
   function fzs(zsval)
      real, intent(in) :: zsval
      real :: fzs
      fzs = integralky(zsval, e1val, e2val, e3val, dval, zval, xval)
   end function fzs
end module func1
```
end function fzs
end module func1

! this function does the 3rd integration over ky
function integralky(zs, e1, e2, e3, d, z, x)
  use params
  use func2
  real, intent(in) :: zs, e1, e2, d, z, x
  complex, intent(in) :: e3
  real :: integralky
  zsval = zs
  e1val = e1
  e2val = e2
  e3val = e3
  dval = d
  zval = z
  xval = x
  call qags(fky, kymin, kymax, epsabs, epsrel, result, abserr, neval, ier)
  integralky = result
end function integralky

! takes a fxn of 2 variables and parameters, and makes it callable as a function of one variable: ky
module func2
  real :: zsval, e1val, e2val, dval, zval, xval
  complex :: e3val
contains
  function fky(kyval)
    real, intent(in) :: kyval
    real :: fky
    fky = integralkx(kyval, zsval, e1val, e2val, e3val, dval, zval, xval)
  end function fky
end module func2

! this function does the 2nd integration over kx
recursive function integralkx(ky, zs, e1, e2, e3, d, z, x)
  use params
  use func3
  real, intent(in) :: ky, zs, e1, e2, d, z, x
  complex, intent(in) :: e3
  real :: integralkx
  kyval = ky
  zsval = zs
  e1val = e1
  e2val = e2
  e3val = e3
  dval = d
  zval = z
  xval = x
  call qags(fkx, kxmin, kxmax, epsabs, epsrel, result, abserr, neval, ier)
  integralkx = result
end function integralkx

! takes a fxn of 3 variables and parameters, and makes it callable as a function of one variable: kx
module func3
  real :: kyval, zsval, e1val, e2val, dval, zval, xval
  complex :: e3val
contains
  function fkx(kxval)
    real, intent(in) :: kxval
    real :: fkx
    fkx = integralkx2(kxval, kyval, zsval, e1val, e2val, e3val, dval, zval, xval)
  end function fkx
end module func3
end function fkx
end module func3

! this function does the 1st integration over kx^2
recursive function integralkx2(kx, ky, zs, e1, e2, e3, d, z, x)
use params
real, intent(in) :: kx, ky, zs, e1, e2, d, z, x
complex, intent(in) :: e3
real :: integralkx2

kxval = kx
kyval = ky
zsval = zs
e1val = e1
e2val = e2
e3val = e3
dval = d
zval = z
xval = x

call qags(fkx2, kx2min, kx2max, epsabs, epsrel, result, abserr, neval, ier)
integralkx2 = result
end function integralkx2

! takes a function of 4 variables and parameters, and makes it callable as a
! function of one variable: kx^2
module func4
real :: kxval, kyval, zsval, e1val, e2val, dval, zval, xval
complex :: e3val
contains
function fkx2(kx2val)
real, intent(in) :: kx2val
real :: fkx2

! this is the function to integrate
! this one for the quadruple integral
! this function expects normalized values for
! kx, kx^2, ky, and zs

real :: kp, kp2, k0
complex :: kz1, kz2, kz3, kz12, kz22, kz32
complex :: rs31, rs32, rp31, rp32
complex :: ps31, ps32, pp31, pp32
complex :: rs312, rs322, rp312, rp322
complex :: ps312, ps322, pp312, pp322
complex :: GEyx, GEyy, GEzx, GEzy, GEzz
complex :: GHxz2, GHyz2, GHxy2, GHyy2, GHzy2

! c = 3e8;
! k0 = w/c;

k0 = 1.0d0
! everything is normalized to k0, so k0 = 1

kz1 = sqrt(dcmplx(e1val*k0**2 - kxval**2 - kyval**2))
! real or imaginary if kx and/or ky is big enough
kz2 = sqrt(dcmplx(e2val*k0**2 - kxval**2 - kyval**2))
! real or imaginary if kx and/or ky is big enough
kz3 = sqrt(dcmplx(e3val*k0**2 - kxval**2 - kyval**2))
! complex because e3 is complex

end function fkx2
end module func4

! the actual function to integrate is below:
function fkx2(kx2val)
real, intent(in) :: kx2val
real :: fkx2

! this is the function to integrate
! this one for the quadruple integral
! this function expects normalized values for
! kx, kx^2, ky, and zs

real :: kp, kp2, k0
! these are intermediate variables used just
! inside this function

complex :: kz1, kz2, kz3, kz12, kz22, kz32
complex :: rs31, rs32, rp31, rp32
complex :: ps31, ps32, pp31, pp32
complex :: rs312, rs322, rp312, rp322
complex :: ps312, ps322, pp312, pp322
complex :: GEyx, GEyy, GEzx, GEzy, GEzz
complex :: GHxz2, GHyz2, GHxy2, GHyy2, GHzy2

! c = 3e8;
! k0 = w/c;

k0 = 1.0d0
! everything is normalized to k0, so k0 = 1

kz1 = sqrt(dcmplx(e1val*k0**2 - kxval**2 - kyval**2))
! real or imaginary if kx and/or ky is big enough
kz2 = sqrt(dcmplx(e2val*k0**2 - kxval**2 - kyval**2))
! real or imaginary if kx and/or ky is big enough
kz3 = sqrt(dcmplx(e3val*k0**2 - kxval**2 - kyval**2))
! complex because e3 is complex

end function fkx2
\[ kp = \sqrt{(kxval^2 + kyval^2)} \]
\[ k_{z12} = \sqrt{dcmplx(e1val*k0^2-kx2val^2-kyval^2)} \]
\[ k_{z22} = \sqrt{dcmplx(e2val*k0^2-kx2val^2-kyval^2)} \]
\[ k_{z32} = \sqrt{dcmplx(e3val*k0^2-kx2val^2-kyval^2)} \]
\[ kp2 = \sqrt{(kx2val^2 + kyval^2)} \]

\[ rs_{31} = (kz3 - k_{z11})/(kz3 + k_{z11}) \]
\[ rs_{32} = (kz3 - k_{z22})/(kz3 + k_{z22}) \]
\[ rp_{31} = (e1val*kz3 - e3val*kz1)/(e1val*kz3 + e3val*kz1) \]
\[ rp_{32} = (e2val*kz3 - e3val*kz2)/(e2val*kz3 + e3val*kz2) \]

\[ GE_{yx} = (kxval*kyval**2/kp**2)*((exp((0.0d0,1.0d0)*abs(zval - zsval)) + ps31*exp((0.0d0,1.0d0)*kz3*(zval + zsval))) + ps31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) - (kyval**2*(e3val*k0**2))/pp31*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) + pp31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) \]

\[ GE_{zx} = (kxval*kyval**2/kp**2)*((exp((0.0d0,1.0d0)*abs(zval - zsval)) + ps31*exp((0.0d0,1.0d0)*kz3*(zval + zsval))) + ps31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) - (kyval**2*(e3val*k0**2))/pp31*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) + pp31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) \]

If \( \text{abs}(zval - zsval) \leq 1.0d-50 \) then
\[ GE_{zz} = (-1/(e3val*k0**2))*((kp - sign(1.0e0,(zval - zsval)))*kz3)**2*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) - kp**2*pp31*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) + pp31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) + (0.0d0,1.0d0)*2.0d0*kz3) \]
else
\[ GE_{zz} = (-1/(e3val*k0**2))*((kp - sign(1.0e0,(zval - zsval)))*kz3)**2*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) - kp**2*pp31*exp((0.0d0,1.0d0)*kz3*(zval + zsval)) + pp31*exp((0.0d0,1.0d0)*kz3*(2.0d0*dval - zval - zsval))) \]
end if

\[ GH_{xz2} = (exp(-(0.0d0,1.0d0)*conjg(kz32)*abs(zval - zsval)) + conjg(ps312)*exp(-(0.0d0,1.0d0)*conjg(kz32)*(zval + zsval)) + conjg(ps312)*exp(-(0.0d0,1.0d0)*conjg(kz32)*(2.0d0*dval - zval - zsval))) \]
\[ GH_{yz2} = kx2val*(exp(-(0.0d0,1.0d0)*conjg(kz32)*abs(zval - zsval)) + conjg(ps312)*exp(-(0.0d0,1.0d0)*conjg(kz32)*(zval + zsval)) + conjg(ps312)*exp(-(0.0d0,1.0d0)*conjg(kz32)*(2.0d0*dval - zval - zsval))) \]
\[GHxy2 = \frac{(\text{conjg}(kz32)/kp2^2) \cdot (kyval^2 \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot \text{abs}(zval - zsval)) + \text{conjg}(ps322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) - \text{conjg}(ps312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval))))}{(\text{conjg}(e3val) \cdot k0^2) \cdot (\text{conjg}(pp322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) - \text{conjg}(pp312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval)))}
\]

\[GHyy2 = \frac{-kx2val \cdot kyval \cdot \text{conjg}(kz32)/kp2^2 \cdot ((\exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot \text{abs}(zval - zsval)) + \text{conjg}(ps322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) - \text{conjg}(ps312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval)))}{(\text{conjg}(e3val) \cdot k0^2) \cdot (\text{conjg}(pp322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) - \text{conjg}(pp312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval)))}
\]

\[
\text{if (abs}(zval - zsval) <= 1.0d-50) \text{ then}
\]

\[
GHzy2 = \frac{-kx2val/(\text{conjg}(e3val) \cdot k0^2) \cdot ((kp2 - \text{sign}(1.0e0,(zval - zsval)) \cdot \text{conjg}(kz32))^2 \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot \text{abs}(zval - zsval)) - (kp2^2 + \text{conjg}(kz32)^2) \cdot (\text{conjg}(pp322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) + \text{conjg}(pp312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval))))}{2.0d0 \cdot (0.0d0,1.0d0) \cdot \text{conjg}(kz32)}
\]

\[
\text{else}
\]

\[
GHzy2 = \frac{-kx2val/(\text{conjg}(e3val) \cdot k0^2) \cdot ((kp2 - \text{sign}(1.0e0,(zval - zsval)) \cdot \text{conjg}(kz32))^2 \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot \text{abs}(zval - zsval)) - (kp2^2 + \text{conjg}(kz32)^2) \cdot (\text{conjg}(pp322) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (zval + zsval)) + \text{conjg}(pp312) \cdot \exp(-0.0d0,1.0d0 \cdot \text{conjg}(kz32) \cdot (2.0d0 \cdot dval - zval - zsval))))}{(0.0d0,1.0d0) \cdot \text{conjg}(kz32)}
\]

\[
\text{end if}
\]

\[fkx2 = \text{imag}(\exp((0.0d0,1.0d0) \cdot (kxval - kx2val) \cdot xval) \cdot (GEyx*GHxz2 + GEyy*GHy2 + GEzx*GHxy2 + GEzy*GHyy2 + GEzz*GHy2)/(kx2val - kxval) \cdot kz3 \cdot \text{conjg}(kz32)) \]
Appendix C

EOT Mask Set

Figure C.1 Mask Layout
Figure C.2 Mask Detail 1

Figure C.3 Mask Detail 2
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