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Abstract

Carbonaceous deposits have long plagued the internal combustion engine, yet a fundamental

comprehension of their underlying causes remains to be developed. In particular, piston land

deposits can bring about an array of problems; for example, once a thickness threshold is crossed,

the engine's reliability is threatened by an elevated possibility of seizure. As tightening emissions

regulations continue to place more stringent constraints on power cylinder design, control of

piston deposits, speci�cally in the top land and top ring groove, is becoming ever more di�cult.

Tests run on a heavy duty diesel engine revealed the piston land carbon deposit distribution to

be circumferentially nonuniform, and a theoretical inquiry was invoked to investigate the cause.

Since these deposits are typically lubricant derived, a three-dimensional, unsteady model of the

oil �lm attached to a piston land was formulated. Focus was placed on the top land, in order

to explore the e�ects of both reciprocating inertia and combustion-driven gas �ows on the �lm's

motion and thickness distribution. The numerical simulation created uses results from a realistic

CFD simulation of the combustion process as input data.

It was found that the gas velocities can have a profound e�ect. The gases create interesting wave

structures on the free surface of the oil �lm, signi�cantly altering the �lm thickness distribution.

A new mechanism governing oil transport was discovered. Clever usage of this mechanism could

substantially reduce the amount of oil, and hence the amount of deposit, on the top land. The

simulation shows potential for application not only to the study of deposit formation, but also

to that of oil consumption.
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3



.

This page was intentionally left blank.

4



Acknowledgments

If it were not for certain individuals, my time at MIT would have been far less interesting.

First, I would like to thank my advisors, Dr. Tian Tian and Dr. Victor Wong. Working closely

with Dr. Tian has been extremely instructive and enjoyable; his consistently insightful comments

are highly valued and will not be forgotten. I am also grateful to Dr. Wong, for encouraging

me to think independently. Through his example, Dr. Wong has taught me that no matter how

broad or complex the task, with a concerted e�ort, it can usually be accomplished with just a

few days' work.

Academically, I would like to thank MIT Professors John Heywood, Gareth McKinley, and

Nicolas Hadjiconstantinou for the many well prepared and thought provoking lectures presented

in their respective classes. I am also very grateful for two of my Lehigh instructors, Professors

Stanley Johnson and Forbes T. Brown, whose wisdom and enthusiastic assistance collectively

sparked my interests enough to motivate me to pursue graduate school.

I must also thank the collaborators from my various sponsors; along the way, these gentlemen

have o�ered many helpful comments which have contributed to this work.

Additionally, I have been blessed with a great group of friends, both within and outside the

Sloan lab, while at MIT. It has been a pleasure to share an o�ce and co�eemaker with my good

friend Alex Sappok for the last two years. I would also like to thank my other past o�cemates,

Rosalind Takata, Ben Thomas, Luke Moughon, Eric Heubel, and Jordan Stephens, for all of the

lively conversations, and particularly Roz for the research assistance and friendship. I would

like to thank Ben for taking advantage of my easily distracted personality. Special thanks must

be extended to Dr. Farzan Parsinejad, for his much appreciated gifts of technical advice and

friendship. I am also grateful to Fiona McClure, Yong Li, Jared Ahern, and Simon Watson, for

their advice on numerical methods. The Sloan Laboratory sta� was a pleasure to work with;

Nancy Cook and Janet Maslow both maintained high standards of professionalism and were

always willing to help, and for that I am thankful. Thanks are also extended to Amanda Shing

for performing a valuable literature survey.

In closing, my family deserves my deepest thanks for constantly encouraging me to excel in

whatever I choose to do.

5



T

This page was intentionally left blank.

6



Contents

1 Introduction 15

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4 About this document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2 Background 21

2.1 Piston Thermal Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Lubricant Degradation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 Modeling Approach 25

3.1 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Model Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.1 Scaling Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2.2 Robustness of Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.3 Velocity Pro�les . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.4 Governing Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 Classi�cation of the Governing Equation . . . . . . . . . . . . . . . . . . . . . . 33

3.4 Properties of Solutions to the Governing Equation . . . . . . . . . . . . . . . . . 34

3.4.1 Characteristic Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.4.2 Shocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4.3 Weak Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4.4 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

7



3.4.5 Rankine-Hugoniot relation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4.6 Total Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.5 Importance of Surface Tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.6 Auxiliary Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6.1 Lubricant Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6.2 Top Land Crevice Gas Velocities . . . . . . . . . . . . . . . . . . . . . . . 46

3.7 Experimental Validation of the Model . . . . . . . . . . . . . . . . . . . . . . . . 50

4 Numerical Approach 53

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1.1 Approach Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.2 Finite Volume Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.3 Conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.4 Dissipative and Dispersive Errors . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.5 Decoupling of Discretizations . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.6 Time Stepping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2.7 Convergence to a Weak Solution . . . . . . . . . . . . . . . . . . . . . . . 64

4.2.8 Entropy and Monotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.9 Total Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 Scheme Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

8



4.4 Shock Capturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4.1 Limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4.2 Flux Limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.4.3 Slope Limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.4.4 Degeneration to First Order Accuracy . . . . . . . . . . . . . . . . . . . . 78

4.5 Temporal Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.6 Extension to Three Independent Variables . . . . . . . . . . . . . . . . . . . . . . 80

4.7 Some Alternatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7.1 Time Stepping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.7.2 Wave Limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.7.3 Front Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.7.4 Random Choice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.7.5 ENO/WENO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.7.6 Discontinuous Galerkin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Implementation 87

5.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.1.1 Conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.1.2 Qualitative Error Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.1.3 Quantitative Error Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.1 Grid Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.2 Boundaries at the Circumferential Extremes . . . . . . . . . . . . . . . . . 100

9



5.2.3 Boundaries at the Axial Extremes . . . . . . . . . . . . . . . . . . . . . . 100

5.3 Oil Supply Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3.1 tlomm's Oil Supply Mechanism . . . . . . . . . . . . . . . . . . . . . . . 104

5.4 Some Programmatic Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.4.1 Gas Velocity Input Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.4.2 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.4.3 Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6 Results 109

6.1 Sample Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.1.1 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.1.3 Comparison to a Case Without Gas Flows . . . . . . . . . . . . . . . . . . 116

6.2 Key Finding of the Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7 Summary 125

8 Future Work 127

10



List of Figures

1 Schematic of power cylinder with piston ringpack detail, from [22]. . . . . . . . . 15

2 Piston with a substantial carbon deposit problem. . . . . . . . . . . . . . . . . . . 16

3 Schematic side view of a piston, showing the top land oil �lm and its driving

forces. Piston rings not pictured, clearance is exaggerated. . . . . . . . . . . . . 26

4 Isometric view of the tlomm coordinate system, with some arbitrary �lm thickness

distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5 Piston acceleration for a typical engine at 1500 rpm. . . . . . . . . . . . . . . . . 28

6 Control volume mass balance schematic. . . . . . . . . . . . . . . . . . . . . . . . 32

7 Creation of a multivalued solution due to nonlinearity. . . . . . . . . . . . . . . . 36

8 Demonstration of procedure for applying equal area rule. . . . . . . . . . . . . . . 38

9 Plot of Capillary number divided by radius of curvature, throughout an engine

cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

10 Schematic of the oil �lm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

11 Simpli�ed axial gas velocity pro�le, in the reference frame of the piston. Top land

clearance exaggerated for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

12 Experimental oil �lm thickness measurement, from [3]. . . . . . . . . . . . . . . . 50

13 Numerical instability: a) initial condition; b) �solution� after some time has passed. 57

14 Example of a potentially non-conservative choice of �ux evaluation points. . . . . 59

15 Approximate schemes with excessive numerical errors: a) dominant error is dissi-

pative; b) dominant error is dispersive. . . . . . . . . . . . . . . . . . . . . . . . . 63

16 Solution of equation (51) for a) a TVD (shock capturing) scheme, and b) a non-

TVD (Lax-Wendro�) scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

17 Venn diagram of various schemes, adapted from [16]. . . . . . . . . . . . . . . . . 69

18 Sweby diagram, with several popular �ux limiters, adapted from [16]. . . . . . . . 74

11



19 Cell averages with linear reconstruction performed. . . . . . . . . . . . . . . . . 75

20 Example of the axial �ux becoming nonconvex when the inertia and gas �ow forces

oppose one another. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

21 Comparison of multidimensional stencils, for a) single stage time stepping, and b)

two stage time stepping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

22 Adherence to the TVD principle as a function of Courant number. a) Cmax ≈ 0.49:
scheme still TVD; b) Cmax ≈ 0.53: scheme no longer TVD. . . . . . . . . . . . . 88

23 Qualitative comparisons for the �ux limiting formulation, using various limiters:

a) Upwind, b) Superbee, c) Minmod, d) Van Leer, and e) Lax-Wendro�. . . . . 90

24 Qualitative comparisons for the slope limiting formulation, using RK1 timestep-

ping, for various limiters: a) Upwind, b) Superbee, c) Minmod, d) Van Leer, e)

Monotonized Centered, and f) Lax-Wendro�. . . . . . . . . . . . . . . . . . . . . 91

25 Qualitative comparisons for the slope limiting formulation, using RK2 timestep-

ping, for various limiters: a) Upwind, b) Superbee, c) Minmod, d) Van Leer, e)

Lax-Wendro�, and f) Beam-Warming. . . . . . . . . . . . . . . . . . . . . . . . . 92

26 Qualitative comparison for slope limiting, using the MC limiter, showing e�ect of

time stepper at �ner grid resolutions: a) RK1, b) RK2. . . . . . . . . . . . . . . 93

27 L1 error comparison between �rst and second order time stepping, for various

slope limiter choices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

28 L1 error comparison between �ux limiting and slope limiting, for various limiter

choices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

29 Schematic of the computational grid, including ghost cells, for the choice of I =
J = 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

30 Demonstration of oil supply mechanism: a) before oil added, b) after oil added. . 106

31 Selected snapshots of gas velocity input data. . . . . . . . . . . . . . . . . . . . . 110

32 Evolution of oil �lm thickness for the sample simulation, part 1. All images

correspond to piston at TDC position. . . . . . . . . . . . . . . . . . . . . . . . 112

33 Evolution of oil �lm thickness for the sample simulation, part 2. All images

correspond to piston at TDC position. . . . . . . . . . . . . . . . . . . . . . . . 113

12



34 Demonstration of oil movement within one period of the inertia force. . . . . . . 114

35 Instantaneous volume throughout sample simulation. . . . . . . . . . . . . . . . . 115

36 Net change in oil volume per cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . 115

37 Volume ejected both above and below the top land per cycle. . . . . . . . . . . . 116

38 Instantaneous maximum �lm thickness throughout the full simulation. . . . . . . 117

39 Steady state �lm thickness distribution when gas �ows are disabled, with piston

at TDC position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

40 Film thickness distribution at various times within one inertia period, after cycle-

to-cycle steady state has been reached, with gas �ows disabled. . . . . . . . . . . 118

41 Demonstration of the oil ejection mechanism induced by gas velocity gradients. . 122

13



List of Tables

1 Direction and velocity nomenclature. . . . . . . . . . . . . . . . . . . . . . . . . . 27

2 Common �ux limiters, adapted from [6]. . . . . . . . . . . . . . . . . . . . . . . 73

3 Common Slope Limiters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4 Order of accuracy results for 2D slope limiting simulation in various norms. . . . 98

14



1 Introduction

The process by which one set of materials adheres to a surface composed of a di�erent set of

materials is an everyday phenomenon. Gum sticks to sidewalks. Soot from vehicles clings to

windows. Dishes become dirty. Arteries become clogged. The internal combustion (IC) engine

is no exception; degradation products of the various engineered �uids eventually form deposits,

diminishing the engine's performance and reducing its life.

Deposits are found in many locations within an IC engine. For example, the metal surfaces of

pistons, liners, fuel injectors, and valve seats of most engines commonly become accumulation

sites for a variety of solidi�ed compounds. As one would think, deposits are usually (if not

always) undesirable.

1.1 Motivation

Deposits (or �carbon deposits�) degrade an engine's overall performance. Their presence is detri-

mental for both spark ignition and compression ignition engines, but for this project, CI (diesel)

engines were chosen as the focus application.

One key area of the diesel engine which has been receiving a considerable amount of attention in

recent years is the piston's upper ringpack region, speci�cally the top land and top ring groove.

An overall schematic of the power cylinder and piston ringpack, adapted from [22], is shown in

Figure 1.

Figure 1: Schematic of power cylinder with piston ringpack detail, from [22].

15



Figure 2: Piston with a substantial carbon deposit problem.

Severe consequences can arise from deposits which become lodged on the piston top land and

within the top ring groove. Once the deposits build up enough, loss of oil consumption con-

trol typically occurs; the ringpack can no longer minimize oil consumption and the amount of

lubricant entering the combustion chamber increases substantially. Fully formulated lubricants

contain quite an array of chemicals (in large part due to the additive package) and do not burn as

cleanly as fuel, so it is no surprise that an increased oil consumption rate goes hand in hand with

poor engine-out emissions characteristics. Perhaps worst of all, once the deposit becomes thick

enough, friction between the piston and liner can become so large that the power cylinder seizes,

causing premature, catasrophic engine failure. Dozens of pictures of unidenti�ed pistons having

quite a bit of carbon deposit are readily found on the internet; one such piston is displayed in

Figure 2 as an example.

The underlying physical and chemical mechanisms governing carbon buildup are poorly under-

stood. However, a large quantity of research has been performed to attempt to understand these

mechanisms, with eliminating deposits completely (without creating other problems) being the

ultimate goal.

Literature The vast majority of published work on carbon deposits takes an experimental

approach. Studies range from fundamental (e.g. [65, 66, 67]) to applied (e.g. [63, 64]). Vari-

ous experimental techniques are invoked in these investigations, including Di�erential Scanning

Calorimetry [68], Thermo-Gravimetric Analysis, Fourier Transform Infrared Spectroscopy [69],

and electron microscopy [66], as well as countless custom test apparatuses. The literature in-

volving theoretical study applied to this problem is comparitively scarce1. Some of the notable

work includes [71], [72], [74], and that of the group at Penn State University, e.g. [70].

The published analyses shed quite a bit of light on the nature of deposits, but to some extent

their conclusions contradict each other. The problem is complex and has a large number of

1Probably because the kinetics governing the interaction of the thousands of chemical species in lubricating
oil, in the presence of combustion gases, is not well understood.
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dimensions; as of yet workers have not been able to collapse the space of the problem to some

fundamental, reduced basis. Of those aspects of the problem which are understood, one is that

for the piston land deposits studied in this work, the lubricant is consistently found to be the

culprit [61, 62]. Section 2 discusses the current understanding of deposits in more detail.

This Project As the fundamentals behind piston deposits are not well understood, and so

much of the published work is experimental, a theoretical approach was taken in this work.

Observations of the top land of several pistons taken from an extensively tested modern diesel

engine were made. As the observed carbon deposit distribution was nonuniform (in a consistent

manner), these pistons seemed to indicate that oil was not present on certain parts of the top land

during operation. This feature strongly suggested that combustion gases were entering the top

land crevice. To investigate this possibility, CFD (Computational Fluid Dynamics) simulations

of the combustion process were carried out. As was done in [71], the top land crevice was included

in the computational domain. The results of this e�ort spurred questions regarding the e�ects

of these gases on the oil �lm (since, again, oil is believed to be the source of piston deposits in

diesel engines). As the primary focus area was the top land, a simulation tool, the �Top Land

Oil Movement Model� (tlomm), was developed to better quantify these e�ects2.

The central question this work set out to answer was �are the crevice gas velocities su�cient to

push oil o� of the top land?� That is, the simulation developed seeks to explain the nonuniform

distribution of carbon deposits (and hence lubricant) on the top land3.

One may note that the work undertaken shares some similarity with that performed in [71], in

which crevice gas �ows' e�ects on lubricant vaporization and piston deposits were examined. A

key di�erence is that in [71], the motion of the oil �lm was neglected and some �lm thickness

was simply assumed to be present, whereas in this work the focus was to quantify the motion

and distribution of the �lm in detail (while neglecting vaporization). A combination of the

two studies, in which neither oil motion nor vaporization was neglected, would yield interesting

predictions.

1.2 Objectives

The main objective of this work was:

2The model focuses on application to four-stroke engines, but could be applied to two-stroke engines as well,
with some very minor modi�cations.

3Of course, other oil removal mechanisms, such as locally accelerated evaporation due to the very high tem-
perature of combustion gases, would also require investigation if the answer to this central question turned out
to be �No.�

17



To create a simulation tool which makes accurate, detailed predictions of the lubricant

distribution on the top land, capturing the e�ects (if any) of crevice gas �ows.

Of course the crevice gas �ow data used by the tlomm would be provided by some external

combustion CFD simulation, carried out either at MIT or by the project sponsors.

The end simulation also had to meet a few additional objectives. In particular,

� The �nished program had to be fast enough that it could be deployed to run on standard

desktop workstations without requiring an unreasonable amount of computing time. The

project scale was not large enough to justify allowing for the usage of parallel processing

(nor was it expected to be a necessity).

� The simulation had to be able to run for hundreds of engine cycles. The reason for this

criterion has to do with the expected timescale of the problem. Engine tests indicated that

signi�cant carbon buildup takes place on the order of a few minutes (thousands of cycles),

not on the order of milliseconds (one engine cycle). This second sub-objective carried

with it an immediate requirement: any cumulative numerical errors needed to be small

(negligible) by the end of the simulation. In other words, the steady state solution would

be useless if it was completely dominated by errors inherent to the numerical algorithm

which produced the results. Of course this objective competes with the �rst bullet, which

seeks to minimize computing time.

� tlomm needed to be developed with the expectation that future workers will extend it to

include additional physics. Any algorithms it used had to be �exible enough that they did

not prohibit future expansion.

1.3 Scope

Study of the �uid mechanics of the �lm is within the scope of this project. To determine the e�ect

of the gas �ows, the simulation would have to be three dimensional and unsteady. Calculation

of the gas �ows themselves would be very limited in this work, as CFD data of the top land

crevice was readily available. Inclusion of thermal and chemical degradation mechanisms were

outside the scope of this work (though their importance is certainly acknowledged). Allowing

the top land oil �lm to come into direct contact with the liner was also outside the scope, as

was performing involved simulations of the mechanisms supplying oil to the top land. Inclusion

of detailed calculations of the thermal environment was outside the scope, but thermal e�ects

were accounted for in an average sense. Essentially, the project scope was mostly con�ned to

Newtonian �uid mechanics applied to only the oil on the top land.
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1.4 About this document

This thesis was prepared using LYX, an open source word processor which typesets documents

using LATEX.

Accessibility According to MIT's current policies, it sounds like this document will be avail-

able online in perpetuity. We suppose this work will not be very relevant once IC engines have

been replaced by tabletop fusion reactors, but at any rate, the URL is http://dspace.mit.edu/.

Some of the �gures in this document would be very di�cult to comprehend in black and white;

the �le at this web address is in color.

Audience This document was attempted to be written on a level that should be understand-

able to most engineers and scientists who are familiar with �uid mechanics and IC engines but

have little to no experience in numerical methods. To this end, Section 4 tries to augment its

mathematical presentations with qualitative and graphical demonstrations of the various issues.

This practice may be too basic for those �uent in numerical analysis; these readers are invited

to skip that section.

Modularity An e�ort was made to make this document at least somewhat modular. If one is

only concerned with results, Sections 2, 4, and 54 may be skipped, but Section 3 should still be

read5.

4Except 5.3.1.
5The weaknesses of the underlying model should always be understood before attempting to interpret simula-

tion results.
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2 Background

This section presents some basic background information on carbon deposits. As the modeling

e�orts pertaining to the simulation developed in this work did not include chemical phenomena,

this material is far from comprehensive.

Conventional Lubricants Lubricants used in diesel engines are typically composed of 75-

83% base oil, 5-8% viscosity modi�er, and 12-18% additives [76]. The additive package is a

mixture of highly specialized components, each of which serving some speci�c purpose. For

example, ZDDP (Zinc Dialkyl Dithio Phosphate) is mainly an antiwear component. Detergents

and dispersants attempt to keep oil-insoluble combustion products suspended in the lubricant,

rather than allowing these products to migrate to solid surfaces. Antioxidants prevent the base

oil from oxidizing. Entire books about lubricating oil additives are available and need not be

repeated here.

2.1 Piston Thermal Environment

The top land environment is quite hot. [62] shows some representative temperatures at di�erent

locations on a conventional diesel engine piston; the top land temperature depicted is 349◦C. Of
course, the top land oil temperature cannot be summed up in just one number; one can envision

that when hot combustion gases enter the top land crevice, they would force the oil temperature

at the oil/gas interface to be higher than at the piston surface.

To address the issue, some heat transfer calculations were carried out in this project, since the

oil temperature is required in order to evaluate material properties and speculate about possible

reactions1. Various �lm thicknesses were assumed, as well as hypothetical deposit thicknesses.

Studies of deposits' thermal characteristics (e.g. conductivity) report somewhat inconsistent re-

sults, but the values from [73] were taken to be representative. Calculations performed indicated

that the oil temperature �uctuates a substantial amount (∼ 40◦C) within a cycle, and certainly

has a large variation in the radial direction. To complicate matters, the results depend strongly

on the assumed oil �lm thickness and deposit thickness, as well as engine load. There is no

single number representing the oil temperature, as it varies spatially and temporally. However,

for the purposes of this project, a constant, uniform oil temperature of 325◦C was used2. It is

believed that, for the engine on which this project focuses, this value represents the top land oil

temperature in an average sense.

1Credit is due to another student, Raul Coral, who performed most of these calculations.
2The tlomm simulation can readily use some given temperature distribution when calculating the material

properties, if such data is available.
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2.2 Lubricant Degradation

Deposition occurs after the lubricant undergoes a degradation process. On the top land of an

operating engine, the thermal and chemical environments are harsh. Temperatures are high and

combustion gases containing acids and soot (for example) may be present.

In the upper ringpack region of a diesel engine piston, where oil residence times are high, the

additive package eventually becomes depleted and can no longer prevent deposition. There is

a co-existence of many physical mechanisms acting on the oil, such as vaporization, oxidation,

pyrolysis, polarization, polymerization, and the forces considered in this project (gas shear and

inertia), to name a few. Somewhat separate mechanisms act on the deposit as well; it too

may be oxidized (usually at higher temperatures than oil oxidation), thermally degraded, and

mechanically scraped away, for example. These processes take place on disparate length scales.

Some of them are catalyzed by the metallic piston surface. All of them combine to create a

complex competition between deposit formation and breakdown.

Deposit formation pathway3 The general consensus is that oil oxidation is a key degrada-

tion mechanism which strongly correlates with deposits [63, 75]. It is believed [77, 78, 79, 80]

that at the high temperatures found in the upper ringpack, metal catalyzed oxidation of the oil's

hydrocarbons occurs. Some of the products are peroxides, which decompose into highly reactive

radicals, which then attack the base oil's unreacted hydrocarbons4. Some products polymer-

ize into high molecular weight compounds. Dispersants and detergents attempt to solubilize

these polymers; however, it has been proposed [70] that once these heavy compounds reach the

lubricant's solubility limit, they drop out as deposit.

Oil oxidation rate The rate at which oil oxidation proceeds has been reported to be �rst

order. Some studies have found the rate constant to be reasonably well approximated by the

Arrhenius relation, k = Ae
−Ea
RT . Numerical values for the variables in this equation, for a limited

range of conditions, are available in [70, 75]. Of course, much of the di�culty in modeling

degradation processes, such as oxidation, lies in predicting the rate constant k.

The oil oxidation rate constant depends on many factors; quantitative understanding of these

dependencies is not well developed, making theoretical modeling of the deposit process di�cult.

Some of the key factors governing the oil oxidation rate are summarized as follows.

3The rest of this section borrows heavily from the �nal report submitted by Amanda Shing, an undergraduate
researcher in the Sloan Automotive Lab at MIT.

4Yes, this implies that the oxidation process accelerates itself.
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� Temperature

The oxidation rate observed experimentally increases as temperature increases [75, 82],

consistent with the Arrhenius relation.

� Solid surface

The type of metal governs the degree to which the oxidation reaction is catalyzed. [78]

reported that an iron surface gives rise to more deposit than an aluminum surface5. [81]

found that deposit does not form on glass. It has been suggested [78] that transition metals

catalyze the deposit process (and hence oil oxidation, one would think) while aluminum

inhibits its formation.

� Concentration of dissolved oxygen

The oxidation rate is limited by the availability of oxygen [70].

� Oil type

It was reported in [77] that ester derived base stocks, such as some synthetics, may have

inherent antioxidative properties.

� Antioxidant additive

The antioxidant can inhibit the process of oil oxidation by either preventing the initial

formation of radicals, or by reacting with the radicals to stop their propagation [79, 80].

Antioxidants are reportedly consumed following a �rst order rate [79, 82]. It is believed

that the base oil will not oxidize until all antioxidants have been depleted [79, 80].

� Other non-hydrocarbons

It has been reported [83] that water inhibits the oxidation rate. Additionally, copper is a

natural antioxidant [84].

Obviously lubricant degradation is a complex phenomenon. The present discussion is far from

being a complete survey of the pertinent knowledge base. Its main purpose was not to break

any new ground; rather, it meant to highlight that the work performed in this project, though

illustrative, does not tell the whole story when it comes to predicting carbon deposition.

5One should take this statement with a full set of disclaimers; the nonlinearity of the problem means that
blanket statements are usually inaccurate, and observations are only valid for the set of conditions tested.
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3 Modeling Approach

Development of the Top Land Oil Movement Model (tlomm) involves several steps. A classical

�uid mechanics analysis is carried out. The lubricant is assumed to be incompressible, and the

�ow locally parallel. Velocity pro�les are obtained1. A mass conservation constraint is applied

to obtain the primary governing equation for this project. As discussed in Section 3.6.1, the

lubricant is treated as being Newtonian (i.e., the viscosity is assumed not to depend on shear

strain or shear rate), and the material properties are not allowed to vary spatially or temporally.

The model developed is a direct extension of the work found in [3], in that the domain is expanded

to include the circumferential direction, and the capability to model the e�ects of driving forces

arising from gas �ows within the top land crevice is incorporated.

3.1 Problem Description

An exhaustive amount of experimental and theoretical work studying the transport of oil on

various areas of the piston was performed by Thirouard, using a Laser Induced Flourescence

(LIF) setup, as detailed in [3]. It was observed in these tests that the lubricant is �ung back and

forth, along the axial direction, in phase with the piston acceleration. From these measurements,

a characteristic oil �lm thickness (roughly speaking) typically found on piston lands is on the

order of 20 microns or so. The exact values depend on many parameters, including engine speed,

oil viscosity, axial height of the land, etc. For comparison, the width of a human hair is typically

around 80 µm [12].

E�ects of gas �ows on the oil �lm were also observed experimentally in [3]. As such, one of

the key inputs used by the tlomm is a full set of spatially and temporally resolved gas velocity

data within the top land crevice. This data will typically come from a CFD simulation of the

combustion process. The data is not required, but there would be little reason for running the

tlomm simulation without any gas �ows, as it would defeat the purpose extending of the work

in [3]. A pictorial representation of the system being studied is displayed in Figure 3.

Geometry The fuel injectors found in modern diesel engines typically have several holes; each

hole creates a spray of fuel during combustion. An engine with �ve or six fuel sprays within

each combustion chamber is not uncommon. Most, if not all, engine manufacturers perform

CFD analyses of their combustion processes. These combustion simulations typically involve

complex chemical kinetics and some form of a turbulence model, in addition to the standard set of

(spatially and temporally resolved) variables such as density, temperature, pressure, velocity, etc.

1The e�ect of gas �ows is factored into the oil velocity pro�les.
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Figure 3: Schematic side view of a piston, showing the top land oil �lm and its driving forces.
Piston rings not pictured, clearance is exaggerated.

As these simulations can be computationally expensive, manufacturers often assume that each

fuel spray is the same, and just simulate one spray area (e.g. one �fth of the combustion chamber).

This assumption is especially reasonable in engines which have combustion chambers that do not

set up a swirling �ow2. The tlomm was developed knowing that its initial applications would

be to diesel engines, so it too simulates just a portion of the piston. What fraction of the piston

it actually simulates depends entirely on the CFD input data; hence, if the input data does span

the full circumference of the top land crevice, the model automatically does so as well. The

curvature of the piston is neglected in the model, because the radius of curvature of the piston

is very large compared to the �lm thickness. This approximation is identical to one's everyday

perception that the earth is �at; a human's height is very small compared to the radius of the

earth.

Figure 4 shows a schematic of the coordinate system used by the model. The nomenclature of the

coordinate directions and velocities follows the standard naming convention and is summarized in

Table 1. The characteristic length scales in the x, y, and z directions represent the top land axial

height, one �fth of the circumference of the top land, and an estimate of the oil �lm thickness,

respectively. These top land dimensions represent a typical piston in a diesel engine having 2

liters of displacement per cylinder.

2At the same time, this assumption still oversimpli�es the situation to some extent; the location of the ring
gap plays a major role in the gas �ows [3].
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Figure 4: Isometric view of the tlomm coordinate system, with some arbitrary �lm thickness
distribution.

axial circumferential radial

direction x y z

velocity u v w

characteristic length scale 10mm 80mm 20µm

Table 1: Direction and velocity nomenclature.

3.2 Model Derivation

The governing equation is the well known Navier-Stokes equation of incompressible, continuum

�uid dynamics, which represents the physical requirement that momentum is conserved:

D~v

Dt
= −1

ρ
~∇p+ ν∇2~v (1)

where ~v represents the local velocity vector. Recall that velocity is de�ned here with respect to

an inertial (i.e. non-accelerating) reference frame, taken in this work to be the cylinder liner.

In its unsimpli�ed form, equation (1) is notoriously di�cult to solve. In fact, as of the publication

date of this thesis, a million dollar prize is o�ered to anyone who can prove or disprove existence

of solutions to this equation (see [11]). Hence most analysis of (1) is performed on one of many

simpli�ed versions.

It is desirable to have all calculations in the reference frame of the piston. As the piston (and

hence the reference frame itself) accelerates throughout an engine cycle, the reference frame is

non-inertial. Since

~voil, w.r.t. liner = ~vpiston,w.r.t. liner + ~voil, w.r.t. piston (2)
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Figure 5: Piston acceleration for a typical engine at 1500 rpm.

and d~v
dt = ~ap, the piston acceleration ~ap is manifested as a body force. Substituting (2) into (1)

yields
D~vo/p

Dt
= −~ap −

1
ρ
~∇p+ ν∇2~vo/p (3)

where now the oil velocities are in the frame of the piston3. The piston acceleration for a

representative engine operating at 1500 rpm is presented in Figure 5.

The classical �lubrication assumption� that the �ow velocity in the z direction may be neglected

is invoked. This approximation is justi�ed because of the scales involved; namely, h
L � 1.

Characteristic values of h and L are 20µm and 10mm, respectively. Applying this simpli�cation

and expanding the left hand side of (3), one obtains

a︷︸︸︷
∂u

∂t
+

b︷︸︸︷
u
∂u

∂x
+

c︷︸︸︷
v
∂u

∂y
= −

d︷︸︸︷
ap −

e︷ ︸︸ ︷
1
ρ

∂p

∂x
+ν


f︷︸︸︷
∂2u

∂x2
+

g︷︸︸︷
∂2u

∂y2
+

h︷︸︸︷
∂2u

∂z2

 (4)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
= −1

ρ

∂p

∂y
+ ν

(
∂2v

∂x2
+
∂2v

∂y2
+
∂2v

∂z2

)
(5)

A scaling analysis is required in order to determine which of the remaining terms may be safely

neglected. Each term of the �rst equation has been labeled for easy reference in the following

section.

3From now on, the o/p subscripts are dropped
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3.2.1 Scaling Analysis

First, the pressure gradient ~∇p can be estimated as follows. From experiments, it is known that

the �lm thickness is very small compared to the dimensions of any of the piston lands. Hence, the

oil can be classi�ed as a �thin �lm,� and treated in a manner identical to a boundary layer. The

�lm can only support a negligible pressure gradient in the z direction, so the pressure within

the �lm can be regarded as being constant along this direction. Moreover, since the oil and

gas pressures must be identical at the �lm's interface (and since surface tension ends up being

neglected, to be discussed), the pressure at any point in the �lm must be equal to the local gas

pressure at the interface. The pressure distribution within the �lm is imposed directly by the

pressure distribution in the gas adjacent to the �lm. Hence, any pressure gradient within the �lm

in the x or y directions can only be due to a gas pressure gradient in these directions. A rough

estimation of this pressure gradient can be made. Using the ringpack gas dynamics simulation

developed in [2], a ballpark �gure for the maximum value (within a cycle) of the di�erence in gas

pressures between the combustion chamber and the top ring groove is about 0.01 bar. Hence the

axial pressure gradient within the gas, and the oil as well, is on the order of 1000Pa
.01m , or 100,000

N
m3 . The circumferential pressure gradient depends on the location of the ring gap; since this

simulation does not account for this feature, ∂p∂y is assumed to be zero.

To carry out the scaling analysis, an estimate of the oil �lm's axial velocity is needed. The

velocity pro�le for the fully viscous case is used to calculate this estimate. If one was to drop all

terms in equation (4) except −ap and ν ∂
2u
∂x2 , and integrate the resulting ODE, the axial velocity

pro�le obtained would be

u =
ap
ν

(
1
2
z2 − hz

)
(6)

The average value, ū, where ū = 1
h

∫ h
0 udz, is

ū = −aph
2

3ν
(7)

According to Figure 5, the instantaneous value of ū is obviously dependent on the piston position

within a cycle.

The terms in equation (4) may now be compared against each other by forming ratios. Overbars

are used to denote characteristic scales (e.g. x̄ for axial length scale)4.

a

h
≈

ū/t̄

νū/z̄2
=
z̄2

νt̄
(8)

4The term labelled �h� is chosen as the denominator out of convenience, due to the expectation that it will
probably be the dominant term. However, it makes no formal di�erence which of the terms chosen.
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b

h
≈

ū2/x̄

νū/z̄2
=
ūz̄

ν

( z̄
x̄

)
(9)

c

h
≈

v̄ū/ȳ

νū/z̄2
=
v̄z̄

ν

(
z̄

ȳ

)
=
ūz̄

ν

( z̄
x̄

)
(10)

The substitution v̄ ≈ ū ȳx̄ was made in equation (10) because this relation must be true in order

to make the terms of a nondimensionalized version of equation (4) of order 1. After all, the

appropriate scales, such as ū and t̄, are chosen with the objective of forming dimensionless terms

of order 1. Note that both equations (9) and (10) are essentially a Reynolds number multiplied

by an aspect ratio, z̄x̄ , which is the classical hL commonly seen in lubrication theory. Continuing,

d

h
≈ ap
νū/z̄2

=
apz̄

2

νū
= 3 (11)

(where equation (7) has been substituted for ū)

e

h
≈

1
ρ
∂p/∂x

νū/z̄2
=

∂p/∂xz̄2

µū
(12)

f

h
≈ νū/x̄2

νū/z̄2
=
z̄2

x̄2
(13)

g

h
≈ νū/ȳ2

νū/z̄2
=
z̄2

ȳ2
(14)

The time scale, t̄, may be approximated as one period of an engine revolution, since it is an-

ticipated (from experimental evidence) that the piston acceleration is the main forcing function

for the �ow. For a characteristic engine speed of 1500 rpm, the period is 40 msec. A value of

9.2 ·10−4 Pa-sec is assumed for the dynamic viscosity, which is what one could reasonably expect

using a 15w40 lubricant at a representative oil temperature of 325◦C (see Section 3.6.1). Using

a density of 850 kg/m3, the momentum di�usivity, ν, is 1.08 · 10−6 m2/s. x̄, ȳ, and z̄ are taken to

be 10mm, 80mm, and 10µm respectively, as listed in Table 1.

Using these values, the expression for a
h in equation (8), which is a ratio of viscous di�usion

time h2

ν to the timescale of the problem, is found to equal roughly 0.009. To evaluate b
h and c

h

(equations (9) and (10)), the maximum value of ū within a cycle is used, which comes out to be

about 0.3m/s Accordingly, b
h and c

h evaluate to a value of 0.011. d
h is 3, as shown in equation

(11). Using the approximation for ∂p
∂x derived above, and ū = ūmax ≈ 0.3m/s, equation (12)

(term e
h) is approximately 0.14. Obviously this number is higher if a value of ū other than ūmax
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is used. Finally, f
h and g

h (equations (13) and (14)) are found to be 4 · 10−6 and 6.3 · 10−8,

respectively.

Since a
h ,

b
h ,

c
h ,

f
h , and

g
h are all � 1, terms a, b, c, f , and g may be neglected. In addition, the

estimates indicate that term e is less than term h, but by less than a factor of 10. However, the

decision to neglect the pressure gradient was made, since during most of the cycle the pressure

di�erence between the combustion chamber and the bottom of the top land is barely detectable.

Note that dropping this term implicitly neglects the role of surface tension; see Section 3.5 for

discussion. With the pressure gradient term neglected, only terms d and h remain in equation

(4).

A similar analysis was conducted for equation (5). After simplifying equations (4) and (5)

according to the scaling breakdown, simple ordinary di�erential equations for the oil velocities

were derived:

ν
d2u

dz2
= ap (15)

ν
d2v

dz2
= 0 . (16)

3.2.2 Robustness of Assumptions

It can be seen that, although a characteristic radial length scale of 20µm was assumed, the

results of the scaling analysis remain the same for �lm thicknesses well above this value. The

pressure di�erence between the bottom of the top land and the combustion chamber is probably

signi�cantly less than the value used in the above calculations, because that value represented the

pressure drop between the combustion chamber and the top ring groove, which is downstream of

the bottom of the top land. Keeping all other parameters constant, equations (9) and (10) don't

reach a value of 1 until the �lm thickness is slightly above 60µm. Still, in neglecting the �inertia�

terms (or �advective� terms, i.e. the full left hand side of the Navier-Stokes equations), the scope

of applicable usage of the model is reduced. For example, a signi�cant enough reduction in the

oil viscosity would cause the inertia terms to be on the order of the viscous terms. Likewise, the

inertia terms would most likely dominate for racing engines, which have very high crankshaft

speeds (typically in excess of 10,000 rpm).

3.2.3 Velocity Pro�les

Two boundary conditions are needed to recover the velocity pro�les from equations (15) and

(16). First, the no-slip condition is used to set the velocity at z = 0 to 0. The second boundary
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Figure 6: Control volume mass balance schematic.

condition comes from requiring the shear stress within the oil to match the shear stress within

the gas, at the oil/gas interface. In other words,

µoil
∂uoil
∂z

∣∣∣∣
z=h

= µgas
∂ugas
∂z

∣∣∣∣
z=h

(17)

µoil
∂voil
∂z

∣∣∣∣
z=h

= µgas
∂vgas
∂z

∣∣∣∣
z=h

, (18)

where ugas and vgas come from the input data set of gas velocities within the top land crevice.

Integration of equations (15) and (16) subject to the boundary conditions discussed yields the

axial and circumferential velocity pro�les of the oil �lm:

u =
ap
νoil

(
1
2
z2 − hz

)
+ z

µgas
µoil

∂ugas
∂z

∣∣∣∣
z=h

(19)

v = z
µgas
µoil

∂vgas
∂z

∣∣∣∣
z=h

(20)

3.2.4 Governing Equation

Consider a control volume with arbitrary dimensions ∆x x ∆y x h, portrayed in Figure 6. The

�uxes through the boundaries of this cell are depicted. Setting the sum of the �uxes equal to

the net rate at which mass accumulates, and dividing by ∆x and ∆y, one obtains

∫ h
0 udz

∣∣∣
x+∆x

−
∫ h

0 udz
∣∣∣
x

∆x
+

∫ h
0 vdz

∣∣∣
y+∆y

−
∫ h

0 vdz
∣∣∣
y

∆y
+
∂h

∂t
= 0 . (21)

Taking the limit as ∆x and ∆y approach zero, and carrying out the integrals according to
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equations (19) and (20), we arrive at the governing equation,

∂

∂x

(
−ap

3ν
h3 +

1
2
µgas
µoil

∂ugas
∂z

∣∣∣∣
z=h

h2

)
+

∂

∂y

(
1
2
µgas
µoil

∂vgas
∂z

∣∣∣∣
z=h

h2

)
+
∂h

∂t
= 0 , (22)

which is characterized in the next section.

Equation (22) is presented in conservative form; i.e. its spatial derivatives can be interpreted as

being performed on �ux functions, f and g:

∂

∂x
(f (x, y, t, h)) +

∂

∂y
(g (x, y, t, h)) +

∂h

∂t
= 0 . (23)

3.3 Classi�cation of the Governing Equation

Equation (22) is a partial di�erential equation (PDE). It has the following properties:

� Multidimensional

There are three independent variables: x, y, and t.

� Scalar

There is one dependent variable: h.

� Nonlinear

The �uxes f and g in equation (23) are proportional to higher powers of h, e.g. h3.

� First Order

The derivatives are �rst order.

� Hyperbolic

All �rst order PDE's are hyperbolic. The solution will exhibit wave behavior.

� Variable Coefficient

The gas �ows are allowed to vary arbitrarily throughout the computational domain.

In addition, since the equation can be written in conservative form, (23), it is often referred to

as a conservation law.

Quite a lot of computational di�culties arise when seeking numerical solutions to this type of

equation. To better understand these numerical issues, it helps to understand the qualitative

behavior of solutions from an analytical point of view, as discussed in the following section.
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3.4 Properties of Solutions to the Governing Equation

Equation (22) is a wave-type conservation law. It states that the rate at which the volume within

some in�nitesimally small control volume increases is proportional to the net volume �ow rate

through the control volume's boundaries. Before delving into numerical methods, properties of

solutions to equation (22) are discussed. Several authors have presented excellent accounts of

these properties. Due to the abundance of material available on this topic, the details here are

sketched rather than developed in full. See [6], [7], [8], [9], [10], [13], [14], and [16], for example.

Due to its nonlinearity, one of the important aspects of the type of PDE considered here, which

sets it apart from the other (elliptic, parabolic) types of PDEs, is that the solution can naturally

develop discontinuities even if the initial conditions and boundary conditions are arbitrarily

smooth. To shed light on how this process takes place, the method characteristics is applied to

the governing equation.

3.4.1 Characteristic Curves

The x and y derivatives in equation (22) have not been carried through on purpose, for reasons

that will be understood soon. To develop a solution using characteristics, equation (22) is �rst

rewritten with these derivatives carried out.

−ap
ν
h2∂h

∂x
+
µgas
µoil

∂ugas
∂z

∣∣∣∣
z=h

h
∂h

∂x
+
µgas
µoil

∂vgas
∂z

∣∣∣∣
z=h

h
∂h

∂y
+
∂h

∂t
=

−1
2
h2

[
∂

∂x

(
µgas
µoil

∂ugas
∂z

∣∣∣∣
z=h

)
+

∂

∂y

(
µgas
µoil

∂vgas
∂z

∣∣∣∣
z=h

)]
(24)

An important point to note, which will come up later in the analysis and results, is that the

terms which represent the gradient of the axial gas �ows (in the axial direction) and the gradient

of the circumferential gas �ows (in the circumferential direction) appear as source terms in this

equation.

In equation (24), the spatial derivatives of the dependent variable, ∂h∂x and ∂h
∂y , appear explicitly.

This equation is called the strong form (or sometimes, �quasilinear� form) of the conservation

law. Likewise, equation (22) is a weaker form of the conservation statement5. In the strong

form, the partial di�erential equation is forced to be satis�ed in a strict (i.e. at every point)

sense. In the weak form, the partial di�erential equation is only required to be satis�ed in an

integral (i.e. average) sense. When there are no discontinuities, the two forms are equivalent.

The terminology stems from the fact that the strong form is slightly more restrictive than the

5The formal weak form of the equation will be presented.
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weak form (all solutions of the strong form are solutions of the weak form, but not vice versa).

However, the weak form is more fundamental. Nature requires that in the absence of nuclear

reactions, the total mass stays constant. It does not care about the manner in which the mass

is conserved (and hence, it does not rule out the possibility of discontinuities), as long as it is

conserved.

Many of the features of solutions to equation (24) may be conveniently demonstrated using a

simpli�ed version. Consider a model equation

∂h

∂t
+

∂

∂x
(f (h)) = 0 , (25)

with f (h) = 1
3h

3. Or, with the derivatives carried through, the strong form is

∂h

∂t
+ h2∂h

∂x
= 0 . (26)

In this PDE, h = h(x, t). The total time derivative of h may be written out:

dh

dt
=
∂h

∂x

∂x

∂t
+
∂h

∂t
. (27)

De�ne a curve Cx in the x− t plane as

Cx (h) = h2 . (28)

Substituting dx(t)
dt = Cx (h) and (28) into (27) yields

dh

dt
=
∂h

∂x
h2 +

∂h

∂t
= 0 , (29)

which means that along the curve Cx, the �lm thickness is constant. Cx is termed a �characteristic

curve.� Interpreted temporally, a point along a characteristic curve �moves� in the x direction

with velocity h2, and the �lm thickness is constant. The interpretation is clearer upon expressing

these �ndings as relationships (ODEs) which must hold along the characteristic curve de�ned by
dx
dt = Cx:

dx

dt
= Cx = h2 (30)

dh

dt
= 0 . (31)

Equations (30) and (31) completely specify the solution to equation (26), given initial and bound-

ary conditions. Each characteristic curve has two traits (state variables): position and �lm thick-

ness. Interestingly, each characteristic propagates at the wave speed, h2. Hence, a characteristic
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Figure 7: Creation of a multivalued solution due to nonlinearity.

whose h trait is large compared to other characteristics will move faster than than the other

characteristics.

3.4.2 Shocks

The validity of the characteristics approach should seem questionable when one realizes that there

is no provision within equations (30) and (31) for the characteristics to interact with one another.

These equations seem more like expressions governing the ballistic motion of discrete particles

within an ideal gas (a hypothetical type of matter in which the particles do not interact with

one another) than a set of equations that would be appropriate for the mechanics of condensed

matter. According to equation (31), the height h of the oil �lm along a characteristic should

never change. Figure 7 depicts what the solution looks like when some characteristics overcome

each other. It is a series of snapshots showing the evolution of the solution to equations (30) and

(31), for which the initial conditions are single valued and (relatively) smooth. Each data point

pictured represents the instantaneous x and h traits of one of the characteristic curves; best�t

curves were drawn between them for easy visualization of the wave structure they represent. The

characteristics whose h traits are large move faster than the characteristics whose h traits are

small, since the wave speed scales with h2. As a result, after some �nite time has passed, the

wave steepens and even becomes multivalued6.

The simpli�ed equation has demonstrated one feature of the tlomm governing equation, (22).

Unfortunately, this lack of coupling between characteristics is mathematically incorrect, for two

main reasons. First, looking back at Section 3.2, an implicit assumption was made just before

arriving at equation (22). When the velocity pro�les were integrated from 0 to h, it was assumed

that there were no voids between z = 0 and z = h. Second, equation (22) is one to one; it

does not admit multivalued solutions for which there could be more than one value of h at any

6Multiple values of h for one value of x.
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given point x, y. Hence, the approach presented so far cannot be used (without modi�cation) to

generate correct solutions.

Why does the characteristics approach create a solution which, after a certain amount of time

passes, eventually violates the initial governing equation? The reason is because the characteris-

tics method solves the strong form of the PDE; as soon as one characteristic overtakes another, ∂h∂x
(which appears explicitly in the strong form) goes to in�nity and the strong form itself becomes

invalid.

After characteristics overtake one another, the correct solution to (22) is a nonlinear jump dis-

continuity. This claim can be substantiated by considering a parabolic version of equation (26),

in which a small viscous (i.e. di�usive) term has been added. In the limit that this term's

di�usivity coe�cient approaches zero, the solution approaches a discontinuity. Not surprisingly,

this argument is called the �vanishing viscosity approach.�

This observed behavior, i.e. the creation of a discontinuity due to nonlinearity of the �ux, despite

smooth initial conditions, is the underlying principle behind what is referred to as a shock. Shock

is a type of discontinuity and is a de�ning trait of PDE's of the type (22). The phenomenon

inherits its name from the shock waves found in compressible gas �ows at high Mach number;

because the governing equations are of the same type (hyperbolic conservation laws) as the one

studied in this project, solutions exhibit the same behavior. In fact, shock is manifested in many

other areas of science as well - in studies concerning the motion of galaxies, multiphase �uid

�ow, blast waves, tra�c �ow, magnetohydrodynamics (e.g. in fusion reactors), and weather

prediction, for example [7].

3.4.3 Weak Form

The strong form of the PDE may not admit solutions which are discontinuous, but the weak

form does. The formal weak form of equation (25) would be [6]∫ ∞
0

∫ ∞
−∞

[hϕt + f (q)ϕx] dxdt+
∫ ∞

0
h (x, 0)φ (x, 0) dx

but in this form it has little use on its own.

A modi�cation to the method of characteristics, called the �Equal Area Rule� (e.g. [14]), can

be successfully applied to problems in two independent variables, as was done in [3]. A demon-

stration of this modi�cation is found in Figure 8. However, in three independent variables, no

generalization of this modi�cation exists. In adding one independent variable, one goes from

needing to �nd the shock position to needing to �nd the shock front : some arbitrary, perhaps
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Figure 8: Demonstration of procedure for applying equal area rule.

discontinuous curve in the x− y plane, given by f(x, y) = 0. After a good deal of e�ort in trying

to derive a three dimensional generalization of the equal area modi�cation, it was decided that

characteristics alone cannot solve the problem. As a result, the weak form must be discussed.

The weak form is more fundamental and general than the strong form, but it comes with a price:

when the solution becomes discontinuous, solutions to the weak form are no longer unique. For

a demonstration, consider a classical example (from [16]): Burgers' equation is

∂u

∂t
+ u

∂u

∂x
= 0 , (32)

where u is now the dependent variable. Take the initial condition to be

u (x, 0) =

−1 x < 0

1 x > 0
. (33)

Several solutions can be found which satisfy a weak statement of (32) and (33). For one, the

initial condition itself (a shock wave propagating at zero speed) is a solution for all times. A

second possible solution is a rarefaction wave,

u (x, t) =


-1 x < −t
x/t −t ≤ x ≤ t

1 x < t

, (34)
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which can also be veri�ed to satisfy a weak form of equation (32)7. It turns out that in�nitely

many weak solutions may be constructed. To single out the correct solution, the concept of

entropy must be introduced.

3.4.4 Entropy

Solutions to the weak statement of nonlinear conservation laws are not unique once a solution

develops a discontinuity. Some sort of additional constraint or condition is required in order to

pick the physically correct solution among the set of solutions to the weak form.

From the vanishing viscosity argument, because all physical systems have some amount of vis-

cosity, the solution �h� to (25) should be the same as the solution �u� one would obtain by

solving

lim
ε→0

(
∂u

∂t
+

∂

∂x
(f (u)) = ε

∂2u

∂u2

)
. (35)

To actually �nd a solution which agrees with the solution to (35), an �entropy condition� must

be enforced. There are several variations on this condition, and [7] discusses them in detail. One

version, presented in [15], requires that for all discontinuities,

f (u)− f (ul)
u− ul

≥ s ≥ f (u)− f (ur)
u− ur

, (36)

for all values of u between ul and ur. Here s denotes the shock speed. ul and ur are the values

of u on the left and right hand sides of the discontinuity. f(u)−f(ul)
u−ul represents the characteristic

speed, f ′ (u), at the left of a shock, and likewise for f(u)−f(ur)
u−ur . This condition can be interpreted

as requiring that characteristics must run into shocks, not emanate from them. An alternative

interpretion is simply that shocks must act as information sinks. Enforcing (36) guarantees that

the solution obtained is the same as the vanishing viscosity solution. Hence, correct and unique

solutions to (25) may be found by choosing the solution to the weak form which satis�es equation

(36).

In the case of the tlomm, the �entropy� discussed here is a notion even more abstract than usual;

it is not related to the physical entropy of the oil, for example. The name �entropy condition�

comes again from workers in the �eld of compressible gas dynamics. In their case, entropy does

correspond to the standard thermodynamic property of a �uid referred to as �entropy,� which

is a measure of the disorder of the particles within that �uid, and physics dictates that the

thermodynamic entropy must increase across a shock.

7Even without having to resort to the weak form, one can easily see that except at the points where the slope
in u is discontinuous, equation (34) satis�es the strong form of Burgers' equation, (32).
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To some extent, an analog can be observed between the fact that entropy may only increase

across a shock and Boltzmann's fundamental de�nition of entropy (from statistical mechanics),

S = k logW ,

where k is Boltmann's constant, andW is the multiplicity of states. For an ensemble of particles,

W can be thought of as being the number of microstates that are available to the system at a

given energy level. Of course this project is concerned with the continuum approximation, so we

need not be concerned with microstates or individual particles, but the fact that the weak form

goes from producing one unique solution (pre-shock) to producing many solutions (post-shock)

is, in a way, similar to an increase in the multiplicity of an ensemble of particles. Hence even

though the tlomm's modeling steps make no use of the conservation of energy equation, nor

require any mention of the thermodynamic entropy, the fact that entropy must increase (or that

information can only be lost) still turns up.

3.4.5 Rankine-Hugoniot relation

The speed at which a shock should propagate, s, is well de�ned. Considering a mass balance

across a shock, one obtains the Rankine-Hugoniot jump condition,

s =
f (ul)− f (ur)

ul − ur
, (37)

which de�nes the shock speed as the di�erence in �uxes on the left and right sides of the shock

divided by the size of the jump in u across the shock.

3.4.6 Total Variation

The total variation of a smooth function u (x), having a domain −∞ < x <∞, may be de�ned

as

TV (u) =
∫ ∞
−∞

∣∣∣∣∂u∂x
∣∣∣∣ dx .

The total variation is essentially the sum of the absolute values of all variations of u over the

whole domain. For a discontinuous function having jump discontinuities, the interpretation of

total variation is the same, but to avoid the issue of ∂u∂x taking on in�nite values, the de�nition

is slightly more complicated (see [8]).

It can be proven that solutions to certain classes of PDE's have total variations which do not

increase with time. For example, according to the characteristics analysis performed earlier,
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equation (29) shows that the total variation of solutions to equation (25), with f (h) = 1
3h

3,

does not increase with time. In fact, since shocks cause the �lm thickness to spread out (causing

values of h to decrease), the total variation of solutions to equation (25) can only decrease in

time. Equations having this property are referred to as Total Variation Diminishing, or TVD.

The full governing equation, (22), does not formally have the TVD property itself. The gas �ows

can potentially have spatial gradients, which act as source terms, as can be seen in equation

(24). Additionally, even without any gradients in the gas velocities, since the �ux function can

be nonconvex (to be discussed in Section 4.4.3), decreases in h can occasionally yield an increase

in the magnitude of the �ux, making equation (22) not strictly TVD.

This odd property may at �rst seem like an abstract peculiarity of interest only to mathe-

maticians. However, in Section 4, it will become obvious that an algorithm which creates TVD

solutions when applied to continuous PDEs which are TVD themself is one of the key components

of a successful numerical scheme.

3.5 Importance of Surface Tension

The informed reader has undoubtedly noticed that in formulating this model, surface tension

was neglected. As the tlomm is a model of a free surface, some justi�cation is in order.

On a piston land, surface tension constrains the shape of the �lm's free surface. If the �uid

has high enough surface tension, steep fronts having a small radius of curvature do not form

(instead, the puddle spreads out). However, since nothing is in the model to prohibit the �lm

from creating a steep slope, shocks form. The occurrence of shock causes the oil �lm to spread

out, as mentioned in Section 3.4.2. Hence, in the tlomm, shocks play the role of surface tension.

For this problem, the dimensionless parameter indicating whether or not surface tension is im-

portant is the Capillary number. Ca is an approximate ratio of viscous forces
(
µ ūh
)
to surface

tension forces
(
σ
R

)
,

Ca =
µūR

σh
, (38)

where σ is the surface tension of the lubricant and R is the local radius of curvature. Substituting

expression (7) into (38), one obtains

Ca =
ρaphR

3σ
. (39)

Obviously the Capillary number can vary quite a lot within an engine cycle, due to the dependence

on the piston acceleration. Before Ca may be calculated, an appropriate value of σ is required.
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Figure 9: Plot of Capillary number divided by radius of curvature, throughout an engine cycle.

Temperature dependence of σ Surface tension is strongly temperature dependent. Estimat-

ing the temperature dependence of the surface tension of pure substances may be accomplished

using the Eötvös rule,

σV
2/3 = k (Tc − T ) (40)

where V is the molar volume (molar mass divided by mass density), Tc is the critical temperature,

and k is the Eötvös constant, k = 2.1·10−7 mol−
2/3 J/K. Unfortunately, the Eötvös rule is intended

for pure substances, while lubricating oil is a mixture of many compounds. Determination of

the critical temperature of oil, Tc, is also complicated by the fact that oil is a mixture. In [5],

the material properties of several lubricants were studied and various equations of state were

extracted from the experimental data. Oil was modeled as being composed of a �nite number of

species, each with its own properties, and the resulting aggregate properties were reported. For

the sake of the scaling calculation, the properties of POE 68, a polyol ester oil, were chosen to be

representative. From this paper, the reported critical temperature for POE 68 is 746K, and the

molar mass 700 kg/kmol. Assuming a density of 850 kg/m3 and a characteristic oil temperature

of 325◦C, as before, the surface tension predicted by equation (40) is σ = 3.5mN/m.

Estimated values of Ca Figure 9 shows a plot of the absolute value of Ca/R, using the

characteristic scales estimated above and σ = 3.5mN/m, throughout one engine cycle. The units

are m−1. One can see that for a small radius of curvature (~250µm or less), the Capillary number

is less than one, for the entire engine cycle. In regions where the radius of curvature is large, say

1 mm or more, the Capillary number is greater than one for almost all of an engine cycle. Of

course, Ca goes to 0 during the parts of the cycle when the piston acceleration goes to zero.

According to the these rough calculations, it is not surprising that surface tension is only impor-
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Figure 10: Schematic of the oil �lm.

tant in the parts of the puddle that have a small radius of curvature. Figure 10 shows a schematic

of a typical oil puddle found on the piston lands in the experiments reported in [3]. For most of

the puddle, the radius of curvature is large, and hence surface tension is not important (except

when ap → 0). However, a very small portion near the �front� (location of max �lm thickness)

of the puddle was typically observed in [3] to have a radius of curvature on the order of the �lm

thickness itself. In this region, surface tension is dominant, as is evident from the calculations

above. Still, since this region is very small compared to the puddle length, surface tension is

negligible compared to the viscous forces within most of the puddle, during most of a cycle. As

a result, it was decided to disregard surface tension in this model.

Consequences of neglecting surface tension Physically, the amount of curvature that

may be attained by the surface of the oil �lm is governed by surface tension. Without surface

tension in the model, no physics are present in the governing equation that would drive the

puddle to spread out, except while shock is occurring. In addition to not addressing the issue of

the stability of the surface, the model also does not account for the wetting contact angle made

at the liquid-solid interface. These two e�ects interact with one another in complicated ways

which simply cannot be quanti�ed by the model presented here.

Wetting contact angle aside, the act of neglecting surface tension introduces two potential vul-

nerabilities concerning the issue of �lm stability. Compared to the actual behavior of the �lm

taking place in an operating engine, the model's predictions could be either underly or overly

dissipative. Consider both possibilities:

� At one extreme, the actual oil surface tension is much larger than the value predicted using

equation (40). The front of the puddle spreads out before it is allowed to become steep, and

the free surface is stable. The radius of curvature of the whole puddle remains relatively

large, because external forces which attempt to bunch up the �lm into one location only

slightly decrease the local radius of curvature. The strong internal cohesion between oil

molecules means that the likelihood of the oil �lm breaking up, and droplets detaching

from the surface, is low. If this case represented the reality taking place within an engine,

the model's predictions would be underly dissipative, because in the simulation, the �lm

does not dissipate at all until a very steep shape forms and shock occurs.
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� At the other extreme, the oil surface tension is much lower than the value calculated using

(40). The puddle radius of curvature can decrease down to an arbitrarily low amount, and

the slope of the �lm at the front of the puddle may be arbitrarily steep. The free surface

is not necessarily stable. The �lm thickness can be multivalued and take on shapes such

as the bottom image in Figure 78. The internal cohesion between oil molecules is low;

droplets often break o� and are thrown away from the bulk �lm when the puddle takes on

the multivalued shape shown in Figure 7. If this case represented the reality taking place

within an engine, the model's predictions would be overly dissipative; the model would

dissipate the �lm whenever a steep front (shock) occurs, to avoid multivalued solutions,

while in reality there would be little or no spreading out.

Luckily for the tlomm, neither of these cases was actually observed in the engine tests performed

in [3]. The oil �lm was consistently found to have a steep front edge at the ends of the downward

and upward engine inertia periods. Surface tension was strong enough to prevent the �lm from

breaking up, but was not so strong that the �lm was just completely spread out over the entire

surface. Hence, on a piston land, surface tension appears to be important only in the vicinity of

a steep front. Its role is analogous to the role viscosity plays in shock wave within a compressible

gas; on a piston land, surface tension prevents the shape of the oil �lm from becoming completely

discontinuous, while in a shock wave in air, viscosity prevents the �ow variables from being

completely discontinuous9.

The tlomm was intended to run hundreds of engine cycles on a desktop PC within a reasonable

amount of time (a few hours), as described in Section 1.2. Inclusion of surface tension would

have required discretization of the radial (z) direction, so the number of independent variables in

the problem would have been four instead of three. The governing equation would not have been

scalar; rather, it would have been a system of several PDE's. Though it would more accurately

capture the details of the steep structure near the front of the �lm, and would predict �uid free

surface phenomena such as the Rayleigh-Taylor instabilities observed in [3], this approach would

have resulted in a much slower simulation than the one developed in this project. Simulations

of �lm formation and breakup are notorious for being computationally expensive.

Without a doubt, accuracy is lost by neglecting surface tension. However, given the fact that

the model agrees well with the behavior observed in an engine (according to [3]), the overall

�uid transport behavior and top land oil �lm distribution should still be accurate enough to

accomplish the objectives of the project.

8Though equation (22) is still inappropriate since it does not account for voids.
9The width of a shock wave is not zero, it is just small - several mean free paths of the gas atoms.
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3.6 Auxiliary Models

In addition to the primary PDE model of the oil �lm, two simple submodels are used in this

project which enhance the accuracy of the main model's predictions. Namely, the lubricant

viscosity's temperature dependence is taken into account, and a simpli�ed model of the gas �ows

in the top land crevice is derived (for use when externally provided input data is unavailable).

3.6.1 Lubricant Properties

The viscosity of typical multigrade lubricating oils used in IC engines depends on both tempera-

ture and shear rate in important ways. It is well known that engine oil can exhibit non-Newtonian

�uid behavior, in which the local viscosity is dependent on local shear rate due to a phenomenon

referred to as shear thinning. For a Couette �ow between two parallel plates in relative motion,

the shear rate γ is constant along the direction perpendicular to the �ow, and can be calculated

as

γ =
U

h
, (41)

where U is the relative di�erence in speed of the plates and h represents the separation between

the plates.

To determine whether or not shear thinning may be neglected, an estimate of the typical shear

rate on the top land must be compared with the critical shear rate, β. Shear thinning is important

if the shear rate is on the order of, or is greater than, the critical shear rate. From [17], β may

be estimated using

β = 10a+bT , (42)

where a and b are correlation parameters usually read from a table such as the one found in

Appendix A.

For a 15w40 lubricant, take a = 2.3 and b = .0225 (◦C)−1. For consistency, assume T = 325◦C.
Using these values, β = 4.1 · 109 s−1. To compare the critical shear rate to the estimated shear

rate, expected characteristic values of U and h, for equation (41), are required. Assuming an

engine operating at 1500 rpm, with oil viscosity equal to the low-shear viscosity at T = 325◦C,
and oil �lm thickness of 20µm, the maximum oil velocity within a cycle (Umax) found to be

about 0.57m/s. Hence, the order of magnitude estimate of γ is found to be 2.9 · 104 s−1. As a

result,
γ

β
≈ 2.9 · 104

4.1 · 109
� 1 ,

and it is safe to assume that shear thinning is unimportant for the tlomm.
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It is interesting to note that in some locations within an engine, the shear rate is very high,

and shear thinning plays an important role. For example, the lubricating oil trapped between a

piston ring and the liner typically exhibits shear thinning [21]. For the sake of demonstration,

a characteristic �lm thickness during midstroke is on the order of a few, say 3, microns [2]. A

typical mean piston speed of 7.5m/s would give rise to a shear rate 2.5 · 106 s−1. A characteristic

temperature of the liner is much less than that of the top land the piston; at midstroke, the local

temperature would probably be in the neighborhood of 150◦C for most engines [21]. At this

temperature, the critical shear rate is much lower than it was above; repeating the calculation

gives a critical shear rate of 4.7 · 105 s−1. Obviously shear thinning is important in this scenario,

since the estimated shear rate of the oil between the ring and liner exceeds the critical shear rate.

At the (relatively) low shear rates expected in the tlomm, oil behavior is well approximated

by treating it as a Newtonian �uid and neglecting shear thinning. Regardless of shear rate, oil

viscosity is a decreasing function of temperature. This dependence may be modeled using the

Vogel equation [2],

µ0 (T ) = ke
θ1

θ2+T , (43)

where k, θ1, and θ2 are also obtained from a table such as the one included in Appendix A.

µ0 represents the low-shear viscosity corresponding to temperature T . As shear thinning is

neglected, the tlomm uses the viscosity µ0 in its calculations. Of course, viscosity depends

strongly on the degree to which the lubricant has degraded, but this aspect is not modeled at

present.

3.6.2 Top Land Crevice Gas Velocities

Ideally the CFD gas �ow input data would be available for the entire engine cycle, and the

tlomm simulation would use this data exclusively without any need for a sub-model. However,

many engine companies only simulate a portion of a cycle, usually focusing on the part of the

cycle in which combustion takes place. To approximately account for the e�ect, if any, of gas

�ows during the parts of the cycle for which gas velocity data may not be available, a simpli�ed

model of the axial gas �ow in the top land crevice was developed. The shear stress expression

derived here is the same as the one presented in [3].

Reynolds number An order of magnitude estimate of the ratio of inertia forces to viscous

forces in the gas �ow is given by

Re =
ρV Dh

µ

where Dh is an approximate hydraulic diameter, Dh = 4Ac
℘ [20]. For this problem Dh = 2hgas

is appropriate, where hgas is the clearance between top land and liner. A characteristic velocity
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which might take place during the exhaust and intake strokes (when the axial pressure gradient

is small) can be estimated to be the mean piston speed, S̄p = 2LN [18], where L is the engine

stroke and N is the crankshaft speed, in revolutions (not radians!) per unit time. For a typical

heavy duty diesel engine operating at 1500 rpm, take V = S̄p = 7.5m/s. The gas density ρ

varies signi�cantly throughout the cycle, due to the compression stroke, but when the valves are

open (during exhaust & intake) the density should be about the same as that found in ambient

conditions. For this calculation, the gas density was approximated by ρ =1.2 kg/m3, which is the

atmospheric density of air at sea level. The viscosity was taken to be µ = 184.6 · 10−7 Pa-sec,

roughly the viscosity of air at room temperature [19]. hgas was taken to be 900µm, which is a

typical clearance between the top land and the liner. Using these estimated parameters, Re is

found to be 880. Hence, the �ow is expected to be laminar.

The Reynolds number was also calculated for the part of the cycle typically simulated by engine

manufacturers. Using a representative average velocity taken from supplied CFD input data, Re

of the gases within the top land crevice during the combustion part of the cycle was estimated

to be 4200, which indicates that the �ow is not laminar but the turbulence is probably not

fully developed [20]. This calculation used the following parameter values, which would be

representative of the crevice environment during combustion: ρ = 23 kg/m3, V = 8m/s, µ =
µ (T = 2300K) = 7.7 · 10−5 Pa-sec, and hgas = 900µm.

Mach number The speed of sound in atmospheric conditions, Vs, is roughly 340m/s. Using
the characteristic speed V estimated above, the Mach number

Ma =
V

Vs

is expected to be 0.02. Hence, compressibility e�ects may be neglected.

Model The �ow was assumed to be one dimensional, in the axial direction. The coordinate

system was de�ned attached to the piston, with x being the axial direction (positive upward)

and y being the radial direction (positive outward). As before, the piston acceleration term was

included to account for the acceleration of the reference frame.

A scaling analysis was performed on the full Navier-Stokes equations, along the same lines as

Section 3.2. The piston acceleration term was found to be signi�cant and was included. The

term u∂u∂x was found to be potentially signi�cant, but the assumption of 1D �ow implies, to

the contrary, that ∂u
∂x = 0, due to the continuity equation. This contradiction indicates that

the assumption of 1D �ow is a bit simplistic. However, in the middle of the land, far from the

top ring and far from the combustion chamber, the �ow is probably fully developed, and ∂u
∂x is
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probably zero. As in [3], the purpose of this sub-model is simply to get an order of magnitude

expression. Hence, the �uid inertia terms were neglected and the resulting simpli�ed governing

equation is
dp

dx
= µgas

d2u

dy2
− ρap , (44)

with boundary conditions

u (y = 0) = 0 and

u (y = hgas) = −Sp ,
(45)

where partial derivatives have appropriately been replaced by total derivatives in (44). Sp is the

instantaneous piston speed.

Solving (44) with (45) yields the velocity pro�le in the piston frame,

u =
1

2µ
dp

dx

(
y2 − yhgas

)
− Sp

y

hgas
+

1
2ν
ap
(
y2 − yhgas

)
. (46)

Due to incompressibility and the assumption that the �ow is one dimensional, in the fully devel-

oped region the net mass �ow through any cross section must be zero:∫ hgas

0
udy = 0 . (47)

Carrying out the integral gives an expression for the pressure gradient

dp

dx
= −6µSp

1
h2
gas

− ρap . (48)

Hence, a pressure gradient is set up which modi�es a Couette �ow velocity pro�le just enough

to satisfy the requirement that no net mass �ow take place. Substituting equation (48) into (46)

gives the velocity pro�le,
u

Sp
= 2

y

hgas
− 3

y2

h2
gas

, (49)

which is plotted in Figure 1110. The shear stress at the oil surface is thus

τgas =
2µgasSp
hgas

. (50)

According to this expression, the shear stress exerted on the oil by the gas �ow actually drives

the �lm in the direction of the piston velocity (in contrast with what would happen if there was

no liner and the piston was just moving through free space). Note that the equations in this

10Interestingly, the ap (piston acceleration) term is cancelled out and does not appear in the �nal expression
for the velocity pro�le.
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Figure 11: Simpli�ed axial gas velocity pro�le, in the reference frame of the piston. Top land
clearance exaggerated for clarity.

analysis do not agree with the equations in [3], partly due to the inclusion of the noninertial body

force ρap, yet the end results ((50) and equation (3.55) of [3]) do agree completely. Of course,

due to all of the assumptions, this expression is only close to being correct within a region that is

su�ciently far from both the top ring and the combustion chamber, where the �ow is expected

to be fully developed.

When calculating the velocity gradient within the gas (as needed for equations (17) and (18)),

this model assumes that the velocity of the oil �lm is small enough, relative to the gas velocity,

to be neglected. So in practice, the tlomm slightly exaggerates the e�ect of the gas �ows; the

gas dragging mechanism has more of an e�ect in the model than it would in reality, because the

oil surface velocity would not simply be the piston velocity. As mentioned in Section 3.6.1, a

characteristic maximum oil velocity is 0.57m/s, whereas a characteristic gas velocity (from actual

CFD data or from the mean piston speed) is around 8m/s11. Therefore, since 0.57
8 � 1, this

�static �lm� assumption is justi�ed. As such, the tlomm uses Equation (50) for the axial shear

stress exerted by the gas on the oil surface whenever externally provided data is not available.

Expected e�ect of gas �ow force As discussed in [3], the inertia force should be expected

to play the dominant e�ect when the oil thickness is large, but gas dragging should be dominant

for very thin oil layers. The cause for two regimes of dominance is due to the fact that according

to the model, equations (22) and (23) show that the inertia induced �ux scales with h3, while the

gas �ow induced �ux scales with h2. A rough idea of the relative e�ects of the two (sometimes

competing) forces can be obtained by forming a ratio of the coe�cients of the �rst two terms in

11Both are relative to the piston.
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Figure 12: Experimental oil �lm thickness measurement, from [3].

equation (24):

term1

term2
=

aph2

νoil

h
µgas
µoil

∂ugas
∂z

∣∣∣
z=h

=
aphρoil

µgas
∂ugas
∂z

∣∣∣
z=h

.

Taking representative values as ap = āp ≈ 1000m/s2, h = 20µm, ρoil = 850 kg/m3, µgas =
µair (T = 2300K) = 7.7 · 10−5 Pa-sec, and

∂ugas
∂z

∣∣∣
z=h

= 3.3 · 104 s−1, this ratio evaluates to about

6.7, indicating dominance of the inertia force. Still, this ratio varies substantially throughout a

cycle (for example, when ap goes to zero), so it is not surprising that the simulation �nds the

gas �ows to actually play an important role, as will be discussed in Section 6.

3.7 Experimental Validation of the Model

In [3], the model's validity was explored via extensive comparisons with experiments. The inter-

ested reader is encouraged to consult that document, as only a few of the main points (with a

few extensions) are presented here.

Inertia driven oil �ow Figure 12, reprinted from [3], is provided as an example of the ex-

perimental �lm thickness measurements performed in that work. In these experiments, the oil

layer was observed to form a steep front consistently. For reasons discussed in Section 3.5, this

observation makes the decision to neglect surface tension (and replace it with a mechanism that

captures shocks) acceptable. It is also consistent with the model's nonlinear �ux; as discussed in

Section 3.4.1, the presence of nonlinear �uxes mean that the wave speed is an increasing function

of the �lm thickness, and hence steep fronts are expected to develop.
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Oil �ow induced by gas �ow In addition to studying the e�ect of piston inertia on the

oil �lm, experimental studies were performed in [3] to investigate the e�ects of gas �ows on

the oil �lm. Circumferential oil transport was observed to take place on the second and third

lands. As the direction and magnitude of the circumferential oil �ow depended very distinctly

on the relative locations of the ring gaps, circumferential gas �ows were by far the most probable

explanation for this transport mechanism. Compared to the piston inertia driven �ow, the

instantaneous gas �ow driven circumferential oil �ow rate was low. However, since the integral

of the piston acceleration over the whole cycle is zero, the inertia driven �ow causes the �lm to

oscillate back and forth but not really make any net progress from one cycle to the next. The

net inertia driven �ow (say, per cycle) is actually quite small and is directly proportional to the

rate at which new oil is supplied12. On the other hand, the circumferential gas �ow can act in

the same direction for quite a while, so although the circumferential oil �ow rate at any instant

is small compared to that of the inertia driven (axial) �ow, a signi�cant amount of net transport

in the circumferential direction can still take place. The experimental work in [3] con�rmed the

importance that the crevice gas �ows can have on the oil �lm distribution on piston lands, hence

the reason for including the gas �ow e�ect in this project.

Finally, from the strong form of the governing equation, (24), it can be seen that the wave speed

associated with the gas �ow terms is proportional to h. Therefore the model predicts that steep

fronts will be generated for the gas �ow driven oil �ows (with or without piston acceleration),

due again to the fact that the �ux is a nonlinear function of h. Steep fronts were observed

experimentally in [3] for the gas �ow driven circumferential oil �ows, consistent with the model's

predictions.

12Additionally, the direction of this net �ow depends entirely on the location and phase (within the cycle) at
which the oil is introduced.
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4 Numerical Approach

A great deal of work has been devoted to developing suitable algorithms for solving nonlinear,

hyperbolic PDE's of the general form of (23) (reproduced below, for convenience) numerically.

∂

∂x
(f (x, y, t, h)) +

∂

∂y
(g (x, y, t, h)) +

∂h

∂t
= 0

In fact, a substantial number of researchers (e.g. Godunov, Roe, Van Leer, Toro, LeVeque,

Glimm, etc.) have made a lifelong career out of this pursuit.

In a nutshell, the possibility of naturally occurring discontinuities introduces an array of nu-

merical di�culties. One would be correct to conclude that designing an appropriate numerical

method is not trivial. Not surprisingly, the majority of the time spent developing the Top

Land Oil Movement Model (tlomm) was directed toward �nding and implementing a suitable

algorithm.

This part of the document builds up the numerical method used by the tlomm; Section 5 covers

details of its implementation. In all honesty, this section really only scratches the surface of

numerical methods for hyperbolic conservation laws. Its main purposes are to 1) convince the

reader of the existence and importance of many of the issues faced in seeking numerical solutions,

2) improve the typical tlomm user's ability to interpret the simulation's predictions, and 3)

provide a starting point for a researcher who is interested in seeking numerical solutions to their

own conservation law. To appeal to an audience wider than just a small set of CFD specialists,

as often as possible, mathematical descriptions are augmented with pictorial demonstrations of

the issues. This way a reader should be able to get at least a qualitative understanding of the

concepts without having to learn all of the math as a prerequisite. This section is not as detailed,

complete, or rigorous as most of the references it cites. All the same, the author has found only

a small amount of literature concerned with variable coe�cient conservation laws, such as (22).

Several numerical issues arise due to this aspect of the equation, so the work described here may

actually add something to the existing body of knowledge.

4.1 Introduction

A two dimensional (two independent variables, x and t) tlomm simulation was created �rst.

Its satisfaction of the requirements (to be de�ned) was con�rmed before extending it to three

dimensions. The 2D simulation focused on solving this simpli�ed version of equation (22):

∂

∂x

(
−ap

3ν
h3
)

+
∂h

∂t
= 0 (51)
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Again, partial di�erential equations of this form are classi�ed as �conservation laws.� To proceed,

it helps to consider the various approaches that are typically used to solve PDEs numerically.

4.1.1 Approach Categories

There are many ways to approximately solve equation (51) using a computer; the most appro-

priate choice depends on the problem at hand, and is debatable at best. Roughly speaking, the

available discretization viewpoints may be introduced as follows.

� Finite Difference

This method directly approximates each derivative term in the governing PDE with a

truncated Taylor series expansion. FD typically requires the least amount of time to set

up, but has some negative traits that make it less than optimal when solving a nonlinear

conservation law.

� Finite Volume

This type of approach stresses the integral (as opposed to di�erential) form of the governing

PDE. Rather than point values interacting with one another, in FV the domain is divided

up into cells, and it is the cell averages that interact with one another. For conservation

laws, FV approaches are the most common and (arguably) the most successful.

� Finite Element

The Finite Element method casts the governing PDE into a variational formulation and

satis�es some minimization statement via the use of basis functions. The Discontinuous

Galerkin method is one modi�cation to the standard FE method which admits solutions

that can have discontinuities. DG is brie�y discussed in Section 4.7.6.

In this work, a shock capturing �high resolution scheme,� which is one brand of the �nite volume

method, was chosen. There are many other successful approaches, e.g. the Boundary Element

Method ([60]); the relative merits of a few of these alternatives are discussed in Section 4.7.

The following section will begin to cultivate an intuitive feel for some of the traits needed for a

numerical method to be successfully applied to equation (51) (and ultimately (22)); the �nite

volume viewpoint, in particular, is developed.
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4.2 Concepts

To understand the impetus for using some of the more advanced approaches, it is required to at

least introduce a few of the concepts relevant to seeking numerical solutions of equation (22)1.

Most of these concepts are discussed in standard textbooks on numerical methods for PDE's,

e.g. [28], [50], [6], and [16]. The ideas developed in this section are later utilized in Section 4.4,

where powerful shock capturing schemes are constructed.

4.2.1 Fundamentals

Discretization schemes have some inherent properties which are too important to go without

being mentioned. In the history of numerical analysis, the fundamentals were �rst understood

using �nite di�erence schemes. These notions are brie�y explored at present; formal presentations

may be found in the references.

Truncation error A di�erence calculation approximates a local function value using a Taylor

series expansion. As only a �nite number of the terms in the series can be used in any practical

computation, some error must exist between the value calculated and the exact solution.

A discretization scheme replaces a continuous di�erential equation with a set of algebraic equa-

tions which (one would hope) approximate its behavior. Following the approach of [16], one can

consider a general partial di�erential equation,

Lu− f = 0 , (52)

where L is any continuous operator, e.g. ∂2

∂x2 + ∂2

∂y2 , and f is the �inhomogeneous� or �source/sink�

term (if any). A di�erence scheme for equation (52) could be expressed as

L̂û− f̂ = 0 , (53)

where the bold variables indicate vectors containing the values at each point in the computational

domain. If the discrete operator L̂ is brought to act upon the continuous values u, the local

truncation error at some arbitrary point i, τi, is de�ned as

τi =
(
L̂u− f̂

)
i
. (54)

1An interesting common theme is that many of the behaviors exhibited by numerical methods (which are
con�ned to take place within a computer, in a world of only ones and zeros) are analogous to physical phenomena,
e.g. stability, dissipation, dispersion, entropy, etc.
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Consistency A result that could be deduced from the de�nition (54) is that any (successful)

numerical scheme must satisfy

lim
∆x→0

τi = 0 for all i = 1, ....., n (55)

for all smooth functions u satisfying (52). A discretization scheme possessing this property is

referred to as consistent, because satisfaction of equation (55) implies that the di�erence equation

generated by the scheme, (53), is in fact representative of the original (continuous) di�erential

equation, (52).

Stability All life forms encounter the concept of stability every day. Most physical systems

may be categorized as stable or unstable. An inverted pendulum (e.g., a pencil standing upright

on a table) is an example of a system in an unstable state; any perturbation to the pendulum's

position is ampli�ed by gravity and the system swings down, slowly coming to rest in its natural

state. Once it has come to rest, it is now in a stable state; any perturbation to its position just

results in the pendulum returning to its rest state.

One would hope that the issue of stability is con�ned entirely to the physical �real world.�

Unfortunately, in 1928 it was discovered [29] that in addition to physical systems, numerical

methods for di�erential equations may also be categorized as stable or unstable. Some methods

are unconditionally stable, some are unconditionally unstable (!), and many are stable provided

that certain conditions are met. In essence, an unstable scheme ampli�es the errors inherent to

approximate methods. Examples of how this phenomenon can come to be are extremely useful;

the one in Section 16.6 of [27], in particular, is very simple yet highly illustrative.

Classically, the stability of a scheme is analyzed via a Fourier stability analysis, which itself is a

linear method. The references cited above cover at least linear stability analysis in detail. A key

dimensionless number consistently arises in stability analyses of explicit (to be de�ned) schemes

applied to hyperbolic PDE's. This parameter, referred to as the Courant number, represents the

number of grid cells (of dimension ∆x) traversed by a wave in one time step,

C = v
∆t
∆x

(56)

where v is the local characteristic speed. C could also be interpreted as the ratio of the local

wave speed to the maximum speed at which information could possibly travel for a discretization

with grid spacing ∆x and time step ∆t.

Typically the outcome of a stability analysis is a restriction on the allowable values of C; for
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Figure 13: Numerical instability: a) initial condition; b) �solution� after some time has passed.

example, requiring that

|C| =
∣∣∣∣v ∆t

∆x

∣∣∣∣ ≤ 1 (57)

is very common for simple explicit schemes applied to nonlinear conservation laws. This partic-

ular requirement should make intuitive sense for the case of a simple single-stage time stepping

algorithm, with a spatial discretization for which each node utilizes only information from its

two nearest neighbors (one to the left, one to the right). Consider an example where a wave

starts at, say, node i − 2 (at time level n), and arrives at node i + 4 (at time level n + 1).
Since the evaluation of the derivative at node i is based only on the time level n information at

the neighboring nodes, i − 1 and i + 1, node i's calculation could not possibly account for the

presence of the wave, even though the wave passes through node i between time levels n and

n+ 1! Obviously the calculation would be erroneous.

For some schemes, no value of C will make the scheme stable, while for other schemes (usually

implicit ones, to be discussed), stability is achieved for any value of C.

Finally, because the hyperbolic conservation law considered in this work is nonlinear, the concepts

of linear stability do not entirely apply, and a stronger (nonlinear) stability condition must be

met. It turns out that requiring the scheme to maintain the TVD property (presented in Section

3.4.6) of the continuous equation causes the scheme to have the desired stability characteristics,

as will be discussed in Section 4.2.9.

In case this presentation has not convinced the reader of the reality of numerical stability, Figure

13 depicts a compelling example of numerical instability. The initial �lm thickness distribution

is a square wave, as shown in Figure 13a. Soon after the simulation of equation (51) begins, the

solution develops a maximum Courant number that is too large, errors are ampli�ed, and before

long values start shooting o� to in�nity. Of course as soon as one cell's �lm thickness becomes

in�nite, the solution is destroyed, because that cell's in�nite value propagates to its neighbors

and so on. Figure 13b depicts the �lm distribution after the onset of numerical instability has
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taken place.

Convergence Of course the end goal of going to the trouble of constructing a numerical scheme

is that the approximate solution it generates should become closer and closer to the exact solu-

tion, as the spatial and temporal resolutions are re�ned successively. With this property, called

convergence, a numerical solution's quality may essentially be improved to achieve any arbi-

trary level of accuracy. The Lax Equivalence Theorem provides a mechanism for determing

whether or not a scheme is convergent, and serves as one of the foundations of numerical analysis.

Simply stated, this fundamental theorem asserts that a numerical method applied to a PDE is

convergent only if it possesses both the properties of consistency and stability. The converse

is also true; by de�nition, any convergent scheme is both stable and consistent. The type of

stability required for a scheme to be convergent is a subtle point, and it depends on the type of

equation and method; consult the references cited in the beginning of this section for details.

4.2.2 Finite Volume Method

The �nite volume (FV) method is closely related to the �nite di�erence method, but it is es-

sentially set up with approximating the integral form of the governing PDE in mind. Not

surprisingly, FV views the domain of a problem as being composed of a set of computational

cells that have some �nite volume associated with them, not simply composed of discrete points

(which have zero volume) as in FD. Calculations are performed on the cell averages, not pointwise

values. The de�nition of this instantaneous cell average, ūni (where u is the dependent variable,

and can be a scalar or vector), at time level n in some cell i presents no surprises:

ūni =
1

∆x

∫ xi+1/2

xi−1/2

u (x, tn) dx

For some applications, FV and FD calculations turn out to be identical. However, at least for

nonlinear hyperbolic problems, FV has found much more success than FD, due to its abilities to

admit discontinuities and to strictly enforce the conservative properties of conservation laws2.

To keep the notation simple, for the rest of this document, the overbars are not explicitly included.

ui shall always automatically imply ūi, the cell average.

4.2.3 Conservation

Unfortunately, for partial di�erential equations meeting the classi�cation (Section 3.3) of equa-

tion (22), convergence of the scheme is essential, but not nearly su�cient on its own to produce

2One additional advantage of FV over FD is its much simpler adaptation to somewhat more general geometries.
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Figure 14: Example of a potentially non-conservative choice of �ux evaluation points.

high quality results. Despite the fact that equation (22) is a �conservation� law, many numer-

ical schemes applied to it will not discretely conserve mass. This phenomenon may be readily

demonstrated.

Demonstration Consider equation (51) rewritten as

∂h

∂t
+
∂f

∂x
= 0 , (58)

where f now could be any arbitrary �ux, which may be a function of h and/or x and/or and

t. Naive replacement of the spatial derivatives with centered di�erences and the time derivative

with an Euler Forward approximation gives

hn+1
i − hni

∆t
+
fni+1 − fni−1

2∆x
= 0 , (59)

where fi+1, for example, is understood to mean evaluation of the �ux at the point i + 1. Con-
servation arguments imply that the time rate of change of the volume contained within the

boundaries must equal the net volume �ow rate through the boundaries of the domain. Hence,

a quick calculation can check whether or not the numerical scheme preserves this conservation

property. For illustration's sake, consider a domain with just 5 nodes, as displayed in Figure 14.

Assume equation (59) is applied at each cell. Taking a sum of (59) over all cells gives

5∑
i=1

2∆x
hn+1
i − hni

∆t
=

5∑
i=1

fni−1 − fni+1 , (60)
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and in the limit that ∆t→ 0, this equation becomes

2
dV

dt

∣∣∣∣
t=tn

=
5∑
i=1

fni−1 − fni+1 , (61)

where V is the volume contained within the domain. According to the argument above, mass

conservation requires that dV
dt must equal the net �ow across the boundaries. In this choice of

discretization, the �ow at the boundary is not actually de�ned, since each boundary falls halfway

between the nodes to the left and right of it. Carrying out the remaining sum in (61), one obtains

2
dV

dt

∣∣∣∣
t=tn

= (fn0 − fn2 ) + (fn1 − fn3 ) + (fn2 − fn4 ) + (fn3 − fn5 ) + (fn4 − fn6 ) ,

which obviously comes out to

2
dV

dt

∣∣∣∣
t=tn

=
fn0 + fn1

2
− fn5 − fn6

2
. (62)

Although the terms
fn0 +fn1

2 and
fn5 −fn6

2 represent rough averages of the �ow rates across the two

boundaries of the domain, there is no guarantee in equation (62) that dV
dt truly is exactly equal

to the net �ow across the boundaries. The values of h at the boundaries (h1/2 and h5+1/2) are

not even calculated according to (59), so it would be impossible to prove that f
(
h1/2

)
= fn0 +fn1

2

for general �ux functions.

Now consider a di�erent choice of spatial discretization of the ∂f
∂x term in (58):

hn+1
i − hni

∆t
+
fni+1/2 − f

n
i−1/2

∆x
= 0 . (63)

Taking a sum over all �ve nodes, as before,

dV

dt

∣∣∣∣
t=tn

=
5∑
i=1

fni−1/2 − f
n
i+1/2 ,

and again writing out the sum,

dV

dt

∣∣∣∣
t=tn

=
(
fn1/2 − f

n
11/2

)
+
(
fn11/2 − f

n
21/2

)
+
(
fn21/2 − f

n
31/2

)
+
(
fn31/2 − f

n
41/2

)
+
(
fn41/2 − f

n
51/2

)
.

Cancelling out terms reduces to the desired result, which shows that this choice of discretization

does strictly enforce the physical requirement that the volume accumulation rate equals the net

in�ow across the boundaries:
dV

dt

∣∣∣∣
t=tn

= fn1/2 − f
n
51/2 . (64)
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Hence, it has been shown that depending on the way in which the ∂f
∂x term is discretized, a

numerical scheme may or may not strictly conserve mass. Of course, being averages, the earlier

expressions for the �ow rates at the boundaries,
fn0 +fn1

2 and
fn5 +fn6

2 , would be roughly accurate, and

would probably be �ne for linear equations. However, it turns out that nonconservative schemes

do not propagate shocks at the correct speeds required by equation (37), thus for nonlinear

equations it is essential to use conservative schemes which explicitly evaluate �uxes (via some

sort of algorithm) at the boundaries.

De�nition of a Conservative Scheme As stated in [16], employing a conservative �nite

volume scheme yields consistency (Section 4.2.1) with the integral form of the conservation law.

Formally, if an explicit di�erence scheme, with independent variables t and x and dependent

variable u (which can be a vector), can be written in the form

un+1
i = uni −

∆t
∆x

(Fi−1/2 − Fi+1/2) , (65)

where ui is the average value of u in cell i, and Fi−1/2 is some approximation to the �ux at the

boundary between cells i and i− 1, the scheme is said to be conservative3.

In a well posed, conservative FV scheme, a computational cell interacts with its neighbors not by

directly using the pointwise values of u nearby, but by exchanging �uxes across its cell boundaries.

For a given boundary between two cells, whatever �ux enters one of the cells automatically gets

counted as exiting from the other (obviously this is required by conservation). Of course all of

the details lie in the non-trivial process of determining the �ux at the boundary between two

cells, given only the set of cell averages. Hence, explicit conservative FV methods di�er from one

another only in the manner in which the �uxes at cell boundaries are determined.

4.2.4 Dissipative and Dispersive Errors

The ways in which errors are manifested in solutions generated by approximate methods for

solving PDEs vary widely, depending on scheme characteristics. Schemes often attenuate some

types of error, while allowing other types of error to propagate freely. One can reliably predict

which type of error will dominate based on the leading term in the truncation error; for example,

di�usion is usually dominant for �rst order schemes, and dispersion usually dominant for second

order schemes. This rule of thumb arises because of the fact that it can often be shown that a

scheme under consideration actually better approximates some PDE other than the original PDE

3F must satisfy the consistency condition that F (u, u, ...., u) = f (u), where f is the exact �ux found in the
continuous PDE. This requirement implies that inserting the same value �u� for all of the arguments of F must
yield a value which is equal to the exact �ux f evaluated at u.
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for which the scheme was designed! The derivative terms in this �other� PDE (often referred to

as the �modi�ed equation�) which are not present in the original PDE usually indicate the types

of errors that should be expected.

Qualitative examples which demonstrate dissipative and dispersive types of error are presented

in Figure 154. In both images, an approximate solution is compared to an exact solution, and

equation (51) is simulated. The exact solution is calculated using the method of characteristics.

The approximate schemes are conservative �nite volume methods. Both the exact and approx-

imate schemes are given identical initial conditions and are allowed to run for 10 engine cycles.

The lubricant moves back and forth each revolution, subject to the reciprocating inertia force.

The available �lm thickness provided at the boundaries is simply equal to that �lm thickness

which was uniformly covering the surface initially (not counting the initial ridge). The plots

shown depict only the �nal states of the two schemes, at the very end of the simulation. The

parameters are set up so that the viscosity is high enough to keep shock from occurring (i.e., the

�lm moves slow enough that the piston acceleration always changes sign before the �lm is able

to develop a shock), as can be veri�ed from an animation of the characteristics solution.

Dissipation Loosely speaking, a solution which spreads out over time does so due to dissipation

(or, �di�usion�). This feature can be physical - for example, in the heat equation, heat di�uses

locally in the opposite direction of the temperature gradient. Di�usion is usually characterized

by second derivatives in space, such as ∂2T
∂x2 for the heat equation. For equations such as (22),

the derivatives are �rst order, and no physics which would represent di�usion (other than shock,

which is not occurring in this test simulation) is present. Unfortunately, the numerical scheme

itself may dissipate the solutions it generates, despite the original PDE being devoid of any

physical di�usion. For hyperbolic problems, numerical dissipation is typically the dominant

error for �rst order accurate schemes; the �rst term in the truncation error for these methods is

a second order (i.e. di�usive) derivative. Figure 15a depicts an exceedingly dissipative scheme;

the spatial di�erences used are �rst order accurate. The cumulative e�ect of this error can most

de�nitely be severe enough to render a numerical solution inadequate. Obviously, after only 10

engine cycles, the solution has degraded (compared to the exact solution) severely, to the point

that one cannot really use it to make predictions of the oil distribution on the top land. With this

scheme, it would be impossible to meet the objective described in Section 1.2 that the tlomm

should be robust enough that it can run for hundreds of cycles and still maintain the required

accuracy.

4Quantitative analysis can be performed, but the references cover this topic in depth, so the discussion presented
is mainly for illustrative purposes to help motivate the need for the schemes developed in Section 4.4.
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Figure 15: Approximate schemes with excessive numerical errors: a) dominant error is dissipative;
b) dominant error is dispersive.

Dispersion One can think of a solution as being comprised of a series of waveforms (generated

using a Fourier series, for example). Dispersion is a phenomenon in which the propagation speed

of each of these waves is a function of the wavelength. Hence the higher frequency modes travel

throughout the domain at speeds di�erent from the lower frequency modes. Dispersion is usually

dominant in PDE's with third derivatives in space, e.g. ∂3

∂x3 . For hyperbolic problems, numerical

dispersion is typically the dominant error for second order accurate schemes; the �rst term in the

truncation error for these methods is a third order derivative. Figure 15b shows an exceedingly

dispersive method, for which the spatial di�erences are second order accurate. Despite this

scheme's formally higher order accuracy, its predictions are (again) severely o� from the exact

solution after only 10 engine cycles.

4.2.5 Decoupling of Discretizations

Equation (65) is written assuming the time derivative in (58) has been replaced with the simplistic

�Forward Euler� approximation,
hn+1
i −hni

∆t . However, there is no immediate reason why other

choices of time di�erencing cannot be made, so (65) is more restrictive than necessary. A more

�exible equation is the semidiscrete form of (65),

du

dt
=

1
∆x

(Fi−1/2 − Fi+1/2) , (66)

which is a coupled set of ordinary di�erential equations (ODEs). This form makes the choice

of time stepping algorithm modular, as its usage allows one to make use of the broad set of

techniques developed in the �eld of ODE's. (66) can perhaps be viewed as the central governing

equation used in the tlomm simulation. The approach of using a semidiscrete form of the

discretization scheme, known as the �Method of Lines� [30, 31], e�ectively decouples the spatial

and temporal discretizations.
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Most of the di�cult features of (22) are properly dealt with by focusing on just the spatial dis-

cretization and making it satisfy some set of properties. These required properties are developed

in the following sections, after brie�y saying a few words about time discretization.

4.2.6 Time Stepping

This subsection is a precursor to Sections 4.5 and 4.7.1, in which temporal discretizations are

discussed in more detail. The two main classes of �marching,� or time stepping, methods, which

are used in solving di�erential equations numerically, must be introduced. The methods by

which the two approaches (termed explicit and implicit) advance a solution from time level n

to time level n + 1 are fundamentally di�erent from one another. Any introductory textbook

on numerical approximations to the solutions of di�erential equations will discuss this topic in

greater detail.

Explicit An explicit method calculates the new solution at any cell i, un+1
i , using only infor-

mation from time level n. The method is named as such because the expression used to advance

the solution to time n+ 1 is a simple, closed form (i.e., explicit) algebraic equation for un+1
i .

Implicit An implicit method also calculates the new solution at any cell i, but the available

information is not restricted only to time level n. Instead, the information at time n+ 1 itself is

used in computing the solution at time n + 1. In other words, the cells' values at n + 1 are all

fully coupled to one another; computing the solution un+1
i makes use of the �new� (un+1) values

at all of the other cells. The method gets its name from the fact that the resulting expression

for un+1
i is not closed form; instead, it is a set of coupled, implicit algebraic equations. Typically

these equations are nonlinear, and must be solved via some sort of iterative root�nding algorithm

designed for sets of nonlinear equations.

4.2.7 Convergence to a Weak Solution

An important result for the schemes considered in this work is the Lax-Wendroff Theorem

[32]. It states:

If the solution generated by a conservative numerical scheme converges (as ∆t and
∆x go to zero) to some function, then the function to which it converges is a weak

solution of the conservation law.
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Unfortunately, as was presented in Section 3.4.3, weak solutions to hyperbolic conservations laws

are often nonunique. The LW theorem doesn't guarantee that convergence will take place, nor

does it claim that the solution obtained will be physically correct. Still, according to this theorem

and Sections 3.4.3 and 3.4.4, a conservative, convergent scheme satisfying an entropy condition

will in fact generate the unique, correct solution we seek.

4.2.8 Entropy and Monotonicity

It turns out that all monotone methods preserve the entropy condition, equation (36). From [8],

a monotone scheme is one that may be written in the form

un+1
i = H

(
uni−kL+1, · · ·, uni+kR

)
,

with ∂H
∂unj
≥ 0 ∀j (H is an increasing function of each of its arguments). Unfortunately, monotone

schemes su�er from poor accuracy, as observed empirically and proven by Godunov, as follows.

Godunov's theorem In 1959, Godunov [33] proved a particularly discouraging result:

Any monotone, linear scheme can be at most �rst-order accurate.

Godunov's theorem implies that if only linear schemes are considered, higher order accuracy will

come with the price of violating the desired entropy priniciple. As noted in Section 3.4.4, without

satisfying the entropy condition, the solution to which the scheme converges will generally not

be the unique, physically correct solution. The high resolution schemes developed in Section 4.4,

for the purpose of solving hyperbolic conservation laws, achieve high accuracy by exploiting a

loophole in Godunov's theorem.

4.2.9 Total Variation

An important property of monotone schemes is that they do not create spurious (non-physical)

extrema. In other words, the approximate solutions they create are TVD, so long as the contin-

uous PDE is TVD (de�ned in Section 3.4.6). Non-TVD schemes, on the other hand, typically

produce oscillations in the vicinity of discontinuities. For demonstration, consider equation (51).

As long as the coe�cient
ap
ν is not dependent on x, the total variation of solutions to equation

(51) can only decrease with time5.

5In fact, the solution's TV will stay constant except when shock occurs), which can be shown using character-
istics (see Section 3.4.1).
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Figure 16: Solution of equation (51) for a) a TVD (shock capturing) scheme, and b) a non-TVD
(Lax-Wendro�) scheme.

Figure 16 demonstrates the very di�erent manner in which two representative schemes approx-

imate the solution to equation (51), showing snapshots both at the (identical) initial condition

and after some �nite time (50 crank angle degrees) has passed. One scheme is TVD, the other

is not. Unlike the simulations in Figure 15, a realistic viscosity was used and shocks occurred.

Once shock develops, the non-TVD scheme (which is formally second order accurate) behaves

extremely poorly6. Obviously the total variation of the solution generated by the TVD scheme

(Figure 16a) at θ = 50◦ is less than the TV of the initial condition, consistent with the TVD

property inherent to the initial PDE. On the contrary, the total variation of the solution due

to the non-TVD scheme (Figure 16b) at θ = 50◦ is certainly greater than the TV of the initial

condition. Hence the non-TVD scheme does not produce solutions that maintain the total

variation property of the initial PDE.

The wild oscillations exhibited in Figure 16b are undesirable for two main reasons:

� They are not physically correct, and are due entirely to weaknesses of the numerical scheme.

6One can imagine how the dispersive errors of this scheme get out of control due to the Gibbs phenomena
which arise in attempting to approximate a discontinuity.
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� They can easily make an otherwise stable solution unstable. From Section 3.4.1, it was

shown that the characteristics move with a wave speed proportional to h2. As seen in

Figure 16, the oscillations cause some of the grid points to take on much higher values

of h, where the wave speed is much larger. It is not surprising that this chain of events

introduces stability issues when one recalls the typical requirement, equation (57), that the

Courant number must remain less than or equal to some constant, Cmax (often equals 1),

as introduced in Section 4.2.1.

Formal De�nition of TVD Schemes Consider a class of numerical schemes that can be

written in the form

un+1
i = uni − Ci−1/2

(
uni − uni−1

)
+Di+1/2 (ui+1 − ui) , (67)

where the coe�cients C and D may, in general, depend on the data u (i.e., the scheme itself is

allowed to be nonlinear). It can be shown7 that this scheme, applied to a PDE with constant

coe�cients (of the form (67)), is TVD provided that the coe�cients satisfy

Ci+1/2 ≥ 0
Di+1/2 ≥ 0

0 ≤ Ci+1/2 +Di+1/2 ≤ 1

(68)

This set of conditions is often referred to as �the TVD test.�

Stability When applied to actual schemes, the third inequality in (68) actually imposes a

stability-like condition which is dubiously similar to equation (57). For example (from [16]), for

the linear advection equation,
∂h

∂t
+ a

∂h

∂x
= 0 ,

with a (the advection speed) being a positive constant, application of the �upwind scheme� would

give

un+1
j = unj −

a∆t
∆x

(
unj − unj−1

)
.

Enforcing the conditions (68) leads to

Cj−1/2 =
a∆t
∆x
≤ 1 , (69)

which obviously is a constraint analogous to the common requirement arising in linear stabil-

ity analysis, equation (57). In addition to prohibiting numerical oscillations, all explicit TVD

7Harten's Theorem, see [1, 8].
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schemes which meet their CFL-type requirements such as (69) are stable (though not vice versa).

This feature should not be surprising - total variation is, in a way, a measure of the �size� of the

data making up a solution. Stability requires that errors are not ampli�ed with time; similarly, a

TVD requirement forces the data itself to either spread out (decay) or stay constant with time.

In actuality, a scheme meeting the TVD constraint actually meets a more stringent brand of

stability (�nonlinear stability�). Thus if one uses a scheme which is known to be TVD, stability

is not an issue as long as the �CFL-like� TVD requirement, such as (69) for the upwind scheme,

is met.

It is interesting to note that schemes have been developed which do not strictly insist that the

total variation of the solution to diminish. Instead, they allow the TV to increase here and

there by small amounts, but they enforce that the total variation remain bounded. These TVB

schemes, though perhaps not as widely used as TVD schemes, have the property of uniform high

order accuracy8. Shu presents a TVB modi�cation in [34]. The ENO/WENO methods that will

be discussed in Section 4.7 generalize this approach.

4.2.10 Summary

This section has presented many numerical concepts without much detail, let alone rigor. For a

typical user of the tlomm simulation, Section 4.2 is hopefully complete enough to provide a rough

background on the issues faced when designing numerical methods for hyperbolic conservation

laws.

According to Godunov's theorem, it may seem that one must make a choice between a low-

accuracy (�rst order) monotone scheme and a high accuracy (higher order) non-monotone scheme

which su�ers from severe oscillations. Fortunately, as will be shown in Section 4.4, schemes which

are both high order and nonoscillatory can in fact be constructed. This achievement takes place

by making the coe�cients C and D of equation (67) nonlinear functions of the data u itself,

which allows Godunov's theorem to be circumvented.

Classi�cation of the various methods There are quite a few classes of conservative �nite

volume methods. As discussed in this section, properties of schemes include order of accuracy,

monotonicity, total variation consistency, entropy satisfaction, etc. Understanding the underlying

genealogy of these methods (e.g. which schemes are subsets of other schemes) is, itself, a daunting

task. Figure 17, adapted from [16], makes some attempt to decode these relationships. One can

see, for example, that all linear TVD methods (�TVD (L)�) are necessarily �rst order, but this

8Formally, all TVD schemes' spatial accuracies degenerate to �rst order in the vicinity of extrema, see Section
4.4.4.
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Figure 17: Venn diagram of various schemes, adapted from [16].

restriction does not apply to nonlinear TVD methods. �M� here denotes the class of monotone

schemes.

Of course, nothing has been said yet as to how these schemes are actually constructed in practice.

The following section gets one step closer to developing the powerful high resolution scheme(s)

used by the tlomm.

4.3 Scheme Requirements

Section 4.2 should surely have motivated the notion that the scheme used in the tlomm simu-

lation should meet some minimum set of requirements. This brief section simply organizes these

requirements into a concise and coherent list. From the presentations of Sections 1.2 and 4.2,

the numerical method employed to solve equation (51) (and eventually (22)) should meet the

following criteria:

1. Accuracy

The numerical dissipation and dispersion errors inherent in the scheme must be minimized

to the point that their cumulative e�ects, even after hundreds of engine cycles (i.e. hundreds

of thousands of time steps), are so small that they have practically no e�ect on the tlomm's

ability to accurately predict the distribution of lubricant on the top land. Of course their

severity will be a function of the spatial and temporal resolutions chosen by the user.

2. Consistency

As for all PDE simulations, the numerical scheme must be consistent with the original

PDE, according to the de�nition (55).

3. Stability

As for all PDE simulations, the numerical scheme must be stable.

4. Conservation

Due to the fact that methods which are not strictly conservative often propagate informa-

tion at incorrect speeds, the numerical scheme must be strictly conservative.
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5. Entropy

The scheme must satisfy the entropy condition, so that the weak solution to which it

converges is the physically correct solution.

6. Total Variation

The scheme must produce solutions whose total variation is (at least) bounded9, in order to

generate physically correct predictions and to meet the stability requirements of nonlinear

conservation laws. This requirement does make requirement number 3 redundant, but

both are listed in order to emphasize that not only must the scheme satisfy the classical

stability requirement, it must possess a more restrictive type of stability and match the

total variation property of the original PDE.

7. Shocks

The numerical scheme must be able to handle a general, arbitrarily curved shock front in

the x − y plane, which must be allowed to occur naturally without having to provide the

scheme with extra information a priori.

8. Grid

The tlomm should possess a computational grid which does not introduce unnecessary

complications. As the simulation is intended to be augmented with additional physics by

future workers, its grid should allow for straightforward incorporation of additional models.

Essentially, an Eulerian grid with Cartesian coordinates is required.

Reasoning Items 2 and 3 are common to all PDE simulations, as discussed in Section 4.2.1.

Requirements 4 through 7 are speci�c to the type of PDE (see Classi�cation, Section 3.3) being

solved in this work. Finally, requirements 1 and 8 are speci�c the tlomm in particular (according

the project objectives, Section 1.2).

4.4 Shock Capturing

It was the discovery (usually credited to Harten [1]) of a class of higher order schemes which

maintain the TVD property that ushered in an explosive period of development in the CFD �eld

back in the 1980's. Numerical methods meeting the requirements outlined in Section 4.3 do in fact

exist. These �nite volume approaches, usually termed �high resolution schemes,� revolutionized

several areas of PDE numerical methods during the late 1970's and early 80's. Some of the

9As was mentioned in Section 3.4.1, solutions to equation (22) itself do not necessarily have a diminishing
total variation, since gradients in the gas �ows show up as source terms (i.e. the coe�cients of equation (22)
are variable). To be more precise, what is essential is that any increase in the total variation of the approximate
solution calculated by the tlomm simulation be physically induced, and not be caused by the numerical scheme.
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many approaches ([35]) for resolving �ows with shock waves prior to the introduction of these

schemes included 1) using a �rst order Godunov method, 2) using a second order scheme to solve

a modi�ed governing equation, to which an arti�cial viscosity term is explicitly added, and 3)

applying an antidi�usive term to a known �rst order accurate scheme. The development of high

resolution methods can more or less be followed from the following central papers: [35] (review),

[25], [1], [37] (review), [36], and the references contained therein.

High resolution schemes designed for hyperbolic conservation laws which admit discontinuous

solutions are generally grouped into the categories of �shock capturing� or �shock �tting� (some-

times referred to as �front tracking�). Only the class of shock capturing schemes will be discussed

in this section; Section 4.7.3 addresses the reasons behind avoiding shock �tting.

Shock capturing schemes are �nite volume numerical algorithms which allow discontinuities

(shocks) to occur without creating spurious oscillations in the solution. They are conservative,

according to the de�nition (66). Additionally, the methods are better than �rst order accurate.

Typically, the solutions they create are second order accurate throughout most of the domain.

An unfortunate reality of all TVD methods is that they degenerate to �rst order accuracy in the

immediate vicinity of extrema, as discussed in Section 4.4.4.

There are several classes of modern shock capturing schemes. Perhaps the two most widespread

are the �ux limiting and slope limiting approaches; both were applied to equation (51) in this

work. The reader is reminded that a 2D simulation of equation (51) meeting the requirements

of Section 4.3 was �rst developed, and then the simulation was extended to three independent

variables by adding the circumferential direction. Ultimately, slope limiting was chosen as the

�nal method, for reasons which will become clear in Section 5.1.3.

Some schemes do achieve uniformly high order accuracy, by slightly relaxing the TVD constraint.

These (newer) shock capturing methods, such as Discontinuous Galerkin and ENO/WENO, are

gaining in popularity and are discussed brie�y in Section 4.7. Despite the wide variety of choices

that exists, shock capturing schemes all share the common theme of limiting.

4.4.1 Limiting

Shock capturing methods involve discretization schemes which are, out of the necessity to avoid

the limitations of Godunov's theorem, nonlinear. That is, the exact form of a given shock

capturing scheme (itself) varies from cell to cell, depending on the values of the dependent

variable u. Schemes implement this feature via the process of limiting.

As was seen in Figure 15b, unacceptable oscillations can result from using a standard higher order

accurate scheme which is not TVD, while no oscillations whatsoever (but extreme amounts of
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dissipative error) can result from using a basic �rst order scheme10. Limiting is a generic name

for an approach made by shock capturing algorithms, which essentially constructs some sort of

weighted compromise between the two extremes. The methods available limit various aspects of

the scheme; for example, the magnitudes of the �uxes (Section 4.4.2), the slopes of some sort

of polynomial reconstruction within each cell (Section 4.4.3), and the magnitudes of the waves

being propagated (see Section 4.7.2) all have been limited in various schemes.

4.4.2 Flux Limiting

Classical higher order schemes often violate the TVD property of the governing PDE by overes-

timating the magnitude of the �uxes being exchanged between computational cells. Hence one

standard shock capturing line of attack is to limit the �uxes directly.

In this approach (following [7]), the numerical �ux Fi+1/2 at the boundary between cells i and

i+ 1, at time level n, is interpreted as a weighted combination of low and high resolution �uxes,

FL and FH :

Fi+1/2 = FL
(
uni , u

n
i+1

)
+ φni+1/2

[
FH
(
uni , u

n
i+1

)
− FL

(
uni , u

n
i+1

)]
, (70)

where ui is the average value of u within cell i and φ is a �ux limiter, to be de�ned. Obviously

if φ = 0, the �ux used by the scheme is the low resolution �ux, whereas if φ = 1, the scheme

uses the high resolution �ux. The high resolution �ux chosen is one which typically works well

for smooth data, but cannot handle discontinuities, such as the Lax-Wendro� �ux:

Fi+1/2, LW =
1
2
(
f (uni ) + f

(
uni+1

))
− ∆t

2∆x

{[
f
(
uni+1

)
− f (uni )

]2
uni+1 − uni

}
. (71)

Several variations on equation (71) exist; the form shown here (from [7]) is general enough for

use with nonlinear equations such as (51), and is employed in the 2D �ux limiting version of the

tlomm.

One must also choose a low resolution �ux, which usually is known to have poor accuracy in

smooth regions but handles discontinuities without issue (due to being monotone). A common

example is the Upwind �ux:

Fi+1/2,UW =

minui≤u≤ui+1 (f (u)) if ui ≤ ui+1

maxui+1≤u≤ui (f (u)) if ui+1 ≤ ui
(72)

10As was demonstrated in Figure 15.
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Name Expression Ref

Upwind φ = 0 [6]

Lax-Wendro� φ = 1 [6]

Beam-Warming φ = θ [6]

Fromm φ = 1
2 (1 + θ) [6]

Minmod φ = minmod (1, θ) [26]

Superbee φ = max (0,min (1, 2θ) ,min (2, θ)) [26]

Monotonized Centered φ = max
(
0,min

(
1+θ

2 , 2, 2θ
))

[25]

Van Leer φ = θ+|θ|
1+|θ| [24]

Table 2: Common �ux limiters, adapted from [6].

The upwind �ux gets its name from the feature that it ensures that a �ux evaluation only uses

information which is �upwind� of the location at which the �ux is required. For example, if the

local �ow is taking place from left to right, the upwind �ux uses only information from the left.

The �ux limiter, φ, is typically chosen to be a function of the local smoothness. Before φ can be

de�ned, a local smoothness monitor, θ, must be introduced (following [6]):

θni−1/2 =
∆ui∗−1/2

∆ui−1/2
, (73)

where ∆ui−1/2 = ui−ui−1 and i
∗ = i−sign (C), where C is the local Courant number (C = v ∆t

∆x ,

equation (56)).

Common �ux limiters Many di�erent �ux limiter functions have been constructed. Table

2, adapted from [6], shows some of the most common choices. The �rst four methods listed

are classical linear methods which are subject to Godunov's theorem. Upwind is formally �rst

order accurate, while the Lax-Wendro�, Beam-Warming, and Fromm11 schemes are second order

accurate. The last four in the table are nonlinear methods: high resolution schemes which are

TVD and (almost uniformly) high order accurate. For these, references to the original paper in

which they were proposed are given.

Sweby diagram In [36], Sweby showed that on a plot of φ (θ) vs. θ, there exists a region in

which all values of �ux limiter functions must fall, in order for the resulting scheme to be both

TVD and second order accurate. One version of this �Sweby Diagram,� along with three of the

high resolution limiters, is shown in Figure 18 (adapted from [16]). The shaded area on this plot

is the 2nd order, TVD region. One will note that none of the top four limiter functions in Table

11Fromm's scheme is just an average of LW and BW.
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Figure 18: Sweby diagram, with several popular �ux limiters, adapted from [16].

2 would fall within the second order, TVD region for all θ, while the bottom four all remain

within this region.

4.4.3 Slope Limiting

Rather than attempting to achieve better accuracy by focusing solely on the �uxes between the

cells, higher accuracy can also be attained by applying some sort of reconstruction algorithm to

the set of cell averages. This reconstruction could, say, attempt to describe the variation of the

dependent variable within each cell, obtaining values of the solution at the boundaries between

cells. Most commonly, the reconstruction approach takes piecewise constant data (cell averages)

as input and outputs a piecewise polynomial function12. One could then apply some limiting

procedure to the reconstruction, to ensure that it is TVD.

This basic sketch of a numerical method, involving functional reconstruction of the data within

the cells, is the foundation of the slope limiting method. In this work, piecewise linear functions

were chosen to describe the sub-cell variation, since this practice results in su�cient accuracy, but

higher order polynomial reconstructions have been performed as well (e.g. Piecewise Parabolic

method in [38]). Figure 19 depicts the main idea. Several cells are shown, with arbitrary values

of the cell averages (piecewise constant) shown in a solid line. The dotted line represents a linear

reconstruction operation that has been performed on the cell averages.

Letting σi denote the slope within cell i, the reconstructed values of u at the left and right

boundaries of cell i are ui − ∆x
2 σi and ui + ∆x

2 σi, respectively. At a typical cell boundary, say

i − 1/2, there are in general two values (since the reconstruction is only piecewise continuous)

- one from cell i and one from cell i − 1. De�ning both values at both boundaries of cell i is

12Of course the number of �pieces� to the function is simply the number of cells.
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Figure 19: Cell averages with linear reconstruction performed.

Name Expression Ref

Upwind σi = 0 [6]

Lax-Wendro� σi = Qi+1−Qi

∆x [6]

Beam-Warming σi = Qi−Qi−1
∆x [6]

Fromm σi = Qi+1−Qi−1
2∆x [6]

Minmod σi = minmod
(

Qi−Qi−1
∆x , Qi+1−Qi

∆x

)
[6]

Superbee σi = maxmod
(
σ

(1)
i , σ

(2)
i

)
[6]

where σ
(1)
i = minmod

(
Qi+1−Qi

∆x , 2Qi−Qi−1
∆x

)
σ

(2)
i = minmod

(
2Qi+1−Qi

∆x , Qi−Qi−1
∆x

)
Monotonized
Centered

σi = 1
∆x


min

(
2 |Qi −Qi−1| , 1

2 |Qi+1 −Qi−1| , 2 |Qi+1 −Qi|
)

if sign (Qi −Qi−1) = sign (Qi+1 −Qi) = sign (Qi+1 −Qi−1)
0 otherwise

[25]

Van Leer σi = 1
∆x

{
2(Qi−Qi−1)(Qi+1−Qi)

Qi+1−Qi−1
if sign (Qi −Qi−1) = sign (Qi+1 −Qi)

0 otherwise
[23]

Table 3: Common Slope Limiters.

straightforward:

uLi−1/2 = ui−1 + ∆x
2 σi−1

uRi−1/2 = ui − ∆x
2 σi

uLi+1/2 = ui + ∆x
2 σi

uRi+1/2 = ui+1 − ∆x
2 σi+1

(74)

where superscripts L and R denote the value on the left and right �side� of each boundary,

respectively. As there is for �ux limiting, there exists an array of choices of slopes. Table 3

highlights some of the common slope functions. The top four are the slopes associated with

classical, linear schemes which either have poor accuracy or violate the TVD requirement. The

bottom four reconstructions use limiting; as such, they are TVD and second order accurate

(except near extrema). All of the slopes in Table 3 are analogous, and closely related, to the �ux

limiters listed in Table 2 by the same names.
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Riemann Solver As with all conservative �nite volume schemes, the �ux at all cell interfaces

must be computed. With a reconstruction algorithm, the common way to determine the inter-

face �uxes is via a Riemann solver, but �rst the notion of a Riemann problem (RP) must be

introduced. An RP is simply the problem of solving the PDE itself on an in�nite domain x, with

the special initial conditions of a jump discontinuity at x = 0:

u (x, t = 0) =

u0L for x < 0

u0R for x > 0
(75)

A Riemann solver is simply some numerical technique which approximately solves the Riemann

problem (i.e., determines u (x) for all time). It is essentially the core calculating engine of a

slope limiting simulation, for it calculates all of the �uxes at all of the cell boundaries, at each

time step. For a scalar PDE, there are only a few possibilities; the solution could be a shock, a

contact discontinuity, or a rarefaction wave. Using the notation of [6], let u↓ (u0L , u0R) denote

the value of u at x = 0 and t = 0+, as calculated by a Riemann solver. t = 0+ is used simply so

that an in�nitesimally small time has passed and has allowed the solution u at x = 0 to become

single valued (if the solution is a shock wave, the discontinuity will propagate either to the left

or right; if it is a rarefaction wave, the discontinuous initial condition will immediately become

continuous).

A simulation doesn't really need all of the data calculated by a Riemann solver; it only needs the

instantaneous �ux at the boundary, f
(
u↓ (u0L , u0R)

)
, in order to evolve the cell averages using

equation (66). This �ux may be evaluated explicitly, using Osher's closed form expression [40]

f
(
u↓ (u0L , u0R)

)
=

minu0L
≤u≤u0R

(f (u)) if u0L ≤ u0R

maxu0R
≤u≤u0L

(f (u)) if u0R ≤ u0L

(76)

which, importantly, is valid for nonconvex �uxes in addition to convex �uxes13 (see below). Of

course, the striking similarity between this equation and (72) is not coincidental; what makes

equation (76) correct is that it uses correctly upwinded information to calculate the instantaneous

�ux.

Luckily for this work, as the tlomm involves solving a scalar PDE, the Riemann solver is not

di�cult to derive or nor is the solution all that costly to compute. However, for the case where

u is a vector, and the governing PDE is a system of conservation laws, �nding the solution to

the Riemann problem is generally not trivial; it involves a costly eigenvalue decomposition which

transforms the system into its characteristic variables. To avoid the prohibitively high cost of

solving a Riemann problem for a vector PDE, workers often use �approximate� Riemann solvers

13Though it is only applicable to scalar equations.
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(it is not essential that the solution to the Riemann problem be exactly correct if the rest of the

discretization scheme has inherent errors anyway).

Flux convexity A �ux function f is termed �convex� if the sign of its second derivative with

respect to the dependent variable u, ∂
2f
∂u2 , is constant. A convex �ux is simpler to work with than

an arbitrary (nonconvex) �ux because for the former, the wave (or �characteristic�) speed varies

monotonically with respect to u. Unfortunately, the axial �ux in equation (22),

f = −ap
3ν
h3 +

1
2
µgas
µoil

∂ugas
∂z

∣∣∣∣
z=h

h2 , (77)

is nonconvex. There are two terms in this expression, and they scale with di�erent powers of h.

One can imagine a case where the inertia and gas �ow forces act in opposite directions. For small

enough values of h, the gas �ow e�ect would be dominant and waves (characteristics) would travel

in the direction imposed by the gas �ow force. For large values of h, the inertia e�ect would be

dominant and characteristics would propagate in the direction of the inertia force. Thirouard [3]

noted this fundamental possibility from the di�erent h scalings present in equation (77), without

need for any of the analysis in this section. Of course the �ux need not always be nonconvex;

for example, whenever these two axial forces act in the same direction, the �ux is convex and

all is well. However, with only a minimal amount of e�ort, the author was able to identify at

least one occurrence within an engine cycle, using some contrived (abnormally strong) gas �ows,

of the �ux function at a point becoming nonconvex. Figure 20 demonstrates this situation -

the direction of the �ux depends on the magnitude of h14. The �uxes and �lm thicknesses are

plotted on dimensionless axes because the internal workings of the tlomm simulation use only

dimensionless variables, as is standard practice.

Osher [40] derived the Riemann solver, (76), which correctly captures the behavior of a general

nonconvex �ux for a scalar PDE. To be absolutely correct, the Riemann solver implemented

in the tlomm should take the min and max functions indicated in equation (76) literally; e.g.

it should seek the minimum value of f over the range u0L ≤ u ≤ u0R (for the �rst case in

equation (76)) using some sort of minimization algorithm. Unfortunately, due to the desire to

run the simulation for hundreds of engine cycles, it was decided to simply consider the end points

rather than implement a true, yet potentially costly, minimization (or maximization, in the case

u0R ≤ u0L) routine.

Commonalities and di�erences between slope limiting and �ux limiting Flux limiting

and slope limiting are very similar concepts. Seeing in Tables 2 and 3 that there are slope limiters

14An additional consequence of nonconvexity here is that it means the governing equation is not strictly TVD,
even when there are no gas velocity gradients.
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Figure 20: Example of the axial �ux becoming nonconvex when the inertia and gas �ow forces
oppose one another.

and �ux limiters that go by the same names, one may wonder if the two approaches actually yield

identical results and di�er in interpretation only. It turns out that they are in fact identical for

scalar, linear equations. However, though analogous [8], the two approaches are fundamentally

di�erent, and they produce di�erent results for general nonlinear equations15. Only slope limiting

�ts �into the Godunov-type framework� ([23]).

The two approaches place di�erent constraints on the available temporal discretization choices.

Flux limiting discretizes both time and space; �the numerical �ux function...plays the role of an

average �ux through xi+1/2 over the time interval [tn, tn+1]� [7]. Slope limiting, however, produces

an instantaneous �ux at the beginning of the time interval, which in turn translates to the

availability of an instantaneous derivative. Slope limiting only dictates the spatial discretization,

and a scheme designer is given the �exibility of using the Method of Lines for the temporal

discretization.

4.4.4 Degeneration to First Order Accuracy

Considering the de�nition of the smoothness monitor θ (equation (73)), the Sweby diagram

(Figure 18), and equation (70), one can see why all TVD �ux limiting schemes degenerate to

�rst order accuracy in the immediate vicinity of extrema (including smooth extrema). At an

extremum, θ < 0 because the �rst derivative in u changes sign. The Sweby diagram does not

15The empirical error analyses presented in Section 5.1 largely con�rms this notion.
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show it, but to have the TVD property, a requirement is that φ = 0 if θ < 0. Slope limiting

schemes are of course formulated di�erently, and do not rely explicitly on a smoothness monitor,

but they too su�er from this limitation as a direct implication of being TVD. Still, despite this

local loss of accuracy, in practice the error typically stays con�ned to a small region. As a result,

both �ux limiting and slope limiting methods have met with a great deal of success, and are

su�ciently accurate for most purposes.

4.5 Temporal Discretization

The method of lines presented in Section 4.2.5 allows the tasks of spatial and temporal discretiza-

tion of the governing PDE to be uncoupled from one another. In addition to being presented with

many choices for spatial discretization, when the method of lines can be used, one must choose

a time stepping algorithm. As was discussed in Section 4.4.3, the �ux limiting method imposes

both choices of discretizations and does not allow them to be uncoupled. Hence, this discussion

is really applicable only to algorithms such as slope limiting, which provides instantaneous time

derivatives and does not automatically specify the time stepper.

One may of course choose to use a simple, �rst order accurate time discretization. When all

that is seeked is a steady state solution, �rst order accuracy in time may well be su�cient

enough. However, for time dependent problems, if the time accuracy is still only �rst order,

the improvement in spatial accuracy obtained by using the slope limiting scheme discussed in

Section 4.4.3 is usually not advantageous [7]. Since the tlomm simulates a highly time dependent

situation, it would make sense to consider augmenting the slope limiting method with a high

order time discretization.

Although decoupling of the spatial and temporal discretizations produces a set of ODE's, one

cannot quite use any of the hundreds of ODE solvers available in ODE literature. If the TVD

requirement is to be strictly enforced, only certain ODE timesteppers may be used. These so-

called �TVD time discretizations,� discovered by Shu in [41], are typically variants on the well

known Runge-Kutta algorithms. It was demonstrated �with numerical examples that non-TVD

but linearly stable Runge-Kutta time discretizations can generate oscillations even for TVD

spatial discretizations� [42]. Several 2nd through 5th order Runge-Kutta time discretizations,

modi�ed to ensure the TVD property, are presented in [46]. In the tlomm, the time discretization

is modularized; one has a choice of the one, two, or three stage TVD Runge-Kutta algorithms

given in [46] (the number of stages is typically the expected order of accuracy). Writing equation

(66) as du
dt

∣∣
t=tn

= L (un, tn)), with L being the spatial discretization operator, the TVD formulae

are as follows.
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� RK1 (Forward Euler):

un+1 = un + ∆tL (un, tn) (78)

� RK2 (Heun's Method):

u(1)

un+1

=
=

un + ∆tL (un, tn)
un + 1

2∆t
[
L (un, tn) + L

(
u(1), tn + ∆t

)] (79)

� RK3:

u(1)

u(2)

un+1

=
=
=

un + ∆tL (un, tn)
un + 1

4∆t
[
L (un, tn) + L

(
u(1), tn + ∆t

)]
un + 1

6∆t
[
L (un, tn) + L

(
u(1), tn + ∆t

)
+ 4L

(
u(2), tn + ∆t

2

)] (80)

Thus far the discussion has been con�ned solely to explicit schemes. The reasoning for avoiding

implicit schemes is explained in Section 4.7.1.

At this point, two complete numerical methods for simulating equation (51) have been speci�ed.

One is a �ux limiting approach and requires equations (65), (70), (71), (72), and (73), as well as

Table 2 and lower level expressions for material properties, etc. The second is a slope limiting

approach and requires equations (66), (74), (76), and (78) or (79) or (80), as well as Table 3

and the same lower level expressions as the former scheme. Predictions of the two schemes are

compared to each other (to some extent) in Sections 5.1.2 and 5.1.3.

4.6 Extension to Three Independent Variables

Until this section, essentially all discussions have focused exclusively on numerical methods for

solving equation (51), a simpli�ed version of the full governing equation, (22). It was decided

to use the slope limiting method described in the previous sections for the �nal version of the

tlomm. The TVD slope limiting algorithm, equipped with higher order time stepping, gener-

ates time dependent solutions on a one dimensional (x, the axial direction) domain only. The

remaining algorithmic ingredient required is an extension to a two dimensional domain, bringing

the number of independent variables to three. It turns out that most shock capturing schemes,

especially of the type used in the tlomm, can be readily generalized to higher dimensions.

Before delving into the multidimensional schemes available, an important (though discouraging)

result must be presented. The Goodman & LeVeque theorem, which was proven in 1985

[4], states that any conservative, TVD scheme for solving scalar conservation laws in two space
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dimensions is at most �rst order accurate. Despite this development, many workers have found

in practice that high resolution schemes work very well in two space dimensions16.

Choices When adding more dimensions to the base scheme, one is confronted with several

choices. There are essentially two main multidimensional algorithms.

� Split Method

The dimensional splitting approach splits the task of evolving the solution from time n

to time n + 1 into several one dimensional �sweeps.� Each sweep simply applies the base

scheme in one of the spatial directions. There are two often used approaches, Godunov

splitting and Strang splitting. The schemes are very straightforward: from [6], Godunov's

(�rst order accurate) approach is

u∗ij
un+1
ij

=
=

unij − ∆t
∆x

(
Fni+1/2,j − F

n
i−1/2,j

)
u∗ij − ∆t

∆x

(
G∗i,j+1/2 −G

∗
i,j−1/2

) (81)

where the notation of equation (23) has been followed; G is the approximate (or �numerical�)

�ux in the circumferential direction, just as F has been the approximate axial �ux. Strang's

method, which is formally second order accurate ([56]), is

u∗ij
u∗∗ij
un+1
ij

=
=
=

unij − ∆t
2∆x

(
Fni+1/2,j − F

n
i−1/2,j

)
u∗ij − ∆t

∆x

(
G∗i,j+1/2 −G

∗
i,j−1/2

)
unij − ∆t

2∆x

(
F ∗∗i+1/2,j − F

∗∗
i−1/2,j

) (82)

Dimensional splitting may seem ad hoc, and its convergence properties suspect, but it

was proven [59] that, at least for monotone schemes, this method is in fact convergent.

Dimensional splitting is usually cited as the easiest approach, but it does introduce a

splitting error due to the decoupling it creates. In practice, however, it is commonly

reported (e.g. [6]) that the splitting error added is no worse than the errors contained in

the rest of the numerical scheme. Additionally, from the forms of equations (81) and (82),

it does not appear that the method of lines may be used, as the splitting approach itself

takes control of the time stepping. It would seem that one may lose �exibility in the time

stepper choice by using split methods.

� Unsplit Method

Construction of an accurate method which does not split the dimensions into several sweeps

16The author would speculate that this is because the coe�cient k1 of the �rst order error term, k1∆x, is so
small that, while the scheme is formally �rst order accurate in the limit that ∆x and ∆t go to 0, the �rst and
second order components of the error cross over each other at some extremely small grid size, meaning for most
practical computations the second order error component dominates and the apparent order of accuracy is 2.
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is more di�cult than applying a dimensional splitting method. As noted in [6], �In order

to achieve high-order accuracy it is still necessary to use information from several grid cells

nearby in de�ning the �uxes, typically by some multidimensional interpolation method.�

Unfortunately, the literature for truly multidimensional limiters is scarce. [8] contains a fully

discrete multidimensional muscl-Hancock approach. Zalesak ([58]) presented a multidimensional

�ux limiter. However, it was decided that the best scheme would be semidiscrete (so that higher

order time steppers, such as equation (79), could be used), ruling out both �ux limiting and

dimensional splitting. The slope limited reconstructions that have been published (e.g. [54] and

[57]) are quite involved. Hence, a new approach was undertaken.

In this work, no special multidimensional slope limiter was developed; instead, the normal one

dimensional slopes are used, and just calculated twice (one for each spatial dimension). The

reconstructed �lm thickness within each cell is piecewise planar. The reconstructed values within

cell i, evaluated at the cell boundaries, are calculated as before

ui−1/2,j

ui+1/2,j

=
=

ui,j − ∆x
2 σ

x
i,j

ui,j + ∆x
2 σ

x
i,j

(83)

with two new additions,

ui,j−1/2

ui,j+1/2

=
=

ui,j − ∆y
2 σ

y
i,j

ui,j + ∆y
2 σ

y
i,j

(84)

A second Riemann solver, identical to (76) but with f replaced by g is used to calculate the

circumferential �ux, G. One will note that this approach does not calculate truly multidimen-

sional �uxes, despite the advice quoted from [6] above. However, when a higher order time

discretization is used, the �ux calculation does in fact use multidimensional information. This

argument can be quanti�ed by comparing the computational stencils17 of �rst and second order

Runge-Kutta time stepping, as shown in Figure 21. The �gure shows that for �rst order time

stepping (Figure 21a), any �ow coming into cell i, j at an angle to the grid will not be captured

accurately, since cell i, j only uses information from its neighbors aligned along the grid. How-

ever, for the two stage Runge-Kutta algorithm (79), the second stage, in e�ect, applies the �rst

order stencil of 9 cells recursively to each one of the 9 cells used in the �rst stage. Hence, RK2

should end up calculating a correctly upwinded �ux, even if it is in a direction not aligned with

the grid. It is in this way that the author expects the spatial order of accuracy of the tlomm's

�ux calculations to depend on the temporal order of accuracy chosen.

17The stencil for any cell i, j is the set of nearby cells which provide time level n information used by the scheme
in evolving the solution at cell i, j from time n to n+ 1. The amount of information that is used scales with the
number of stages in the time stepper.
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Figure 21: Comparison of multidimensional stencils, for a) single stage time stepping, and b)
two stage time stepping.

4.7 Some Alternatives

Although the tlomm makes use of a number of numerical methods, there are still many other

approaches that have been applied to solving hyperbolic conservation laws which were not used

in this work. This section's purpose is to brie�y point the reader in the directions of alternative

solution methods.

4.7.1 Time Stepping

In this work, explicit time stepping was chosen. Explicit algorithms are much more commonly

used than implicit methods when applied to hyperbolic problems.

Often the choice of implicit or explicit timestepping which makes the most sense is problem

dependent. For example, explicit algorithms for hyperbolic problems, due to the need to satisfy

a stability constraint such as |C| =
∣∣v ∆t

∆x

∣∣ ≤ 1 (equation (57)), usually require that

∆t = O (∆x) . (85)

However, for explicit schemes applied to parabolic PDE's, the analogous stability constraint

usually imposes a time step requirement of the form

∆t = O
(
∆x2

)
. (86)
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According to this equation, any re�nement in the spatial resolution of the grid necessitates a

substantial decrease in the time step, which usually means that a parabolic PDE requires unac-

ceptably small time step sizes. For this type of PDE, implicit algorithms are usually employed.

Although these schemes require more time per time step (because they usually have to solve a

set of nonlinear algebraic equations), the time step size can be much larger, since most (though

not all [49]) implicit methods are unconditionally stable. One de�ning characteristic of parabolic

PDEs is that the information at one location is �felt� immediately throughout the entire domain;

unlike the hyperbolic case, there is no �nite time between an event occurring and information

about the event reaching some other point in the the domain. So, it should be no surprise that

implicit methods make more sense for parabolic equations than for hyperbolic PDE's.

4.7.2 Wave Limiting

Rather than limiting the �uxes or the slopes of a linear reconstruction step, one can also limit

the magnitudes of the waves propagated throughout the solution. See [6] and [39].

4.7.3 Front Tracking

Front tracking, also referred to shock �tting ([50]), is a technique which assumes the existence

of discontinuties and explicitly tracks each front. Since it requires a bit of a priori knowledge

about the solution, shock �tting is not as broadly applicable as shock capturing techniques

[16]. However, it can be quite fast; the time step is not bounded by a CFL condition such as

equation (57), so CFL numbers in the vicinity of 10−15 can be achieved without loss in accuracy.

Requirement #7 of Section 4.3 more or less rules out the approach of front tracking18. [13] and

[51] are probably good starting points for interested readers.

4.7.4 Random Choice

This method is actually quite old, but it has an interesting feature: despite being a shock

capturing approach, it resolves discontinuities with in�nite resolution19! However, due to the

randomness of the method, the actual positions of the discontinuities are inexact. The approach

has not seen success in general purpose codes, probably because e�orts to extend the scheme to

problems in �more than two independent variables...have so far proved unsuccessful� [8]. That it

is conservative on average, but not instantaneously, is another interesting property ([35]). Two

of the key papers are [52] and [53].

18It also rules out a scheme based on a generalization of the method of characteristics to 3D, due to inability,
at least on the part of the author, to generalize the equal area rule to three independent variables.

19i.e. discontinuities are not smeared out over a few grid cells.
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4.7.5 ENO/WENO

Essentially Non-Oscillatory (ENO) methods are shock capturing schemes which are uniformly

high order accurate and avoid the limitations discussed in Section 4.4.4. They accomplish this

feat by using a scheme which is even more nonlinear than the standard TVD limiting approaches

discussed in Section 4.4.1: the computational stencil itself depends on the local smoothness. By

using a variable stencil and not allowing the stencil to span across discontinuities, the computed

solution is almost always high order accurate. Of course, ENO methods are essentially, not

strictly, TVD. Weighted ENO methods are a more recent development which achieve even higher

accuracy, by using a weighted combination of all possible stencils. The important developments

of these schemes may be found in [44], [45], [46], [47], and [48].

4.7.6 Discontinuous Galerkin

The Discontinuous Galerkin (DG) approach is a variant on the �nite element method which

allows for the solution values to be discontinuous at the element boundaries. It is related to the

simulation approach undertaken in this work, as it involves the usage of piecewise polynomial

basis functions (of a user-set order), limiters, and Riemann solvers. Its popularity has been

growing in recent years; see [54] and [55].
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5 Implementation

Extensive program validation e�orts were performed, in hopes of building evidence-based con�-

dence in the Top Land Oil Movement Model's predictions, as well as verifying its robustness and

reliability. This section describes some of these undertakings. It also discusses the all-important

topic of the oil supply rate, as well as a few of the important but non-obvious aspects of the

program itself.

Empirical Determination of TVD requirement One will recall that explicit algorithms,

which are used in the tlomm, usually must satisfy some Courant number constraint such as

equation (57) in order to be stable. As discussed in Section 4.2.9, schemes must also satisfy the

TVD test in order to have a total variation which diminishes with time. As long as variable

coe�cients are avoided (requiring that any gas �ows are uniform), and the �ux is convex (requir-

ing that the axial gas velocity is in the same direction as the inertia force), the exact solution

itself should be TVD. The CFL-like TVD condition was not derived analytically for the tlomm

schemes, so it was determined empirically.

The simulation keeps track of the instantaneous maximum �lm thickness and plots it at the

end of a simulation. It also calculates the instantaneous (though approximate) x and y Courant

numbers in every cell, and keeps track of the maximum values at each time step. The simulation

does not, however, actually loop over all cells and calculate the true total variation. A series

of careful tests designed to detect the scheme's total variation property using the instantaneous

maximum �lm thickness plots were performed using the 3D simulation with RK1 timestepping.

The max �lm thickness was observed to monotonically decrease with time (i.e., preserve the

TVD property, at least in a rough sense) when the Courant number always remained less than

roughly 0.5. For values of Cmax greater than 0.5, however, the max �lm thickness occasionally

increased with time, which certainly violates the TVD property. Hence, it is safe to conclude

that the schemes used in the tlomm must satisfy the Courant number requirement C ≤ 0.51 in
order to remain TVD (and hence nonlinearly stable)2. Two of these plots are shown in Figure

22, for reference. The increase in maximum �lm thickness in Figure 22b is circled, as it may be

di�cult to observe.

1From the literature, this 0.5 constraint is common for unsteady simulations with two dimensional spatial
domains. However, it may be di�erent for RK2 and RK3, which were not tested.

2Again, the full governing equation, (22), is not strictly TVD itself, due to both �ux nonconvexity and gradients
in the gas �ows. The objective is that any increase in total variation be physically based, and not be due to the
numerical scheme.
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Figure 22: Adherence to the TVD principle as a function of Courant number. a) Cmax ≈ 0.49:
scheme still TVD; b) Cmax ≈ 0.53: scheme no longer TVD.

5.1 Validation

A sizeable amount of validation was performed on the tlomm. Both the 2D and full 3D simula-

tions were con�rmed to be strictly conservative. In addition, detailed qualitative and quantitative

analyses were carried out using the 2D simulation, which approximates the simpli�ed governing

equation, (51).

5.1.1 Conservation

Using a scheme which is strictly conservative is important for several reasons, as discussed in

the previous sections. In addition to assuring physically correct solutions, rigorously checking

conservation of the scheme also provides a mechanism for seeking out programming bugs. The

2D �ux limiting, 2D slope limiting, and 3D simulations were heavily tested.

Programming logic is in place within the program to check global mass conservation. All tlomm

simulations keep track of the instantaneous total volume contained within the domain, as well as

the instantaneous �ow rates through all of the domain's boundaries. The program automatically

calculates the error between the instantaneous net in�ow rate through the boundaries and the

rate of change of the oil volume, the latter being calculated using a simple backwards di�erence

approximation.

A variety of in�ow boundary conditions, both constant and varying in time, were simulated, along

with all choices of limiter functions. The tests also covered various initial conditions. Some tests

used a modi�ed piston acceleration which made the inertia force constant in time. Conservation

checks on the 3D program also included introducing a variety of gas �ow patterns. All tests
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came out positive; the simulation does not spuriously gain or lose mass. With con�dence in

the scheme's conservative properties established, error analyses were performed to compare the

performance of the various available formulations (�ux vs. linear reconstruction), time stepping

algorithms, and limiter functions.

5.1.2 Qualitative Error Analyses

To develop an intuitive feel for the ways in which the various shock capturing schemes developed

in Section 4.4 behave, a series of tests were carried out. A lot can be gained from qualitative

comparisons between schemes, and snapshots comparing approximate and exact solutions are

easily interpreted with only a small investment of e�ort3.

The 2D simulation approximates equation (51) and was used to generate the results. The �nite

volume predictions were then compared pictorially with exact calculations made using the method

of characteristics. The initial �lm thickness pro�le was a uniform 9µm layer plus a sin2-shaped

bump in the middle, having maximum height of 18µm (exactly like the initial thickness pro�les

pictured in Figure 16). 100 cells made up the grid, and the time step size was 3 crank angle

degrees (CAD). All runs used a crankshaft speed of 2000 rpm and a top land height of 11.5 mm.

The �lm thickness available at both boundaries was the initial base �lm thickness, 9µm. The oil

viscosity was set to 0.006Pa-sec. The parameters were chosen in order to get the �lm to come

somewhat close to creating shock, but never quite get there, so that the non-TVD schemes such

as Lax-Wendro� (which is formally second order accurate) could be included in the comparison4.

Figures 23, 24, and 25 present comparisons between the exact solution and many approximate

solutions. Note that the set of limiters chosen for comparisons varies slightly from one �gure to the

next. Figure 23 compares various limiter functions within the �ux limiting framework. Likewise,

Figure 24 compares limiters using the slope limiting approach with single stage timestepping

(RK1, equation (78)), while Figure 25 makes practically the same comparisons but with two stage

timestepping (RK2, equation (79)) instead. The snapshots depict the exact and approximate

solutions after 10 full engine cycles, with the piston position returned to TDC (0◦CA). The

initial conditions for the exact (characteristics) and approximate (�nite volume) calculations

were always identical, so they are not shown. The simulations were always started at 0◦CA.
Since shock never occurs, the �lm basically rocks and forth in place but never actually spreads

out, so the correct solution at TDC after 10 cycles is actually the same as the initial condition.

This observation makes it easy to pick out the underperforming scheme combinations.

3The reader who is seeking rigor will �nd it in the next section.
4Recall from Figure 16b what happens to the unmodi�ed Lax-Wendro� scheme if the �lm is allowed to develop

shock.
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Figure 23: Qualitative comparisons for the �ux limiting formulation, using various limiters: a)
Upwind, b) Superbee, c) Minmod, d) Van Leer, and e) Lax-Wendro�.
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Figure 24: Qualitative comparisons for the slope limiting formulation, using RK1 timestepping,
for various limiters: a) Upwind, b) Superbee, c) Minmod, d) Van Leer, e) Monotonized Centered,
and f) Lax-Wendro�.
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Figure 25: Qualitative comparisons for the slope limiting formulation, using RK2 timestepping,
for various limiters: a) Upwind, b) Superbee, c) Minmod, d) Van Leer, e) Lax-Wendro�, and f)
Beam-Warming.
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Figure 26: Qualitative comparison for slope limiting, using the MC limiter, showing e�ect of
time stepper at �ner grid resolutions: a) RK1, b) RK2.

Discussion It can be seen that the qualitative behaviors of some of the schemes (e.g. LW)

vary from one implementation to another, while others do not. The upwind scheme, which is

expected to converge at only a �rst order rate, certainly exhibits large amounts of dissipative

error, in essence behaving identically regardless of the formulation and temporal discretization.

To the contrary, the slope limiting LW scheme behaves very di�erently than the �ux limiting LW

scheme, to which it is supposedly analogous (they are identical when applied to linear PDEs).

In Figure 25, the LW and BW schemes behave very much alike, except their dispersive errors

are biased in opposite directions (this phenomenon is commonly observed for these two sister

schemes, e.g. [16]). The Superbee limiter lives up to its reputation for being over-compressive

and is observed to be the least di�usive of the limited schemes. As one would hope, the high

resolution schemes built up in Section 4.4 behave relatively well overall, at least when shock has

not occurred5.

One may have noticed that the slope limiting results using the RK1 timestepper actually appear

to be substantially closer to the exact solution than the slope limiting results using the RK2

timestepper. Usually intuition would say that it works the other way around; after all, upgrading

one component of a scheme to a higher order version is done because �higher order� is usually

synonymous with �better.� Unfortunately, whether or not it is actually better can turn out to

depend on the degree of re�nement in the grid. Figure 26 depicts a special comparison: RK1

and RK2 are again evaluated, for a slope limiting formulation equipped with the MC limiter,

but this time 300 cells and one CAD timesteps have been used instead6. With this level of grid

re�nement, the second order time stepper clearly wins over the �rst order one. Why does RK2

outperform RK1 for a �ne grid, but the opposite happens for a coarse grid? This interesting

quirk of the error analysis is investigated in more depth, and explained, in the following section7.

5They behave well when shock is present too. Figure 16a already showed the slope limiting 2D tlomm, using
the MC limiter and RK2 timestepper, allowing a shock to occur naturally and without incident.

6Note that ∆t
∆x

is still the same.
7I'm sure you were planning to read it anyway.
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5.1.3 Quantitative Error Analyses

Qualitative analyses are highly illustrative, but analyzing the error quantitatively adds rigor to

the approach and veri�es that a scheme is truly as accurate as it is rated to be. To this e�ect,

quantitative error analyses were carried out using the 2D tlomm simulation of equation (51).

Several choices of �ux limiters, slope limiters, and time steppers were compared to one another.

With the exception of the number of cells and the time step size, all simulations presented here

used the same set of parameters as the qualitative analyses in Section 5.1.2.

The process went as follows. For each choice of scheme, results were �rst obtained using a

very highly re�ned grid (5120 cells), which would serve as the (pseudo) �exact� case. Then the

simulation was run using 160, 320, 640, and 1280 cells. All of the data was �ltered down to only

160 cells, in order to consistently make comparisons at the same spatial locations. The mesh

ratio ∆t
∆x was held constant, to avoid any Courant number e�ects; hence, the results were also

�ltered temporally in order to only make comparisons at identical values in time.

For each combination of algorithm (�ux vs. slope limiting) and time stepper, the instantaneous

global, �ltered error between each of the �coarse� discretizations and the exact case was calculated

using three di�erent norms, L1, L2, and L∞8. In addition, the standard assumption that the

error scales with ∆x raised to some power p, i.e.

e = c∆xp (87)

was made9.

Plots of error vs. grid re�nement Figures 27 and 28 plot the L1 error as a function

of mesh re�nement, for a variety of test cases10. These plots contain some interesting results.

It can be observed from Figure 27 that the choice of timestepper does matter - for both the

unmodi�ed Lax-Wendro� (LW) slope and the Monotonized Centered (MC) slope, the slope of

the plot trendlines are larger for the RK2 time stepper than for RK1. Being on log-log axes,

the slope of the trendline is the computational order of accuracy, p, according to the assumed

error scaling, equation (87). These schemes bene�t from the higher order time stepper because,

being second order accurate (or close to it) spatially, the error due to temporal discretization is

dominant when only �rst order time stepping is used. The upwind (UW) scheme, on the other

hand, does not bene�t from the improvement in time stepping, because it is still bottlenecked by

8The various 5120 cell reference cases were compared to one another as a consistency check; the di�erences
between them were small compared to a typical 1280 vs 5120 cell error.

9Yes, e = c1∆xp1 + c2∆tp2 would be more complete, but we kept ∆t
∆x

constant.
10Readers are advised to view these �gures in color.
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Figure 27: L1 error comparison between �rst and second order time stepping, for various slope
limiter choices.

its paltry �rst order accuracy in space. In addition, it is surprising to see that the magnitudes

of the MC scheme's errors actually came out to be lower than the LW scheme's errors, despite

the MC scheme's slightly smaller expected order of accuracy. Finally, one may note that at the

coarsest discretization (160 cells), the RK2 MC scheme's measured error is just slightly less than

that of the RK1 MC scheme; certainly the extrapolations of their trendlines would cross at some

coarser grid resolution. Yet from the qualitative error analyses presented in Section 5.1.2, in

which all of the grids had only 100 cells, it certainly appeared that the RK1 MC scheme was

more accurate than RK2 MC. It would be reasonable to postulate that somewhere between 100

and 160 cells, the errors for the two schemes are equal. The implication of the existence of a

crossover point is that for grids any coarser than the grid resolution at which crossover takes

place, one is better o� using the �rst order time stepper than the higher order stepper! This

counter-intuitive result con�rms the notion alluded to in Section 5.1.2, and represents one of

the unfortunate tradeo�s one must face when using underresolved grids. A somewhat analogous

situation involving crossover of schemes with di�erent orders of accuracy is discussed in [6].

Figure 28 presents an error comparison between some �ux limiting and slope limiting schemes.

All of the calculations used RK1 (Euler Forward) time stepping. For both types of limiting,

the use of either Superbee (SB) or LW gives quite a large reduction in the magnitude of the

error, compared to the basic UW scheme. The SB slope limiter's characteristics seem to improve

substantially (the error stops increasing!) as coarser grids are used, but this anomalous behavior

is not observed for the SB �ux limiter. It would appear from this plot that �ux limiting might

perhaps be more accurate than slope limiting, as the �ux limiting results are generally shifted

downward11. However, both methods on this plot use only �rst order time stepping; one of the

11This occurrence is probably because the �ux calculated by a �ux limiting scheme attempts to be an average
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Figure 28: L1 error comparison between �ux limiting and slope limiting, for various limiter
choices.

beauties of the slope limiting approach is that it can be used with higher order time steppers,

unlike the (fully discrete) �ux limiting method, as discussed in Section 4.4.3. With that in mind,

it can be seen that for the same amount of grid re�nement (1280 cells), the minimum amount of

error achieved using �ux limiting (about 0.0025, from Figure 28) was not nearly as low as the

minimum amount of error observed using RK2 slope limiting (about 0.00055, from Figure 27).

Hence, �ux limiting may indeed have a lower value of c in equation (87), but it is constrained

(and observed) to have p ≈ 1 due to a low order timestepper, unlike slope limiting.

Computational order of accuracy Each scheme's instantaneous computational order of

accuracy was calculated according to equation (87). According to this assumption, p can be

determined by forming the ratio of two error measurements,

e2

e1
=
(

∆x2

∆x1

)p
, (88)

where ∆x1 represents a more re�ned grid (everything else constant) than ∆x2, or vice versa.

Note that since ∆t
∆x was kept constant, equation (88) can be interpreted as the ratio of errors as

both ∆x and ∆t uniformly go to zero. As mentioned above, p can be interpreted graphically as

the slope of the plot trendlines in Figures 27 and 28.

The set of instantaneous order of accuracy data, given at each time step, for all three (1280 vs.

640, 640 vs. 320, and 320 vs. 160) grid re�nements, for several combinations of limiters and

time steppers, in all three norms, is of course too large of a data set to make much sense of on

over the time interval tn → tn+1, which would most likely be more accurate than simply using the instantaneous
�ux at tn, which is what RK1 slope limiting does.
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its own. Hence, for each combination of slope limiter and time stepper, this data was averaged

over all time steps and grid re�nements. These results are presented in Table 4. There is one

sub-table per norm, but all three norms considered gave similar results.

The numbers in Table 4 essentially con�rm what is expected from the scheme design considera-

tions discussed in Sections 4.4 and 4.5, as well as the plots in Figures 27 and 28. Upgrading from

�rst to second order time stepping gives a large order of accuracy improvement to all but the

Upwind scheme, as expected. However, upgrading the temporal discretization from second to

third order did not improve the results, probably because the spatial discretization (at no better

than second order accuracy) had become the bottleneck12. Interestingly, when using RK2, the

MC limiter outperforms the Superbee limiter and exhibits an order of accuracy on the same level

as Lax-Wendro� (and of course LW cannot capture shocks)13.

Though Table 4 contains a convenient summary, the plots in Figures 27 and 28 show information

that is not displayed in the table: they highlight the fact that the various schemes distinguish

themselves from one another via their error magnitudes, in addition to their orders of accuracy.

In other words, the table only shows p, whereas the plots give a rough idea of both p and c in

equation (87).

5.2 Boundary Conditions

Though some simulation results have been presented in previous sections, the implementation

of boundary conditions has not actually been discussed. Both the 2D and 3D versions of the

simulation incorporate boundary conditions using the ghost cells approach described in [6]. This

method allows the same formulas to be used anywhere, regardless of how close to the boundary

any interior cell is.

5.2.1 Grid Setup

Figure 29 depicts a schematic of a prototypical tlomm grid having only six cells in both the axial

and circumferential directions. The interior cells which span the full top land are shaded, while

others (the ghost cells) are not. Two layers of ghost cells are needed around the full boundary

because at any given time the derivatives are calculated, the nine point stencil of Figure 21a is

used. The tlomm uses the convention that i denotes a cell's x direction index and j denotes a

cell's y direction index (both starting at 1 at the cell located at the coordinate system's origin).

12One would expect that if the spatial discretization was third order accurate, going from RK2 to RK3 would
have shown a large improvement.

13It is for this reason that the tlomm is set up to use the MC limiter by default.
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Table 4: Order of accuracy results for 2D slope limiting simulation in various norms.
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Figure 29: Schematic of the computational grid, including ghost cells, for the choice of I = J = 6.

Moreover, the total number of cells in the axial [circumferential] direction is represented by I

[J ]. The �gure shows the two cell addressing schemes which are used simultaneously within

the program: the italic, non-bold numbers indicate the cell identi�ers using the numbering

scheme which includes the ghost cells, and the bold numbers indicate the cell identi�ers using

the numbering scheme which does not include ghost cells (only the cells within physical domain of

the problem are assigned one of these numbers). Note the location of the origin of the coordinate

system.
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5.2.2 Boundaries at the Circumferential Extremes

Periodic boundary conditions are imposed along the outer boundaries of cells (i, j = 1) and

(i, j = J). That is, whatever �ows out through the boundary at j = 1 �ows in through the

boundary at j = J , and vice versa14. The equations for the values within the ghost cells are

simply

hi,j=0

hi,j=−1

hi,j=J+1

hi,j=J+2

=
=
=
=

hi,j=J

hi,j=J−1

hi,j=1

hi,j=2

(89)

These BC's do not allow any net amounts of mass to �ow in or out of the domain; they only

allow mass to move to di�erent areas within the grid.

Justi�cation Recall from earlier sections that the tlomm simulates only a portion of the

top land, based on the gas �ow data which is provided. Typically only one fuel injector's spray

segment is simulated; for example, the tlomm will have a domain of one �fth of the full top

land if there are �ve fuel sprays. The implicit assumption in choosing periodic BC's is that each

spray segment of the top land has identical conditions as all the other segments. Of course this

assumption is one that an engine manufacturer makes when it chooses to simulate only one spray.

5.2.3 Boundaries at the Axial Extremes

The boundary conditions imposed along the outer boundaries of cells (i = 1, j) and (i = I, j) are
a bit more complicated than the previous case. At any of these boundary cells, either out�ow

or in�ow may be taking place across the boundary. The machinery for setting up the ghost cells

for out�ow vs. in�ow is discussed �rst, followed by a presentation of an algorithm which was

created to choose the appropriate �ow condition at any point along the boundary.

Setting out�ow conditions When out�ow is taking place, ghost cells are assigned values

which are essentially an extrapolation of the interior domain. Computing the ghost cell values

based on the interior values, during out�ow, forces the information to be properly upwinded. In

this work, �rst order extrapolation was used. For a point along the boundary at the bottom of

14Readers familiar with the arcade game Pac-Man may view periodic BCs as being practically identical to the
portals on the sides of the game map which allow a player to jump to the other side of the screen.
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the top land, the equations activated when out�ow is detected are

h0,j = 2h1,j − h2,j

h−1,j = 2h0,j − h1,j ,

and for a point along the boundary at the top of the top land,

hI+1,j = 2hI,j − hI−1,j

hI+2,j = 2hI+1,j − hI,j .

[6] discusses these conditions in more detail.

Setting in�ow conditions The in�ow boundary conditions are straightforward. When in�ow

is taking place at the outer boundary of one of the cells for which i = 1 or i = I, the program

simply sets the associated ghost cell values to the user-de�ned available �lm thickness contained

in the tlomm input data �le. This input �le includes data �elds for the �lm thickness available

both above and below the top land15.

BC Algorithm The previous two paragraphs have discussed the low-level procedure for ap-

plying BCs, assuming that one knows whether in�ow or out�ow is occurring locally. However,

the task of actually detecting the appropriate �ow condition is a bit subtle, and turns out to

require a well thought-out algorithm.

To avoid overspecifying the system, one cannot simply impose arbitrary BCs regardless of the

local conditions. Since the axial gas �ows' open-ended spatial variation makes it possible for

di�erent �ow conditions (in vs. out) to take place along several segments of the same boundary,

the choice of in�ow vs. out�ow must be made on a cell by cell basis.

Due to the possibility of the gas �ow induced shear forces competing with the piston acceleration

force (nonconvexity of the �ux, see Section 4.4.3 and Figure 20), it is not always immediately

evident whether in�ow or out�ow boundary conditions are appropriate. The cause of this uncer-

tainty is that for some values of �lm thickness, in�ow would be correct, while for other values,

out�ow would be correct. Unfortunately, one does not know the �lm thickness at the boundary a

priori ; the average value in the interior cell is known but its reconstructed value at the boundary

depends on the slope σ within that cell, which itself depends on the cell average in the ghost cell

15Obviously most users would reasonably assume that any oil which �ows out through the top of the top land
is not available to re-enter, and would leave the �lm thickness available �above� the top land set to zero. The
functionality is there to allow for easy adaptation of the program to other piston lands, if desired.
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adjacent to the boundary (revisit Table 3, if needed). The value within the ghost cell depends

on whether in�ow or out�ow boundary conditions are being set. Hence, one cannot determine

the direction of the �ux at the boundary without knowing the cell average in the ghost cell, yet

simultaneously one cannot know the cell average in the ghost cell without knowing the direction

of the �ux at the boundary. The problem is ill posed, but a solution was found.

A custom algorithm was developed to ensure consistent selection of the correct boundary condi-

tions, and works as follows. At each of the 2J locations along the �top� and �bottom� boundaries

(x = 0 and x = [top land height]) respectively, the tlomm does the following:

1. Evaluate the axial gas flow-induced shear stress at the center of the

segment of the boundary being considered.

2. Assign a value to the ghost cell adjacent to the boundary using the

�inflow� BC.

3. Calculate the x-direction slopes in both the interior cell adjacent

to the boundary and the ghost cell adjacent to the boundary.

4. Calculate the tentative flux through the boundary using reconstructed

values (using the slopes from step 3) on both sides of the boundary, via

the Riemann solver.

5. If the flux is into the domain, use the inflow BC chosen and exit the

BC selection algorithm. Otherwise, continue:

6. Assign a value to the ghost cell adjacent to the boundary using the

�outflow� BC instead.

7. Calculate the x-slopes and flux at the boundary as before.

8. If the flux is out of the domain, use the outflow BC chosen and exit

the BC selection algorithm. Otherwise:

9. Assign inflow BC's16.

To some this e�ort may seem like overkill, but after extensive testing, certain pathological cases

were found to exploit loopholes in an earlier, simpler algorithm. In these cases, out�ow was

�detected,� yet the extrapolated ghost cell values were large enough that the Riemann solver

calculated an in�ow �ux instead. This process repeated itself and soon the solution became

16If the algorithm reaches this point, then the situation is degenerate; attempts of choosing in�ow and out�ow
both produced �uxes which were inconsistent with the BC assumed. If this happens, it is safest to assign in�ow
BC's, because the Riemann solver will end up calculating an outward �ux. Allowing the opposite to happen, in
which the Riemann solver calculates an inward �ux despite out�ow BC's being prescribed, can spuriously increase
the �lm thickness within the regular cell adjacent to the boundary, leading to potential numerical instability!
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numerically unstable due to the interior �lm thickness adjacent to the boundary shooting o� to

in�nity. Hence, some amount of rigor was in fact necessary to ensure reliability of the simulation.

The algorithm presented above makes certain that this process does not happen.

Since all interface �uxes (at least in the �nal 3D tlomm) are calculated using the Riemann

solver, equation (76), the information at the boundaries is always properly upwinded. That

is, in any computational cell adjacent to a boundary, the ghost cell data is only used if the

Riemann solver detects in�ow as taking place. This feature is important because usage of ghost

cell data when information is �owing out through the boundary would a mathematical crime.

As the reader is probably aware, overspecifying a system's boundary conditions can destroy a

solution. For example, the PDE considered here is �rst order; in the case of the 2D tlomm with

constant coe�cients, only one boundary condition could legitimately be speci�ed at any given

time (either at the top or the bottom of the top land, depending on the �ow direction, not both).

With variable coe�cients and more dimensions, the situation is of course more complicated, but

the general rule is that BCs may only be imposed if characteristics are locally entering the

domain.

5.3 Oil Supply Considerations

Though the boundary conditions algorithm developed above is robust, it still does not address

a fundamental question:

In an operating IC engine, what �lm thickness of lubricant is available to �ow into

the top land region, from both below and above the domain, at any given time within

the cyle?

It is probably realistic to assume that once oil �ows out through the top of the top land, it is gone

and cannot come back. This assumption would imply that the �lm thickness available above the

top land is zero. However, the amount of oil available at the bottom of the top land is much

more complicated.

What lies just below the bottom of the computational domain is the upper lip of the top ring

groove, from which studies have shown oil to emerge, via a mechanism in which the rings' natural

motion slowly pumps lubricant upward [3]. Hence, one route by which lubricant can enter the

top land is the through the top ring groove.

A second mechanism exists as well; under high load conditions, the forces on the top ring can be

su�cient enough to cause it to scrape o� some of the oil sitting on the liner during upstrokes.
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This oil may then get transported to any of several locations, one of which being the top land.

Detailed calculations made by another simulation developed by the author17 estimated the top

ring upscraping rate for a diesel engine with 2.3L of displacement per cylinder, at max load, to

be about 53 g/hr per cylinder. The ringpack in this calculation consisted of a top ring and oil

control ring both with symmetric barrel pro�les, and a second ring with a wedge shape. Although

this estimate may roughly quantify the upscraping rate, only some of the upscraped oil actually

makes it to the top land, so it does not really tell the whole story. The following section describes

the approach taken in this work, which avoids these ambiguities.

5.3.1 tlomm's Oil Supply Mechanism

Ideally, a tlomm user would not have to try to guess the �lm thickness available below the top

land. This parameter depends on many competing factors; it is typically unknown and would

be speculative at best. However, engine oil consumption rates are typically available, being

routinely measured in the laboratory.

In an operating engine, it would not be unreasonable to expect that the amount of oil intro-

duced to the top land each cycle is proportional to the engine oil consumption rate. Under

this assumption, a better way to implement a supply mechanism would be to simply require

a user to input 1) the oil consumption rate, and 2) a multiplication factor, and then have the

program introduce a �xed volume of oil each revolution according to these inputs. This is the

approach taken in the 3D tlomm18. The multiplication factor mentioned represents the ratio
oil added to the top land of each cylinder per cycle

oil consumed by each cylinder per cycle .

The simulation introduces this �xed volume per cycle by brute force. It does not attempt to

introduce it through the boundaries. One might think that the bottom of the top land boundary

condition required in order to introduce the desired volume per cycle could be back-calculated,

by integrating the piston acceleration component of the in�ow rate over the part of the cycle for

which the inertia force is upward. However, the presence of gas �ows makes analytical calculation

impossible; their strength, duration, location, etc. are completely arbitrary - they can change the

�ow conditions at the boundary, meaning the actual amount of oil introduced per cycle would

not necessarily match the attempted amount.

To ensure that the amount of oil added each cycle truly matches the user input (desired amount

of oil to be added), the simulation adds a small ridge of oil every revolution on top the existing oil

distribution, phased to occur at the beginning of the upward inertia force period. The location

17This work was not published, but it used a formulation not unlike that found in the friction simulation
developed in [2].

18As well as in [3].
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at which the ridge is added, as well as its axial width, is a user input (but by default the ridge

is set up to be added just slightly above the bottom of the top land, with an axial width of 5%

of the top land height). This approach is obviously adapted from [3]. For any given invocation

of the oil addition subroutine, the existing �lm is simply augmented by some additional �lm

thickness, i.e.

h (x) = h (x) + hadd (x) . (90)

For the tlomm, the ridge is given a sinusoidal shape,

hadd (x) = sin
(
x− xrs
xre − xrs

π

)
km , (91)

where xrs is the x-coordinate of the ridge's starting location and xre is the x-coordinate of the

ridge's ending location. km speci�es the magnitude of the ridge, and is related to the amount of

oil it is desired to add,

km =
πVadd

2ymax (xre − xrs)
, (92)

where Vadd is the volume the program needs to add and ymax is the circumferential width of the

domain (e.g. one �fth of the top land circumference if each cylinder has �ve fuel sprays). The

sensitivity of the results to the shape of the ridge was not investigated in this work, since [3]

established that it is not an issue.

Due to the nature of discretization, adding oil according to equations (90) through (92), which

are analytically derived, still does not quite introduce the amount of oil desired19. Hence, in

practice, the tlomm follows the above equations, calculates the oil it just added, and then

makes a correction to the a�ected cells so that the amount added only di�ers from the amount

desired by an error on the order of machine precision.

The procedure described above can perhaps be made clearer by an example. Figure 30 depicts

snapshots of the oil �lm thickness immediately before and after a ridge of oil was introduced.

5.4 Some Programmatic Details

This section is intended mainly for future tlomm developers who need to understand some of

the �how� and �why� behind the source code. A user's guide (separate from this document) is

also available.

The tlomm was written in Matlab, a high level programming environment o�ering a wide

variety of built in mathematical functionality as well as post processing capabilities. The actual

19Typically o� by a few percent.
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Figure 30: Demonstration of oil supply mechanism: a) before oil added, b) after oil added.

simulation is deployed as a standalone executable �le; this way one does not need to haveMatlab

installed to be able to run the program (the executable runs 2-3 times faster too).

5.4.1 Gas Velocity Input Data

The simulation developed in this project will not simply automatically work with any set of

gas velocity data. As with all simulations, the input data �les must follow a certain format, as

outlined in Appendix B. The gas velocity data is assumed to follow a right handed, cartesian

coordinate system which moves with the piston and has its origin at or slightly above the center

of the piston crown. Additionally, it assumes that there are only two layers of grid points in

the radial direction. It can tolerate some small variations in the regularity of the grid, but the

more uniformly distributed the grid points (as measured in the tlomm's own polar coordinate

system), the less chance there is of incompatibility20. The simulation takes this input data and

does several things, including rejecting cells which lie outside of the domain of interest (top land),

adjusting for slight irregularities in the input data grid, and of course performing velocity and

coordinate transformations. If all goes well, the data ends up in the framework of the tlomm

(Table 1) and is contained within a few large matrices.

5.4.2 Optimization

Since the tlomm is designed to run for hundreds, perhaps even thousands, of engine cycles21, it

should come as no surprise that optimization was necessary to bring the program execution time

20Though it was never actually tested, it is doubtful that data falling on a completely unstructured grid could
be successfully imported by the program's existing code.

21and it was written in Matlab, which is generally viewed to be slower than Fortran or C code...
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down to a reasonable value. Compared to other languages, Matlab has the advantage of its

built in Pro�ler, which can help a user quickly identify bottlenecks and speed up the code. For

the sake of quoting some approximate time scales, the simulations whose results are presented

in the following section had 6400 computational cells and used 0.4 degree time steps, and took

roughly 2.5 minutes of real (not processor) time per engine cycle. The simulations were run on

the author's Windows-based dual core Pentium IV PC, using the standalone executable version

of the tlomm. Countless tweaks were performed; only a select few of the optimizations are

herein discussed.

In practice, one of the largest time sinks in the simulation was the task of calculating the gas

velocities. This job requires the program to calculate the instantaneous velocity values (both

circumferential and axial) at all cell interfaces, at each time step for which gas �ow input data is

available. In other words, since the data provided is fully variable over all three space dimensions

and time, the program requires four dimensional interpolation each time step. The Matlab

interpolation routines, and hence the tlomm, take advantage of substantial speed gains which

are realized when the interpolated values are all requested at once on a uniformly spaced grid,

but in the end the task is still costly compared to the rest of the code. To nearly completely

take this bottleneck out of the loop, the simulation calculates all of the needed gas �ows only

once and just reuses those values every cycle, so long as the user chooses a time step which is

a factor of 72022. The program automatically detects whether or not this is true, and if it is, it

stores all of the needed calculations into matrices at the beginning of the simulation. Adoption

of this practice yielded a very signi�cant speed increase. As such, users are highly recommended

to choose a time step size which is a factor of 720.

The tlomm simulation utilizes time steps whose sizes are �xed, but algorithms which automati-

cally vary the time step size throughout a simulation certainly do exist. Variable size time steps

can force the simulation to proceed very slowly through a time period in which the physics are

taking place on very small time scales, yet quickly jump across large time periods when very little

is happening. The usage of variable time step sizes often make sense for IC engine simulations.

For example, in the author's own experience (as well as in [2]), ringpack friction simulations en-

counter most of their highly transient activity close to the bottom and top positions of the piston

stroke, while near midstroke the conditions are practically steady state, allowing large time steps

to be taken without di�culty. Nonetheless, the tlomm simulation uses �xed size time steps.

The main reason for this choice is that using adaptive time steps would have completely ruled

out the possibility of the optimization discussed above, involving re-using the same gas �ow data

every cycle. Another reason is that the animations created by the post-processing routines would

22If 720 is an integer multiple of the time step size, then every cycle the simulation will request gas �ow data
at the exact same set of crank angle values. There is no need to recalculate them every cycle unless the input
data itself is cycle-dependent (the author does not currently know of any engine manufacturers whose combustion
CFD simulations run for a full cycle, let alone several cycles).
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appear jumpy, due to the irregularity of the time step size, without some interpolation logic to

regularize the time scale.

Another optimization which merits discussion is that of inlining some of the functions used by

the subroutine �derivs.m,� which calculates the instantaneous derivatives dh
dt at all of the cells.

The Matlab Pro�ler identi�ed function call overhead as being a large bottleneck. By replacing

calls to various functions, such as the function that calculates the slopes for use in the linear

reconstruction, with the functions' code (directly entered in derivs.m), function call overhead

was reduced signi�cantly and execution speed increased by a factor of about 2.5. Unfortunately,

though it speeds up the progam, this practice introduces a painful loss in modularity. For

example, the newest version of the tlomm does not allow the user to choose the slope limiter;

the MC limiter is simply hard-coded into derivs.m. It is most likely that in the near future, one

inlined version of derivs.m for each available slope limiter will be created, to restore modularity

while retain the speed increase.

5.4.3 Memory

The tlomm is built to run long simulations, upwards of hundreds or even thousands of engine

cycles. Unfortunately, storing the instantaneous �lm thickness distribution each time step, for

simulations of this length, requires far more memory than what is installed in current PCs. The

underlying data behind the results presented in Section 6, which span 200 engine cycles with

6400 computational cells and 0.4 degree time steps, comprises about 2 ·109 data points and takes

up about 10 GB (gigabytes) of space per simulation. This data cannot simply be deleted on the

�y during the simulation, since the post-processor needs it to create the assorted animations and

plots of the results23. Nor can it all be stored in RAM.

To get around these limitations, algorithms which automatically save the data to disk at regular

intervals were created. The frequency at which data is saved is a user setting, to make the

tlomm at least slightly machine independent. After saving the data to the hard drive, the

tlomm resets the matrix of �lm thicknesses; hence, by continually reusing its largest variable,

the simulation never ends up needing more than around 100MB of memory. The data is stored

in a compressed format, and is retrieved automatically when necessary (during post-processing).

Once postprocessing has been carried out and all animations and plots generated, one may delete

the data so long as it is certain that it will not be needed again. The program does save a main

output �le once a simulation has completed, which includes much of the simulation data (with

the exception of instantaneous �lm thickness distribution matrices).

23One could integrate the animation generation code into the main simulation itself, but it is better practice to
keep the tasks modular and perform post-processing separately.

108



6 Results

The Top Land Oil Movement Model was applied to a real engine, and the evolution of the top

land oil �lm thickness distribution was studied in detail. This section presents illustrative sample

results which both demonstrate the tlomm's capabilities and realistically predict the top land oil

transport for the diesel engine studied in this project. A key physical mechanism which controls

oil transport on the top land was discovered, and is discussed at length.

6.1 Sample Simulation

A full scale simulation using real engine data was performed. It spanned 200 engine cycles, and a

cycle-to-cycle steady state was reached. The results are presented and analyzed in what follows.

6.1.1 Settings

Gas velocity data A full set of CFD data of the combustion gas velocities in the top land

crevice of a modern diesel engine was obtained. The input data spans a 180 degree portion of the

engine cycle, and is fully three dimensional, spanning the crevice volume. A few representative

plots of the input velocity �eld are shown in Figure 31. These plots are set at a viewing angle

which is a side view of the piston; of course only one �fth of the full top land is shown, because

in this case, there were �ve in-cylinder fuel sprays. Only the axial and circumferential velocity

components are displayed (the tlomm has no use for the radial velocities anyway). The gases are

essentially quiescent at the beginning and end (∼ 300◦ and ∼ 480◦) of the data range; combustion
gases enter the crevice volume around 385◦.

Material properties The dynamic viscosity of the oil on the top land was calculated as

described in Section 3.6.1, using SAE 15w40A lubricant, assumed to be at a constant temperature

of 325◦C. A gas temperature of 2000◦C was used, which is consistent with the maximum

temperature of the combustion gases entering the top land (obtained from the combustion CFD

simulation). The gas dynamic viscosity was set to 76.6 · 10−6 Pa-sec, which is that of air at this

temperature [19].

Engine The 12 liter, six cylinder engine chosen was simulated at 1500 rpm. The piston accel-

eration was directed downward during 0◦ ≤ θ ≤ 75◦, upward for 75◦ ≤ θ ≤ 285◦, and downward

again for 285 ≤ θ ≤ 360◦ (roughly).
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Figure 31: Selected snapshots of gas velocity input data.
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Computation settings The spatial discretization chosen had 80 cells in both the axial and

circumferential directions (6400 cells in total). The time step size was 0.4 crank angle degrees.

Timestepping was accomplished using the RK1 algorithm (78)1, and the MC slope limiter was

used.

Oil supply An engine oil consumption rate of 75 g/hr was assumed, and the amount supplied

to the top land was set to twice this amount, knowing that some unknown percentage of the oil

which reaches the top land would be ejected downward onto the top ring and into its groove2.

Of course the amount introduced into the tlomm domain was less, since the program accounts

for the fact that it is only simulating one �fth of one of the cylinders rather than the entire

engine. The initial �lm thickness distribution was set to zero in all cells, and a �xed volume of

oil was introduced each revolution, according to the procedure described in Section 5.3.1. The

sinusoidal ridge of new �lm had its lower edge 0.2mm above the bottom of the top land, and its

width was 0.58mm. The boundary conditions at the top and bottom of the domain were set to

zero, so that new mass could be added only via the sinusoidal ridge oil supply mechanism.

6.1.2 Results

In addition to creating a large volume of numerical data, the program developed communicates

its results visually, using both animations and static plots.

Animations Animations of the oil �lm thickness distribution over the course of the 200 cycle

sample simulation were generated3. Figures 32 and 33 show selected images taken from this

animation. It is highly recommended that these �gures be printed, or at least viewed, in color.

For consistency, all of these snapshots are shown at the same phase within a cycle (TDC of

exhaust/intake). Each pair of plots displays the �lm thickness distribution every 20 cycles. One

can clearly see the �lm grow and spread up the land. The gas �ows make the �lm growth very

non-uniform circumferentially. After about 120 cycles, the distribution appears to be close to

reaching steady state, and a large dry patch has formed, in which no oil resides.

1RK2 was not used because it was expected that the 80 x 80 grid is too coarse to take advantage of the higher
order time stepper (see Sections 5.1.2 and 5.1.3).

2Another simulation was performed with only half of the oil supplied here; the results ended up being practically
identical. It just took longer to reach steady state.

3The tlomm has many postprocessing capabilities; the �lm distribution snapshots presented here do not do
justice to the animations created by the program.
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Figure 32: Evolution of oil �lm thickness for the sample simulation, part 1. All images correspond
to piston at TDC position.
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Figure 33: Evolution of oil �lm thickness for the sample simulation, part 2. All images correspond
to piston at TDC position.
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As the images shown in Figures 32 and 33 are all at the same phase within a cycle, it may appear

to some that the oil �lm does not move back and forth, and simply grows in place. However, this

(of course) is not the case; within each cycle the oil moves back and forth. To demonstrate some

representative movement within one cycle, Figure 34 depicts a few images of the �lm distribution

within just one period of the inertia force, clearly indicating that the oil is moving.

Figure 34: Demonstration of oil movement within one period of the inertia force.
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Figure 35: Instantaneous volume throughout sample simulation.

Figure 36: Net change in oil volume per cycle.

Summary Plots A plot of the instantaneous volume of oil on the top land is displayed in

Figure 35. The inset on this image shows that the volume �uctuates within each cycle, though

on the whole it slowly tapers o� and approaches an average value per cycle. Of course the large

discontinuities that can be observed each revolution are simply due to the instances of a new

ridge of oil being added at the bottom of the top land, as discussed in Section 5.3.1. The volume

decreases whenever oil �ows out through either the top or bottom of the domain.

Figure 36 presents the net change in oil volume per cycle. Since the oil will continue to move back

and forth within each cycle, for as long as the simulation is run, there is no such thing as a true

(i.e. quiescent) steady state. However, the tlomm results do eventually reach a cycle-to-cycle

steady state, which may be detected from this plot4.

For the reader looking for more detail about where the oil went, Figure 37 displays a plot of the

volume of oil ejected out of both of the domain's �real� (i.e. non-periodic) boundaries each cycle.

4Cycle-to-cycle steady state can also be roughly observed from the animations, but the cyclic mass balance
plots are more quantitative indicators.
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Figure 37: Volume ejected both above and below the top land per cycle.

It is in this way that the tlomm can be used to do more than just study carbon deposits - it

can also be used to study oil consumption, by predicting where the top land oil goes. Figure

37 shows the volume of oil which gets ejected out of the top of the top land (presumably sent

into the combustion chamber) per cycle, as well as the amount of oil which �ows out through

the bottom of the top land (onto the top ring or into the top ring groove) per cycle. The dotted

line simply represents the oil consumption rate originally entered by the user, for reference. It is

corrected to account for the fact that the tlomm only simulates a small part of the engine.

Figure 38 shows the instantaneous maximum �lm thickness throughout the entire simulation. A

user can zoom in on parts of this plot and examine times during which shocks and gas �ow bunch

up e�ects (to be discussed) occurred, if desired5. Due to the compressive scale of the abscissa

axis, the plot appears to have multiple values for each crank degree increment. However, this

is not the case; the plot's two insets depict the typical instantaneous maximum �lm thickness

variations within a cycle. Again, the jump discontinuities are due to the ridge of new oil being

introduced every revolution. The sharp increases in maximum �lm thickness which are not

discontinuous (more evident at later times), however, are due to a physical e�ect induced by the

gas velocities.

6.1.3 Comparison to a Case Without Gas Flows

The simulation run which created the above results used detailed gas velocity data from a CFD

simulation of the combustion chamber (and top land crevice) gases. The profound e�ect that the

gas �ows have on the oil �lm distribution may be immediately observed by comparing the above

results with those of a simulation run in which the gas �ows were turned o�. Figure 39 presents

5Recall that in the case of the 2D simulations (which did not include gas �ows), shocks were the only mechanism
by which the �lm could spread out and hmax could ever change. In the 3D case, gas �ows can do this as well.
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Figure 38: Instantaneous maximum �lm thickness throughout the full simulation.

the �lm thickness distribution at TDC once cycle-to-cycle steady state has been reached, for a

simulation using just the inertia force. That is, the simulation settings for the results pictured

in Figures 32 through 38 and Figure 39 were identical except for the �set all gas velocities equal

to zero� toggle.

As one might expect, the results which do not include any gas �ow e�ect are very di�erent from

the results including gas velocities. Without gas �ows, the oil added every revolution is still

spread by the inertia force, but nothing is there to create any circumferential non-uniformity.

Comparison of the two simulation runs indicates that the gas �ows can actually prohibit the oil

from spreading up the top land; even by the time it reached steady state, the simulation which

used gas �ows had a large dry region covering roughly one third of the whole top land. The same

cannot be said in the inertia-only case (Figure 39), for which the whole top land is eventually

covered with oil.

From Figure 39, it may seem that there are two horizontal bands, at the top bottom of the top

land, where there is no oil at all. This appearance exists simply because all of the images show

the �lm distribution when the piston is at its TDC position. Even at cyclic steady state, the oil

still moves back and forth within a cycle. Three snapshots taken roughly at the middle and both

ends of one piston inertia period6 are displayed in Figure 40. Being that a downward inertia

period is examined here, the peak of the �lm starts at the top of the top land and moves to

the bottom of the top land. The small bump protruding above the main puddle is due to the

sinusoidal new ridge of oil introduced every revolution. Certainly the �lm thickness distribution

at either end of the inertia period is very di�erent from the distribution in the middle of the

inertia period. In this �no gas �ows� case, almost every point on the top land has a �lm thickness

in excess of 20µm at least twice per revolution.

6For this engine, ap switches sign at roughly 75 and 285 CAD.
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Figure 39: Steady state �lm thickness distribution when gas �ows are disabled, with piston at
TDC position.

Figure 40: Film thickness distribution at various times within one inertia period, after cycle-to-
cycle steady state has been reached, with gas �ows disabled.

Overall, this comparison suggests that a higher percentage of the top land would be covered with

oil for an engine which (somehow) has no crevice gas �ows than one which has the crevice gas

�ows shown in Figure 31.

6.2 Key Finding of the Project

The �physical e�ect induced by the gas velocities� alluded to above, in the discussion of the

mechanisms responsible for increasing the instantaneous maximum �lm thickness, deserves its

own section. This e�ect turns out to be a subtle, yet powerful, oil rejection mechanism.

One implication of the variable coe�cients in equation (22) is that source/sink-like terms (the
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right hand side of equation (24)) exist. The terms are repeated here for convenience:
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This expression represents a sum of the rate of change (in the axial direction) of the axial gas

shear force and the rate of change (in the circumferential direction) of the circumferential gas

shear force. It is not a sum of the full spatial gradients; the rate of change of the axial gas shear

force in the circumferential direction, for example, is not present. At some point (x, y), when it is
nonzero, expression (93) causes the local �lm thickness to either decrease or increase, depending

on its sign. Of course, as the equation and numerical scheme are both conservative, the term is

not a �source� in the classical sense7.
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, the gas �ows also have the ability

to bunch up or �atten out local regions of the oil �lm. This observation may not seem very

important, and one would probably assume that this e�ect is secondary to the augmenting of

oil transport speeds. However, the gas �ow gradient-driven bunch up e�ect ends up having vast

consequences on the top land oil �lm distribution; the reason there is a large dry patch holding

no oil in the steady state distribution shown in Figure 33 is exactly because of this gradient

mechanism8.

One can see from Figure 31 that the velocity �eld from the crevice gas CFD simulation contained

some signi�cant gradients. Speci�cally, there is a small region on the θ = 400◦CA plot, roughly

de�ned as 15 ≤ y ≤ 55 and x ≈ 4, in which there obviously exists a strong axial gradient in the

axial gas velocities. There is also a region on the same plot, with 6 ≤ x ≤ 9 and y ≈ 70, in which

there is a variation among the circumferential gas velocities along the circumferential direction.

The gradients in both of these regions are convergent ( ∂∂x (ugas) and ∂
∂y (vgas) are both negative).

According to the arguments and equations above (or simple intuition), one would expect the oil

�lm to bunch up in these regions. This behavior is in fact what takes place.

Demonstration To illustrate the e�ects of the gas velocity gradients on the oil �lm, another

simulation was prepared. The gas �ow data set was the same as that used in the above simulation.

The initial �lm thickness covering the top land was set to a completely uniform 9µm layer. The

�lm thickness available to �ow in through the upper and lower boundaries was also 9µm. In

addition, the act of adding a new ridge of oil each revolution was deactivated. Hence, the only

7It neither adds nor removes mass from the system; it only pulls up or presses down (i.e., changes the shape
of) the existing �lm.

8Of course spatial viscosity gradients could technically make expression (93) nonzero as well, but in this
investigation viscosities were constant.
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physics present which could possibly give texture to the initially �at �lm thickness distribution

was the source/sink term, expression (93).

Figure 41 displays eight carefully chosen snapshots of the �lm distribution for this simulation.

Sure enough, within the �rst 100 crank angle degrees of gas �ow data9, the �at oil �lm begins

to acquire texture. At 400◦, the beginnings of an oil ridge may be found, located in the region

containing the large, convergent axial gas �ow gradient already observed on the middle plot of

Figure 31. This gradient is sustained in that same location for a while, which cannot be told

from Figure 31. By 440◦, the ridge is more pronounced and has stopped growing, and the inertia

force has just begun acting on it. The piston acceleration is directed upward (and the inertia

force downward) from then until about θ = 646◦, when it switches sign. The plot of the thickness
distribution at θ = 646◦ shows that the inertia force has pushed the ridge down, close to the

bottom of the top land. The following plot (θ = 75◦) displays the extent to which the �lm moves

during the upward inertia period; at this crank angle the inertia force has just switched signs

again and now begins to act downward (sending the ridge back toward the bottom of the top

land).

Skipping ahead a few cycles, one readily observes from Figure 41 that the �lm continues to

become more textured as the simulation progresses. The gas �ows repeat the same �bunching

up� e�ect every other revolution (once per cycle), and the size of the ridge grows10. The �lm

distribution plot at θ = 504◦ in the 4th cycle is right in the heart of the downward inertia

period. Examination of the slope of the oil �lm near the front edge of the ridge indicates that

the �lm has indeed developed the curved shock front for which so much e�ort was invested

in the numerical methods portion of this work. From the plot, the numerical algorithm shows

no signs of shock-induced problems. Rather, it allows any number of shocks and rarefactions

to interact with each other in arbitrary ways, as one would expect anyway from the validation

e�orts in Section 5.1. On the next image (θ = 646◦), the peak of the ridge is not as high as it

was at θ = 504◦; it should be no surprise that the ridge spread out, since shock acts as a physical

dissipation mechanism (discussed in previous sections). Mass has not been lost in the spreading

out process; rather, once the ridge is set in motion, its leading edge develops into a shock and a

rarefaction wave follows behind.

One should compare Figure 41's two θ = 646◦ plots, from the �rst and fourth cycles. In the

�rst cycle, the ridge created by the gas gradients was not big enough to reach the bottom of the

top land. However, by the fourth cycle, this ridge was tall enough to make it to the bottom of

the top land. The reason the two cases are di�erent is because the wave speed component due

to the inertia force scales with h2. Due to the boundary conditions applied in this particular

9Recall that in this simulation, crevice gas velocity data was only provided from 300◦ to 480◦.
10The various textures which are forming might appear unphysically steep; keep in mind that the scale of the

z axis (µm) is 3 orders of magnitudes smaller than the other axes (mm).
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simulation, if the ridge does not make it to either of the axial boundaries, the mass contained in

the ridge stays constant. However, if the ridge reaches one of these boundaries, some of its mass

�ows out, which is not reclaimed during the following (in�ow through the boundaries) inertia

period. The available �lm height �owing in through the boundary is less than the �lm height of

the ridge when it was �owing out; the net e�ect is that mass is lost.

Of course, where the mass goes strongly depends on the timing of the occurrence of these gas

velocity gradients. If they take place right before the crank angle when the piston inertia force

begins to act downward, as was the case in this simulation, then the bunched up oil gets spread

downward and eventually reaches the bottom of the domain, ejecting some amount of mass

per cycle. However, if the gradients occur right before the crank angle when the piston inertia

force begins to act upward, then obviously the ridge of oil created would be transported in the

opposite direction, and eventually the oil would start being ejected out of the top of the domain

(presumably into the combustion chamber).
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Figure 41: Demonstration of the oil ejection mechanism induced by gas velocity gradients.
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By now it should be clear why there was a large dry patch in the images from the �realistic�

simulation results shown earlier in Figure 33. The location of this dry patch was more or less

above the previously discussed region on Figure 31, in which there was a strong convergent axial

velocity gradient around θ = 400◦. The gradient e�ect continually bunched up some of the oil

which happened to lie in this region just at the right time so that it got spread downward by

the inertia force, rather than being allowed to spread upward much. In e�ect, by prohibiting the

oil from spreading upward in one area, this large gradient caused the dry patch to exist (despite

a consistent supply of new oil every revolution)11. Note that the dry patch is much larger than

the region containing the large convergent gradient itself.

It is in this way that the gas velocity gradients act as a mechanism which indirectly controls

the oil distribution on the land12. It is not the gradients themselves which spread oil in any

preferential direction - that role is played by the inertia force. The gradients bunch up the oil,

but the inertia force is essentially what is responsible for getting rid of the oil. Basically, by

collecting the �lm into a ridge, the gradients amplify the e�ect of the inertia force, since the

wave speed induced by inertia scales with h2. The gas velocity gradient e�ect and inertia force

complement each other; without one, the other could not be responsible for reducing the volume

of oil on the top land.

Experimental Validation According to the widely accepted notion that diesel piston land

deposits come from the lubricant, one would postulate that for the engine being simulated,

no carbon deposit formed on the dry patch observed above. As it turns out, in experiments

performed on the engine studied in this work (for which the CFD data shown in Figure 31 was

generated), a large patch on the top land was observed to have no carbon deposit. This deposit-

less region was located in very much the same area as the dry patch predicted on Figure 33. At

least for this engine, the tlomm simulation results correlate surprisingly well with the carbon

deposit distribution found experimentally13.

Importance of the �nding The results presented indicate that the velocity gradients arising

from the combustion gases in the top land crevice can have quite an e�ect on the distribution of

oil on the top land. It is worth repeating the fact that all of the settings used for the simulation

depicted in Figures 32 through 38 are realistic and represent an operating engine, to the best of

our knowledge14. If one does have the ability to change the gas �ow patterns in the top land

11In addition, the gradient also reduced the amount of oil being ejected into the combustion chamber.
12It should be stressed again that �gradients� is being used here as shorthand for �variation of the axial gas

velocity in the axial direction and/or variation of the circumferential gas velocity in the circumferential direction.�

It does not mean the full gradient ( ∂
∂x

+ ∂
∂y
) of each component u and v; rather, it is the dot product ~∇·

(
uî+ vĵ

)
.

13Unfortunately, photographs of the top land from these experiments cannot be displayed due to proprietary
reasons.

14We of course assume that the input gas velocity data is at least somewhat accurate.
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crevice, this gradient mechanism can be used to control top land oil transport and the resulting

�lm distribution. Given the combination of the tlomm simulation tool and a combustion CFD

simulation (or experimental data, acquired using PIV for example), one could iteratively alter

their power cylinder design in order to create a gas velocity �eld that forces most of the oil which

happens to make it to the top land to be harmlessly ejected out of the bottom boundary15. This

control strategy could be applied not only to mitigate carbon deposits, but also to reduce oil

consumption.

15Predicting where oil exiting out of the bottom of the computational domain ends up going (e.g. top ring, top
ring groove, etc.) is beyond the scope of this project.
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7 Summary

A comprehensive simulation tool (the tlomm) for predicting the oil �lm distribution on IC en-

gine piston lands was created. The physical model was discussed at length, with topics including

its strengths, weaknesses, and experimental validation. Quite a bit of e�ort was devoted to

developing a numerical algorithm which could meet this project's requirements. The numerical

approach taken was subjected to several validation exercises, and appropriate oil supply consid-

erations were discussed. The simulation was applied to the top land of a modern heavy duty

diesel engine, in order to better explain the nonuniform carbon deposit patterns observed in

engine tests. The predicted steady state oil distribution corresponded surprisingly well with the

experimentally observed carbon deposit distribution. New �ndings concerning gas �ow-induced

oil transport mechanisms were made.

The most important contributions of this project are summarized as follows:

� It was found that at least for some engines, gas velocities arising from the combustion

process can in fact have a profound e�ect on the top land oil �lm distribution, and hence

the distribution of carbon deposits.

� The underlying physical mechanism by which the gases can play such an important role is

not brute force. Rather, it was discovered that the existence of spatial gradients in the gas

velocity �eld cause the oil �lm to bunch up, allowing the powerful inertia force to easily

eject oil from the land.

� Careful placement and timing of these gradients could be used to control engine oil

consumption.

� The tlomm proved that modern high resolution shock capturing schemes may be success-

fully applied to free surface problems for which it is known a priori that the �uid �lm

creates steep fronts.

� A robust algorithm for setting appropriate boundary conditions when solving scalar, hy-

perbolic conservation laws having variable coe�cients and nonconvex �uxes was created,

as described in Section 5.2.3.

One will note that the results of this project do in fact answer the central question posed in

Section 1.1. The answer to �are the crevice gas velocities su�cient to push oil o� of the top land�

is yes. The mechanism by which they do so is not that which was initially expected.
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Although the simulation works and its results so far seem to correlate well with a limited amount

of experimental data, it should be stressed again that the physical mechanisms underlying carbon

deposit formation are complex. Many important degradation processes, such as evaporation and

oxidation, were not included in the model (though the existing model and simulation could easily

be expanded to include these). The tlomm's predictions can probably be trusted so long as the

e�ects of degradation-induced �ow property alteration are small relative to the driving forces

modeled herein.
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8 Future Work

There is enough complexity in carbon deposits to �ll up at least a dozen (unique) Ph.D. theses.

Many di�erent approaches could be taken to attack the problem. Quantifying all of the kinetic

pathways and rates would be an important achievement1, as it would allow for simulations of the

chemical degradation processes to be carried out with con�dence. Repeating the �uid mechanics

calculations with the inclusion of surface tension would shed more light on the accuracy of the

predictions made by this model. Molecular dynamics simulations of the oil and additive molecules

are certainly alluring; unfortunately, molecular vibration frequencies are so high that time steps

on the order of 10−15 sec are typically required, making simulation of even one engine cycle highly

infeasible.

Large scale ideas aside, there are more immediate things which could be done in continuation of

this project.

� The sub-models for the material properties are not very general and could easily be im-

proved. Currently the simulation just uses constant values for the oil and gas viscosities

throughout the simulation, at all locations. However, dynamic viscosity is a relatively

strong function of temperature. Gas temperature data is available from the combustion

CFD simulation; it varies quite a bit spatially, as well as throughout each cycle. Various

levels of improvement, proportional to the workload incurred, are possible:

� One could account for only the temporal temperature variation, assigning some spa-

tially averaged temperature each time step.

� Some basic heat transfer calculations which predict the temperature at the oil/gas

interface could be built into the tlomm, for the sake of calculating both the air and

oil viscosity at this location2.

� Since the oil �lm temperature certainly varies in the radial direction, so does the oil

viscosity, meaning that equation (22) is an approximation. To fully capture the e�ect

of the radial viscosity gradient3, due to the temperature gradient, one could increase

the number of independent variables by one and discretize in the z direction. This

modi�cation would not be trivial.

� The quantitative error analyses in Section 5.1.3 were only carried out on the 2D tlomm.

It would be interesting to see if the full 3D version is also essentially second order accurate,

1Certainly the open literature does not include the full knowledge base held by corporations, e.g. additive
companies.

2Note that even if the gas �ow is uniform, a viscosity gradient could trigger the �bunch up� mechanism. Consult
equation (93).

3Which, the author feels, is overkill, given the other modeling assumptions made.
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to determine the legitimacy of the argument defending the unsplit method chosen (Section

4.6).

� Strictly speaking, the Riemann solver shown in Section 4.4.3, equation (76), calls for the

numerical algorithm to seek for an extremum in the �ux between the values u0L and

u0R . The program developed ignores this notion and simply chooses the minimum (or

maximum, depending on the case) given the two endpoints, f (u0L) and f (u0R). Of course
this practice does not change the scheme's conservative property; it only inhibits certain

exceptional wave structures from being manifested. The author wonders how di�erent

the results would be if the Riemann solver was modi�ed to use a true extremum-seeking

algorithm.

� In this project, little was done to examine the importance of the shape and phasing of the

oil ridge introduced by the supply mechanism every revolution.

� Many tests performed in [3] found that the shape of the bump does not matter once

the volume introduced per revolution is small compared to the volume on the top

land. This project simply used those results, and assumed that the calculations are

insensitive to the added puddle's shape.

� It is certain that the phasing does matter - if the new oil was always introduced

at the beginning of the downard inertia period, transport would be downward - but

introducing the oil within the upward inertia period makes the most physical sense.

Expecting oil to be splashed up to the top land during the downward inertia period

would be unrealistic.
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Appendix A: Lubricant Properties for Typical Multi- and Single-

Grade Oils

In the simulation developed in this work, oil viscosity's temperature dependence is roughly

accounted for using the methodology presented in Section 3.6.1. The �gure below displays

typical constants for a variety of engine oils.

Parameters for calculating lubricant properties using the Vogel and Cross equations.

The variables c1 and c2 correspond to a and b in the expression for the critical shear rate, equation

(42). One should note that k is in centistokes, which is a unit of kinematic viscosity. The Vogel

equation, (43), uses dynamic viscosity. The tlomm makes this conversion internally; it assumes

that the user got the value of k from this table, and multiplies k by 850 (this table was prepared

assuming all of the oils have a density of 850 kg/m3) as well as a unit conversion factor.
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Appendix B: Required Gas Velocity Data File Format

The tlomm simulation imports gas velocity data detailing the temporally and spatially resolved

�ow �eld in the top land crevice. The format of the input �les is not arbitrary.

Three �les (one for each velocity component) must be provided, all having the format shown in

the table below.

text text text text

text text text text

text text text text

text text text text

any number any number any #
x coordinate
of node 1

x coordinate
of node 2

...
x coordinate
of node n

any number any number any #
y coordinate
of node 1

y coordinate
of node 2

...
y coordinate
of node n

any number any number any #
z coordinate
of node 1

z coordinate
of node 2

...
z coordinate
of node n

crank angle
@ step 1

time at
step 1

any #
velocity
at node 1

velocity
at node 2

...
velocity
at node n

crank angle
@ step 2

time at
step 2

any #
velocity
at node 1

velocity
at node 2

...
velocity
at node n

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
crank angle
@ step N

time at
step N

any #
velocity
at node 1

velocity
at node 2

...
velocity
at node n

Input data �le format for gas �ow �eld.

The data should be delimited by white spaces (commas might work too). A few rows of descriptive

text may be placed at the top of the �le; these are ignored. The �rst three lines of numeric values

should present the node coordinates of the mesh (in meters). All subsequent rows should contain

the velocity data (in m/s); each new row is for a new time step. Velocities are expressed relative

to the liner. Column three can be any collection of numbers; the tlomm ignores it. It only

exists because the data �les supplied in this project included a column reporting the number of

computational iterations made by the CFD simulation, which the oil �lm simulation obviously

does not need. Crank angle should be reported in degrees (0−720 scale), and time in milliseconds.
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