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Abstract

Electronic devices with characteristic dimensions of the order of 100 nm or less exhibit many novel quantum transport phenomena at low temperatures when the phase-breaking length becomes comparable to the device size. This thesis describes electron transport mechanisms and the resulting current-voltage relationships in quasi-one-dimensional wires, superlattices, and resonant tunneling devices. An intuitive 'convolution method' is developed to describe the energy averaging due to a finite bias voltage, finite temperature, disorder, and the influence of emitter dimensionality on these currents. We emphasize the dominant effect of evanescent or 'cutoff' electron waveguide modes in determining the shape of the electrical conductance versus Fermi energy in a confined geometry such as a quantum wire. Finally, we study experimentally the magnetoconductance of a novel Si 'grating gate' field effect transistor where the current path can be varied electrostatically in a single device from many narrow wires in parallel, to a modulated periodic potential, to a two-dimensional electron gas. Electron weak-localization, the classical Drude magnetoconductance, and the quantum Hall effect are modified by the periodic potential.
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1 Introduction

This thesis describes phase-coherent electronic transport in small conductors. Quantum mechanical effects in the conductance of an electronic 'device' can be destroyed if the temperature is too high, if the applied voltage across the device is too large, if too many dopant impurities or geometrical irregularities are present in the structure, or if an unconstrained direction of free electron motion is permitted inside the device structure. We present a simple 'convolution method' which unifies the mathematical description of all these effects, and embodies in a very physical way some of the more important effects of temperature, voltage, disorder, and any additional directions of free motion in the device. We apply this 'convolution method' to describe the current-voltage characteristics of different device structures such as resonant tunneling devices, superlattices, and quasi-one-dimensional wires.

This 'convolution picture' shows that finite temperature, voltage, disorder, and any directions of free electron motion inside the device each serve to 'broaden' or 'energy average' the conductance in different ways. We find that when energy relaxation processes occur only in the contacts of the device, which often happens at low temperatures, the 'smearing' or energy averaging of the conductance due to a finite temperature is independent of the energy averaging due to the finite applied voltage. In this extreme coherent regime the applied voltage acts in some ways like an effective temperature, yet does not 'heat' the electrons. This difference between the energy averaging due to the finite voltage and finite temperature energy averaging has observable physical consequences in electrical transport. Incorporating additional directions of free electron motion inside the device increases the average conductance by classically adding many 'quantum contact conductances' in parallel, yet serves to 'smear' any quantum structure present in the conductance. In contrast to the thermal and voltage energy averaging, there is no characteristic energy scale associated with the 'dimensional energy averaging'.

The bulk of this thesis studies electron transport in disordered quasi-one-dimensional wires. Electrical transport in quantum wires is very similar to microwave transmission down a microwave waveguide, so that much of microwave physics can be applied to these 'electron waveguides'. It more difficult to fabricate a purely ballistic electron waveguide than a defect free microwave guide, so that studying how electrons scatter in an imperfect narrow wire is important to understanding the variation of the conductance with Fermi energy in the electron waveguide. The conductance of these narrow quantum wires is obtained by calculating how an electron scatters from obstacles in a low-dimensional structure and then applying Landauer's formula.

We find that electron scattering in quantum wires is dominated by the evanescent or 'cutoff' waveguide modes whenever the Fermi energy is near a subband minimum, so that transport can only be correctly described when these modes are properly considered. Our result is reasonable because the evanescent density of states diverges as the Fermi energy approaches a subband minimum from below, just as the propagating density of states diverges as the Fermi energy approaches a subband minimum from above. And even though the cutoff waveguide modes themselves carry no current, they strongly affect the scattering of propagating modes through the scattering boundary conditions when the
Fermi energy is near a subband minimum in a narrow wire. This effect is well known in microwave waveguides and is manifest as additional electromagnetic energy storage near any discontinuities or defects in a microwave guide. For electron waveguides, additional particles are 'stored' in these evanescent modes near scattering centers. One can physically picture these additional electrons as 'clinging' to the sides of the defect in a classically allowed region. The usual evanescent waves inside the classically forbidden region of a tunnel barrier can exist in any spatial dimension, but the type of evanescent or cutoff waveguide modes considered in this thesis can exist only in a low-dimensional structure such as a quantum wire.

The most striking effect of the evanescent waveguide modes is that, when an attractive scattering potential is present, bound or quasi-bound states composed of evanescent modes can form just below each new subband minimum in the wire. These 'quasi-donor levels' strongly reflect any carriers nearby in energy, leading to characteristic 'dips' in the conductance versus Fermi energy of the wire. Other scattering anomalies are present as a result of the evanescent modes, including 'perfect transparency' through a point scatterer whenever the Fermi energy aligns with a subband minimum. The electron moves as if the point defect were completely absent from the wire at these special energies. Anomalous behavior of the conductance versus Fermi energy due to the cutoff waveguide modes is also manifest in more complicated geometries, as shown in this thesis.

Finally, we experimentally study the two-terminal magnetoconductance of a Silicon 'grating gate' MOSFET at low temperatures. The device consists of a lower 'grating' gate and a continuous top gate. This dual-gate device structure permits one to gradually vary the inversion layer geometry electrostatically from many narrow wires in parallel, to a modulated potential, and to a two-dimensional electron gas. For low magnetic fields normal to the interface, weak localization becomes much more pronounced as the inversion layer is pinched from a two-dimensional electron gas into narrow wires. This proves the electrons are phase-coherence across the wire width. For intermediate magnetic fields of 1-10 Tesla, we also find a large drop in the device current of 90% or more and which persists to room temperature, as electrons are added to the device so that it opens electrostatically from many narrow wires in parallel to a two-dimensional electron gas. This large negative transconductance is a manifestation of the different boundary conditions which must be applied to the low-field Drude magnetoconductance tensor in a long and narrow versus a short and wide conductor. At high magnetic fields from 10-30 Tesla, the approach to the quantum Hall effect strongly and qualitatively depends on the inversion layer geometry. Furthermore, the conduction band degeneracy of (100) Silicon is not resolved in the narrow wires at high magnetic fields, leading to Hall steps of twice the expected size.

This thesis is organized as follows: The body of the thesis summarizes the main results obtained during this research. This introduction contains an even shorter summary of the main results. Detailed justification of these results can only be obtained in the appendices to the thesis, consisting of papers published and submitted for publication. The purpose in writing the new sections of this thesis is not to repeat material contained in the appendices, but to present it in an intuitive way so that the reader does not become distracted by additional details. Appendix C and J are in fact also reviews of material in the other appendices, and could easily have been substituted for portions of the remaining chapters of this thesis.
But where I have more to add, where a point could have been made more concisely, clearly, with increased physical understanding, or where connections between different concepts in these papers drawn, I have done so in writing the new sections of this thesis. I have arranged the appendices in logical order, rather than the chronological order of their publication. Quantum mechanical electron transport is already too large and too rapidly expanding a field to present a tutorial review in this thesis. I point to important books, papers, and review articles [1]-[10] to accomplish this task.

1.1 Experimental Background

Three of the best known quantum mechanical transport phenomena [1]-[10] involving normal electrons in inversion layers are the quantum Hall effect [11], weak electron localization [12], and the 'universal' conductance fluctuations [13]-[15]. To this list could also be added the periodic magnetoconductance oscillations in long metallic cylinders [16]-[17], the Aharonov-Bohm effect in small metallic rings [18], the quantization of the ballistic conductance in GaAs/AlGaAs heterojunctions [19]-[20], modifications to the classical Hall effect in ballistic conductors at low magnetic fields [21]-[22], and electronic charging of a small and nearly isolated conducting region [23]-[24]. Highly nonlocal 'resistances' have also been observed in quantum conductors [25]-[26]. If one moves away from inversion layers or metals to vertical transport in GaAs/GaAlAs heterojunctions, the resonant tunneling diode [27] is the premier ‘quantum device’, with a record peak to valley current ratio of 30 to 1 at room temperature [28]. Undoubtedly, more exciting developments are yet to come. Other quantum mechanical effects in electronic transport have also possibly been observed.

Weak localization and the universal conductance fluctuations are both understood as wave interference effects arising from independent electrons scattering coherently from a ‘random’ impurity potential. The ‘universal’ conductance fluctuations are similar to optical speckle patterns, and are called ‘universal’ because they depend only weakly on the sample shape, dimensionality, and average value of the conductance itself (as long as the conductor is in the metallic limit where ‘ensemble averaged’ perturbation theory is valid). These ‘universal’ fluctuations give a specific ‘fingerprint’ for each individual sample. As the sample size becomes larger than the electron phase-coherence length $L_\phi$, each individual phase-coherent segment acts like an independent sample, leading to the destruction of electron wave interference patterns in the conductance through ‘self-averaging’. The universal conductance fluctuation pattern is altered in a small magnetic field, but is not destroyed until the magnetic field becomes large enough to force the conductor into the quantum Hall limit.

Weak localization, since it depends only on pairs of time reversed paths, is a

---

1 Another important class of ‘quantum devices’, not discussed in this thesis, arise when the charge carriers are superelectrons. The phase-coherence length in superconductors is believed to be infinite, circumventing the problem of maintaining phase-coherence in a quantum device when the current is carried by normal electrons. The superconducting input coil of a SQUID flux-to-voltage transducer can be made arbitrarily large without the device malfunctioning. Furthermore, superconducting devices, even of a finite size, are believed to be ‘single channel’, not ‘multi-channel’ as for small normal metal conductors.
not destroyed by this ‘self-averaging’. So long as \( L_4 \) is larger than the size of the average diffusion path to return to the origin, weak localization persists even though the sample size \( L \) may be large so that \( L \gg L_4 \). Weak localization is destroyed by a large enough magnetic field, usually less than 1 Tesla, which breaks time reversal symmetry inside the conductor. Weak localization is related to the Aharonov-Bohm effect, and is in fact responsible for oscillations in the conductance of a long metallic cylinder in a magnetic field [16]. These ‘Sharvin oscillations’, which have a magnetic flux period of \( h/2e \), were not initially believed in the West, even though they had been previously predicted [17]. The standard Aharonov-Bohm effect predicts \( h/e \) oscillations in the conductance of the conductance of a small ring in a magnetic field, and has also been observed [18]. If an array of these rings are placed in parallel, the conductance oscillation period is found to be \( h/2e \) as for the Sharvin cylinder. A good review is found in Ref. [8].

The quantum Hall effect (and related experiments) has been beautifully explained by Büttiker [29] in terms of magnetic ‘edge states’ and the subsequent elimination of backwards scattering in a strong magnetic field. This simple one electron picture, when combined with a Landauer transport formalism, has brought great clarity to a previously confused research area. The ‘bulk conduction picture’ of the quantum Hall effect [30]-[31] has all but expired. If electronic currents really were flowing though the sample bulk in the quantum Hall limit, why does the measured two terminal resistance not depend on the size and shape of the conductor? Electron ‘localization’ away from the center of a Landau level was formerly thought to be responsible for the quantum Hall effect [30]-[31], but to the mind of this author was never able to explain the Hall plateaus. The ‘explanation’ of the quantum Hall effect in terms of electron ‘localization’ between Landau bands also usually erroneously invoked current carrying states below the Fermi level. States below the Fermi energy cannot contribute to any net current flow at the device terminals. Of course, the ‘extended’ edge states actually carry the quantized Hall current at the Fermi energy. A strong piece of evidence in favor of the edge state picture is the breakdown of the quantum Hall effect in narrow samples, explained as tunneling between the sample edges [32].

A new type of symmetry for the electrical conductance in a magnetic field, when the conductor is connected to multiple current and voltage ‘probes’, has been predicted [3] [33] on the basis of the Landauer transport formalism. The same four-terminal phase-coherent conductance should be measured if the current and voltage leads are interchanged and the external magnetic field is reversed, even though the ‘conductivity’ may be non-local. This generalization of the Onsager reciprocity relations has been experimentally verified in multiprobe conductors [34]. Measured four-terminal voltages can have a sign opposite to that expected classically from the current flow pattern in this formalism, which is also experimentally observed. Power dissipation in the conductor as a whole is of course positive.

Two more recent experiments which have been extremely important in defining the field of quantum mechanical electronic transport in small devices are the ‘quantization of the

---

\(^2\)In the classical Hall effect both the two terminal and Hall resistances do depend on the size and shape of the conductor, even if the conductor is large. However, for a long and narrow ‘Hall bar’ geometry, the Hall voltage is given essentially by \( \rho_{xy} \) and the two-terminal voltage given by \( \rho_{xx} \) as explained in Appendix M.
ballistic point contact resistance' [19]-[20] and the 'quenching of the Hall effect' in small and nearly ballistic 'Hall crosses' [21]-[22]. The discovery of conductance quantization in a ballistic point contact was important because it clarified when different types of Landauer transport formulas could be applied to describe conduction and defined the extreme quantum ballistic limit to transport. It was also the first clear observation of quasi-one-dimensional subbands in electrical transport. The quenching of the Hall effect, and related low field magnetoresistance anomalies such as the 'negative bend resistance', were another success for the Landauer transport formalism. Discovery of the quenching of the Hall effect was also important because most of its dominant features could be explained by treating the electrons as classical billiard balls [22], simply ignoring their wave properties despite the extreme high mobility small samples held at milli-Kelvin temperatures.

### 1.2 Theoretical Background

The most important theoretical achievement in quantum electronic devices has been the development and understanding of the Landauer conductance formulae [1]-[6]. The discovery of the quantized ballistic conductance in point contacts, which could legitimately be said to have been 'predicted' by studies of the Landauer formulae [35]-[36], has greatly stimulated and clarified our understanding of quantum transport. By relating the conductance to the total transmission and reflection coefficients of the device [37], the Landauer conductance formulae have greatly simplified computations as well as providing a conceptual framework for thinking about conductance.

Two central insights were obtained in Landauer's early work. The first and most important is that any transport coefficient can be related to the transmission coefficients (or scattering matrix) of the device. While this insight seems evident today, like any important advance in science it is only immediately obvious in hindsight [38]. The scattering mechanism reflecting the carriers need not be purely elastic or involve only single-electron physics [37]. But Landauer's second and also crucial insight is that electrostatic potential is dropped locally around scattering centers in the device as follows: A steady incident current is applied from the left to an obstacle. The obstacle reflects some carriers leading to a charge build-up on the left a relative deficit on the right. This 'transport charge' should be screened self-consistently like any other embedded charge. When this is done, an electric dipole field builds up locally around the scattering obstacle and assists the incident applied current to flow around the obstacle. Integrating these 'residual resistivity dipole fields' across each scatterer gives the total voltage drop across the device.

There has already been a great deal of work done using the various Landauer conductance formulae, and its rate of growth is increasing rapidly as more people come to understand it. Like Feynman diagrams, Landauer's formulae have made quantum conductance calculations more tractable and understandable. It is somewhat surprising (and in the opinion of this author a major scandal) that the Landauer picture was first completely neglected for over two decades, and was then controversial for almost another decade, before reaching common acceptance. During this period throughout the 1970s a conceptually identical conductance formula was in routine use in the research area of tunneling conductance, especially in the area of resonant tunneling, and was known at least since
the 1930’s. Needless to say, its full implications were not appreciated [39]. A clear understanding of resonant tunneling theory during the 1970s would have forced any theorist to conclude that the one-dimensional ballistic conductance should be quantized. Instead, it took the development of microlithography and small electronic conductors to force a major rethinking of electrical transport theory, though the correct conceptual path should have been apparent long before the 1980’s. Fully understanding the ballistic conductance quantization requires knowledge of how the voltage is dropped near the opening of the conductor [5]-[6].

Another large share of blame for the underdeveloped state of electrical conductance theory until the 1980’s can be placed on the excessive authority and credibility placed in diagrammatic quantum field theory techniques. These techniques supposedly ‘automate’ physics calculations (meaning one doesn’t have to think too deeply about the process), yet they usually obscure rather than assist physical understanding of electrical transport. Usually when one knows the final answer, it is at least possible to derive it again using diagrammatic field theory techniques. Yet Landauer’s simple conductance formula has still not been convincingly derived from quantum field theory [5]-[6]. And discussions of quantum transport are still burdened with terminology tied to this one calculational technique. When electrical conduction is being described in the independent particle approximation, quantum field theory techniques seem both too obscure and unnecessary. In transport theory these techniques have been applied to produce notoriously wrong answers; conduction in a quasi-one-dimensional wire is a prominent specific example (see Chapter 3). Field theory techniques have also contributed little towards, and have done much to obfuscate [31], our understanding of the quantum Hall effect. Yet even the application of simple wave mechanics to electrical conduction has lagged until this decade. Quantum physics has been very successful in understanding the energy level spectra of atoms and molecules, the interaction of light and matter, etc. Phase-coherent electronic transport in solids can soon hopefully be added to its resume of successes.

### 1.3 Open Problems

The confusion previously surrounding the whole field of the quantized Hall effect sharply illustrates the previously confused thinking about conductance calculations in general. A theoretical situation similar to that which occurred in the quantum Hall effect is repeating itself for conductance calculations in quasi-one-dimensional wires (Chapter 3 and Appendix L). Magnetoconductance in bulk samples, especially the so-called ‘longitudinal Shubnikov de-Haas oscillations’ [40], have been described with a formalism almost identical to the erroneous one used to describe transport in narrow wires. Quantum Monte Carlo simulations of bulk semiconductors use essentially the same ‘Golden-Rule’ approach to describing transport [40]. Ref. [41] develops the Golden-Rule/Master Equation approach thoroughly and very physically, obtaining many important insights. Some elements of these transport calculations may eventually turn out to be correct, but until one understands which elements of the models can in fact be obtained from a more rigorous Landauer-like transport approach, these ‘Golden-Rule’ type transport calculations should be regarded as highly suspect. ‘Golden-Rule’ scattering rate transport calculations are especially unlikely (see
Chapter 3) to be correct near any scattering thresholds such as those arising from optical phonons, scattering into higher conduction band valleys in GaAs, and near confinement subbands in quantum wires, thin films, or inversion layers. The degree of discrepancy remains to be calculated for most of these systems, but for narrow wires the change of the scattering rate is in the wrong direction and the magnitude of the difference is quite large.

As far as we now understand, the Landauer approach is limited to time independent potentials. Generalization of the formula to the AC conductance is an outstanding theoretical problem [35], though some convincing attempts have been made [42]. Finite frequency effects are still usually computed using the Kubo formula [43], though physical interpretation of the results is usually unclear. Each new calculation using the Kubo formula constantly begs this question of interpretation: Why can the AC frequency be regarded as a quasi-chemical potential in the Kubo approach, since a more reasonable candidate for such a quasi-chemical potential is the rms AC voltage? How does the changing electrostatic potential distribution due to the AC voltage and inertia of the carriers affect the quantum AC conductance? Can the electron ‘reservoirs’ in fact be assumed to follow the applied AC voltage as in Ref. [42]? The research area of ‘tunneling times’ should make a strong connection with any AC Landauer conductance approach [44].

Another outstanding theoretical problem has been the inclusion of phase-breaking processes in electrical transport. Büttiker has proposed a simple theoretical model for phase-breaking scattering [45], consisting of placing an electron ‘reservoir’ at the scattering site. Carriers entering and exiting the reservoir can do so at a constant energy, but their phases are unrelated due to the long path lengths inside the reservoir. Presumably this model is related to low-energy acoustic phonon scattering, but its present use is mainly conceptual. Reference [46] distributes point oscillators everywhere in space and, after calculating how the electron couples to these oscillators in a first Born approximation (like a ‘Golden-Rule’ rate approach), finds that these oscillators act very much like tiny Büttiker reservoirs distributed in space. A viewpoint emphasizing the measurement of the particle by the ‘environment’ inducing dephasing is given in Ref. [47]. Reference [48] proposes an exactly solvable ‘local phonon’ model, in which the transmission amplitudes are convolution broadened by the inelastic scattering. This ‘local phonon’ model is presumably related to electron scattering from a barrier which oscillates in time [49], giving rise to phase-coherent ‘sidebands’ in the electron transmission.

Scattering from a magnetic impurity spin is the canonical example that inelastic scattering and phase-randomizing scattering are not necessarily the same. Imagine, for example, an Aharonov-Bohm loop with magnetic impurities sprinkled in one arm. If no magnetic field penetrates the arms of the interferometer, a magnetic impurity with spin up has the same energy as the conductor with the impurity spin down. Thermal agitations can (supposedly) induce impurity spin flips with no energy being dissipated by the conducting electrons. And the electron scattering elastically from each set of random impurity spin configurations has a different phase when it exits the arm of the Aharonov-Bohm loop. Therefore, averaging the conductance over each different spin configuration destroys the Aharonov-Bohm oscillations. This should lead to destruction of the Aharonov-Bohm effect when magnetic impurities are present in a metal loop and \( \mu_B B < k_B T \). The Aharonov-Bohm effect would be restored if the magnetic field were allowed to penetrate the arms of the conductor and \( \mu_B B > k_B T \). When a large enough magnetic field is present in the
arms, thermal agitations do not have enough energy to flip the magnetic impurity spins so that one no longer averages the conductance over the random phase from each spin configuration.

The preceding paragraph really does not consider spin-flip scattering processes between the electron and the magnetic impurity. We emphasize that scattering from an individual spin is not necessarily an incoherent process. There are coherent spin-flip scatterings and incoherent (thermally induced) spin-flips. The same statement applies to phonons. Lattice vibrations can be coherently induced by electron motion as well as by incoherent thermal agitation from a heat bath. Electron scattering from an oscillating barrier is one example of coherent 'phonon' scattering [49]. The oscillating barrier is also an example that inelastic scattering and phase randomizing scattering are not necessarily the same, since any phase changes of the incident wave are faithfully reproduced in each emitted sideband.

What is the potential distribution around obstacles in a quantum conductor? How does electron screening occur when the conductor is phase coherent? Applying a local Thomas-Fermi screening approach is unlikely to be adequate under these conditions. The most systematic study of this question to date has been carried out in Ref. [50], though a fully self-consistent solution for any particular problem has yet to be carried out. Reference [50] argues that, for small applied voltages, these 'self-consistency' corrections to currents flowing out of the device terminal are likely to be negligible. Yet, as emphasized in Ref. [6] and Ref. [50], transport formalisms that ask questions only about what occurs at electron 'reservoirs' cannot begin to adequately answer how current is carried through the conductor, i.e. the transport mechanism. One must look inside the conductor and ask, 'What is the detailed current flow pattern and voltage drop around obstacles?' to understand transport processes [50].

Much of the work attempting to find self-consistent solutions to electron transport problems involves quantum kinetic equations [50]-[52], an interesting area of study in its own right. Ref. [50] emphasizes that power dissipation does not necessarily occur at the same point in space as the voltage drop in a quantum conductor. Ref. [52] has emphasized, using the 'notch' state trapped in the accumulation layer of a resonant tunneling diode emitter, that the standard 'Golden Rule' scattering rate theory (or Pauli Master Equation) violates current conservation if the scattering states are not plane waves. Therefore, the Pauli Master Equation cannot describe scattering in a spatially inhomogeneous situation. Admitting off diagonal density matrix elements into the calculation to preserve current continuity then produces a full quantum kinetic theory.

Asking for the self-consistent electrostatic potential within the device requires a full understanding of the coulomb interactions between electrons. An interesting recent series of experiments [24], in which electrons are forced through a small region of conductor where 'charging' or 'interaction' effects are likely to be significant [53], has yet to be fully understood. Small normal metal tunnel junctions have shown 'coulomb blockade' effects [54], which have been explained semi-classically.

How is the noise current affected by quantization and phase-coherent transport? Surely
the Nyquist formula must suffer some modification [55]-[56]? One would hope that the noise could be expressed in terms of the static transmission properties of the conductor, possibly modified to account for individual electron transmission (shot noise). Perhaps the shot noise spectrum would also be modified by quantization and phase-coherent conduction [57]? Finally, there are 'classic' papers on electron transport [58]-[61], now decades old, whose insights and validity need to be re-examined in light of our current knowledge.

1.4 Guide to Appendices

Appendices A-C are concerned mainly with diffusive electron transport in quasi-one-dimensional wires and superlattices. The transport is treated 'seminclassically' in that the conductance is obtained as a solution to the semiclassical equations of motion for the electron wavepacket. Of course, this solution requires making a model for the scattering time (a point addressed in detail in Appendix L and Chapter 3).

A better intuitive feel for the semiclassical treatment in Appendices A-C is that the electron is assumed to move between scattering events at the Fermi velocity. For classical diffusive motion and a Drude-like conductance to apply, phase-coherence must be broken inside the conductor. Two alternative viewpoints are then possible: (1) Phase-coherence is assumed to be disrupted at each scatterer. (2) Phase-coherence is assumed to be disrupted between scattering events. The important question in both viewpoints is, 'What determines the scattering time \( t_{tr} \) in the conductor? One should then have a reliable model to calculate \( t_{tr} \) for a given scattering process.\(^4\)

Consider the first viewpoint: When an electron scatters in the semiclassical model its phase-coherence is assumed to be broken. However, the electron motion between scattering events is phase-coherent and quantum-ballistic. Thus, all one needs to determine the conductance is the electron group velocity and scattering time as a function of Fermi energy. From this viewpoint the calculations in Appendices A-C really describe the conductance through a set of phase-breaking scatterers in a superlattice or quasi-one-dimensional wire. The transport lifetime \( t_{tr} \) then describes phase-breaking scattering which also randomizes the momentum direction.\(^5\)

The second viewpoint asserts the following: Phase-coherence of the electron is assumed to be broken between scattering events, but not by any process which significantly reflects the electron or alters its Fermi velocity. From this viewpoint the calculations in Appendices A-C describe conduction through a set of elastic scatterers with weak phase-randomizing processes between the elastic scatterers. The scattering time \( t_{tr} \) is then determined solely by the momentum randomization from the elastic scatterers. The calculations in Appendices A-C were originally done with this second viewpoint in mind.

Appendices A-C also develop a 'convolution method' to include the effects of finite temperature and 'disorder' on the density of states and electrical conductivity. The 'thermodynamic density of states' \( dn/d\mu \) is a well defined concept in Appendix B, explaining

\(^4\)In either viewpoint the electron requires phase-coherence over a few superlattice periods for its velocity versus Fermi energy to have significant modulation. A different method must be used to calculate the conductance when the inelastic scattering length is shorter than the superlattice period.

\(^5\)This viewpoint is developed somewhat in the discussion on classical diffusion in Appendix D.
thermal broadening of the density of states. However, the process leading to thermal broadening of the conductance is difficult to understand from the approach given in Appendix B. Thermal smearing of the conductance is shown to follow from a Landauer-type approach in Appendix D, if one assumes a carrier distribution incident on the conductor which is in thermal equilibrium with the device contacts. Appendix D therefore provides a qualitative understanding of why the conductance is said to 'thermally broaden'. Since the thermodynamic density of states applies even when no current flows in the device, it is an equilibrium property of a conductor. In contrast, thermal smearing of the conductance is a quasi-equilibrium property, since it depends on an imbalance of carrier velocities incident on the conductor.

'Disorder broadening' of the conductance and density of states in Appendices A-C is somewhat more problematic, but still probably correct and widely accepted as being correct. Although the standard quantum field theory calculation for this disorder broadening has been performed in detail [62]-[64], a good physical explanation for the broadening has never been given to my knowledge. I give one possible explanation for the disorder broadening in Chapter 2. The impurity broadening function is shown to be a histogram of the impurity potential if the potential varies slowly in space compared to the electron wavelength. It is still not completely clear if this 'impurity potential histogram' relates to the field theory discussion of Refs. [62]-[64], where the chosen scattering potentials are highly non-adiabatic. We give a possible relation between these two ideas in terms of the non-local influence of scattering potentials which are not adiabatic. The discussion in Chapter 2 recovers in a simple way the 'Golden-Rule' broadening of Refs. [62]-[64], yet still uses the key idea that, on average, the energy levels follow the background impurity potential for distances larger than the inelastic scattering length.

In Appendices A-C, convolution with the free electron density of states is shown to increase the 'dimensionality' of the density of states and conductivity. A good physical counting argument why this is true for the density of states is given in Appendix B. A similar result for the conductivity tensor was shown to follow from the standard semi-classical expression in Appendix B, but a physical explanation was not really attempted. This same result was also shown to hold for the tunneling current from Landauer's formula in Appendix D, providing a physical explanation for this result in terms of classically adding resistors in parallel. This physical interpretation is further extended and clarified in Appendix E (and Chapter 2). Each independent resistor, or current 'channel' to cross the conductor, has a value determined by the quantum mechanical transmission $T$ of that 'channel', namely $R_{1D} = \pi \hbar / e^2 T$. Classically adding these quantum mechanical resistors in parallel constitutes our dimensional 'convolution method'. This 'convolution method' for increasing the dimensionality of a conductor (or other system) sometimes appears in physics journals without an accompanying understanding of its physical origin or implications [65]-[66].

Appendix D studies the Landauer formula, which governs ballistic, diffusive, coherent, and incoherent transport. The 1D Landauer formula is

$$G_{1D}(E) = \frac{2e^2}{h} T(E)$$

where $T(E)$ is the quantum mechanical current transmission coefficient through the device.
potential. The transmission coefficient $T(E)$ as a function of Fermi energy $E$ can be evaluated for whatever scattering mechanisms exist: the gate potential, disorder due to impurities, acoustic or optical phonons, etc. [6] [37]. We emphasize here that Eq. (1) describes a 'two-terminal' conductance. The original Landauer formula in 1D is

$$G_{4p}(E) = \frac{2e^2}{h} \frac{T(E)}{R(E)}, \quad (2)$$

where $R(E) = 1 - T(E)$ is the reflection coefficient, and describes a non-invasive 'four-terminal' measurement of the conductance [5]. But Eq. (landg1a) is not merely a formula of academic interest. A complete understanding of the ballistic conductance quantization, or indeed of any transport process, can be obtained only by using Eq. (landg1a) and its higher dimensional analogues of to see how the voltage is dropped near a constriction or other obstacle [5]-[6]. A large variety of other Landauer-type formulae are possible [67] depending on exactly what types of 'probes' are used to measure the voltage drop around the reflecting obstacle.

$T(E)$ can also be calculated classically through a chain of obstacles in 1D, as done in Appendix D. If the device has length $L$, the transmission coefficient is found to be $T(E) = l_{tr}/L$, where $l_{tr} = v_F \tau_{tr}$ is the transport mean free path. This recovers the standard Drude formula for the electrical conductance in 1D. Viewed from this perspective, the conductance calculations in Appendices A-C are valid because the transmission coefficient is proportional to the Fermi velocity when the electron momentum direction is randomized on average every $\tau_{tr}$ seconds. Thus in Appendices A-C the transport must be regarded as semiclassical, that is partially phase-incoherent.

Appendix D also develops a novel 'voltage broadening' of the conductance. A source to drain bias is shown to energy average the transmission coefficient in much the same way as finite temperature averaging. Thermal and voltage energy averaging are shown to be statistically independent if the device is coherent, a surprising result since a drain voltage is generally regarded as 'heating' the electrons. 'Heating' due to power dissipation in the conductor and energy averaging due to a finite bias across the device are in fact quite different, with distinguishable physical consequences (Chapter 2). The independence of thermal and voltage broadening arises physically because no power dissipation occurs inside a coherent conductor. Power dissipation occurs only in the contacts to the device. If inelastic scattering does occur inside the device, so that the conductor is partially phase-incoherent, this picture is modified as described in Chapter 2.

The ideas in Appendix D were applied to resonant tunneling devices in Appendix E. The resonant tunneling diode currents are determined by adding many quantum contact resistances in parallel, so that the quantization of the ballistic resistance should have been predicted by people studying resonant tunneling diodes in the 1970's. We stress this point again in Chapter 4 using a simple example. The current versus base voltage, drain voltage, and emitter Fermi energy for one, two, and three dimensional double barrier devices are calculated in Appendix E using the 'convolution method'. All of the device I-V curves can be sketched very easily by hand once one understands how the different spatial dimensions

---

6 This subject is not yet completely closed, since $\tau_{tr}/\tau = T/R$ from the Landauer approach, yet one obtains $\tau_{tr}/\tau = 1/2R$ from a 'Golden Rule' approach to the scattering time.
are related via convolutions, and if one also takes account of the energy averaging due to finite source-drain voltage. The shape of the conductance versus Fermi energy, versus drain voltage, or versus a 'base' voltage depends strongly on the emitter dimensionality as shown in Appendix E.

To describe a conductor of finite lateral size, a finite width quasi-1D, 2D, quasi-2D, or 3D conductor, one needs to consider a Landauer formula with many quantum 'channels' as

$$G(E) = \frac{2e^2}{h} \sum_{nm} T_{nm}(E)$$

(3)

The full power of a Landauer approach is needed in these 'multi-channel' scattering problems, or when the device has more than two terminals (a 'multi-probe' conductor). The resonant tunneling devices studied in Appendix E are a special case where $T_{nm}$ is diagonal so that $T_{nm}(E) = \delta_{nm} T_n$, which just describes adding conductors $G_n = (2e^2/h)T_n$ classically in parallel. The transmission coefficient $T_{nm}(E) = \delta_{nm} T_n$ is diagonal in Appendix E due to the special shape of the double-barrier potential, which permits momentum conservation perpendicular to the tunneling direction. Again, each independent resistor may have a value determined by computing $T_n$ quantum mechanically (as is the case for the resonant tunneling diode in Appendix E), or the resistor itself may be classical where the transmission coefficient $T_n$ is determined using classical mechanics (as done in Appendix D). We may then sum either the classical or the quantum mechanical resistors in parallel using the 'convolution method'.

A simple model potential for which one can calculate $T_{nm}$ exactly by hand is electron transmission through a point scatterer in a quasi-1D wire. This is done by a (brute force) wave-function matching method in Appendix F, and by a more 'elegant' Green function technique in Appendix G. Both approaches of course give the same answer for the transmission coefficients $T_{nm}$. The $T_{nm}$'s through these point scatterers are no longer diagonal since the scattering potential has no special Cartesian symmetry. The point scatterer is interesting in that, whenever the Fermi energy aligns with the bottom of a quasi-1D subband, the transmission is perfect as though no scatterer were present in the wire. This 'perfect transparency' effect is quite counterintuitive, and arises only because the evanescent wire modes are now properly included in the transmission calculation. This perfect transmission at a subband minimum is shown to be the only possible way to obey the scattering boundary conditions in Appendix I and Chapter 3.

Making the scatterer attractive leads to new 'quasi-donor levels' splitting off the confinement subbands. Donor levels below the conduction band minima of a doped semiconductor are quite well known, where the donor electrons are strictly bound to the parent atom at zero temperature. Requiring additional quantum confinement of the electronic motion to a narrow wire induces a 'remnant' of these donor levels below each subband minimum. These quasi-donor levels are therefore quite analogous to the original donor level in a bulk semiconductor, but are formed from the evanescent or 'cutoff' electron waveguide modes. The new quasi-bound states give rise to depressed transmission before a new confinement subband opens, where the energy separation between the 'dip' in conductance and the next subband is related to the binding energy of the state. Appendix F is the first published discussion relating these pronounced 'dips' in conductance to the 'quasi-donor' states.

Appendix F also uses a numerical scattering matrix technique to describe electron
transmission through a finite size rectangular box potential. Transmission is no longer perfect at a subband minimum when the scatterer is given a finite size. If the finite size scatterer is made attractive and large enough to admit several bound states, several conductance 'dips' appear before the opening of a subband. The appearance of multiple conductance 'dips' again confirms that the depressed conductance near these energies is related to bound states forming in the attractive potential.

An obvious question to ask once one has solved the multi-channel electron transmission through a point barrier is, 'What is the transmission through two such point barriers?'. The answer is given briefly in Appendix H, and in more detail in Appendix I. The interesting answer to emerge from studies of electron transmission through two point barriers is that the electron transmission is not always perfect despite that each individual barrier, taken by itself, is indeed perfectly transmitting. This result is in sharp contrast to the analogous situation in a strictly one-dimensional problem. It is found in Appendices H-I that wave interference between propagating modes, as in a Fabry-Perot resonant cavity, generally has little to do with the electrical conductance when the Fermi energy aligns with a subband minimum. Instead, the shape of the lowest evanescent waveguide mode determines the electron transmission so that the usual Fabry-Perot resonances are suppressed. A new series of resonances develop related to the evanescent modes, and these new resonances have completely different properties from the Fabry-Perot transmission oscillations. These new oscillations can be interpreted in terms of molecule-like 'bonding' and 'anti-bonding' states formed from the evanescent modes.

Appendices K and L are concerned with the multi-channel electron transmission through many point barriers in a quasi-one-dimensional wire. Appendix K criticizes an alternative view of the development of conductance 'dips' in a multi-channel wire before a subband opens. As alluded to previously, these drops in conductance before a new subband opens are due to 'quasi-donor-levels' splitting off a new confinement subband. Appendix L presents a positive calculation of the conductance in a quantum wire from the ballistic to the quantum diffusive regime, examining the conductance of both individual wires and the ensemble averaged conductance of a wire array.

A new subband structure fundamentally different from the quantized ballistic conductance steps is found for the conductance of a quantum wire array in Appendix L: The conductance falls rapidly after a subband opening when quantum diffusion is the dominant electron transport mechanism. This electron 'localization' subband structure manifests itself when the effects of the 'quasi-donor-levels' are carefully eliminated (by allowing only repulsive scatterers in the wire). Appendix L therefore proves that there is no unique subband structure of the conductance versus Fermi energy in a quantum wire. The dependence of the conductance on Fermi energy in these narrow wires reflects the type of disorder present, even if one performs an ensemble average over different arrangements of the scatterers in an attempt to eliminate this dependence. If some fraction of the scatterers in the wire attract electrons, the quasi-donor levels dominate the shape of the conductance versus Fermi energy near subband crossings. The quasi-donor levels again produce large drops in the conductance before a new subband opens.

Appendix M describes measurements on Si MOSFET 'multiple parallel quantum wire' devices fabricated in the Submicron Structures Laboratory and Microsystems Technology Laboratories at MIT. The results shown have been reproduced on several different devices
at different times (four separate devices), and the measurements are shown to be consistent in several different regimes of temperature, gate biases, and magnetic field. A physical interpretation of the magnetoconductance is given which is consistent in all these different measurement regimes. It is shown that the 'grating gate' can actually pinch the two-dimensional electron gas into narrow wires. Interesting manifestations of electron weak-localization, the classical Drude magnetoconductance, and the quantum Hall effect are found.

Although our interpretation of the measurements in Appendix M require no startling new physical ideas, the combination of effects seen together in this multiple parallel wire device is unique and sharpens our understanding of magnetoconduction in inversion layers. Weak localization becomes much more pronounced as the device is pinched from a two-dimensional electron gas into narrow wires, proving that the electronic motion is phase-coherent over the width of the wire. This large modification to weak localization as one pinches the inversion layer into a narrow wire has not been previously confirmed experimentally to our knowledge. Certainly, measurements of weak localization have been performed on different two-dimensional and one-dimensional MOSFETs. However, direct comparison of the results is difficult because of the radically different scales of the conductance of a two dimensional inversion layer and a narrow wire. The 'grating gate' MOSFET allows a direct comparison of weak localization in one and two dimensions directly on the same device.

The 'grating gate' MOSFET also displays an unusual two terminal low-field Drude magnetoconductance, which has not been previously well understood. This can be confirmed by studying the references (which only peripherally discuss this subject) given in Appendix M. Indeed the standard review article on two-dimensional systems [69] cites a Japanese paper [70], which gives only the standard Drude magnetoconductance tensor in two-dimensions. Other workers [71]-[72] give general and formal 'solutions' for the two-terminal magnetoconductance by applying appropriate boundary conditions to a two-dimensional conductance tensor, but do not obtain the simple insights of Park [68] given in Appendix M.

In the low-field Drude magnetoconductance regime, we find a large (80-90%) drop in the two-terminal conductance as the inversion layer geometry is opened electrostatically from many narrow wires in parallel to a two-dimensional electron gas. This effect persists to room temperature, confirming its classical origin. We explain this large negative transconductance by requiring that the Drude conductance tensor properly satisfy the boundary conditions at the edges and contacts to the device, giving an intuitive picture of the effect. For a long and narrow conductor, the current must essentially continue to flow parallel to the sides of the device irrespective of the magnetic field. Therefore, a high aspect ratio conductor displays almost no magnetoresistance. For a short and wide conductor, however, the equipotential contours from the source and drain determine the current direction, so that the current must flow at the Hall angle from source to drain. Since the edges of the conductor are far away compared with the close proximity of source and drain contacts, the magnetic field has a large and dramatic effect on the transport in a low aspect ratio device. As the inversion layer geometry opens from many narrow wires in parallel to a two-dimensional electron gas in an applied magnetic field, the current path 'switches' from running parallel to the sides of the device to flowing at the Hall angle,
producing a large negative transconductance.

The high field magnetoconductance and approach to the quantum Hall effect in the grating gate device is also anomalous, with the two-terminal conductance characterized by a large rising background when the inversion layer geometry consists of many narrow wires in parallel. When the inversion layer forms a two-dimensional electron gas, the background two-terminal conductance continues to fall (as it did in the classical Drude regime). Thus, the magnetoresistance has large movements in opposite directions on different segments of the same device curve. The formation of quantum edge states in the wire array explains this result. Finally, when quantum Hall plateaus are well developed in the two-terminal conductance, we find the Hall steps are twice the expected size due to the conduction band valley of (100) Si not being resolved. The spin degeneracy is well resolved at the highest magnetic fields. The quantum Hall effect can also be used to count the number of conducting wires in parallel, giving additional confirmation of device integrity.
2 Convolution Picture of Quantum Transport

A simple ‘energy averaging’ picture can explain the lowest order effects of finite temperature, finite source-to-drain voltage, and ‘disorder’ in the conductance of quantum electronic devices. This ‘convolution picture’ of quantum transport is shown in Fig. 1, where one merely averages the transmission coefficient over an energy range $kT$, $eV$, and $\hbar/\tau$, respectively, to account for these effects. Each of these ‘broadening mechanisms’ is subject to limitations we discuss below, since temperature, voltage, and scattering do much more than simply broaden the energy distribution of conducting electrons at the Fermi level. However, in the lowest approximation, one can account for their effects by making the electron beam at the Fermi level non-monochromatic.

\[
\begin{align*}
\text{Transmission} & \quad \text{Temperature} & \quad \text{Voltage} & \quad \text{Impurities} & \quad \text{Conductance} \\
2 \frac{e^2}{h} T(E) & \times & -\frac{df(E,T)}{dE} & \times & W(E,V) & \times & A(E,\tau) & \rightarrow & G(E,V,\tau)
\end{align*}
\]

Figure 1: Energy level broadening due to finite temperature, finite source-to-drain voltage, and ‘disorder’ can be incorporated in the electrical conductance by convolving the transmission coefficient with functions of width $3.5kT$, $eV$, and $\hbar/\tau$, respectively.

The second aspect of our intuitive ‘convolution method’ is the incorporation of free electron motion perpendicular to the direction of transport shown in Fig. 2. As emphasized in Appendix E, this method is not a general way to increase the dimensionality of the conductance and density of states for any arbitrary device potential, but it works for an important class of electronic devices in addition to providing much physical insight into conduction. The method works if the total Hamiltonian is separable into a sum of components as $H = H_x(x) + H_y(y) + H_z(z)$ in Cartesian space. For any Hamiltonian having this form the transmission coefficient is diagonal as $T_{nm} = T_{\delta nm}$. For the tunneling diode, where $H_x(x) = p_x^2/2m$ and $H_y(y) = p_y^2/2m$ describing free electron motion perpendicular to the tunneling direction, the method is particularly simple: One merely convolves the transmission coefficient $T(E)$ with the free electron density of states for the other two directions of motion perpendicular to the tunneling barriers as shown in Fig. 2. The dimensional convolution method will also work if the Hamiltonian is separable in some other complicated coordinate space [65].
2.1 Disorder Broadening

Why are electron energy levels said to 'broaden' in the presence of a 'random' electrostatic scattering potential? Our simple contention is: (1) a scattering center which lowers the potential also lowers some of the energy levels on average, (2) a repulsive scattering center raises some of the energy levels on average, (3) the DC level of the potential 'shifts' the energy bands [73]. Of course, there will be fluctuations in the density of states in a phase-coherent sample due to electron wave-interference. Looking at the 'average' density of states is necessary in order to smooth out these interference patterns. *But the energy levels are still 'broadened' even in a specific sample which is phase-coherent.*

An Anderson model calculation [74] shows how this idea works. Fig. 3(a) shows the clean tight-binding periodic potential density of states. It has $1/\sqrt{E}$ singularities at both band edges. The 'on-site' disorder added in (b) and (c) has equal amounts of repulsive and attractive scatterers, so that there is no DC level shift of the states. The state density calculated in (b) and (c) is for a specific phase-coherent sample, so that wave-interference fluctuations can be seen in the density of states. However, the energy level spectrum is already 'broadening' in (b) and (c) even in this specific phase-coherent sample. One can easily imagine that averaging over many such calculated density of states curves, each with a slightly different arrangement of the disorder and therefore a different interference pattern, will produce a nice 'broadened' curve [75].

That attractive scatterers add states below the band edge and repulsive scatterers add states above the band edge can be seen in at least three limits: (1) the formation of 'bound' and 'anti-bound' states, (2) weakly varying 'adiabatic' potentials, and (3) in perturbation theory. Consider (1), the formation of bound and anti-bound states. It
is well known that an attractive scattering center can produce a 'donor-level' below the conduction band edge in a doped semiconductor. But if the band has an upper limit of allowed energies as in Fig. 3, a repulsive scatterer can also produce an 'anti-bound' state above the band edge. This 'anti-bound' state also illustrates a symmetry between the effects of repulsive and attractive scatterers when the energy spectrum is band-limited. Next consider (2), the limit of smoothly varying 'adiabatic' potentials. In this case the entire energy level spectrum follows the slowly varying background potential so that our contention in the first paragraph is trivially true. A first order non-degenerate perturbation theory calculation, in case (3), where an additional small scattering potential is added for example to a quantum well, also easily verifies these claims.

A similar view has been expressed in the context of the quantized Hall effect and the broadening of Landau levels in Ref. [30]: ‘The various quantum states in each energy band can be divided into three general classes. The states near the bottom of each band, that is, those of lowest energy, are each localized in some small region of the sample. These low-energy localized states occur at “valleys” in the electrical potential energy, for example in the regions around impurity atoms that have an excess of positive charge. Similarly, near the top of the band are high-energy localized states. These are localized near “peaks” in the electric potential, perhaps in the regions around impurity atoms that have acquired electrons and so bear an excess of negative charge.’

Thus, the energy distribution is already ‘broad’ when scatterers are added, even when the sample is phase-coherent. The addition of many phase-coherent segments, to make up the incoherent sample of Fig. 4, is only necessary to ‘smooth’ the (already broadened)
density of states (by averaging out the quantum wave-interference fluctuations). The incoherent sample itself is not really necessary to produce energy level 'broadening', only level 'smoothing' of an already broadened spectrum.

How does a real macroscopic sample eliminate the wave-interference pattern which will manifest itself in the density of states? One imagines a situation like Fig. 4, in which phase-randomizing scattering effectively breaks the full sample up into a number of smaller coherent samples of size $L_\phi$. Each phase-coherent segment of the conductor has a slightly different arrangement of impurity scatterers, so their quantum state densities will differ due to a complicated wave-interference pattern in each coherent region. One expects that the electrical conduction, density of states, optical absorption, etc., will simply be averages of the quantum properties over each phase coherent segment of the sample.

![Figure 4: An incoherent macroscopic sample. Inelastic scattering inside the conductor breaks up the sample into many phase coherent segments of size $L_\phi$.](image)

Our discussion here relates to the one in Appendices A and B as follows: The impurity spectral function $A(E, r)$ tells us how much the energy levels move around from the extra disorder inside each phase coherent segment of the conductor. Inside each phase-coherent block $A(E, r)$ has peaky structure, due to electron wave-interference, which gets smoothed out if we look at the average spectrum. Thus, the 'broadening' due to elastic scattering is just a reflection of the range of states that are needed to form the eigenstates of the disordered system from those of the pure system. These newly formed states are eigenstates of the disordered potential inside each phase-coherent block, and again already have a broadened spectrum. The physics of energy level broadening is no more complicated than computing this spectrum.

'Ensemble averaging' over different arrangements of the scatterers, sometimes carried out in a type of perturbation theory called 'ensemble-averaged perturbation theory', mimics the incoherent macroscopic conductor of Fig. 4. When calculating the conductance of a narrow wire for example, 'ensemble averaging' corresponds to calculating the conductance for one specific arrangement of the static disorder in the wire, then for a second arrangement, etc. The conductances of the wires are first added classically like independent resistors in parallel, and then divided by the number of parallel wires to obtain the
'ensemble averaged' conductance. In ensemble averaged perturbation theory the conduc-
tance of the average sample, free of the wave-interference fluctuation pattern present in a
single phase-coherent conductor, is calculated directly. However, the 'second moment' of
the conductance can still be calculated (in a complicated way) in this special 'average' sam-
ple, which is how all the 'universal' conductance fluctuations results are obtained. Again,
this type of 'self averaging' is (supposedly) carried out in large individual samples, like the
macroscopic conductor of Fig. 4, due to phase-randomizing scattering. As more questions
are asked about the nature of inelastic scattering itself, this assumption will suffer more
scrutiny.

There are two common limits where energy level broadening can be explicitly calcu-
lated: (1) when the scattering potential is slowly varying in space, and (2) if the scattering
potential is a delta function. We can easily translate the ideas from the previous para-
graphs into mathematics if we assume that the impurity potential $V(x)$ varies slowly in
space compared to the electron wavelength. We can then, to a good approximation, neglect
the detailed wave interference pattern between impurities so that the Schrödinger equation
applies locally at each point. The impurity potential $V(x)$ is then just a constant offset to
the total energy at each point. Therefore, the average density of states $\bar{N}(E)$ is simply

$$\bar{N}(E) = \frac{1}{L} \int_0^L N_0(E - V(x)) dx \quad , \quad (4)$$

where $N_0(E)$ is the density of states of the 'clean' system before the impurities are added.
We can slightly rewrite Eq. (4) as

$$\bar{N}(E) = \int_{-\infty}^{\infty} dE' N_0(E - E') \int_0^L \delta(E' - V(x)) \frac{dx}{L} \quad . \quad (5)$$

Eq. (5) can be expressed in a more transparent form

$$\bar{N}(E) = \int_{-\infty}^{\infty} dE' N_0(E - E') P(E') \quad , \quad (6)$$

where the probability density in energy $P(E)$ is found as

$$P(E) = \int_0^L \delta(E' - V(x)) \frac{dx}{L} \quad . \quad (7)$$

Eq. (7) makes it clear that the shape of the energy level 'broadening' function $P(E)$,
sometimes called $A(E, r)$ in a different context, is simply a histogram of the impurity
potential energy $V(x)$.

Note that Eq. (4) neglects wave interference between scattering events, thereby em-
bodying the assumptions inherent in cases (2), adiabatic potentials which nearly eliminate
reflections, and (3) first order non-degenerate perturbation theory. Eq. (4) in fact assumes
that first order non-degenerate perturbation theory is valid locally at each point in space.
These assumptions limit the validity of Eq. (4). For example, Eq. (4) cannot describe any
impurity potential in which bound states can form. Also, due to electron wave-interference,
inserting a repulsive potential can probably lower the energy of some states. But on aver-
age it is certainly true that an attractive potential lowers the energy of electron states and
a repulsive potential raises their energies. If the scattering potential is weak and varies slowly in space, Eq. (4) should provide a good approximation to the average density of states. Note also that because wave-interference is specifically neglected in arriving at Eq. (4), so that the ‘ensemble-averaging’ idea is not needed in this first approach.

The second model for energy level broadening consists of calculating \( A(E, r) \) using ensemble averaged perturbation theory, and taking each impurity to be a point scatterer

\[
V(x) = \sum_i \gamma \delta(x - x_i) \quad .
\]  

Then, as calculated in Refs. [62]-[64], the width in energy \( \Delta E \) of \( A(E, r) \) is given by the ‘Golden-Rule’ expression

\[
\Delta E = 2\pi \frac{N_i}{L} \gamma^2 N_0(E_F) \equiv \frac{\hbar}{\tau} \quad .
\]  

The potential from Eq. (8) is highly non-adiabatic, so we cannot expect the level broadening from Eq. (7) to apply.

The usual argument justifying Eq. (9) runs as follows: The ‘momentum spread’ (i.e. the range of \( k \) states needed to form the eigenstates of the new system with scatterers from the ‘clean’ plane-wave states) around the Fermi surface introduced by scattering is \( \Delta k \) and the corresponding energy spread is \( \Delta E \). They must be related by

\[
\frac{\hbar^2 (k_F + \Delta k)^2}{2m} = E_F + \Delta E \approx E_F + \frac{\hbar^2 k_F \Delta k}{m} \quad .
\]  

One then argues the scatterers ‘confine’ the electrons in position on a scale of the mean free path so that \( \Delta x = \ell \). Therefore, from \( \Delta x \Delta k \approx 1 \), we obtain

\[
\Delta E = \hbar \frac{v_F}{\ell} = \frac{\hbar}{\tau} \quad ,
\]  

where \( \tau \) is the mean free time. However, this does not explain why \( \tau \) is determined from Eq. (9). One usually appeals to the ‘Fermi Golden Rule’ to justify why \( \tau \) is given by Eq. (9). However, it is difficult to understand how this appeal to a ‘scattering rate’ can be related to the idea that each impurity locally ‘shifts’ the energy level spectrum around itself.

We give a different argument for Eq. (9) here: Suppose that the average spacing between the point scatterers is \( a \), so that we can smear out each point scattering event over that spatial scale. Then, a naive application of Eq. (7) gives \( \Delta E \approx |\gamma|/a \), the same result one would obtain from first order non-degenerate perturbation theory. But this answer, \( \Delta E \approx |\gamma|/a \), is in conflict with the ‘Golden-Rule’ result of Refs. [62]-[64] and Eq. (9). However, because the scattering potential leading to Eq. (7) is assumed to be adiabatic, Eq. (7) requires that the impurity potential only locally influences the density of states. We can try a slightly different approach where the potential at a point \( x \) influences states at other points within a phase coherence length away from \( x \). We also assume phase-coherence extends only over the spacing \( a \) to the next scatterer. By this assumption, we can still neglect wave interference between scattering events in calculating the average density of
states. These same assumptions are made implicitly in Refs. [62]-[64]. By again neglecting wave interference between scatterers in this second approach, we eliminate the need for 'ensemble averaging'.

We assume that each point scatterer influences the electron states only within a distance \( a \) between itself and the neighboring point scatterers. Then, the number of states which will be affected by the scatterer \( V(x) = \gamma \delta(x) \) is approximately

\[
\text{number of states} = \frac{\gamma}{a} N_0(E_F) a .
\]

(12)

Since these states are phase-coherent, they effectively 'see' the same point scatterer. Each state will therefore have its average energy moved by an amount \( \gamma/a \). We can now treat the problem as if a number \( (\gamma/a) N_0(E_F) a \) of local scatterers, each having a strength \( \gamma/a \), are added to the conductor at each point. To avoid shifting the DC level of the potential, we assume for simplicity that half the scatterers are attractive and half are repulsive. These assumptions require

\[
2P(E) \approx \delta \left( E - \left(\frac{\gamma}{a}\right)^2 N_0(E_F) a \right) + \delta \left( E + \left(\frac{\gamma}{a}\right)^2 N_0(E_F) a \right).
\]

(13)

Computing the variance of \( P(E) \) from Eq. (13) recovers the 'Golden-Rule' broadening of Eq. (9). The argument in this paragraph is not completely rigorous, but may incorporate the basic physics of energy level broadening when the influence of the potential is non-local.

### 2.2 Thermal and Voltage Broadening

Thermal and voltage broadening follow directly from the calculation of tunneling currents in Appendix D, where these two broadening mechanisms are shown to be independent if the device is coherent. What limitations are there on this result? How is voltage broadening physically distinguishable from electron 'heating'?

If the source to drain voltage is large enough, electron heating certainly does occur inside a small conductor. A dilution refrigerator containing the sample can also be heated using this method if too little care is taken. But power dissipation need not occur inside the device where the voltage is dropped. It can occur in the large device contacts (electron 'reservoirs') which remain essentially in thermal equilibrium. As long as the demands placed on the device contacts to carry away the Joule heat produced are not excessive, conduction occurs at essentially the same 'temperature' as when the drain voltage is zero. It is in this sense that the energy averaging due to voltage and temperature are independent.

To illustrate the difference between Joule heating and energy averaging due to the finite source-drain voltage, consider the conductor in Fig. 5. Phase-randomizing (or inelastic?) scattering can be modeled as expanding the conductor out into an electron 'reservoir', by which we mean that it has a well defined temperature and chemical potential [45]. Geometrically diluting the current density by expanding the conductor out into a wide region ensures that the wide region is essentially in thermodynamic equilibrium so that \( J(x, y) \approx 0 \) everywhere in the 'reservoir'. (A negligible amount of inelastic scattering inside each 'reservoir' is necessary to insure that thermodynamic equilibrium obtains in...
Consider again the conductor of Fig. 5(a), where there are four inelastic scattering lengths between the device contacts. Further, let us assume the characteristic energy scale $E_c$ for structure in the conductance, i.e. the correlation energy $E_c$ for 'universal' conductance fluctuations, is the same in each coherent segment. The wave-interference pattern in the current will then ‘go away’ at a temperature $T^*$ determined as $kT^* \approx E_c$,
Figure 6: An experiment which could distinguish between electron 'heating' and energy averaging due to a finite source-drain bias voltage. One can also measure the phase-breaking length $L_\phi$ using this method, given by the intersection point of the solid and dotted lines. From Ref. [76].

independent of the number of inelastic scatterings between voltage probes. But the wave-interference pattern will persist up to a voltage $V^*$ such that $eV^*/(L/L_\phi) \approx E_c$, because only a fraction $(L/L_\phi)$ of the total voltage is dropped across each coherent segment of the conductor.

This viewpoint has been emphasized in Ref. [76] and in Appendix C, where $V^*$ is plotted for different lengths $L$ of the conductor. The oscillations persisting to higher drain-source voltages as the device is made longer would be clear evidence that energy averaging, not electron 'heating', is responsible for the structure washing out. If electron 'heating' were responsible, the criterion would be $eV^* = kT^* = E_c$ independent of the device length $L$. A drawback of this scheme is that the size of 'universal' conductance fluctuations naturally decreases anyway as the device is made longer, so one would have to correct for this power law effect. Furthermore, 'going away' would have to be better defined statistically. But such an experiment can qualitatively distinguish between energy averaging due to the finite device bias versus electron 'heating' even without these refinements. Additionally, one obtains an independent measurement of the phase-breaking length $L_\phi$ from the intersection point of the solid and dashed lines in Fig. 6.

### 2.3 Dimensional 'Broadening'

The simple dimensional convolution method shown for the conductance in Fig. 2, and which also applies to the density of states, can be understood in two dimensions as follows:
Since the Hamiltonian separates as $H = H_x(x) + H_z(z)$, the total energy can be written as $E = E_x + E_z$. We draw this constant energy line of constraint in Fig. 7.

The tunneling electron can have any combination of $E_x$ and $E_z$ such that the total energy $E$ is conserved during tunneling. But let us choose a particular value of $E_x$ and $E_z$. The current carried by the electron at energy $E_z$ is simply

$$I_{1D}(E_z) = \frac{e^2}{\pi \hbar} T(E_z),$$

(14)

where $T(E_z)$ is the one-dimensional transmission coefficient through the tunneling potential described by $H_z(z)$. The number of electrons carrying this current in a small energy range $dE_z$ is given by the density of transverse momentum states in this range, namely $L_x N_{1D}(E_z) dE_z$ where $L_x$ is the size of the conductor along the $x$-direction. $N_{1D}(E_z)$ is the one-dimensional density of states from the Hamiltonian $H_z(z) = p_z^2/2m$, namely the free electron density of states.

Because the different transverse momentum directions do not scatter into each other, the currents in each channel can be classically added like resistors in parallel. The incremental device current $dI$ at a particular value of $E$ and $E_z$ is therefore

$$dI_{2D}(E, E_z) = I_{1D}(E_z) L_x N_{1D}(E_z) dE_z/2,$$

(15)

When one allows the energy to be distributed between all values of $E_z$, the currents again add classically like resistors in parallel so that

$$I_{2D}(E) = \int dI_{2D}(E, E_z) = \int I_{1D}(E_z) L_x N_{1D}(E - E_z) dE_z/2.$$

(16)

This proves the convolution result shown in Fig. 2. A similar result holds for three-dimensional conductors and the electronic density of states in different spatial dimensions.

This ‘dimensional convolution’ method for the conductance simply corresponds to classically adding many quantum point contact resistances in parallel. This viewpoint is emphasized in Appendix E, and explained in a simpler way in Chapter 4. For the density of states, this ‘dimensional convolution’ method also holds. If particle motion is decoupled along the two orthogonal directions except for the constraint that the total energy of motion is a constant, the total number of available states is simply a product of the number of states along one direction times the number of states along the other. This is explained clearly in Appendix B.
Figure 7: Currents added in parallel in energy space.
A quantum wire or electron waveguide, where electrons are laterally confined to a few normal modes and transport occurs perpendicular to the confined direction, is shown in Fig. 8. The electron dispersion relation for these wires is shown in Fig. 9. The multiple channel Landauer formula is ideally suited for calculating the conductance of quasi-one-dimensional wires (see Appendices F through L). Each new normal mode, or electron transmission 'channel' to cross the conductor, carries a maximum current $I_{max} = \frac{e^2 V}{\pi \hbar}$ of about 0.1 nA/μV. Equivalently, the ballistic resistance $\frac{\hbar}{2e^2}$ of a single channel in the quantum wire is roughly 13 kΩ. Refs. [35]-[36] and [5]-[6] explain in detail why a ballistic conductor has a resistance of $\frac{\hbar}{2e^2}$ per quantum channel.

Figure 8: Transport modes in an electron waveguide.

The second and third sections of this chapter review rigorous quantum mechanical scattering calculations of the conductance in quantum wires done in Appendices F-L. We argue that these calculations are correct, give a consistent picture of electron scattering in low-dimensional geometries, and are on their way to becoming qualitatively understood. Evanescent or 'cutoff' electron waveguide modes shown in Fig. 9, and for which we later give a transparent physical picture, dominate electron scattering when the Fermi energy is near any subband minima in the wire.

However, to make connection with previous work and calculations done in my S.M. thesis [62], I first criticize previous approaches used to calculate conductance in these narrow wires. The criticism hinges mainly on the models used for the electron scattering time: the Fermi Golden-Rule approximation. This Born approximation scattering theory (or 'Golden Rule' approach) completely breaks down whenever the Fermi energy is near a
Figure 9: Dispersion relation for an electron waveguide. The top half indicates the propagating modes having dispersion $E = E_n + \hbar^2 k_n^2/2m$, while the bottom half shows 'negative dispersion' for the evanescent or 'cutoff' waveguide modes having $E = E_n - \hbar^2 \kappa_n^2/2m$ (where $\kappa_n = i\kappa_n$). The corresponding evanescent density of states diverges below the subband minimum. From Appendix F.

subband minimum in a narrow wire. But because this particularly simple type of scattering theory breaks down near a subband minima does not imply that incoherent electron motion in a quantum wire cannot be classical and diffusive. The physical assumption of classical diffusive motion and the subsequent Drude-like conductivity can be valid for these wires in some circumstances. However, to properly implement the physical assumption of classical diffusive motion, the conductor must be 'assembled' by classically adding each coherent 'resistor' in series (see Fig. 5 in Chapter 2). To obtain the correct value of the total resistance, therefore, the scattering in each coherent segment of the conductor must be calculated properly. Equivalently, in the Drude-Sommerfeld language, the scattering times must be calculated properly. The Fermi-Golden Rule approach is incapable of properly computing these scattering times when confinement subbands exist in a narrow wire.

3.1 Fermi Golden-Rule Approach

To motivate this section, consider first a completely one-dimensional conductor where only the $x$-direction of space exists. The impurity potential we take to be a sequence of point scatterers. We assume the electron phase is randomized after each collision so the
resistances of each point barrier can be added classically in series. We can therefore calculate the resistance of each coherent segment of the conductor by quantum mechanically obtaining the electron transmission coefficient $T$ through a single point barrier. The Landauer conductance of the chain, neglecting the contact resistance at the end for this long chain having low transmission, is therefore (see Appendix D)

$$G = \frac{e^2}{\pi \hbar} \frac{1}{R N_i} .$$  \hspace{1cm} (17)

Here $N_i$ is the total number of barriers and $R = 1 - T$ the reflection coefficient of a single point barrier.

Each point scatterer in the one-dimensional wire has a potential $V(x) = \gamma \delta (x - x_i)$. The quantum mechanical transmission coefficient $T$ through this potential is

$$T = \frac{1}{1 + \left( \frac{m \gamma}{\hbar^2} \right)^2} , \hspace{1cm} (18)$$

where $v = \hbar k/m$ is the electron velocity. The resulting Landauer conductance of the impurity chain is

$$G = \frac{e^2}{\pi \hbar} \left( \frac{\hbar^2 k}{m \gamma} \right)^2 \frac{1}{N_i} = e^2 \left\{ \frac{v^2}{2 \gamma^2} \frac{1}{N_i} \right\} N(E) . \hspace{1cm} (19)$$

In writing this last expression we have introduced the density of states $N(E)$ in one-dimension, namely $N(E) = \frac{2m}{\pi \hbar^2 k} = \frac{2}{\pi \hbar v}$.

Eq. (19) can be directly compared with the Drude conductance of the one-dimensional chain, given by

$$G = \frac{\sigma}{L} = \frac{1}{L} e^2 D(E) N(E) = \frac{1}{L} e^2 \left( v^2 \tau_{tr} \right) N(E) , \hspace{1cm} (20)$$

where $D(E)$ is the diffusion constant and $\tau_{tr}$ the momentum relaxation time or transport lifetime. For Eq. (19) and Eq. (20) to be equivalent we must have

$$\frac{\hbar}{\tau_{tr}} = \pi N_i \frac{\gamma^2 N(E)}{L} . \hspace{1cm} (21)$$

Eq. (21) is one form of the well-known Fermi Golden Rule expression for the transport lifetime, specialized to a point scattering potential. The classical diffusive conductance obtained from the Landauer transport formula and the conventional ‘Golden-Rule’ scattering calculations give the same answer in this one-dimensional or single subband model. We find below that, due to the influence of evanescent modes on the transport, the Golden-Rule type scattering arguments do not predict the correct Drude conductance when the Fermi energy crosses a confinement subband.

Before the discovery of the quantized ballistic conductance, several calculations were made to determine the effect of quantum confinement on the transport properties of electrons. In most of these calculations, the ‘ensemble averaged’ conductance of diffusive
quasi-one-dimensional wires was obtained using the Kubo formula [77]-[82]. Similar calculations continue to appear [83]-[84]. A simplified discussion of these references is given in Appendices A-C. Here we repeat the most salient points of that discussion.

A sharp drop in the conductivity, due to rapid intersubband scattering, is obtained whenever the Fermi level passes into a new quasi-one-dimensional subband in the calculations of Refs. [77]-[82] and Appendices A-C. This is because the scattering rate in the wire is found to be proportional to the total electron density of states as in Eq. (21). When the density of states diverges above each subband, the scattering rate diverges and the conductivity falls to zero. The small number of additional carriers obtained when a new subband is populated cannot overcome the large increase of the scattering rate above a new subband in Refs. [77]-[82] and Appendices A-C. One small problem in these calculations is that the scattering rate depends on the density of states, but scattering changes the density of states, which again changes the scattering rate, etc. Recognizing this difficulty, most of Refs. [77]-[82] have applied the self-consistent Born approximation to calculate the conduction in narrow wires. (A self-consistent convolution broadening method should give similar results, if not identical ones.) However, the results even after this pseudo 'self-consistency' is taken into account are qualitatively the same: electron scattering increases dramatically above each new subband minimum in the wire.

These calculations [77]-[82] are in contrast to the quantized conductance steps in a ballistic wire: the conductance increases whenever the Fermi energy passes through a new subband minimum in those experiments. Furthermore, the drop in conductance predicted in Refs. [77]-[82] and Appendices A-C sharply contrasts to the results shown in Appendices F-K for a small number of impurities. In those calculations the conductance always increases when a new subband is populated. This is because, in Appendices F-K the transmission and reflection at an individual impurity scatterer is correctly calculated. In addition, evanescent modes in the wire are not included in the calculations of Refs. [77]-[82] and Appendices A-C, and we know that such modes are very important in determining the subband crossing behavior of the conductance.

The Golden-Rule approximation of Refs. [77]-[82] and Appendices A-C is also questionable when more than one subband is occupied. Appendix G shows that the Born approximation breaks down completely at a subband minimum: It is found in Appendix G that the Born approximation gives the exact opposite answer as a rigorous scattering calculation. The Born approximation suggests a decrease in transmission when a subband is encountered, while the correct answer gives increasing transmission as a subband is crossed. This difficulty is not remedied in any self-consistent Born approximation scheme. It is therefore difficult to understand from what perspective the detailed results for conduction in quasi-one-dimensional wires in Refs. [77]-[82] and Appendices A-C can be viewed as being valid. I conclude that the Golden-Rule type scattering approach, touted in many
textbooks and papers on the subject of electrical conduction in solids, gives not just a quantitatively wrong answer, but the wrong qualitative dependence of electrical conductance on the Fermi energy in a narrow wire. It should be equally unreliable for discussing the Shubnikov-de Haas oscillations, scattering in a multi-valley semiconductor such as GaAs, and optical phonon limited mobility, since scattering thresholds similar to confinement subbands are encountered in all these cases.

Before leaving this section I would like to point out that none of the effects discussed above have any connection to the electron mobility enhancement in one-dimensional wires predicted by Sakaki [85]. Sakaki uses the same Golden-Rule type theory as above to support this claim. Reference [85] notes that the Fourier transform of the impurity scattering potential \( V(q) \), which enters the general Golden Rule expression for the transport lifetime

\[
\frac{\hbar}{\tau_{tr}(q)} = 2\pi \frac{N_l}{L} |V(q)|^2 N(E)
\]

must be evaluated only at \( q = 2k_F \) in one-dimension (since small angle scattering is not allowed in 1D). The usual Bessel function result for a screened Coulomb potential \( V(q) \) falls off quite rapidly with increasing \( q \), due to the finite size of scatterers in the wire, so Sakaki concludes that the electron mobility should be larger in a one-dimensional wire. However, for point scatterers \( V(q) = \gamma \) independent of \( q \), so point scatterers give none of Sakaki’s mobility enhancement. Indeed, the Sakaki mobility enhancement should be negligible for scatterers having a size smaller than \( 1/2k_F \). It is only for very large scatterers that Sakaki’s argument is relevant. I again emphasize that Sakaki’s ideas say nothing about subband crossings, they are concerned only with conduction deep in the lowest subband of the wire. As we have seen, these ‘Golden-Rule’ type theories behave much better if the Fermi energy is not near a subband crossing, so the ideas in Ref. [85] may perhaps be correct.

3.2 Multi-mode Transmission Through a Single Barrier

To understand the scattering and subsequent electrical conductance in a quantum wire, recall the electron dispersion relation from Fig. 9. As the Fermi energy approaches a subband minimum from below, the evanescent density of states diverges and dominates the scattering properties of electrons from any obstacles in the wire. The shape of these states in real space is shown in Fig. 10, where the evanescent modes can be pictured as ‘clinging’ to the side of the barrier in a classically allowed region of space. These evanescent modes accumulate around any obstacles present in the wire, driven by the current incident on the obstacle and the mode coupling at the scatterer (as stressed in Appendix F). This phenomena is well known in the context of electromagnetic wave scattering in microwave waveguides. Even though these evanescent states do not carry any currents along the wire, they strongly influence the scattering boundary conditions when the Fermi energy is near

formula due to a screening effect [37]. This screening effect is also examined in Appendix F. However in the extreme diffusive limit of low transmission, the two-probe and four-probe Landauer conductances are almost identical. This screening effect therefore cannot rescue the Golden-Rule approach. Furthermore, none of the calculations I criticize in this chapter considered screening of the scattering potential by reflected or transmitted electrons.
a subband minimum. Therefore, these exponentially decaying modes wind up dominating the scattering when the Fermi energy is near a subband minimum.
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Figure 10: Due to electrons scattering from the current incident on an obstacle, evanescent modes accumulate around obstacles in the wire. This process becomes especially important in determining the dependence of electrical conductance on the Fermi energy near any subband crossings. From Appendix F.

A simple model scattering problem, where a single point scatterer is placed in a narrow wire, is sufficient to investigate the influence of these evanescent states on transport. The conductance versus Fermi energy through the point scatterer is shown in Fig. 11. A completely different qualitative dependence of the electrical conductance on the Fermi energy from that expected in Refs. [77]-[82] and Appendices A-C is found in Fig. 11: The conductance increases whenever the Fermi energy passes through a new subband in the wire. Cascading many of these defects by adding constriction resistances in series, as done in Fig. 5 and implicitly in the calculations of Refs. [77]-[82] and Appendices A-C, will also result in an increasing conductance whenever the Fermi energy crosses a new subband minimum in the wire.

Attractive scatterers strong enough to allow the formation of bound states result in a unique structure of the conductance versus Fermi energy in these narrow conductors. Just as an attractive impurity can form a donor level below the conduction band minimum in a semiconductor, so too can attractive defects placed in a narrow conductor form ‘quasi-donor levels’ below each subband in the wire. These new quasi-donor levels or ‘quasi-bound states’ manifest themselves as the drop in conductance just before the Fermi energy enters a new subband in the broken curve of Fig. 11. It is not obvious that these ‘dips’ in conductance before a new subband opens correspond to quasi-donor-states, as inspection of the References given in Appendix K indicates, but this matter is analyzed in some detail.
Figure 11: Landauer conductance through a single point defect in a narrow wire. The solid line is for a repulsive point defect, while the broken curve shows the conductance when the sign of the scattering potential is reversed. The dips in conductance before the opening of a new subband indicate 'quasi-donor levels' forming in the attractive scatterer. From Appendix F.

Even though these conductance 'dips' are clearly associated with the quasi-donor levels in Appendices F and I, the detailed scattering mechanism leading to the depressed conductance is not clear.\(^{10}\)

One puzzling feature of the electrical transmission through a point scatterer in a narrow wires is that the electron transmission is perfect whenever the Fermi energy aligns with a subband minimum regardless of the sign, strength, or location of the scatterer. Although recognized in Appendix F-G, this property was finally understood simply to be a consequence of the scattering boundary conditions in Appendix I. The only way in which all the boundary conditions can be obeyed is for the incident mode to propagate through the point defect without reflection. A more general arrangement of point scatterers also yeilding perfect transmission at a subband minimum was found in Appendix I.

Perfect transmission at a subband minimum results for the point scatterer simply by

\(^{10}\)I thank Prof. Marc Kastner for pointing out the existence of these type of quasi-donor states when he saw the curves from Fig. 11 in an informal talk. At that time the origin of these conductance drops was not obvious to me.
imposing the boundary conditions at a defect having the form

\[ V_d(x, y) = \gamma \delta(x) \delta(y - y_i) \quad . \]  

(23)

The wavefunction \( \psi(x, y) \) can be expanded in terms of the lateral normal modes of the wire \( \chi_n(y) \) as

\[ \psi(x, y) = \sum_n \alpha_n(x) \chi_n(y) \quad , \]  

(24)

simply from the completeness property of the wavefunction. Integrating the Schrödinger equation gives

\[ \frac{d\alpha_n(x)}{dx} \bigg|_{x=0^+} - \frac{d\alpha_n(x)}{dx} \bigg|_{x=0^-} = \sum_m \Gamma_{nm} \alpha_m(x = 0) \quad , \]  

(25)

where the mode coupling constants \( \Gamma_{nm} \) have a ‘product form’

\[ \Gamma_{nm} = \frac{2m\gamma}{\hbar^2} \chi_n(y = y_i) \chi_m(y = y_i) \quad . \]  

(26)

\( \Gamma_{nm} \) factors in Eq. (25) due to the special shape of the point scatterer. Therefore, Eq. (25) can be rewritten using Eq. (26) as

\[ \frac{d\alpha_n(x)}{dx} \bigg|_{x=0^+} - \frac{d\alpha_n(x)}{dx} \bigg|_{x=0^-} = \frac{2m\gamma}{\hbar^2} \chi_n(y = y_i) \left[ \sum_m \chi_m(y = y_i) \alpha_m(x = 0) \right] \quad , \]  

(27)

Note that the term in square brackets on the right does not depend on mode \( n \), so that the derivative jump of mode \( n \) at the defect is proportional to the value of the wavefunction \( \chi_n(y = y_i) \) at the defect.

Eq. (27) implies that the derivative jump along the \( x \)-direction of propagation for mode \( n \) is proportional to the derivative jump of any other normal mode, since the \( \sum_m \) in Eq. (27) is simply a number independent of \( n \). Suppose we are at the second subband minimum, where the derivative jump of the second normal mode must be zero simply by wavefunction continuity, i.e. \( (d\alpha_2/dx) \big|_{x=0^+} - (d\alpha_2/dx) \big|_{x=0^-} = 0 \) when \( E = E_2 \). Then, from Eq. (27), the derivative jump of the first normal at the scatterer must also be zero. Therefore, the lowest normal mode cannot reflect when the Fermi energy is equal to the second subband minimum.

Although this argument does not explain physically why the electron cannot reflect, it does prove that the scattering boundary conditions are not obeyed if any reflection occurs from the point scatterer at a subband minimum. If the scatterer is not a delta function, reflections can and do occur at a subband minimum without violating any scattering boundary conditions. However, this argument shows that the evanescent modes, which one might initially guess are unimportant in transport since they carry no current, actually dominate the scattering behavior of the conductor when the Fermi energy is near the opening of a new confinement subband. If the scatterer is not a point defect, but has some finite size which is small compared to the electron wavelength, we also expect the scattering to be reduced by this mechanism when the Fermi energy is near a subband minimum. But the dominant and most likely observable effect of evanescent modes, for any shape of an attractive scattering potential, is to form ‘quasi-bound’ or ‘quasi-donor’ levels below the subband minima.
3.3 Multi-mode Transmission Through Two Barriers

New physics emerges when an electron scatterers from two or more barriers placed in a narrow wire.\textsuperscript{11} Figure 12 illustrates the basic idea leading to these new scattering properties: Evanescent waves now accumulate around both barriers in the wire, whereby some of the evanescent tail of the waves building up around one barrier can now extend to the second barrier. If the separation between the barriers along the $x$ direction is $d$, and the decay length of the evanescent waves is $\kappa$, this effect is important when $d \leq \kappa$. However, besides simply determining $\kappa$, the position of the Fermi energy relative to a new confinement subband is also important. To produce a large effect on the transmission properties of the wire, it is not enough that the evanescent waves simply overlap. When the Fermi energy is away from a subband minimum, the modifications to electron scattering from the overlap of these evanescent waves are small because the evanescent density of states is also small. When the Fermi energy is near a subband minimum, however, the density of evanescent states is large so that the evanescent states dominate transport as they did for scattering from a single barrier. The decay length of the evanescent wave is also long near a subband minimum, so it is not difficult for the two tails of these evanescent waves to overlap.

Scattering from two barriers in a quasi-one-dimensional wire is calculated in Fig. 13 to illustrate these ideas. Two point scatterers, where the second scatterer is five times stronger than the first, are placed in a narrow wire and the resulting transmission coefficient $T_{11}$ computed. When the Fermi energy is below the second subband minimum, $E = 0.9E_2$ in Fig. 13(a), the standard one-dimensional resonant tunneling picture generally holds. Only the first two transmission minimum in Fig. 13(a) are slightly altered due to the overlapping evanescent tails of the wavefunction. However, since the Fermi energy is not too near a subband minimum, the effect is small.

When the Fermi energy is placed on the second subband minimum, $E = E_2$ in Fig. 13(b), the transmission properties change drastically. There are three significant changes to usual resonant tunneling picture in Fig. 13(b) induced by the evanescent modes: (1) The transmission maxima are perfect even though the scatterer strengths are not equal. Furthermore, even though each barrier at $E = E_2$ taken alone is perfectly transmitting, the transmission coefficient when two such barriers are placed in the wire is perfect only at certain resonant values of the scatter separation. (2) The spacing between transmission maxima has changed from a half-wavelength to a full wavelength. (3) The transmission coefficient is not periodic, it approaches unity as the separation between the scatterers increases.

The essential conclusion to draw from Fig. 13(b) is that, when the Fermi energy aligns with a subband minimum in a narrow wire, the wave-interference between propagating modes no longer determines the electron transmission and subsequent electrical conductivity of the wire. One would expect some type of Fabry-Perot resonances in Fig. 13(b) if this were not true, since both barriers are still coupled to the lowest propagating wavefunction in the wire. However, properties (1)-(3) of the preceding paragraph show that

\textsuperscript{11}All work in this section was performed in collaboration with Arvind Kumar.
Figure 12: When an electron scatterers from two barriers in a narrow wire, evanescent waves accumulate around both of the barriers. When the tail of the evanescent wave accumulating around one of the barriers can reach to the second barrier, and the Fermi energy is near a subband minimum, the electron scattering and the resulting electrical conductance is strongly modified. From Appendix I.

the transmission oscillations when $E = E_2$ in Fig. 13(b) arise from a completely different mechanism, described in detail in Appendix I. The shape of the evanescent waves accumulating around the barriers determines transmission when $E = E_2$, rather than the usual wave interference between propagating modes, so that the usual Fabry-Perot resonances are completely suppressed and a new series of transmission oscillations with completely different properties emerges. This new series of conductance oscillations at $E = E_2$ can be understood by analogy to ‘bonding’ and ‘anti-bonding’ like states forming around the scatterers, and the interplay of the incident waveguide modes with these molecule-like states.
Figure 13: Transmission coefficient $T_{11}$ versus distance $d/\lambda_1$ between two point scatterers in a narrow wire, where $\lambda_1$ is the electron wavelength of the lowest normal mode incident on the barriers. Curve (a) takes $E = 0.9E_2$, (b) sets $E = E_2$, and (c) sets $E = 1.1E_2$. From Appendix I.
Resonant Tunneling and Periodic Potentials

Resonant tunneling devices have received much attention in the past decade due to their large peak to valley current ratios at room temperature, their ability to operate at ultra-high frequency, their relatively large operating currents, and their nearly ideal current-voltage characteristics. All these properties combine to make a seemingly ideal quantum device with the ability to operate at room temperature. Several groups have explored the circuit possibilities of resonant tunneling three terminal devices, focusing primarily on multiple valued logic.

Yet the resonant tunneling diode shows ideal single electron behavior only on first glance. The resonant tunneling diode is in fact a non-ideal quantum device, with quite complicated internal dynamics. For example, the valley current is larger by a factor of 10-1000 in these devices than a simple quantum mechanical scattering calculation permits. It has been speculated that inelastic phonon scattering, elastic impurity scattering, and scattering through secondary conduction band valleys inside the tunneling barriers all play a significant role in increasing the valley current. Furthermore, the quantum well charges and discharges as the diode voltage is swept, giving rise to hysteresis or 'intrinsic bistability' in the I-V characteristics. If the transmission through the barriers is low, the intrinsic device bistability can be large. Finally, the magnetoresistance of the tunneling diode, when a magnetic field is applied along the direction of the current, is completely non-ideal. An ideal device would show a dramatic magnetoresistance, where the triangle-like shape of the I-V characteristic would evolve into a large step. However, actual tunneling diodes show very little 'longitudinal' magnetoresistance even up to 30 Tesla fields. It is not known why the magnetoresistance displays such strong non-ideal behavior.

Despite these non-idealities in real resonant tunneling diodes, it is still useful to understand what an 'ideal' theory would predict for the I-V curves of different types of resonant tunneling devices. Resonant tunneling devices built in inversion layers or using lateral transport along GaAs/AlGaAs heterojunctions in a MODFET may also display closer to ideal behavior than those embodied using vertical transport through GaAs/AlGaAs heterojunctions. Also, for unknown reasons, the resonant tunneling diodes grown using molecular beam epitaxy display relatively close to ideal behavior when the magnetic field is zero. Figure 14 shows the expected ideal behavior of the currents in resonant tunneling devices having a (a) one, (b) two, or (c) three dimensional electron emitter, obtained using the 'convolution method' of the chapter 2.

The 1D device of Fig. 14(a) simply traces the transmission coefficient, displaying a single resonant peak at $E_r$ and rising to unity at $E_T$ as the Fermi energy passes above the tunneling barriers. The dependence of the 2D and 3D currents in Fig. 14 on the Fermi energy are obtained by classically adding many quantum point contact resistances in parallel. A simpler physical picture than that given in Appendix E can be used to understand this statement. We understand that the 1D device current versus Fermi

---

12 An additional ‘bistability’ can also arise if the external measurement circuit of the diode is improperly adjusted. But it is now fairly clear that intrinsic bistability of the tunneling diode is a real effect.

13 I thank Ray Ghanbari for suggesting this picture.
Figure 14: Ideal current versus emitter Fermi energy and current versus base voltage (or source to drain voltage) of (a) a 1D emitter, (b) a 2D emitter, and (c) a 3D emitter double barrier resonant tunneling device. From Appendix E.
energy simply traces the transmission coefficient through the double barriers. From this
1D transmission coefficient, we obtain the dependence of current on the Fermi energy for
a 2D device as follows: Consider the 2D tunneling geometry of Fig. 15. The Hamiltonian

\[ T(E_z) = \delta_{E_z, E_r} \]

where \( \delta \) is the Kroenecker delta function. This transmission coefficient has a resonant peak
of zero width. Yet the barriers still permit electrons at the precisely defined wavevector \( k_z = k_r \) to pass, and only those electrons. The total current \( I \) for the sharply defined momentum 'filter' is

\[ I(E) = \frac{e^2 V}{\pi \hbar} [2\delta_{E_z, E_r}] \]
The factor of two enters the conductance because there are two momentum directions allowed through by the mirrors. These two ‘wavevector current channels’ each contribute a conductance quantum to the total current, because they each propagate through the double barriers independently. This occurs because there are no terms in the ‘separable’ Hamiltonian which could cause one momentum direction to scatter into the other.

Next, we consider a Fabry-Perot cavity where the mirrors are no longer perfect. The resulting sloppiness in the momentum selection rule allows $k$-vectors having a small range of angles to pass through the barriers, as shown in Fig. 15(b). This sloppiness is described by a transmission coefficient having a finite width, usually a Lorentzian of the form

$$T(E_z) = \frac{(\Delta E)^2}{(E - E_r)^2 + (\Delta E)^2}. \quad (30)$$

For our purposes, the exact form of the sloppy transmission coefficient is unimportant; we simply approximate it by saying that electrons having $E_z$ within an energy window $\Delta E$ near $E_r$ transmit through the mirrors with probability one.

The number of electrons at an energy $E$ transmitted through the imperfect cavity can now be simply estimated. In this two-dimensional problem the energy is determined as $E = E_z + E_r$. The electron kinetic energy available for motion transverse to the barriers is $E_z \approx E - E_r$. The number of electron states available at this energy is simply the density of states for motion along the $x$ direction. The energy range near $E_z \approx E - E_r$ is $\Delta E$ due to the sloppy mirrors. And the number of ‘point emitters’ in space along the device can be simply obtained by multiplying the spatial density of point emitters by the length $L_z$ of the device along the $x$-direction. These considerations give the number of transmitted electrons as

$$\text{number of electrons} = L_z (\Delta E) N_{1D}(E - E_r). \quad (31)$$

Each transmitted electron then carries a conductance quantum of current, so that the total current is

$$I_{2D}(E) = \frac{e^2 V}{\pi \hbar} [L_z (\Delta E) N_{1D}(E - E_r)/2]. \quad (32)$$

We have simply classically added all the momentum channels in parallel, where each channel carries the quantum contact conductance of current since it is perfectly transmitting. Dividing by the extra factor of 2 in Eq. (32) is required so as not to double count the electron spin, a detail for our purpose here.

Eq. (32) describes only how the current carried by resonant electrons in Fig. 15 depends on the Fermi energy. We see from Eq. (32) that the dependence is $1/\sqrt{E - E_r}$ for the sloppy Fabry-Perot cavity, in contrast to the constant dependence of the current on Fermi energy from Eq. (29) when the cavity is nearly ideal. The sloppy mirrors are not choosy in deciding which $k$-vectors may pass, so that the current in Eq. (32) is much larger than in Eq. (29). On the other hand, the conductance versus Fermi energy for the sharp mirrors shows essentially one-dimensional behavior. One merely obtains the quantum contact resistance times the two possible independent momentum directions. There is also a nonresonant piece to the current on the left side of Fig. 15 which is examined in Appendix E.

The $1/\sqrt{E - E_r}$ decay of the 2D current on Fermi energy from Eq. (32) is easily pictured. As the incident electron energy $E$ increases, the energy for motion of resonant
electrons perpendicular to the tunnel barriers \( E_z \) must also increase, since \( E_z \approx E - E_r \) for those electrons. Stated differently, resonant electrons must travel at a greater angle from normal incidence to satisfy the wavelength matching condition of the cavity. The number of available transverse momentum states for this motion decreases in one-dimension like \( 1/\sqrt{E} \), and is the origin of the decreasing current with Fermi energy above the resonant peak \( E_r \) in Fig. 14(b). Even though the resonant electrons must travel at an increasingly larger angle from normal incidence to the tunnel barriers as their emitted energy increases, the current carried by resonant electrons along the \( z \) direction is independent of this angle. This is easily seen when the tunnel barriers produce an extremely sharp transmission resonance, where one merely obtains twice the quantum contact conductance independent of energy.

The net resonant current depends only on the component of momentum directed along the tunnel barriers, not perpendicular to them. For resonant electrons, the velocity along the tunnel barriers is independent of the incident electron energy. Therefore, I emphasize again that, as the Fermi energy increases, the resulting increasing angle from normal incidence required to match the cavity resonance is not the mechanism leading to the decrease in current in Fig. 14(b). Instead, this negative transconductance arises from a reduction in the available number of transverse momentum states to move perpendicular to the barriers at high energy.

The same arguments above also apply when the device emitter is three-dimensional. If the transmission coefficient is broad, as for the sloppy mirrors of Eq. (30), we find a total current

\[
I_{3D}(E) = \frac{e^2V}{\pi\hbar} \left[ L_y L_z (\Delta E) N_{2D}(E - E_r)/2 \right].
\]

(33)

There are now two directions of free motion parallel to the tunnel barriers, which must be described by the two dimensional free electron density of states \( N_{2D}(E - E_r) \). Since the 2D density of states is a constant independent of energy, the current versus Fermi energy in the 3D device of Fig. 14(c) is constant.\(^{14}\)

The dependence of current on the device voltage can also be thought of as classically adding quantum point contact conductances in parallel in energy space. The applied voltage introduces an energy range \( eV \) into conduction, and all the carriers in that energy range must be considered. This is accomplished by convolving with the ‘voltage box’ or ‘voltage window’ of Chapter 2. Integrating the current under the sharp resonant peak gives the constant dependence of current on the 1D device voltage in Fig. 14(a). Similarly, the voltage dependence of the 2D and 3D devices (curves on the right of Fig. 14) are obtained by integrating over the range of Fermi energies \( eV \) (curves on the right of Fig. 14) filled by the device emitter. This is explained in detail in Appendix E.

Electrical conduction through periodic potentials has been discussed using many different methods, models, and approximations. There has also been a recent experimental resurgence of magnetoconductance studies through periodic potentials formed in inversion layers. The low-field structure of the magnetoconductance in these experiments however, is essentially classical in origin, being simply a classical geometrical resonance between the

\(^{14}\)It is interesting to imagine what the analogy to Eq. (29) describing sharp mirrors would be if the device emitter is three-dimensional.
cyclotron orbit size and the periodic structure [86]. It does not demonstrate quantum conduction through a periodic potential. Furthermore, a recent experiment claiming to observe superlattice ‘minibands’ in a finite sample, may be in fact only electron ‘charging’ of the small constructed regions [87]. Clear ‘quantum’ superlattice effects in a two-dimensional electron gas have yet to be observed.

The elusive search for ‘Bloch oscillations’ has long been lurking in the background of studies of conduction in periodic potentials. These oscillations have never actually been observed to the knowledge of this author, and previous claims were undoubtedly overstated. They were originally sought in optical absorption near the band edge of bulk semiconductors [88] in the 1960’s and 1970’s, but the high electric fields required combined with broadening mechanisms made the search unsuccessful. The longer spatial periods in manmade structures, combined with long coherence lengths, make the search once again somewhat feasible.

An interesting real space picture of these Bloch oscillations, related to the Stark ladder states, has been proposed by Capasso and collaborators [89]. Assume two identical quantum wells are brought close together so that the levels split by an amount $\Delta E$. If an electron is initially localized to one of the wells, it will oscillate back and forth between the wells in time with a period $T = h/\Delta E$. For the Stark ladder states, the separation between the levels is simply $\Delta E = eV_w = eV/N$, where $V$ is the total voltage and $N$ the number of superlattice periods. Therefore, the time for an electron to oscillate from one well in the superlattice to an adjacent well and back is simply $T = h/eV_w$.

In contrast, the Bloch oscillation period $T_B$ can be derived from the semiclassical equations of motion for an electron wavepacket, in the limit where the applied voltage is low enough so that the energy band picture is still approximately valid. One straightforwardly obtains $T_B = h/(aeE)$ in this picture, where $a$ is the superlattice period and $E$ the uniform electric field. Of course $aE = V_w$ is the voltage drop across a single quantum well, so these two pictures predict an equivalent oscillation frequency. The oscillations between adjacent wells in the Stark ladder is asserted in Ref. [89] to be an equivalent real space picture of the Bloch oscillations.

Presumably, the DC current will reflect these Bloch oscillations by falling, perhaps to zero, when the oscillations begin. However, the appearance of Bloch oscillations is difficult to reconcile with a Landauer transport formalism. One can easily calculate the transmission coefficient through a periodic potential to obtain a DC current at all energies. Therefore, a finite DC current should exist at all energies. Yet, in the usual semiclassical Bloch oscillation picture, the DC current completely disappears when the oscillations begin and only an AC current survives. What additional physics needs to be considered in order to resolve this conflict is unclear to the present author. How to calculate the AC current response in a Landauer transport picture is also an open problem. One would also need to consider processes where one frequency applied to the conductor is converted into another.
5 Silicon Grating Gate MOSFET

Silicon 'grating gate' MOSFET devices were fabricated at M.I.T. in collaboration with Anthony Yen [90] as described below. The 'dual gate' structure of the device is shown below in Fig. 16, and permits easy control of the inversion layer geometry from many narrow wires in parallel, to a modulated potential, and to a two-dimensional electron gas. This control is achieved via electric field-effect by varying the voltages on the two gates shown in Fig. 16. The existence of the grating gate (but not its details) could be distinguished in an optical microscope, despite its period being smaller than the wavelength of light. See Figs. 3.13 and 3.14 of Ref. [90] for these pictures.

Figure 16: Cross section of the Silicon 'grating gate' MOSFET, showing the buried bottom gate and continuous top gate. Using field-effect control, the electron gas can be confined either underneath the gate wires or in the gap between wires. A modulated electron density or a two-dimensional electron gas can also be achieved in this geometry.

Electrical conductance of devices similar to the one in Fig. 18 was measured in temperatures ranging from 50 mK to 300 K, in magnetic fields ranging from 0 T to 30 T, and over the entire range of inversion layer geometry controlled by the gate bias. Several different devices were measured, all showing qualitatively the same dependence of the conductance on the various parameters. Measurements were done at low drain bias using an
Figure 17: Grating gate running over the locally oxidized isolation areas (LOCOS). The grating lines proved quite robust over variations in surface topology. The small step in the surface near the bottom of the picture is where the gate oxide has grown at different rates over bare Si and a Phosphorous implanted region.
Figure 18: Scanning electron micrograph 'birds eye' view of the 'grating gate' MOSFET. The slightly discolored region running from source to drain is the grating gate.
AC lock-in amplifier and isolation transformer. Ultra-low temperature dilution refrigerator measurements were carried out in Prof. Kastner's laboratory at M.I.T, and additional measurements around 1.2 K but at higher magnetic fields were done at the Francis Bitter National Magnet Laboratory.

5.1 Physical Insights Gained

Several interesting magnetoresistance effects were observed in this device including modifications to electron weak localization (for low magnetic fields below 1 Tesla), an unusual manifestation of the classical Drude low-field magnetoconductance (for intermediate magnetic fields between 1-10 Tesla), and the approach to the quantum Hall effect (for high magnetic fields between 10-30 Tesla). We do not wish to repeat our detailed analysis of these effects, since that is done in Appendix M, but only to briefly illustrate the types of effects observed in this device.

Electron weak localization becomes much more pronounced as the inversion layer geometry is electrostatically pinched from a two-dimensional inversion layer into many narrow wires in parallel, proving that the wire width can be reduced below the electron phase coherence length. This is shown in Fig. 19 where one can see that, by pinching the electron gas into narrow wires, a pronounced depression in the magnetoconductance develops around \( B = 0 \). The classical diffusion paths of electrons, which originally were unconstrained in a two-dimensional electron gas, must now collide with the sides of the wire. Weak localization is extinguished approximately when the average size of a phase-coherent diffusion orbit encloses a magnetic flux equal to the flux quantum \( \phi_0 = \hbar/2e \). Weak localization is therefore destroyed at a magnetic field \( B \) such that \( \phi_0 = BL^2 \) in the two-dimensional sample. In the reduced dimensional sample the size of the phase-coherent diffusive orbits is obviously much smaller, because the wire width \( W \) satisfies \( W < L_0 \), so weak localization persists to a much higher magnetic field such that \( \phi_0 < BL\phi \). In addition there will be flux cancellation, as in a SQUID magnetic field gradiometer, between ‘figure eight’ paths that cross each other. This additional flux cancellation serves to permit weak localization at even higher magnetic fields in a narrow wire.

In Fig. 19 we held the inversion layer geometry fixed (by holding the gate voltages constant) and varied the magnetic field. We can do the conductance measurement in a different way, where we fix the magnetic field and vary the inversion layer geometry. Typical conductance versus gate voltage data for a 15 Tesla magnetic field normal to the Si-SiO\(_2\) interface is shown in Fig. 20. Each curve is for a different temperature ranging from 4.2 K to 300 K, with the larger conductance occurring at lower temperatures. It can be seen that the large negative transconductance persists to room temperature, indicating a classical origin. The dotted line is the conductance at 4.2 K in zero magnetic field. Consistent with Fig. 19, the magnetoconductance from Fig. 20 is relatively small when the gate voltage is less than zero volts, when conduction occurs through many narrow parallel wires. As the device geometry opens to a modulated potential above 0.0 V the conductance falls, reaches a minimum when the potential is an unmodulated two dimensional electron gas at around 10 V on the top gate, and rises again when the gate voltage reinduces a modulated potential as the gate voltage rises above 10 V.
Figure 19: Two terminal magnetoconductance of the grating gate Si MOSFET showing an enhanced weak localization minimum around $B = 0$ as the inversion layer is pinched into narrow wires. Note the background magnetoconductance also changes as the inversion layer is pinched into narrow wires. Instead of decreasing with magnetic field as in a two-dimensional electron gas (top curve), the magnetoconductance remains essentially constant in a long and narrow wire (three bottom curves).
The significant observation in Fig. 20 is that the current decreases as more electrons are added to the inversion layer (in the presence of a large magnetic field). This is due to electrostatically changing the dominant two-terminal boundary condition on the classical Drude magnetoconductance tensor from that for a long and narrow to a short and wide geometry. For a long and narrow conductor, the current must continue to flow essentially parallel to the sides of the wire, even at moderately high magnetic fields. Therefore, the two-terminal conductance is almost unaffected by the magnetic field. In contrast, for a short and wide device, the electric potential profile is fixed by the close proximity of source and drain, so that the current must flow across the device at the Hall angle. When our grating gate MOSFET is opened electrostatically from many wires in parallel to a two dimensional electron gas, the current path abruptly ‘switches’ to the Hall angle, giving the sharp drop in conductance seen in Fig. 20. The same argument also explains the change in background conductance from Fig. 19.

The conductance at high magnetic fields is described in Appendix M, but we list the qualitative features here. At high magnetic fields quantum edge states form in the wire array, giving opposite magnetoconductance for the parallel wires and wide electron gas. In other words, the approach to the quantum Hall effect is qualitatively different if the aspect ratio of the device is high or low. If the inversion layer is long and narrow, it will generally have a conductance much less than $4\varepsilon^2/h$ so that the conductance must start to rise when the device begins to enter the quantum Hall regime. In contrast, a short and wide inversion layer will generally have a conductance much greater than $4\varepsilon^2/h$, so that the conductance must continue to fall when the device enters the quantum Hall regime. At a magnetic field of 30 Tesla the conductance versus gate voltage of the narrow wires evolves into quantum Hall steps having a height of $4\varepsilon^2/h$ multiplied by the number of wires in parallel. The evolution from Shubnikov-de Haas oscillations to the quantum Hall effect in these narrow wires qualitatively reproduces the ‘anomalous magnetoresistance’ described in Ref. [68] and [92].

### 5.2 Device Fabrication

I undertook the fabrication and measurement of Si ‘grating gate’ MOSFET devices jointly with Anthony Yen, as described in his S.M. Thesis [90]. A cross section of the device showing the two gates is given in Fig. 16. I concentrated on learning the more standard Si processing technology, while Yen’s efforts were brought to bear on the novel grating-gate fabrication. After Anthony Yen’s S.M. Thesis was written, the laboratory in which we were originally building the devices closed, and fabrication was moved to the M.I.T. Microsystems Technology Laboratories. The grating gate fabrication was still carried out in the Submicron Structures Laboratory using x-ray nano-lithography.

Moving device fabrication into the new laboratory resulted in a number of improvements which enabled the project to be carried successfully to completion. The lower gate oxide quality was measurably improved in the new furnaces. This thermally grown oxide was less leaky and its breakdown voltage higher than before. But more importantly, the

---

15Sam Park provided the correct interpretation for this part the experiment.
Figure 20: Two terminal magnetoconductance of the Si MOSFET for a 15 Tesla normal magnetic field at temperatures of 4.2 K, 20 K, 50 K, 100 K, 200 K, and 280 K. There is a sharp decrease in conductance, which persists to room temperature, as the device opens from many narrow wires in parallel to a two-dimensional electron gas. The electrostatic change in the aspect ratio of the inversion layer explains this classical phenomenon, where the current path 'switches' to flow at the Hall angle as the aspect ratio of the inversion layer changes.
top gate oxide could now be grown using high quality LPCVD oxide (low-pressure chemical vapor deposition), replacing the obsolete PYROX machine (thermal decomposition of silane gas in the presence of oxygen) grown oxide from the older laboratory. It is difficult to overemphasize how much the device characteristics improved because of this change. In addition, all the fabrication tools in the new laboratory were much better characterized, so that fabrication steps were more reproducible.

About this same time, a number of technological improvements in fabricating the grating-gate also occurred. A new deep-UV exposure tool was purchased for the Submicron Structures Laboratory, replacing the home built UV exposure tool we had previously used. Exposing the gate contact pads was now significantly easier, far less time consuming, more reliable, and uniform over a much larger area of the wafer than before. Also, a sequence of new x-ray masks was fabricated by Anthony Yen, eliminating the need to borrow a second hand x-ray mask and enabling excellent control over the grating line to space ratio. In addition, Yen developed an imaginative ‘double shadowing’ technique, which produced much more uniform grating lines. This technique can be appreciated by comparing Fig. 3.10 of Ref. [90] (before the double shadowing technique) with Fig. 17 above (using the new technique). The grating lines in Fig. 17 are noticeably smoother. Around this time feedback stabilization of the optical holographic technique, essential to fabricate x-ray masks, was also being developed. The x-ray masks could now be more reliably produced and were of higher quality. We also designed and installed a vacuum annealing furnace, evacuated to \(10^{-7}\) torr by a turbomolecular pump, to anneal damage to the \(\text{SiO}_2\) produced during x-ray lithography. In short, the grating gate fabrication was developing from a hit and miss operation into a reliable technology.

In the long run, grating fabrication proved the least of our difficulties in fabricating these devices. A large effort was already underway in the Submicron Structures Laboratory to improve x-ray mask fabrication and technology. Problems with the grating gate metallurgy proved more difficult. Anthony Yen’s Cr-W-Cr metallization technology, combined with vacuum annealing, eventually made possible fair inversion layer mobilities. The idea behind high-temperature (900-1000 °C) vacuum annealing was to heat the gate oxide until it turned nearly liquid, thereby ‘reflowing’ the oxide and healing any defects. High temperature annealing in an inert gas would probably also have worked, but would have required more plumbing. We obtained useful assistance from John Scott-Thomas, who had run a matrix of times and temperatures for the anneal. If the grating metal was annealed too long or at too high a temperature, disasters of the type illustrated in Fig. 3.4 of Ref. [91] can occur. Various other disasters not shown in Ref. [91] also occur if the anneal is too aggressive. We did not stop to explore the materials science of these calamities. A lingering mystery is why the Chromium capping layer actually protects the grating lines from oxidation, since the lines are quite tall (27.5 nm) compared to the cap layer thickness (7.5 nm), so that the sides of the wires are exposed to oxygen.

As for the actual device fabrication steps themselves, the only major difference between the device runsheet given in the Appendix of Ref. [90] is that two masks were used to contact the final devices. The first masked the etching of source and drain contact holes. The second mask opened grating contact holes, but also had holes open for further overetching the source and drain contacts. Contacting the grating with HF etching was initially difficult. One did not wish to overetch and destroy the grating contact. (We solved the
problem of shorting the grating contact to the substrate by adapting a LOCOS geometry.)
It is difficult to tell visually in a microscope if one has completely etched down to the
grating gate contact or not. And a small oxide barrier left on top of the contact makes
the device completely useless. Timing the etch is one solution, but not extremely reliable.
Forming the device contact holes in two steps provided an unexpected solution to this
problem. Usually the second mask was slightly misaligned from the first, so that a slightly
misaligned source and drain contact was being etched on top of the original source and
drain contact while the grating gate contact was being etched. When the ‘lip’ of the
second and slightly misaligned source-drain contact was etched away, which could easily
be determined by optical microscope, the etchant had now reliably uncovered the grating
gate contact pad. Aluminum was then evaporated onto the both contacts simultaneously,
patterned, and the device was sintered in forming gas. Many devices were also destroyed
during bonding, both mechanically in the bonder and by electrostatic discharge through
the gate oxide. To this author, device bonding still seems to be a black art.
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The viewpoint we advance here is that changes in the potential energy of a state lead to energy level broadening. However, it is also possible for additional disorder to either reduce or add extra 'kinks' or oscillations in the wavefunction, thereby lowering or raising its kinetic energy. In the quantum Hall effect, where electron motion in the bulk follows equipotential contours, variations in the potential energy are primarily responsible for level broadening. One would expect that, unless wave interference plays a dominant role, energy level broadening is primarily due to changes in the potential energy of a quantum state.

Unfortunately, the histogram of the impurity potential $P(E)$ from Fig. 3 is not available to directly compare with any average calculated density of states $A(E, \tau)$. Indeed, the average density of states was not calculated in Fig. 3, though one can easily imagine its shape. Carrying out this calculation and comparing the average density of states $A(E, \tau)$ with the histogram of the potential energy $P(E)$ would make an interesting numerical experiment. As the impurity potential becomes increasingly non-adiabatic, one expects the agreement between the energy level broadening function $A(E, \tau)$ and the potential energy histogram $P(E)$ to worsen. The potential energy $V(x)$ in Fig. 3 is probably not adiabatic. For nearly adiabatic potentials we expect $A(E, \tau) \approx P(E)$.
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I. INTRODUCTION

This chapter discusses electron transport effects that are expected or have already been observed in ultrasmall three-terminal silicon MOS structures. These effects fall into three categories: quantum effects related to carrier confinement perpendicular to the direction of transport, quantum effects that result from carrier propagation along periodic potential variations with very fine spatial periodicities, and effects arising from nonstationary transport across very small distances.

We treat electrical conductivity throughout this chapter using the semiclassical Boltzmann transport theory in the relaxation time approximation. Sections II-IV deal with quantum mechanical effects generally observable at low temperature. There are several device structures that permit such observations. We refer to them collectively as “quantum MOS devices.” Section II deals with the theory of conductivity in quantum MOS devices and derives necessary observability criteria for quantum effects in terms of characteristic energies, distances, or times. We apply this theory to treat the quasi-one-dimensional MOS transistor in Section III and the surface superlattice MOS transistor in Section IV.

In Sections II-IV, we assume that the carrier and lattice temperatures are the same. On the other hand, Section V deals with hot-carrier transport effects observable at room temperature. In this case the carrier temperature is typically higher than the lattice temperature. We show that the signature of quantum mechanical effects is conductance and transconductance oscillation with varying gate and drain bias conditions, while the signature of nonstationary transport is convective carrier velocities in excess of the saturation velocity.

II. SEMICLASSICAL CONDUCTIVITY OF QUANTUM MOS DEVICES

A semiclassical Boltzmann transport method of calculating electrical conductivity allows us to understand the current-voltage relationship in most silicon MOS devices. This semiclassical method uses quantum mechanics to calculate the allowed electron energy levels and the group velocity versus energy dispersion relationship of electron wave packets, but treats the electron as a point particle between collisions. Ignoring wave interference between collisions is the essence of a Boltzmann transport approximation. A full quantum mechanical treatment of electrical conductivity would include the possibility of electron waves interfering with each
other between collisions. Electron "localization" is one example of a non-
Boltzmann transport process. In silicon inversion layers, however, these
bulk interference effects are generally weak, and the standard Boltzmann
transport approximation is a good one. This particle-like approximation to
the electron wave requires that we model the electron as a wave packet and
use the semiclassical equations of motion for the wave packet.

Quantum mechanics also enters electrical conductivity in the calculation
of a scattering rate. The effect of scattering on the momentum relaxation
rate depends both on how often the particles scatter and on the probability
of their being deflected through a given angle. Both of these are functions
of the particle's energy and can be calculated in quantum mechanical
scattering theory. Treating the electron as a wave during scattering events
in no way conflicts with the standard Boltzmann transport approximation.
However, if scattering events are closer together than a few electron
wavelengths, the Boltzmann approximation begins to break down.

There are subtle relationships between scattering and electrical conduc-
tivity. Ohmic heating is a necessary consequence of power dissipation in a
conductor. The electron gas must dissipate energy it gains from the electric
field, and it cannot do so using purely energy conserving or elastic scattering
processes. Inelastic or energy dissipating processes are therefore necessary
to define resistance. But inelastic scattering disrupts the phase of the wave
function, and is, thus, anathema to electronic devices that depend on the
wave nature of the electron to give interesting structure to the conductivity.

It is also important to understand the effects of temperature, elastic
scattering, and inelastic scattering in quantum MOS devices. So called
"elastic" broadening of electron energy levels can average away interesting
features in electrical conductivity. Yet the term "elastic" broadening is a
misnomer. Inelastic processes are required for the incoherent averaging
necessary to produce "elastic" energy-level broadening. Finite temperature
also leads to an incoherent averaging of energy levels. The resulting tem-
perature broadening of energy levels can average away interesting structure
in the electrical conductivity.

To understand how these issues relate to quantum MOS devices in detail,
we study a semiclassical model of electron transport that is equivalent to
the Boltzmann transport equation in the relaxation time approximation. We
consider the role of elastic and inelastic scattering in this model, before
discussing the semiclassical calculation of electrical conductivity in a
quantum MOS device. We consider the cases of a quasi-one-dimensional
inversion layer MOSFET and a superlattice transistor as examples of this

\[^{1}\text{It is possible to modify the Boltzmann equation by adding a term that is nonlocal in time}
\text{to include these memory effects [1].}\]
semiclassical method. Incoherent processes such as inelastic scattering and finite temperature are seen to impose the operating limits on quantum MOS devices.

A. Scattering Mechanisms

1. Elastic Scattering

Consider a particle scattering elastically with an elastic mean free time $\tau$. At every collision the momentum direction of the electron is altered. In the simplest approximation the electron scattering is isotropic. When it hits a scatterer, the electron has equal probability to go in any direction, as shown in Fig. 1. These scatterings tend to randomize the electron's momentum direction.\(^2\) This is the mechanism responsible for finite electrical conductivity.

If a group of electrons are injected with some initial momentum, then their momentum direction at times greater than $\tau$ is totally random.\(^3\) Elastic \(\text{Incident Electron Wave} \quad \text{Scattered Electron Waves} \quad \text{MASSIVE IONIZED IMPURITY} \)

\(^2\) For a thorough quantum mechanical description, a sum over scattering histories approach, describing a general scattering cross section see Ref. [2].

\(^3\) Note that, for an isotropic scattering cross section, the elastic mean free time is equal to the momentum relaxation time.
scattering also requires that the magnitude of each electron's momentum before and after scattering are equal. It may seem strange that no energy or momentum is imparted to the scattering obstacle in the collision. This is, of course, an idealization that holds approximately true if the scattering obstacle is much heavier than the electron. Electron-ionized impurity collisions in an inversion layer are only approximately elastic, but we will treat them as such.

The scattering rate depends on electron energy if the density of states (i.e., the number of states available to scatter into) varies with energy. Let the quantum number $k$ label a wave packet made up of either free electron eigenstates $e^{ikr}$ or Bloch states of a crystal and centered about momentum $hk$. The electron energy $E_k$ depends on $k$. The scattering rate from the state $k$ to the state $k'$ is then

$$\frac{\hbar}{\tau_{k',k}} = 2\pi n_{\text{imp}} |\langle k'| V | k \rangle|^2 N(E_k)$$

with $E_k = E_{k'}$. Here $n_{\text{imp}}$ is the density of impurity scatterers and $N(E)$ the electronic density of states. Equation (1) is called the Fermi Golden Rule approximation for the scattering rate [3]. The scattering matrix element $\langle k'| V | k \rangle$ is simply the Fourier transform of the impurity scattering potential $V(r)$. Our assumption of an isotropic scattering requires that the probability for elastic scattering from one $k$ state to another be independent of the direction of $k$, but still conserve energy. We further assume a white-noise power spectrum for the scattering potential, so that $\langle k'| V | k \rangle = |V|^2 = \text{constant}$. Other choices for the impurity power spectrum (e.g., Gaussian randomness) are possible but lead to more complicated results. Our expression for the elastic scattering time becomes

$$\frac{\hbar}{\tau(E_k)} = 2\pi n_{\text{imp}} |V|^2 N(E_k)$$

We now discuss inelastic scattering in order to develop a specific calculational scheme for the electrical conductivity.

2. Inelastic Scattering

Two main types of collisions that change the electron energy in silicon inversion layers are electron-electron inelastic scattering and electron-phonon inelastic scattering. Electron-electron inelastic scattering is basically the same coulombic type of scattering we studied in the Section II.A.1. However the masses of both particles are now comparable, and we can no longer neglect the recoil of the "target." The energy and momentum of both electrons change during collision, which serves to equilibrate electron temperature within the inversion layer. This type of inelastic scattering dominates in silicon inversion layers below about 10 K [4].
Electron-phonon inelastic scattering serves to equilibrate the electron gas temperature with the lattice temperature. This scattering mechanism is responsible for ohmic heating in a conductor. An applied electric field raises the temperature of the electron gas, which must then dissipate its excess energy. If the average length for an electron-phonon inelastic event is longer than the sample size, the electron gas begins to heat. This has been observed in silicon inversion layers [5]. To avoid all ohmic heating effects, the voltage drop across the sample (or one inelastic block of the sample) should be less than $k_B T/q$. It is also observed experimentally that quantum oscillations in MOSFET I-V curves disappear at high drain biases [6]. When electron heating begins to occur, the range of validity of Ohm's law in electric field also shrinks to zero, since electrical "conductivity" changes as the electron gas continues to heat during a constant applied bias.

Experimentally, the inelastic scattering rate depends on a power law of the temperature as $\tau_{\text{el-ph}}^{-1} \propto T^p$, and becomes arbitrarily long at low temperature. For electron-phonon inelastic scattering $P = 3$ since the number of phonons at low temperature is proportional to $T^3$. For electron-electron inelastic scattering $P = 1$. Approximate values for $\tau_{\text{ph}}$ in two-dimensional MOS inversion layers at low temperatures as determined from low field magnetoresistance measurements [4] are that $\tau_{\text{el-ph}}^{-1} = 10^7 T^3$ and $\tau_{\text{el-el}}^{-1} = 10^9 R_{\Omega} T$. Here the times are in inverse seconds, temperature in Kelvins, and the sheet resistance in ohms per square. Reviews of weak localization are found in Refs. [7-9].

B. Broadening of Energy Levels

1. "Elastic" Broadening

If inelastic scattering is indeed necessary to dissipate the energy given to the electrons between elastic collisions, how is it possible to derive an electrical conductivity without considering inelastic scattering? The implicit assumption in all such calculations is that inelastic scattering happens much less frequently than elastic scattering, and can thus be neglected in calculating conductivity. Yet enough inelastic scattering occurs to equilibrate the electron temperature with the lattice.

To quantify this assumption, let $\tau$ be the mean elastic time and $\tau_{\phi}$ be the mean inelastic time. Because the electron scatters elastically many times before traversing the sample or undergoing an inelastic scattering event, the motion of the electron will appear to be diffusive, with a diffusion constant $D$. Let $\tau$, be the time to diffuse across the sample. The average
distances an electron can diffuse in these times are

\[ l = \sqrt{D \tau} \quad (3) \]
\[ L_\phi = \sqrt{D \tau_\phi} \quad (4) \]
\[ L = \sqrt{D \tau_s} \quad (5) \]

where \( l \) is the mean free path or elastic scattering length, \( L_\phi \) the inelastic scattering length, and \( L \) the sample size. Therefore, the usual assumption is that \( L \gg L_\phi \gg l \).

Electron phase coherence relates to inelastic scattering in the following way: The time-independent solutions to Schrödinger's equation have a fixed energy. Each energy eigenvalue corresponds to a single electron wave function extending over the entire sample. Each eigenstate \( m \) is given by

\[ \psi_m(\vec{r}, t) = \psi_m(\vec{r}) e^{-iE_m t / \hbar} \quad (6) \]

and has a definite energy \( E_m \). If there are many elastic scattering sites, then \( \psi_m(\vec{r}) \) can still be found and the energy levels will still be definite. However, as soon as the electron inelastically scatters, its energy must change, forcing it to assume a different wave function, which will have a different phase. Consequently, on the average, only regions of length smaller than \( L_\phi \) can be described by a coherent wave function that has a definite phase or energy. The sample as a whole may be pictured as broken up into many coherent blocks of length \( L_\phi \), each block with a single electron wave function valid throughout the block. In Fig. 2 we show the case \( L > L_\phi > l \). This sample as a whole has no well-defined phase because the wave function in one coherent region is uncorrelated in phase to another neighboring coherent region. We call the sample incoherent.

In an incoherent macroscopic sample we cannot measure the properties of each individual coherent region, we can only measure average properties. It is reasonable to assert that macroscopic properties like density of states, electrical conductivity, and optical absorption are simply averages of these
properties over all the coherent regions. The electrons inside each coherent region of the sample solve a different Schrödinger equation in that region, since the arrangement of impurities varies from region to region. A fixed impurity configuration in each region leads to a well-defined eigenvalue spectrum (i.e., the energy levels have no width). However, any given impurity configuration will have only a small probability of occurrence when we average over the configurations. A given energy eigenvalue associated with some specific arrangement of impurities will now also only have a certain probability of occurrence.

For a random impurity potential with a white-noise power spectrum in a sample with \( L > L_\phi \), the probability of an electron having some energy \( E \) away from the energy level \( E_m \), where \( E_m \) is an energy level when there is no scattering, is given by a Lorentzian line shape \([2, 10]\). We denote the normalized Lorentzian probability density, shown in Fig. 3, as the impurity broadening function,

\[
A(E - E_m, \hbar/(2\tau)) = \frac{\hbar/2\tau}{\pi (E - E_m)^2 + (\hbar/2\tau)^2}
\]  

(7)

which has a full width at half maximum (FWHM) of \( \hbar/\tau \). The Lorentzian shape arises from an incoherent average of the solutions to Schrödinger's equation in all the coherent regions of the sample. If the sample size becomes of the order of \( L_\phi \), the energy eigenvalues will again become discrete. The exact shape of \( A(E - E_m, \hbar/2\tau) \) depends on the assumption for the impurity power spectrum. For Gaussian randomness the impurity broadening function would not be a Lorentzian.

If the sample were to have no scattering at all it could be described by its energy levels as given by the density of states \( N(E) \). The density of states with scattering, \( N(E, \hbar/2\tau) \), in the sample with \( L > L_\phi > l \) is then

\[
N(E, \hbar/2\tau) = \int_{-\infty}^{\infty} A(E, \hbar/(2\tau)) dE
\]

\[
= \frac{\hbar/2\tau}{\hbar/\tau} \int_{-\infty}^{\infty} \frac{1}{\pi (E - E_m)^2 + (\hbar/2\tau)^2} dE
\]

\[
= \frac{\hbar/\tau}{\hbar/(2\tau)} \int_{-\infty}^{\infty} \frac{1}{\pi (E - E_m)^2 + (\hbar/(2\tau))^2} dE
\]

\[
= \frac{\hbar}{\hbar/(2\tau)} \int_{-\infty}^{\infty} \frac{1}{\pi (E - E_m)^2 + (\hbar/(2\tau))^2} dE
\]

\[
= \frac{\hbar}{\hbar/(2\tau)} \int_{-\infty}^{\infty} \frac{1}{\pi (E - E_m)^2 + (\hbar/(2\tau))^2} dE
\]

\[
= \frac{\hbar}{\hbar/(2\tau)} \int_{-\infty}^{\infty} \frac{1}{\pi (E - E_m)^2 + (\hbar/(2\tau))^2} dE
\]

Fig. 3. Impurity broadening function \( A(E, \hbar/2\tau) \).
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given by finding all the states that have energy \( E \), namely,

\[
N(E, \hbar/(2\tau)) = \int_{-\infty}^{\infty} N(E') A(E - E', \hbar/(2\tau)) \, dE'
\]

\[
= N(E) \otimes A(E, \hbar/(2\tau))
\]

(8)

Here \( \otimes \) denotes a convolution. Consequently, the broadened density of states is the convolution of the unbroadened density of states with the impurity broadening function \( A(E, \hbar/(2\tau)) \). Although \( A(E, \hbar/(2\tau)) \) has a width set by the elastic scattering, it is inelastic scattering that leads to the incoherent averaging process necessary to produce "elastic" broadening.

If the inelastic length becomes of the order of the sample size, however, we must consider another mechanism for energy-level broadening: broadening due to a finite sample size. When we allow currents to flow in a finite device, each electron spends a finite amount of time in the sample. The energy eigenvalues have additional broadening from the uncertainty principle \( \Delta E \Delta t > \hbar \), as well as from the inelastic processes, we have discussed previously. In a diffusive sample \( \Delta t = \tau_d \), where \( \tau_d \) is the time to diffuse across the sample given by \( L = D\tau_d \). In this simplistic argument we must ask, however, what defines the size of the "sample." The sample size \( L \) is the distance between two inelastic contacts (i.e., the inelastic length for a coherent sample). In this case the sample size plays the role of the inelastic length, the average distance a particle must travel before suffering an inelastic collision. Inelastic processes are again necessary to produce an energy-level broadening, entering in this context through the guise of a finite sample size. We can again represent the energy-level broadening due to a finite sample size by a broadening function of width \( \hbar/\tau_d \), and convolve it, instead of the impurity broadening function, with the density of states. If we make the sample size too small, energy-level broadening due to a finite time to diffuse across the sample can actually be worse than "elastic" broadening. Operating MOS devices in the regime \( L < L_d \) also introduces sample-specific fluctuations in the conductance of size \( e^2/h \), the so-called universal conductance fluctuations, which we discuss in Section III. If we attempt to average away the conductance fluctuations by placing many "identical" devices in parallel, the energy-level broadening again becomes \( \hbar/\tau_d \), since we must average over different impurity configurations inside each device. This is the same incoherent averaging over impurity positions that lead to "elastic" broadening of energy levels. The usual regime of device operation, however, is that energy-level broadening due to a finite

\[ ^4 \text{Energy levels in an isolated finite sample (i.e., one not connected to a temperature or particle bath) also have zero width. Since we cannot contact these types of samples with wires to carry current, we are not interested in them here.} \]
sample size is negligible compared to "elastic" broadening, which is true in a typical device where $L > L_0 > l$. We, therefore, concentrate our discussion primarily on this regime.

2. Temperature Broadening

The occupation of electron energy levels at finite temperature is determined by the Fermi-Dirac probability distribution function:

$$f_0(E - E_F, T) = \frac{1}{1 + \exp(E - E_F)/k_BT}$$

(9)

The derivative of this function at finite temperature gives the probability density of an electron being some energy away from $E_F$

$$-\frac{\partial f_0(E - E_F, T)}{\partial E} = \frac{1}{4k_BT} \text{sech}^2 \left( \frac{E - E_F}{2k_BT} \right),$$

(10)

and is known as the thermal broadening function. It is a normalized probability density function that has a FWHM of $3.5k_BT$. We display the thermal broadening function graphically in Fig. 4.

We count the total density of particles in a quantum system at finite temperature by

$$n(E_F, T) = \int_{-\infty}^{\infty} N(E', T=0)f_0(E' - E_F, T) \, dE'$$

(11)

We can express this result more usefully by differentiating with respect to $E_F$,

$$\frac{dn(E, T)}{dE} = N(E, T) = N(E, T=0)\ast \left( -\frac{\partial f_0(E, T)}{\partial E} \right)$$

(12)

Fig. 4. Thermal broadening function $-\partial f_0/\partial E$ and the Fermi-Dirac probability distribution function $f_0(E - E_F, T)$. 
The electron density of states at zero temperature is convolved with its probability density of being a certain energy away from the Fermi energy at zero temperature to obtain the effective thermodynamic density of states $N(E, T)$ at finite temperature. We can calculate the electron density by

$$n(E_F, T) = \int_{-\infty}^{E_F} N(E, T) \, dE$$

Temperature broadening of energy levels can be connected to distance and time scales in the following way: Consider a beam of electrons in the solid at the Fermi energy. Because it is connected to a temperature bath, the electron beam at the Fermi energy has a spread in energy $k_B T$. Because it is at a finite temperature, the electron beam is not monochromatic. Suppose the electron beam initially has all its frequency components in phase. How far can this beam of electrons travel before the probability distribution of measuring a certain phase is nearly uniform? In other words, how far can the electron beam travel before we must say it really has no well-defined phase at all?

To estimate this distance we ask how far the electron beam must travel before the phase at its center frequency is $\pi$ away from the phase at a frequency approximately one standard deviation away. This is the condition that the center frequency interferes destructively with the frequency one standard deviation away, namely, $-\omega_F t = \pi - [\omega_F + (\Delta \omega/2)] t$. With $\Delta E = k_B T = \hbar \Delta \omega$, this corresponds to a thermal time $\tau_T = \hbar/ k_B T$, and in a diffusive sample to a distance scale

$$L_T = \sqrt{D \tau_T} = \sqrt{D \frac{\hbar}{k_B T}}$$

called the thermal diffusion length. We cannot conduct electron interference experiments in a solid on distance scales longer than $L_T$ because the electron has no well-defined phase beyond this distance.

The thermal diffusion length $L_T$ is analogous to the mean inelastic length $L_\phi$. This is because "temperature" is a macroscopic parameter used to describe inelastic scattering between electrons and a temperature bath. The difference in these length scales depends on which of the inelastic scattering processes connect electrons to the heat bath. For example, $L_T$ might include only a fraction of the electron-phonon inelastic scattering, while $L_\phi$ might include all electron-phonon inelastic scattering and electron-electron inelastic scattering. In this case we would have $L_\phi < L_T$. If all inelastic scattering processes are between the electrons and the heat bath we have $L_\phi = L_T$. Note also that $L_T$ can create the so-called "elastic" broadening of energy levels if $L_T$ is much smaller than the sample size.
3. Total Energy-Level Broadening

Energy-level broadening due to "elastic" scattering is statistically independent of finite temperature broadening. The total probability density function is then a convolution of the ones for these two independent random processes. This leads to an expression for the effective density of states

\[ N(E, T, \hbar/(2\tau)) = N(E, T = 0) \odot \left( -\frac{\delta f_0(E, T)}{\delta E} \right) \odot A(E, \hbar/(2\tau)) \]  

at finite temperatures with the electron inelastic scattering length short compared to the device size. As before, the total electron density is given by

\[ n(E_F, T, \hbar/(2\tau)) = \int_{-\infty}^{E_F} N(E, T, \hbar/(2\tau)) \, dE \]  

If the mean inelastic length is long compared to the device size, the electron distribution function \( f \) may deviate from an equilibrium Fermi-Dirac distribution function \( f_0 \) inside the device. Thus, temperature is not well defined inside the device. Assuming the deviation from a Fermi-Dirac distribution is not too severe, we can model this regime of device operation by replacing the mean elastic time \( \tau \) in the impurity spectral function by the time to diffuse across the sample \( \tau_s \). Recall that sample-specific fluctuations in conductance of size \( e^2/h \) appear in this regime.

C. Broadening of the Conductivity

If we neglect electron wave interference between collisions, then the Boltzmann transport equation is adequate. We consider here an infinitely long device (i.e., a free electron gas or superlattice in any dimension) where the distribution function \( f(r, p, t) \) is only a function of \( p \). We determine the current from

\[ j_i = e \int v_i(k)f(k) \cdot 2 \frac{d^d k}{(2\pi)^d} \]  

where \( d \) is the dimension of the system and \( e \) is the electron charge, which is negative. In the MOSFET inversion layer, \( d = 2 \). For a periodic system or a free-electron gas the electron group velocity can be calculated as

\[ v_i(k) = \frac{1}{\hbar} \frac{\partial}{\partial k_i} E(k) \]  

The semiclassical equation of motion leads to the following expression for
the conductivity tensor [11]
\[
\sigma_{ij} = e^2 \int \left( \frac{1}{\hbar} \frac{\partial E_k}{\partial k_i} \right) \left( \frac{1}{\hbar} \frac{\partial E_k}{\partial k_j} \right) \tau(k) \left[ -\frac{\delta f_0(E_k - E_F, T)}{\delta E_k} \right]^2 \frac{d^4 k}{(2\pi)^d} \quad (19)
\]

At zero temperature
\[
-\frac{\delta f_0(E_k, E_F, T=0)}{\delta E_k} = \delta(E_k - E_F) \quad (20)
\]

so that
\[
\sigma_0(E_F, T=0) = e^2 \int \delta(E_k - E_F) \left( \frac{1}{\hbar} \frac{\partial E_k}{\partial k_i} \right) \left( \frac{1}{\hbar} \frac{\partial E_k}{\partial k_j} \right) \tau(E_F) \frac{d^4 k}{(2\pi)^d} \quad (21)
\]

At finite temperatures, Eq. (19) can be written as
\[
\sigma_0(E, T) = \sigma_0(E, T=0) \otimes \left( -\frac{\delta f_0(E, T)}{\delta E} \right) \quad (22)
\]

We merely convolve the zero temperature conductance with the thermal smearing function to obtain the finite temperature conductivity. This is the usual semiclassical scheme for calculating the conductivity [11, 12].

A complete quantum mechanical calculation [2] of the electrical conductivity with "elastic" broadening and with temperature broadening gives

\[
\sigma(E, T, \hbar/(2\tau)) = \sigma(E, T=0) \otimes \left( -\frac{\delta f_0(E, T)}{\delta E} \right) \otimes A(E, \hbar/(2\tau)) \quad (23)
\]

The temperature broadening follows directly from our standard semiclassical treatment. Just as with the density of states, we merely convolve the zero-temperature conductance with the thermal broadening function and the impurity broadening function for random impurities to obtain the full conductivity.

Now we have a full semiclassical algorithm to calculate the current versus voltage relationship in a quantum MOS device. In MOS devices, terminal voltages really control the electron density, not the Fermi energy. Therefore, what we want to graph is \( \sigma(E_F, T, \hbar/2\tau) \) versus \( n(E_F, T, \hbar/2\tau) \) with both variables described parametrically by \( E_F \) for a given \( T \) and \( \hbar/2\tau \). First, for a given temperature, elastic scattering time (i.e., device mobility), and density, we calculate the Fermi energy by demanding that the Fermi energy satisfy

\[
n = n(E_F, T, \hbar/(2\tau)) = \int_{-\infty}^{E_F} N(E, T, \hbar/(2\tau)) \, dE \quad (24)
\]

\footnote{A fully self-consistent algorithm would solve the coupled Poisson and Schrödinger equations.}
where

\[ N(E, T, \hbar/(2\tau)) = N(E, T=0) \otimes \left( -\frac{\partial f_e}{\partial E}(E, T) \right) \otimes A(E, \hbar/(2\tau)) \] (25)

Next, we calculate \( \sigma(E, T=0, \hbar/2\tau = 0) \) as in Eq. (21), then broaden the conductivity with temperature and elastic scattering as

\[ \sigma(E, T, \hbar/(2\tau)) = \sigma(E, T=0) \otimes \left( -\frac{\partial f_e}{\partial E}(E, T) \right) \otimes A(E, \hbar/(2\tau)) \] (26)

We can now plot the conductivity versus density parametrically with Fermi energy at finite temperature and in the presence of elastic and inelastic scattering. Since electron density is proportional to gate voltage in MOS devices, this completely specifies the MOSFET current versus gate voltage relationship.  

D. Observability Criteria

To see if any MOS device structure will have an interesting conductivity versus density relationship, we must carry out the algorithm previously outlined. Before proceeding with this algorithm, we first find some necessary criteria that must be satisfied in order to observe structure in the conductivity from quantum mechanical effects due to the device geometry. It is reasonable to assume that if the effective density of states \( N(E, T, \hbar/2\tau) \) has its structure smeared out, then the conductivity will also lose its structure. Let \( \Delta E \) be the spacing between the structure in the density of states \( N(E) \). For the structure to remain in \( N(E, T, \hbar/2\tau) \) after convolution with the temperature broadening function we must have \( \Delta E > k_B T \). For the structure to remain in the presence of elastic and inelastic scattering, there are two possibilities. One possibility is to make the sample size smaller than the inelastic length so that incoherent averaging is less severe. In this case the wave function is coherent in phase and depends on the exact type and location of elastic scattering sites. However, since the exact location of scattering sites is unknown, the density of states and the conductivity cannot be predicted. Furthermore, Lee and Stone [13] have shown that the differences in conductivity between two samples with slightly different locations of scattering sites can be very large. This phenomenon is known as universal conductance fluctuations and will be discussed in Section III. In order to have predictive power, we must have \( L > L* \), so that we can calculate the effective density

\[ \text{If electron density is not proportional to a terminal voltage, we require a semiclassical solution to Poisson's equation in the device to determine this relationship.} \]
of states, while at the same time have the elastic broadening small enough so as not to smear out any structure in the density of states. In other words, we must demand that $L > L_\phi$ and $\Delta E > \hbar/\tau$.

As an example of these two criteria, consider an ultranarrow MOSFET of width $W$. The spacing between the $n$th and $(n+1)$th energy levels due to quantization in the width direction for this system is

$$\Delta E = \frac{\hbar}{2m^*} \frac{\pi^2}{W^2} (2n+1)$$

where $m^*$ is the carrier effective mass in the semiconductor. The temperature criterion becomes

$$k_B T < \frac{\hbar}{2m^*} \frac{\pi^2}{W^2} (2n+1)$$

and using the mobility $\mu = q\tau/m^*$, the elastic broadening criterion becomes

$$\mu > \frac{2q}{\hbar} \frac{W^2}{\pi^2} \frac{1}{(2n+1)}$$

These criteria are satisfied between the first and second energy levels for a 75-nm wide channel if the device mobility is greater than 6000 cm$^2$/V sec and the temperature is below 8 K [14]. These are typical numbers for exploratory silicon MOSFETs. We should note again that these observability criteria are only necessary conditions. Even if they are fulfilled one must still calculate the conductivity to see if it actually has any structure.

Energy scales for confining potentials on the order of 100 nm are in the range of one-tenth of a milli-electron-volt. For example, in a finite square well of width 100 nm and height 1 meV, the three bound state energy levels (as measured from the bottom of the well) are at 0.114, 0.444, and 0.909 meV. For a reasonably high mobility silicon device, 15,000 cm$^2$/V sec, on a (100) surface (which corresponds to an electron effective mass $m^* = 0.2m_0$) we obtain a mean free time, from $\mu = q\tau/m^*$, of $1.7 \times 10^{-12}$ sec. This corresponds to an energy-level broadening, $\Delta E = \hbar/\tau$, of 0.386 meV. The temperature broadening, $\Delta E = k_B T$, at 1 K is 0.086 meV. At liquid helium temperature, 4.2 K, temperature broadening is 0.362 meV, approximately the same as elastic broadening. In contrast, a GaAs heterostructure having a mobility of 200,000 cm$^2$/V sec with an electron effective mass $m^* = 0.067m_0$ has a mean free time of $7.6 \times 10^{-12}$ sec and an elastic broadening of 0.086 meV. This roughly corresponds to 1 K.

A good approximate relation for the total energy-level broadening (exactly valid if both the thermal smearing and elastic broadening functions are Gaussian) is that

$$(\Delta E_{tot})^2 = (\hbar/\tau)^2 + (3.5k_B T)^2$$
III. QUASI-ONE-DIMENSIONAL MOSFETs

The experimental work on one-dimensional conductors began as an effort to see the effects of one-dimensional subbands in the electrical conductivity. When structure was observed in conductivity versus gate voltage (density) of quasi-one-dimensional MOSFETs, experimentalists were initially very excited about having seen the one-dimensional subbands. As more experiments were done, however, it was found that the structure varied from sample to sample even though reproducible within a given sample, that it sometimes changed if the sample was heated to room temperature and then recooled, and that the structure was much denser in gate voltage than one would expect from the number and spacings of the one-dimensional subbands. These results suggest a connection to random disorder.

A clear picture of the fluctuations has recently emerged [15]. In the low gate voltage or strongly disordered regime, the fluctuations in conductivity are very large and result from resonant tunneling (at $T=0$) or phonon-assisted hopping ($T \neq 0$) between localized levels. In the high gate voltage or weakly disordered regime, the rms conductance fluctuations have an universal size $e^2/h$ [13], independent of the sample size (for a coherent sample) and the degree of disorder (as long as the sample remains metallic).

We begin this section by studying the regular features in conductivity one would expect in the presence of one-dimensional subbands, then return to the subject of conductance fluctuations in the regime of weak disorder. The conductance fluctuations are more pronounced in lower dimensional systems, so we study them along with the one-dimensional conductivity.

A. Conductivity of Quasi-One-Dimensional Inversion Layers

A quasi-one-dimensional conductor is an one-dimensional conductor of finite width. The crossover from two dimensions to one occurs when the width of the device becomes narrower than the inelastic diffusion length. A single coherent wave function then extends across the entire width of the device. Schrödinger's equation can be solved by the separation of variables method in this case and predicts energy eigenvalues [16]

$$\frac{2mE}{\hbar^2} = k_x^2 + \left(\frac{n\pi}{W}\right)^2, \quad n = 1, 2, 3, \ldots$$

(31)

for an infinite square-well confining potential. Here we take the $x$ direction to be along the length of the wire. The wave function has a product form

$$\psi(x, y) = \sqrt{\frac{2}{W}} \sin\left(\frac{n\pi}{W} y\right) \exp(ik_x x)$$

(32)
Consider the two constant energy surfaces shown in Fig. 5. If the Fermi level lies in a higher subband (the third subband in Fig. 5), it becomes possible to scatter between different transverse eigenstates on the constant energy surface. Even though we discuss an infinite square well here for simplicity, our conclusions about conduction in quasi-one-dimensional wires are independent of the shape of the confining potential. It is desirable, of course, to have the confinement as strong as possible so that the subbands are widely spaced in energy.

To understand the motivation for making quasi-one-dimensional conductors, we investigate what the semiclassical conductivity formula would predict for such structures. Consider first the case of an one-dimensional conductor without subbands (i.e., only one spatial dimension exists, so that \( E = \frac{\hbar^2 k^2}{2m} \)). The group velocity \( v_g \), density of states \( N(E) \), density, and conductivity at a given Fermi energy are, respectively,

\[
v_g \equiv \frac{1}{\hbar} \frac{dE}{dk} = \sqrt{\frac{2E}{m}} \tag{33}
\]

\[
N(E) = \frac{1}{\pi} \sqrt{\frac{2m}{\hbar^2 E}} \tag{34}
\]

\[
n(E) = \frac{2}{\pi} \sqrt{\frac{2mE}{\hbar^2}} \tag{35}
\]

\[
\sigma(E_F, T=0) = e^2 (v_f^2 \tau_F) N(E_F) \tag{36}
\]

Equation (36) follows from direct integration of Eq. (21). We show the results for the approximation when \( \tau = \text{constant} \) in Fig. 6. The conductivity rises as the square root of Fermi energy and is linear in the electron density.

---

Fig. 5. Energy dispersion and constant energy surfaces for a quasi-one-dimensional conductor.
Using the same equations, if we choose an energy-dependent scattering rate, as discussed in Section II.A; namely,

\[ \frac{\hbar}{\tau(E)} = 2\pi n_{\text{imp}} |V|^2 N(E) \]  

we obtain a conductivity linear in the Fermi energy and parabolic in electron density, as in Fig. 7.

These relations assume that only one physical dimension exists. To make quasi-one-dimensional conductors, we must begin in three dimensions and make two of the dimensions smaller than the inelastic length, thus creating one-dimensional subbands [17]. Each subband is an additional channel to carry current; their conductivities add like resistors in parallel if we ignore wave interference between different subbands. Then

\[ \sigma(E) = \sum_i \sigma_i(E) = e^2 \sum_i v_{F,i}^2 N_i(E) \tau_i(E) \]  

where we label the sum over all occupied subbands with the index \( i \). The density of states adds similarly,

\[ N(E) = \sum_i N_i(E) \]
We consider the extreme quantum limit of widely spaced subbands at $T = 0$ with negligible "elastic" broadening in order to see clearly the effect of the one-dimensional subbands. We take the density of states for the case of two such one-dimensional subbands as shown in Fig. 8.

There are three possibilities for the scattering time in a quasi-one-dimensional conductor. One case is when $\tau = \text{constant}$. The results for $\sigma(E)$ and $\sigma(n)$ are shown in Fig. 9. The constant $\tau$ case is interesting because,

Fig. 8. Quasi-one-dimensional density of states for two subbands.

Fig. 9. Quasi-one-dimensional conductivity for constant $\tau$ as a function of (a) energy and (b) density.
even though conductivity versus energy shows structure, the physically important plot, conductivity versus density, shows none.

The second case we consider allows only intrasubband scattering, with no intersubband scattering. Mathematically this means

\[
\frac{\hbar}{\tau(E)} = 2\pi n_{\text{imp}} |V|^2 N_i(E)
\]  

(40)

The results are shown in Fig. 10. The sharply decreasing derivative of \(\sigma(n)\) when the second subband begins to be populated is because almost all the carriers are being added to the lower velocity subband, due to its very large density of states.

There is no \textit{a priori} reason why electrons cannot scatter from one subband to another. This is the third case to consider, and the one we believe actually corresponds to experiment. Allowing both inter- and intrasubband scattering, our model for the mean free time is

\[
\frac{\hbar}{\tau(E)} = 2\pi n_{\text{imp}} |V|^2 \sum_j N_j(E)
\]  

(41)

We present the results graphically in Fig. 11. The dramatic increase in scattering rate as the second subband becomes populated overwhelms the modest increase in the additional number of low-velocity carriers, and makes the conductivity drop to zero.

If there is "elastic" or finite temperature broadening, the conductivity will not drop to zero as the Fermi level crosses into a new subband, since the scattering rate remains finite. We expect the resulting \(\sigma(n)\) to look

---

**Fig. 10.** Quasi-one-dimensional conductivity allowing only intrasubband scattering as a function of (a) energy and (b) density.
Fig. 11. Quasi-one-dimensional conductivity with both intra- and inter-subband scattering as a function of (a) energy and (b) density.

Fig. 12. Broadened quasi-one-dimensional conductivity with both intra- and intersubband scattering.

something like Fig. 12. This result qualitatively agrees with the Green function calculation of DasSarma and Xie [18]. We show their results in Fig. 13.

There has been one experiment [19] that has claimed to observe the effects of one-dimensional subbands in the electrical conductivity. This experiment used an array of hundreds of quasi-one-dimensional MOS
Fig. 13. Broadened quasi-one-dimensional conductivity with intra- and intersubband scattering, assuming $n_{imp} = 10^{11} \text{ cm}^{-2}$, at $T = 1.2 \text{ K}$ (○), $4.2 \text{ K}$ (△), and $10 \text{ K}$ (□). After DasSarma and Xie [18].

inversion lines in parallel, rather than a single wire. We discuss the advantages and disadvantages of using arrays of wires after examining universal conductance fluctuations in the next section. The measured results of Warren et al. [19] are shown in Fig. 14. We also show quantitatively how closely such a periodic array of wires should approximate a quasi-one-dimensional conductor in our discussion of the two-dimensional superlattice transistor.

An important test to determine whether or not any structure seen in the conductivity of quasi-one-dimensional MOS devices is due to one-dimensional subbands is the magnetoresistance. Assuming the effect of the magnetic field is only to shift the subband energies, the dips in conductance should follow the so-called fan diagrams of Ref. [20].
B. Universal Conductance Fluctuations

Rapid progress has been made in the study of electronic conduction in disordered metals. A good review of this subject and its relevance to silicon MOSFETs is the work of Kastner et al. [15]. For a general review, see Ref. [21]. One striking result of this work is the prediction that all one-dimensional conductors become insulators at $T=0$. A new length scale, the localization length, emerges in this theory. For a coherent sample in the "localized" regime, for which $k_F l < 1$, the fluctuations in conductance with density or gate voltage can be large. We do not discuss the localization length or the physics of the "localized" regime, since the useful regime of MOSFET operation is the high density or "extended" regime. In a two-dimensional MOSFET with a 100-Å mean free path, the device enters the "extended" regime, for which $k_F l > 1$, at electron densities of around $1 \times 10^{11}$ cm$^{-2}$. Gate voltage breakdown limits the maximum electron density to about $2 \times 10^{13}$ cm$^{-2}$.

For a coherent sample in the "extended" regime, the normal MOSFET operating regime, the rms value of conductance fluctuations were predicted to have the universal value [13],

$$\delta G_{\text{rms}} = \frac{e^2}{h} = \frac{1}{25813 \Omega} = 38.7 \mu S$$

(42)

Many experiments helped lead to [22] and later confirm [23, 24] this prediction. Intuitive accounts of why the universal conductance fluctuations are "universal" and have size $e^2/h$ are found in Ref. [25]. The basic mechanism of the universal conductance fluctuations is that, as the sample becomes coherent, we can no longer neglect the wave interference of electrons scattering from imperfections. The constructive and destructive interference of the many electronic scattering paths depends strongly on the exact number and location of scattering centers and on the Fermi energy. It is the relative changes in the interference of electron scattering paths that give rise to universal fluctuations in conductivity. Universal conductance fluctuations are, thus, a manifestation of true "quantum transport" processes, like weak electron localization, and unlike all the device examples we calculated using the semiclassical conductivity formula.

The fluctuations are called "universal" in that they are independent of the sample size (as long as the sample remains coherent), degree of disorder (as long as the sample remains metallic), and only weakly dependent on dimensionality. They are perfectly reproducible with gate voltage and are, thus, not "noise" [17]. We show an example of these fluctuations and their

$^7 k_F l > 1$ is also a necessary condition for validity of the Boltzmann transport approximation.
Fig. 15. Universal conductance fluctuations in a quasi-one-dimensional MOS wire. Zero field structure in four devices of different widths on the same chip. The small numbers indicate the pattern of the structure expected from simple “particle in the box” quantization, based on the measured device widths. (From Skocpol et al. [17].)

Further indication that the universal conductance fluctuations are a true manifestation of “quantum transport” has come from the experimental observation of voltage fluctuations outside the classical current path in MOS inversion layers [26]. We expect nonlocal effects in wires with multiple voltage probes spaced closer together than an inelastic length, since several of the probes are coherent. If the device is incoherent, we know that eventually all the quantum fluctuations in conductance will average to zero. Consider a sample $N$

![Diagram of a MOS wire with reservoirs and leads](image)

Fig. 16. Incoherent averaging of universal conductance fluctuations.
in inelastic blocks long and \( M \) inelastic blocks wide connected to perfectly ballistic leads and nonreflecting but phase randomizing reservoirs, as in Fig. 16.

The relative fluctuation \( \delta G / G \), where \( \delta G \) is the rms fluctuation in the conductance and \( G \) the average conductance, will average away like the square root of the number of coherent regions in the device \([24]\), as one would expect from standard statistical averaging;

\[
\frac{\delta G}{G} = \frac{1}{\sqrt{MN}} \frac{\delta G_\phi}{G_\phi}
\]  

(43)

The relationship between the total conductance \( G \) and the conductance of an inelastic block \( G_\phi \) is

\[
G = (M / N) G_\phi
\]  

(44)

so that

\[
\delta G = \frac{1}{\sqrt{MN}} \frac{M}{N} \delta G_\phi
\]  

(45)

or

\[
\delta G = \left( \frac{W}{L_\phi} \right)^{1/2} \left( \frac{L_\phi}{L} \right)^{3/2} \frac{e^2}{h}
\]  

(46)

If the sample is quasi-one-dimensional (i.e., \( W < L_\phi \)), then

\[
\delta G = \left( \frac{L_\phi}{L} \right)^{3/2} \frac{e^2}{h}
\]  

(47)

In addition to the average size of the universal conductance fluctuations, it is also possible to predict their average spacing in Fermi energy or magnetic field \([13]\).

C. Single Wires versus Wire Arrays

In considering whether the subbands of a quasi-one-dimensional wire can be more easily seen in the conductivity of single wires or arrays of wires in parallel, we must examine several cases. We first re-examine our observability criterion for a single wire and then consider wire arrays.

The simplest case for a single wire is when the wire becomes long compared with the mean inelastic length. In that case, conductance fluctuations are negligible, but the subband spacing must be larger than \( \hbar / \tau \). This constrains the wire width to some maximum value. If, in addition, the wire
has some statistical variation in its width, the energy levels in each coherent region of the wire will be slightly different due to their different widths. Since the spacings of energy eigenvalues go as $E = W^{-2}$, this introduces a spread in energy eigenvalues,

$$-\Delta E = E \frac{\Delta W}{W}$$

(48)

Recalling our statistical averaging ideas of Section II, we can model the effects of random variations in the wire width by convolving the density of states and the conductivity with a new stochastic broadening function. The exact shape of the broadening function depends on the statistics of the random width variations along the wire, but we can estimate that its variance will be about $\Delta E$ if the fractional variance of wire width is $\Delta W/W$. Our observability criterion suggests that the random spread of energy eigenvalues along the wire must be smaller than the intersubband spacings to observe one-dimensional subbands in the conductivity. Notice that the broadening becomes worse at higher energies.

If a single wire has a length less than or comparable to the inelastic diffusion length, we reduce “elastic” broadening from $\hbar/\tau$ to $\hbar/\tau$, and can ignore the energy-level broadening from statistical variations in the wire width. The question in this regime is whether or not we can impose a regular modulation in the conductance whose size is much larger than $e^2/h$, in order that the regular features dominate over conductance fluctuations. Due to the extremely large conductance modulation we expect from intersubband scattering, we might safely assume, in the absence of numerical simulations, to observe one-dimensional subbands in this regime as well.

We turn now to the possibilities for observing one-dimensional subbands in wire arrays. In wire arrays, we have two additional possibilities: the spacing between wires in the array is either larger than the mean inelastic length or it is smaller. We also have our two previous possibilities: that the length of wires in the array is either longer or shorter than the inelastic diffusion length. This makes a total of four cases to examine.

We consider first the case where the length of wires in the array is much longer than the inelastic length and the spacing between wires is greater than an inelastic length (i.e., each wire is independent). The same broadening mechanisms that affect single wires also limit the wire array; however, they are no worse in the array. It is important in this case that all wires in the array have a random variation in their nominal widths that is no worse than for a single wire. The wire array may also offer a practical advantage of larger currents, hence a larger signal-to-noise ratio. It is not difficult, however, to measure the conductance of single wires. We conclude in this limit that neither the single wire nor the wire array shows any advantage.
If the length of the wires becomes shorter than the inelastic length but the spacing between wires remains larger than an inelastic length, the relative conductance fluctuations average away like the square root of the number of wires. Energy-level broadening in the wire array, however, is set by the elastic mean free time $\hbar/\tau$, while the broadening in single wires is set by the time to diffuse across the sample $\hbar/\tau_e$. This is because each wire has a slightly different arrangement of impurities, so that peaks and valleys in the average conductance occur at slightly different values of the electron density. This is really the same procedure as for averaging over impurities in an incoherent macroscopic sample we discussed in Section II. We conclude that there is no advantage in making each wire in the array shorter than an inelastic diffusion length. The wire array also has the possible disadvantage of introducing additional energy broadening due to random width variations between wires.

The possibility of making several quasi-one-dimensional channels closer together than an inelastic length is an intriguing one, but more complicated to analyze. To begin with, it is not clear that the mean inelastic length between wires will be the same as the one along the wire. Electrostatic control may offer one possibility to vary this length [18]. Several wires may be coherent at once, and the energy eigenvalues are determined by the properties of these several wires.

If the length of the wires is long compared to the inelastic diffusion length, having several wires coherent with each other will lead to a larger modulation in conductance, due to additional scattering between wires. This assumes the transport lifetime is still governed by the Fermi Golden Rule approximation. We consider the extreme case, where all wires in the array are coherent, in our discussion of the two-dimensional superlattice transistor. If the confining potential of the wire is large compared to the Fermi energy, a coherent array of wires can quite closely resemble a quasi-one-dimensional conductor, but can have a much larger modulation in its scattering time due to much greater variations in the electron density of states. This is analogous to the intersubband scattering mechanism, which lead to the large regular conductance variation we saw earlier. If the one-dimensional channels are incoherent, we can do no worse than add their separate conductances in parallel. If instead we allow some scattering between the channels, we suppress the conductance even more strongly when the Fermi level enters a new subband. The wire array may show an advantage in this regime, provided the energy-level broadening from random width variations is no worse in the wire array than for a single wire.

If the wire length is shorter than the mean inelastic length and the spacing between wires is smaller than the inelastic diffusion length, the conductance fluctuations average away as the square root of the number of coherent
regions of the sample, not as the square root of the number of wires. The scattering between quasi-one-dimensional channels will again lead to a larger regular modulation in conductance than the single wire case. The wire array, however, again has the disadvantage of a larger energy-level broadening, $h/\tau$ for the array versus $h/\tau_s$ for the single wire. If the entire sample is coherent, the wire array and the single wire both have the same energy-level broadening $h/\tau_s$. The wire array does not reduce universal conductance fluctuations, but may show larger regular variations in its conductance due to scattering between wires.

In summary, for cases where the spacing between wires in a wire array is long compared to the inelastic diffusion length between wires, the wire arrays and long single wires offer equal possibility for observing one-dimensional subbands in the conductance. When the length of a single wire becomes short compared to the inelastic diffusion length, we can impose a larger regular modulation in the conductance, but conductance fluctuations of size $e^2/h$ begin to appear. Having many wires in an array coherent with each other improves the chance of observing one-dimensional subbands. In terms of fabrication, very narrow single wires are easily fabricated using shadowing techniques [15]. Making large-area, uniform, wire arrays can be difficult. New fabrication techniques for wire arrays have promise to eliminate this problem [27], yielding almost atomically smooth and very uniform wire arrays.

IV. SURFACE SUPERLATTICE TRANSISTORS

The idea of an electrically controllable superlattice transistor dates from the late 1970s [28]. After the invention of molecular-beam epitaxy and the tiny vertical dimensions it made possible, experimentalists began to explore fixed potential superlattices [29]. Extremely high-quality GaAs/GaAlAs heterojunctions combined with vertical spacings on the angstrom scale spurred these investigations, leading as well to the development of a resonant tunneling diode and the proposed resonant tunneling transistor. For a review of these topics see Ref. [30]. Device research on the surface superlattice transistor, which depends on fine lateral patterning, had to wait for the development of new lithography techniques.

In sharp contrast to systems emulating static crystal properties, such as superlattices grown using molecular-beam epitaxy, a surface superlattice transistor would function as a true voltage controlled crystal. In the ideal case, device electrodes would allow independent control of the average electron density as well as the density modulation.
A silicon surface superlattice MOS transistor.

Figure 17 shows the cross section of a silicon surface superlattice device that meets this criterion. The grating gate (bottom gate) electrode controls electron density in the channel directly beneath the grating. The continuous gate (top gate) electrode and the grating gate compete for control of the electron density between grating wires via bottom gate fringing fields. From a practical viewpoint, it is extremely important in fabricating this device to make both insulators as thin as possible and, if possible, to use a high dielectric constant material for the insulators. This ensures that the top gate will have adequate control over the device operation.

To understand the operation of this device we first consider the simplest case, a periodic potential in one dimension. We study both the energy dispersion and conductivity in one dimension to gain insight into the problem. We then derive analytic expressions for the energy eigenvalues, density of states, and conductivity in a two-dimensional superlattice device, given those in an one-dimensional superlattice.

A. Energy Momentum Dispersion in a Surface Superlattice

1. One Dimension

An electron in a periodic potential \( V(x) = V(x + a) \) can form standing waves when an integer multiple of its wavelength is twice the superlattice period

\[
n\lambda = 2a, \quad n = 1, 2, 3, \ldots
\]  

(49)

A factor of two enters the Bragg reflection condition because the electron density, not the probability amplitude, must have the superlattice periodicity.
We must solve Schrödinger's equation

\[
\left[ -\frac{\hbar^2}{2m^*}\frac{d^2}{dx^2} + V(x) \right] \psi(x) = E\psi(x)
\]

(50)

for the energy eigenvalues of the problem. Using the Fourier transform and the condition that \(V(x)\) is a periodic function, Eq. (50) can be transformed into a matrix equation, the so-called central equation [12], for the wave function and energy eigenvalues.

We can label all the eigenvalues of the central equation by a band index \(N\) and a crystal momentum \(k\) [12]. The label \(k\) in the eigenvalues \(E_N(k)\) is no longer the electron's momentum. The quantum number \(k\) is restricted to the range \(|k| < (\pi/a)\). The value \(k = \pm (\pi/a)\) defines the Brillouin zone [12] boundary.

The group velocity of an electron wave packet, the quantity of interest to us, is still given by Eq. (18) [12].

2. Two Dimensions

For a two-dimensional surface superlattice, we must solve Schrödinger's equation written as

\[
\left[ -\frac{\hbar^2}{2m^*}\frac{\partial^2}{\partial x^2} - \frac{\hbar^2}{2m^*}\frac{\partial^2}{\partial y^2} + V(x) \right] \psi(x, y) = E\psi(x, y)
\]

(51)

This has solution

\[
\psi_{k,N}(x, y) = e^{ik_y y}\psi_{k_x,N}(x)
\]

(52)

where \(\psi_{k_x,N}(x)\) is a solution to the one-dimensional Schrödinger equation in a periodic potential \(V(x)\) as given in the previous section. The energy eigenvalues in two dimensions are

\[
E_N(k_x, k_y) = E_{N_x}(k_x) + \frac{\hbar^2 k_y^2}{2m^*} = E_{N_x}(k_x) + E_{N_y}(k_y)
\]

(53)

where \(E_{N_x}(k_x)\) are the eigenvalues of the one-dimensional superlattice problem. The group velocity of an electron wave packet is given again by Eq. (18) [12].

We show an example of energy dispersion for a two-dimensional superlattice in Fig. 18 [31]. Surfaces of constant energy, shown in Fig. 19, are circles if \(V(x) = 0\), deforming to ellipsoidal shapes in a periodic potential along the \(x\) direction [31]. The ellipsoids open at the Brillouin zone boundary \(k_x = \pm \pi/a\), or at the zone center \(k = 0\), when electrons form standing waves.
To find the total number of electrons below the Fermi energy in this two-dimensional $k$ space, we must integrate the density of electron states up to $E_F$:

$$n_{2-D}(E_F) = \int_{-\infty}^{E_F} N_{2-D}(E) \, dE \quad (54)$$

For potentials of the form $V(x, y) = V_x(x) + V_y(y)$, the $x$ and $y$ motions of electrons are independent except for the constraint that the total energy of motion is a constant. We can then express the two-dimensional density of states as a convolution,

$$N_{2-D}(E) = \frac{1}{2} N_x(E) \otimes N_y(E) \quad (55)$$

where we calculate $N_x(E)$ and $N_y(E)$ from solutions to the two one-dimensional Schrödinger equations with potentials $V(x)$ and $V(y)$, respectively.

For a two-dimensional surface superlattice device, $N_x(E)$ is the density of states we calculate numerically from the solution to the one-dimensional...
central equation, and \( N_y(E_y) \) is the free-electron density of states for motion perpendicular to the superlattice given in Eq. (34). Equation (55) is a very intuitive one. Electron motion in the \( x \) direction is independent of motion along \( y \), except for the constraint that the total energy \( E = E_{N_x}(k_x) + E_y(k_y) \) is a constant. Thus, for some density of available states along \( x \) with a contribution to the total energy \( E_{N_x} \), the total number of available states at a fixed energy \( E = E_{N_x} + E_y \) is simply the product \( N_x(E_x)N_y(E - E_x) \). To find the total number of available states at energy \( E \), we must sum over all the states \( E_x \) obeying the energy conservation condition.

\[
N_{2-D}(E) = \frac{1}{2} \int_{-\infty}^{\infty} N_x(E_x)N_y(E - E_x) \, dE_x \tag{56}
\]

The factor \( \frac{1}{2} \) in this convolution compensates for overcounting electron spin states in the one-dimensional state densities. Any gaps in the energy spectrum in the one-dimensional superlattice are removed by convolution with \( N_x(E) \). There are no true energy gaps in a two-dimensional superlattice transistor.

To determine the energy scales and electron densities in a two-dimensional silicon superlattice device, we consider first the two-dimensional free-electron gas with \( m^* = 0.2m_0 \) and an imposed periodicity \( a = 2000 \) Å. In two dimensions for a free-electron gas of density \( n \), the Fermi wave vector and Fermi energy are, respectively,

\[
k_F = (2\pi n)^{1/2}, \quad E_F = \frac{\hbar^2 k_F^2}{2m^*} = \frac{\pi \hbar^2}{m^*} n \tag{57}
\]

Typical numbers are given in Table I.

If we apply a periodic modulation to the free-electron gas, the values of \( E_F \) for a given \( k_F \) (and, thus, a given density) will change, but the relation between \( k_F \) and the electron density will be the same. Thus, the band number \( N \) at a given density is \( k_F/(\pi/a) \), and the density wavelength at a given density, \( \lambda_D = \lambda_F/2 \), remain unaffected by the periodic potential. In a periodic

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>Parameters of a Two-Dimensional Silicon Superlattice Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n(\text{cm}^{-2}) )</td>
<td>( 10^{10} )</td>
</tr>
<tr>
<td>( E_F(\text{meV}) )</td>
<td>0.1</td>
</tr>
<tr>
<td>( k_F(\text{cm}^{-1}) )</td>
<td>( 2.5 \times 10^3 )</td>
</tr>
<tr>
<td>( \pi/a(\text{cm}^{-1}) )</td>
<td>( 1.6 \times 10^3 )</td>
</tr>
<tr>
<td>( k_F/(\pi/a) )</td>
<td>2</td>
</tr>
<tr>
<td>( \lambda_D = \frac{1}{2} \lambda_F = \pi/k_F(\text{Å}) )</td>
<td>1200</td>
</tr>
</tbody>
</table>
potential, the electron density \( n \) refers to the average electron density in the channel. These numbers suggest, for example, that for an electron density of \( 10^{11} \text{ cm}^{-2} \), we must have an appreciable energy gap between the fifth and sixth energy bands to see structure in the conductivity. The fifth harmonic of the electron density wavelength must make a standing wave with the superlattice. Contrary to our intuition from perturbation theory, this is not difficult to do if the periodic potential is large, even for a potential having only the lowest spatial harmonic (i.e., a cosine potential).

The Fermi energy can have a modulation on the order of 10 meV in a superlattice. But the Fermi energy (i.e., the electrochemical potential) is the sum of the electrostatic potential and the chemical potential. The electrostatic potential \( V(x) \) is the potential in Schrödinger's equation. Simulations [32] of this superlattice configuration have shown that modulation of the electrostatic potential can be of the order of 100 meV.

The one-dimensional energy eigenvalues for 0.1 and 10 meV peak-to-peak modulation of the electrostatic potential at the fundamental wavelength of 2000 Å are shown graphically \(^8\) in Figs. 20 and 21. These solutions are enough to qualitatively understand the superlattice transistor. Note that almost all

---

\(^8\) All numerical calculations of energy dispersion relations diagonalize a \( 32 \times 32 \) Hamiltonian matrix with 64 samples of the potential \( V(x) \). They assume \( m^* = 0.2 m_0 \) and \( a = 2000 \text{ Å} \). Electrical conductivities were calculated numerically using these solutions.
the energy gaps lie below the top of each cosine potential. This is not the case if $V(x)$ has higher spatial harmonic components.

**B. Conductivity of a Surface Superlattice**

We begin our discussion of conductivity in the surface superlattice in the simplest case of one spatial dimension. We assume one-dimensional subbands are either not present or lie too high in energy to enter into the problem. After analyzing one dimension, we obtain analytic expressions for the conductivity of a two-dimensional surface superlattice transistor, given the conductivity of an one-dimensional superlattice. These analytic expressions permit us to qualitatively explain how features in conductivity will change in the two-dimensional surface superlattice.

1. **One Dimension**

Take first the case $\tau = \text{constant}$. The conductivity versus density and versus Fermi energy relationships for the two cosine potentials are shown in Figs. 9. There is an easy way to estimate the number and average spacings of the bound energy levels in a cosine potential. Match the cosine to a harmonic oscillator potential at the bottom of each cosine well. Assume the last bound level is when the harmonic oscillator eigenvalue has a larger energy than the top of the cosine. The average spacing in energy is simply the strength of the cosine divided by the number of bound levels. This estimation method agrees very well with the exact solutions.
Fig. 22. Conductivity versus (a) Fermi energy and (b) density for \( V_{p-p} = 0.1 \) meV and constant \( \tau \). Numbers along the x-axis denote the energy band associated with a feature in the conductance.

Fig. 23. Conductivity versus (a) Fermi energy and (b) density for \( V_{p-p} = 10 \) meV and constant \( \tau \). Band numbers are shown along the x-axis.

22 and 23. The conductance modulation is solely a result of the Fermi group velocity tending to zero at a Brillouin zone boundary \( (k = \pm \pi/a) \) and at the zone center \( (k = 0) \). Notice how rapidly the conductance drops to zero in the strong cosine potential of Fig. 23, compared to the free-electron case, once the Fermi energy falls into the cosine potential. This is because the Fermi group velocity for energy levels bound deeply in the cosine well is nearly zero. These strongly bound energy levels can be important in optical experiments, but not in transport. The envelope of conductivity versus
density is linear in $n$ for large densities, while the envelope of conductivity versus Fermi energy goes as the square root of energy, as we showed in the discussion of one-dimensional conductors.

We also examine the case of $\tau^{-1} \sim N(E)$. Conductivity versus density and versus Fermi energy relationships for the cosine potential 0.1 and 10 meV are shown in Fig. 24 and 25, respectively. Conductivity is suppressed significantly over the constant $\tau$ case. Some features in conductance that

Fig. 24. Conductivity versus (a) Fermi energy and (b) density for $V_{p-p} = 0.1$ meV and $\tau^{-1} \sim N(E)$. Band numbers are shown along the x-axis.

Fig. 25. Conductivity versus (a) Fermi energy and (b) density for $V_{p-p} = 10$ meV and $\tau^{-1} \sim N(E)$. Band numbers are shown along the x-axis.
were present in the constant \( \tau \) case have now disappeared. This is because, in addition to the Fermi group velocity approaching zero at a Brillouin zone boundary or zone center, the scattering rate now becomes very high as well. This suppresses conductance still further over the constant \( \tau \) case. Again, as for an one-dimensional conductor, the envelope of conductivity versus density is parabolic in density for high densities, while the envelope of conductivity versus energy is linear in energy.

Substantial energy-level broadening in the one-dimensional case will alter our qualitative results for conductivity. For small periodic potentials, conductivity in the bound energy levels should rise and approach the free-electron gas result as we increase energy level broadening.

2. Two Dimensions

The qualitative structure of conductivity versus density will change once we add free motion perpendicular to the superlattice. The additional \( y \) degree of freedom in the electron motion will broaden the structure in the superlattice or \( x \) degree of freedom, resulting in a weaker modulation of the conductance. This has been explored numerically in the conductance versus Fermi energy as in Fig. 26, after Kelly [33]. Here \( \sigma_{xx}(E) \) does not fall to zero, since electron motion perpendicular to the superlattice is forbidden only for a given \( k_x \), not a given \( E \). For any given Fermi energy, it is always possible to choose many \( k_x \)'s such that \( k_x \) does not match the Bragg reflection condition. Some current leaks through because there are no true gaps in the energy spectrum.

Using arguments analogous to those for computing the two-dimensional density of states in a superlattice, we can express the two-dimensional conductivity as a convolution:

\[
\sigma_{xx,2-D}(E) = \frac{1}{2} \sigma_{xx,1-D}(E) \otimes N_y(E)
\]

Fig. 26. Conductivity versus Fermi energy for a two-dimensional superlattice. The conductivity \( \sigma_{xx} \) as a function of reduced Fermi energy in the presence of (a) a weak and (b) strong periodic potential, both in units of \( e^2/\pi m^* a^2 \). (After Kelly [33].)
Here $\sigma_{xx,1-D}(E)$ is the conductivity of a one-dimensional superlattice, calculated in the previous section. $N_x(E)$ is the one-dimensional free-electron density of states of Eq. (34). The same physical interpretation of this convolution we made when discussing two-dimensional density of states in the superlattice is again valid for the conductivity. Free motion parallel to the superlattice broadens features in the superlattice density of states and conductivity by convolution with the free-electron density of states. Conductivity perpendicular to the superlattice does not fall to zero, qualitatively explaining the results shown in Fig. 26 in which $\sigma(E)$ has roughly a $1/\sqrt{E}$ dependence in the gap regions. If $\tau$ is not a constant in the two-dimensional superlattice, we must first carry out the calculation assuming it is constant, then scale conductivity by the variable scattering time afterwards.\footnote{1}

Consider now conduction parallel to the superlattice, again for a constant scattering time. Arguments similar to those above for $\sigma_{xx,1-D}(E)$ yield the relation

$$\sigma_{yy,2-D}(E) = \frac{1}{2} \sigma_{yy,1-D}(E) \otimes N_x(E)$$

Here $N_x(E)$ is the one-dimensional superlattice density of states calculated from solution of the central equation. Here $\sigma_{yy,1-D}(E)$ is the one-dimensional conductivity for a constant scattering time, as given in Section III. If the mean free time is a function of the particle’s energy, we scale the conductance by this variable scattering time after carrying out the convolution.

The strongly bound energy levels, which carry no current perpendicular to the superlattice, approximate quite well a quasi-one-dimensional conductor for transport parallel to the superlattice. Convolution with the one-dimensional superlattice density of states, $N_x(E)$, determines how closely $\sigma_{yy,2-D}$ approximates the quasi-one-dimensional conductor. In the limit that $N_x(E)$ is a sum of delta functions, the approximation is exact. This will be roughly true in the strongly bound energy levels. As the Fermi level sweeps above the top of the cosine potential, there should be a transition from one-dimensional to two-dimensional behavior in the conductance.

One experiment that has attempted to probe the current–voltage characteristics of the superlattice transistor is shown in Fig. 17. Full details of this work by Warren et al. are found in Ref. [34]. We reproduce the experimental curves\footnote{11} in Fig. 27. Ismail et al. [35] have seen similar results in a GaAs

\footnote{1}{A much stronger modulation in conductivity perpendicular to the superlattice, similar to the one-dimensional superlattice, is possible if the superlattice potential is periodic in both the $x$ direction and $y$ direction. To calculate the conductivity in these proposed devices, it is both necessary to generalize the central equation to two dimensions to find the energy dispersion and to use the more difficult method of integrating over the Fermi line to calculate conductivity.}

\footnote{11}{The transconductance plot is versus current, not voltage. The rationale is that current is proportional to density, which is proportional to Fermi level in two dimensions. This argument is true only for a free-electron gas in the case of constant $\tau$.}
surface superlattice. This device structure has been simulated by Tokura and Tsubaki [36].

While our calculations of conductivity assume an infinite superlattice, the superlattice transistor has finite extent. It may be important that the electron coherence length limits the number of superlattice periods seen by the wave function. This constraint may, in fact, play some role in the observability criterion for a superlattice transistor. The finite device extent can be modeled in several ways. We can broaden the energy eigenvalues by the time to diffuse one inelastic length (i.e., by $\hbar/\tau_\text{el}$) as we discussed in Section II. This is not a severe constraint for a diffusive superlattice, since we know "elastic" energy-level broadening smears the energy levels by $\hbar/\tau$, a much more severe limitation as $\tau < \tau_\text{el}$. It is also possible to explore the effect of a finite device size on the conductance using transmission coefficient.

V. DYNAMICS OF ELECTRON TRANSPORT IN HIGH ELECTRIC FIELDS

A. Boltzmann Transport Theory

The steady-state terminal I-V characteristics of long-channel MOSFETs can be accurately calculated by describing the flow of carriers in the channel by the classical "drift-diffusion" hydrodynamic equation, written below for electrons:

$$j_n = q\mu n \mathcal{E} + qD \nabla n$$  \hspace{1cm} (60)
where \( j_n \) is the electron current density, \( q \) is the magnitude of the electron charge, \( \mu \) the electron mobility, \( n \) the electron concentration, \( \mathbf{\Phi} \) is the electric field, and \( D \) is the electron diffusivity. Assuming little or no impact ionization due to the primary current in the channel, Eq. (60) along with the following two equations model accurately (NMOS) devices under steady-state low-field conditions:

\[
\nabla \cdot j_n = 0 \quad (61)
\]

\[
\nabla^2 \psi = \frac{q}{\varepsilon_{si}} (n - N_D^+ + N_A^-) \quad (62)
\]

Equation (61) is an expression of carrier conservation, and Eq. (62) is the Poisson equation with \( \psi \) the electrostatic potential, \( \varepsilon_{si} \) the silicon dielectric constant, and \( N_D^+ \) and \( N_A^- \) the ionized donor and acceptor concentrations, respectively. Equations (61) and (62) are derived from Boltzmann's equation for electrons in steady-state under the assumption that the distribution function of electrons is Maxwellian with a characteristic width determined by the lattice temperature \( T_0 \). In other words, it is assumed that the electron temperature \( T_e \) is equal to \( T_0 \), which is equivalent to saying that the electric field is low enough so that the drift velocity of electrons \( v \) is much smaller than their thermal velocity, for example,

\[
|v| \ll \sqrt{\frac{3k_B T_e}{m^*}} \quad (63)
\]

At room temperature, \( T_e = 300 \) K, Eq. (63) becomes \(|v| \ll 2.4 \times 10^7 \) cm/sec.

Equation (60) can also be considered as an expression of momentum conservation while Eq. (61) is a statement of mass conservation, both in steady-state under the condition that the distribution function is only weakly perturbed from its thermal equilibrium state. Since the energy of the electrons is assumed in equilibrium with the lattice there is no need for an expression of energy conservation, so Eqs. (60) and (61) are a complete set of equations of electron motion. For most practical applications of modern MOSFETs the "weak perturbation" conditions just described are readily violated. For example, in a MOSFET in saturation, electrons move with drift velocity equal to or exceeding the value of the so-called electron saturation velocity \( v_{sat} \), which is around \( 10^7 \) cm/sec at room temperature [37]. Similarly, the electron temperature \( T_e \) rises above 2000 or 3000 K [38]. Thus, both the thermal equilibrium condition, \( T_e = T_0 \), and the condition in Eq. (63) are violated.

To properly model MOSFETs under these conditions the Boltzmann equation must be solved directly to derive the distribution function with no \textit{a priori} assumptions whatsoever about its form. This is typically done
by Monte Carlo techniques and has the distinct advantage that the collisional
terms can be properly taken into account [39]. Since accurate direct integra-
tion of the Boltzmann equation is computationally expensive and does not
lend itself to increased physical insight, a popular alternative solution is to
assume a displaced Maxwellian form for the distribution function and to
directly derive from the Boltzmann equation expressions for the conserva-
tion of electrons, momentum, and energy [40, 41]:

\[
\frac{\partial n}{\partial t} + \nabla \cdot (nv) = G \tag{64}
\]

\[
\frac{\partial m^*v}{\partial t} + v \cdot \nabla (m^*v) = -qe - \frac{k_B}{n} \nabla (nT_e) - \frac{m^*v}{\tau} \tag{65}
\]

\[
\frac{\partial w}{\partial t} + v \cdot \nabla w = -qe \cdot v - \frac{k_B}{n} \nabla \cdot (nT_e v) - \frac{1}{n} \nabla \cdot (\kappa \nabla T_e) - \frac{w - w_0}{\tau_\phi} \tag{66}
\]

where \( G \) is the net generation rate, \( \tau \) is the momentum relaxation time, \( \tau_\phi \)
is the energy relaxation time, \( \kappa \) is the electron thermal conductivity, and \( w \)
is the electron kinetic energy given by

\[
w = \frac{3}{2} k_B T_e + \frac{m^*v^2}{2} = \left( \text{energy of random motion} \right) + \left( \text{energy of convective motion} \right) \tag{67}
\]

and \( w_0 \) is the equilibrium energy, \( \frac{3}{2} k_B T_e \). Note that \( v = |v| \). Equations
(64)-(66) have simple physical interpretations. Equation (64) is the particle
conservation equation under nonsteady-state conditions and in the presence
of net generation, for example, due to impact ionization. Equation (65) is
the electron momentum conservation equation. The left-hand side is the
sum of the inertial and momentum outflow terms, set equal to the sum of
the driving forces consisting of the electric field and temperature gradient
(pressure) terms minus the rate of momentum lost to collisions expressed
in the simplified momentum relaxation form.

Equation (66) is the electron energy conservation equation. Similar to
Eq. (65), the left-hand side is the sum of the rate of change and energy
outflow terms, and it is equal to the sum of the energy rate supplied by the
electric field, the work rate performed by the electron pressure, the diver-
gence of heat flux, and the rate of energy lost to collisions expressed in the
simplified energy relaxation time form.

The conservation equations along with the Poisson equation [Eq. (62)]
have been solved to various degrees of approximation depending on the
number of terms that are neglected. The two relaxation times are generally
complicated functions of electron energy [37, 42, 43]. For silicon the energy
relaxation time for room lattice temperature is a slowly increasing function
of electron energy with values somewhat less than $10^{-12}$ sec. On the other hand, the momentum relaxation time decreases sharply with energy because of increasing optical phonon scattering. It is worthwhile mentioning here that under steady-state conditions and provided the electric field does not change very abruptly in space, the convective energy term in Eq. (67), $m^*v^2/2$, is always much smaller than the temperature term [43, 44]. Often the convective term is neglected, and, therefore, $T_e$ is assumed to represent directly the electron energy. So, often $\tau$ and $\tau_\phi$ are given as function of $T_e$.

B. Electron Velocity Overshoot

Carrier velocity overshoot has been much discussed recently, primarily because of its promise to obtain currents from short-channel compound semiconductor FET devices exceeding those predicted by simple device scaling [44, 45]. Velocity overshoot means that in some region of the device the carrier velocity exceeds the saturation velocity. The phenomenon occurs when the electric field in the device changes rapidly in space or in time, and it is a direct result of the dynamic nature of the conservation Eqs. (65) and (66). Here we will restrict our discussion to silicon with an eye on its applicability to short-channel MOSFETs.

The simplest model for a short-channel FET is to imagine that electrons are continuously emitted from a cold reservoir (i.e., the source), which is in equilibrium with the lattice with $T_e = T_0$, into a region of uniform high field (i.e., the channel) where they proceed to accelerate and heat up according to Eqs. (64)–(66). They transit the channel and are collected at the drain. Since this is a one-dimensional steady-state problem, Eqs. (64)–(66) can be written as

$$\frac{d(nv)}{dx} = G$$

$$m^*v \frac{dv}{dx} = -q \phi - \frac{k_B}{n} \frac{d(nT_e)}{dx} - \frac{m^*v}{\tau}$$

$$v \frac{dw}{dx} = -q v \phi - \frac{k_B}{n} \frac{d(nvT_e)}{dx} - \frac{1}{n} \frac{d}{dx} \left( \kappa \frac{dT_e}{dx} \right) - \frac{w - w_0}{\tau_\phi}$$

Correct treatment of even this simplified problem requires simultaneous numerical solution of the above equations. Several simplifications have been done in the past by omitting various terms, for example, all terms with differentials involving $T_e$ [46]. However, Baccarani and Wordeman [41] have shown that it is not safe to neglect these terms under general conditions, and that indeed they might have profound effect in the solution.
Before proceeding further we should discuss briefly the two relaxation times. These can be obtained as functions of \( T_e \) under steady-state homogeneous conditions from Eqs. (69) and (70). Noting that under these conditions we have \( w \approx \frac{3}{2} k_B T_e \), we obtain

\[
\tau(T_e) = \frac{m^* v}{q |\mathcal{E}|} \tag{71}
\]

\[
\tau_\phi(T_e) = \frac{3}{2} k_B \frac{T_e - T_0}{q \mathcal{E}^2} \frac{m^*}{q \tau(T_e)} \tag{72}
\]

under steady-state homogeneous conditions \( T_e \) is a direct function of \( \mathcal{E} \). It is interesting to note that Eq. (72) states that all the joule heating from the electric field relaxes like the electron energy difference from thermal equilibrium:

\[
\sigma_0 \mathcal{E}^2 = \frac{n(w - w_0)}{\tau_\phi} \tag{73}
\]

where \( \sigma_0 = ne^2 \tau/m^* \) is the conductivity due to electrons. To eliminate \( \mathcal{E} \) from Eqs. (71) and (72), we note first that

\[ v/\mathcal{E} = \mu(T_e) = \mu(\mathcal{E}) \tag{74} \]

where \( \mu \) is the chordal mobility of the electrons, which is experimentally available as a function of \( \mathcal{E} \). A reasonable fit to the data is \([47]\)

\[
\mu(\mathcal{E}) = \mu_0 \left[ 1 + \left( \frac{\mathcal{E}}{\mathcal{E}_{sat}} \right)^2 \right]^{-1/2} \tag{75}
\]

where \( \mu_0 \) is the low-field \( (T_e = T_0) \) mobility of electrons. Resorting now to an additional experimental observation, which is also confirmed by Monte Carlo calculations, namely, that the diffusivity of electrons is nearly independent of \( w \) and, therefore, of \( T_e \) \([37]\), we obtain from the generalized Einstein relation \([41]\)

\[
\mu(T_e) = \frac{T_0}{T_e} \mu_0 \tag{76}
\]

Therefore, Eq. (71) becomes

\[
\tau(T_e) = \frac{m^* \mu_0 T_0}{q T_e} \tag{77}
\]

and by using Eqs. (75) and (77) in Eq. (72)

\[
\tau_\phi = \frac{3}{2} k_B T_0 \frac{\mu_0}{q \mathcal{E}_{sat}} \frac{1}{1 + (T_0/T_e)} \tag{78}
\]

which is an increasing function of the electron temperature. It is interesting to note that at a given temperature \( T_0 \) the higher the low-field mobility \( \mu_0 \),
the higher are both relaxation times and, therefore, the more important are the dynamical effects of carrier transport under inhomogeneous conditions.

To demonstrate the effect of \( \mu_0 \) and to illustrate clearly the phenomenon of velocity overshoot, we simplify the set of Eqs. (69) and (70) by ignoring all terms involving \( T_e \), as already done by Huang and Ladbrooke [46]. The reader is cautioned here that this simplification cannot be justified and is allowed here only to provide a qualitative description of nonstationary, or dynamic, transport effects. Also, omission of the continuity equation is unjustifiable. Our simplified momentum and energy conservation equations become

\[
m^* \frac{d v}{d x} + \frac{q v}{\mu_e(T_e)} = -q \xi \tag{79}
\]

\[
\frac{d (T_e - T_0)}{d x} + \frac{T_e - T_0}{\tau_e \mu_e(T_e) \xi} = \frac{2}{3} \frac{q}{k_B} \xi \tag{80}
\]

where it was assumed that \( w = \frac{1}{2} k_B T_e \). These two equations are decoupled. Equation (80) is solved for a given \( \xi \) using Eqs. (76) and (78). The resulting \( T_e(x) \) is then substituted into Eq. (76), and Eq. (79) is solved for \( v(x) \). The results are shown in Fig. 28 for \( \xi = 50 \text{ kV/cm} \) and various values of \( \mu_0 \). As can be seen in Fig. 28a, at a short distance from the source, electrons can accelerate to velocities higher than \( v_{\text{sat}} \) when \( \mu_0 \) is greater than about 500 cm\(^2\)/V sec. The velocity overshoot is a direct consequence of the slower rise of \( T_e(x) \) as shown in Fig. 28b. It is also worthwhile to note that the higher the mobility, the higher the final \( T_e \), because the energy loss rate is decreasing as mobility increases.

Proper solution of the system of Eqs. (68)-(70) with \( G = 0 \) (i.e., no net carrier generation) has been performed by Baccarani and Wordeman [41]. We refer here to their results in order to discuss the salient features of the velocity overshoot effect. Figure 29 shows the distribution of electron concentration, electron velocity, and electron temperature along with the ratio of the convective energy to the total kinetic energy of the electrons. In this hypothetical device, electrons with concentration \( n = 10^{16} \text{ cm}^{-3} \) and temperature \( T_e = 300 \text{ K} \) are assumed to be presented at \( x = 0 \) to a low electric field region where \( \xi_l = 10^3 \text{ V/cm} \). At \( x = 0.5 \mu\text{m} \), it is assumed that the field changes abruptly to \( \xi_h = 10^5 \text{ V/cm} \). This low-to-high field transition corresponds somewhat to a MOSFET channel in saturation. In Figs. 29a and 29b the distribution of concentration and of velocity calculated from the classical drift-diffusion (DD) model [i.e., from Eqs. (60) and (61)] is also shown (dotted lines). The only difference is at the field discontinuity. There the carrier velocity overshoots the saturation velocity, \( v_{\text{sat}} = 10^7 \text{ cm/sec} \), by a factor of almost two, while the DD model simply predicts \( v = v_{\text{sat}} \). Close
Fig. 28. (a) Electron mean velocity versus distance from the “cold” source injection point into a constant field ($T_0 = 300$ K, $\mathcal{E} = 5 \times 10^4$ V/cm). (b) The corresponding electron temperature ($T_0 = 300$ K, $\mathcal{E} = 5 \times 10^4$ V/cm). Lines correspond to mobilities from 300 (bottom) to 900 cm$^2$/V sec (top) in increments of 200 cm$^2$/V sec.
Fig. 29. (a) Electron concentration versus distance for a low-to-high step field distribution. Electron mobility is assumed to be 500 cm$^2$/V sec. Solid line is the ME solution and dotted line is the DD solution. (b) Corresponding electron velocity versus distance. (c) Corresponding electron temperature and ratio of convective to total energy versus distance. (After Baccarani and Wordeman [41].)

examination of Fig. 29c reveals that, as expected, the overshoot is the result of the slow rise of $T_e$. It is also interesting to note that at the field discontinuity, the convective energy is about 30% of the total kinetic energy and, therefore, nonnegligible. It is also important to note that, as can be seen from Figs. 29a and 29b, the current density, $j = -qnu$, predicted by the momentum-energy (ME) model and the DD model are identical. In other words, velocity may be overshooting inside a device at a low-to-high field transition without the effect being evident in the I-V characteristics. Indeed several MOSFET simulations based on the ME model have demonstrated this for devices with channel lengths around 0.5 to 1.0 μm operating in the saturation region [48]. Under such conditions the only benefit of velocity overshoot is a slightly reduced carrier transit time.

In order to take advantage of velocity overshoot to increase the current of a device the electrons must be injected cold into a high-field region. This situation can be approximated in extreme submicron-channel-length
MOSFETs. A hypothetical example of this effect is demonstrated in Fig. 30, after Baccarani and Wordeman [41], which shows the velocity distribution in a device with a high–low field discontinuity at \( x = 0.05 \) \( \mu \)m. In this example electrons at \( n = 10^{16} \) cm\(^{-3} \) are presented cold to a \( 10^5 \) V/cm field at \( x = 0 \). As can be seen at the “source,” \( v = 2 \times 10^7 \) cm/sec, which means that there is a current enhancement by a factor of two in the ME solution (solid line) compared to the DD solution (dotted line).

C. Extreme Submicron-Channel-Length MOSFETs

As we discussed previously, the benefit of velocity overshoot in the channel of a MOSFET cannot be realized until the carriers are overshooting very near their injection point from the source into the channel. The expected benefit is increased drain current and transconductance in the saturation region of operation.

The drain current \( I_d \) can be written as

\[
I_d = WQ_{10}v_0
\]  

where \( W \) is the channel width, \( Q_{10} \) is the channel charge density at the source end \( (x = 0) \), and \( v_0 \) is the carrier velocity at \( x = 0 \). Assuming no parasitic series resistances, \( Q_{10} = C_g(V_{gs} - V_T) \), where \( C_g \) is the gate capacitance per unit area, and \( V_{gs} \) and \( V_T \) have their usual meaning; Eq. (81) becomes

\[
I_d = WC_g(V_{gs} - V_T)v_0
\]  

Fig. 30. Calculated electron velocity versus distance for a high-to-low step field distribution. Electron mobility is assumed to be 500 cm\(^2\)/V sec. (After Baccarani and Wordeman [41].)
Without velocity overshoot \( v_0 \leq v_{sat} \), and, therefore, for a given \( C_g \) and \( V_T \) there exists an upper limit, \( I_{d1} \), for \( I_d \):

\[
I_{d1} \leq WC_g (V_{gs} - V_T) v_{sat}
\]  

(83)

On the other hand, if velocity overshoot does take place at the source end of the channel, \( v_0 \) can exceed \( v_{sat} \), and, therefore, \( I_d \) can exceed \( I_{d1} \).

Because of uncertainties in defining \( V_T \) experimentally it is safer to study \( v_0 \) by means of the device intrinsic transconductance:

\[
g_{mi} = \left. \frac{\partial I_d}{\partial V_{gs}} \right|_{V_{ds}} = WC_g v_0
\]  

(84)

\( g_{mi} \) can be obtained easily from the device transconductance after corrections for the parasitic series resistances. On the other hand, \( C_g \) cannot be obtained very accurately. Large-area capacitance measurement yields the static gate capacitance \( C'_g \), which may differ from the dynamic capacitance \( C_g \). Calculations [49] and simulation [50] show that \( C_g \) at \( v_0 = v_{sat} \) is only slightly smaller than \( C'_g \). Keeping this in mind, a lower bound for \( v_0 \) can be obtained from experiment:

\[
v_0 \geq \frac{g_{mi}}{WC_g}
\]  

(85)

The first reported experimental observation of velocity overshoot was in sub-100-nm channel-length MOSFETs at 4.2 K [51]. No overshoot was observed at 77 or 300 K, according to that report. Subsequently Shahidi et al. [50] reported velocity overshoot at 77 and 300 K in MOSFETs with similar channel lengths. The progress from the first report to the second is attributed to an increase in the low-field mobility \( \mu_{0} \) due to deliberate reduction in the channel doping. The mobility in the second report was
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450 cm²/V sec with a surface concentration of 5 × 10¹⁶ cm⁻³, while in the first report mobility was 300 cm²/V sec with surface concentration of 10¹⁶ cm⁻³. This serves to illustrate the significance of low-field mobility in the attainment of velocity overshoot, as discussed in Section V.B. Calculated \( v_0 \) according to Eq. (85) versus channel length at 77 K and at 300 K, from Ref. [50], is shown in Fig. 31. As can be seen, overshoot is observed at somewhat longer channels at 77 K as compared to 300 K. This is expected because the energy relaxation time increases somewhat with decreasing lattice temperature [37, 42] even though the approximate expression given by Eq. (78) does not reflect this fact.
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Appendix B

Broadened conductivity tensor and density of states for a superlattice potential in one, two, and three dimensions
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We use a semiclassical method to calculate the conductivity tensor and density of states for independent electrons subject to a periodic potential along one direction. We incorporate into our model collision broadening due to impurities, temperature broadening, and an increase in spatial dimension due to free-electron motion perpendicular to the superlattice. We show that these three effects can all be put on an equal basis by convolving the one-dimensional unbroadened conductivity and density of states with the impurity spectral function, the Fermi-Dirac probability density function, and the one-dimensional free-electron density of states, respectively. We discuss the implications of our results for superlattice and quasi-one-dimensional field-effect transistors.

I. INTRODUCTION

Recent low-temperature conductance measurements on Si metal-oxide-semiconductor field-effect transistors (MOSFET's) and GaAs modulation-doped FET's (MODFET's) which impose a periodic modulation on electrons in a quasi-two-dimensional inversion layer,1-4 or electrostatically confine electrons to quasi-one-dimension,5-7 have demonstrated weak structure in the device conductance versus gate voltage attributed to Bragg diffraction from the surface superlattice and the filling of quasi-one-dimensional subbands, respectively. These devices all operate in the diffusive regime of transport in which the inelastic diffusion length is much longer than the elastic mean free path. The devices also operate in the typical incoherent regime of metallic conduction, for which the sample size is much longer than the inelastic diffusion length. The semiclassical equations of motion for an electron wave packet work well in this diffusive, incoherent regime of transport.

Some incoherence in the device is an advantage in that it allows measurements between different devices to be reproducible, i.e., independent of the specific arrangement of defects in the device. However, incoherence also imposes the operating limits through inelastic scattering and finite temperature on these types of quantum-electronic devices. In this paper we show these limits arise naturally from convolving the conductivity and density of states with the impurity spectral function, which includes elastic and inelastic scattering, and the Fermi-Dirac probability density function, to account for finite temperature. The effect of these two convolutions is to average the conductivity and density of states over an energy range of the inverse elastic mean free time and the temperature, respectively.

We use the semiclassical equations of motion together with the electronic band structure to calculate conductivity versus electron density and conductivity versus Fermi energy assuming a model Hamiltonian for the device. We emphasize that, throughout this paper, the potential will be periodic only in one direction regardless of whether the Hamiltonian has one, two, or three kinetic degrees of freedom. Because we assume a potential periodic only along the x direction, the free-electron motion along y and z decouples from motion along x except for the constraint that the total energy of motion is a constant. Increasing the dimensionality of space from the one-dimensional periodic potential along x means first adding free-electron motion perpendicular to the superlattice along the y direction to obtain two spatial dimensions, then adding free-electron motion perpendicular to the superlattice along the z direction to arrive at three spatial dimensions. Increasing the dimensionality of space in this manner allows the calculation of conductivity and density of states in two and three dimensions by first solving the problem in one dimension, then convolving with the one-dimensional free-electron density of states for each additional spatial dimension. This convolution provides an intuitive picture of the effect of free-electron motion perpendicular to the superlattice on the conductivity and density of states. Unlike the convolutions used to incorporate broadening effects, increasing the dimensionality of space via convolution does not lead to any well-defined "observability criteria" as to which spatial dimension a feature in conductivity or density of states will become extinct, since the one-dimensional free-electron density of states has no well-defined variance.

By restricting ourselves in this paper to devices which are incoherent, we can neglect so-called "mesoscopic" effects, i.e., wave-interference effects destroyed by self-averaging in the sample such as the universal fluctuations in conductance8,9 or a nonzero off-diagonal element of the conductivity tensor due to a fixed impurity arrangement. Our results are also applicable to experiments on quasi-one-dimensional wires, since conduction perpendicular to the superlattice reduces to the same result as many independent wires in parallel when the Fermi energy is much less than the superlattice potential. Our method may also be used to calculate the conductivity of
many quasi-two-dimensional planes in parallel. A more
detailed discussion of our calculational method may be
found elsewhere.10,11

The superlattices incorporated as a gate into field effect
transistors1−4 offer several unique features as compared
to standard compositional or doping superlattices. Both
the Fermi level and strength of the periodic potential can
be varied separately with dc voltage sources, thus the
transistor functions as a voltage-controlled crystal. In
addition, because the superlattice period is on the order
of a thousand times the periodicity of the underlying
crystal and the superlattice potential changes gradually
over that distance, the effective-mass theorem should
hold. There are no ambiguities as to the form of the
Hamiltonian or boundary conditions on the envelope
function. For these reasons, the superlattices incorporated
into field-effect transistors offer a nearly ideal testing
ground for the theory of electrical conduction in a
periodic potential. The goal of this paper is to use a
semiclassical theory of electrical conductance to gain in-
sight into the current voltage characteristics of superlat-
tice field-effect transistors1−4 and quasi-one-dimensional
field-effect transistors5−7 at low temperatures. Elastic
impurity scattering is the dominant velocity relaxation
mechanism in these devices at low temperatures, so we
design our computational method to account primarily
for elastic scattering. Our method to calculate electrical
conductivity must be altered if inelastic scattering comes
to dominate velocity relaxation in the device, as is the
case at higher temperature. We specifically do not ac-
count for phonon scattering except as it contributes to
energy level broadening as discussed in Sec. II, and that
we assume it maintains the electron gas temperature in
equilibrium with the phonons. We also assume the elec-
tric fields are low so that nonparabolicities and subsidiary
minima of the bulk band structure can be neglected.

II. IMPURITY BROADENING

Let τ be the elastic mean free scattering time and τφ be
the mean inelastic scattering time. Electron motion is as-
sumed diffusive so that the characteristic distance over
which the electron’s phase is coherent is the inelastic
scattering length \( L_\phi = \sqrt{D \cdot \tau_\phi} \), where \( D \) is the diffusion
constant. The sample length \( L \) is assumed much larger
than \( L_\phi \) so that in the sample as a whole the electron’s
phase is incoherent. Therefore, the sample as a whole
may be pictured as broken up into many coherent blocks
of length \( L_\phi \), each block with a single-electron wave func-
tion valid throughout the block as in Fig. 1.

In an incoherent macroscopic sample we cannot mea-
sure the properties of each individual coherent region, we
can only measure average properties. It is reasonable to
assert that macroscopic properties like density of states,
electrical conductivity, optical absorption, etc. are simply
averages of these properties over all the coherent regions.
Only the incoherence brought about by inelastic scatter-
ing allows this type of averaging over the different ar-
rangements of impurities in each coherent region. This
type of sample is also called “self-averaging”, since it
mimics an ensemble average over all possible arrange-
ments of impurities in a single sample. This
mimics an ensemble average over all possible arrange-
rangements of impurities in each coherent region. This

For such an ensemble averaged random impurity po-
tential, the probability of an electron having some energy
\( E \) away from the energy level \( E_m \), where \( E_m \) is an energy
level when the impurity potential is zero, is given by the
impurity spectral function \( A^{1,12} \). For the white-noise
impurity power spectrum described below, \( A \) has a
Lorentzian shape

\[
A(E - E_m, \hbar/2 \tau) = \frac{\hbar/2 \tau}{\pi (E - E_m)^2 + (\hbar/2 \tau)^2}
\]

and is a normalized probability density function

\[
\int_{-\infty}^{\infty} A(E - E_m, \hbar/2 \tau) dE = 1
\]

with a full width at half maximum of \( \hbar/\tau \).

If the sample were to have no scattering at all it could
be described by its energy levels as given by the density of
states \( N(E) \). The density of states with scattering
\( N(E, \hbar/2 \tau) \) is then given by finding all the states which
have energy \( E \), namely

\[
N(E, \hbar/2 \tau) = \int_{-\infty}^{\infty} N(E') A(E - E', \hbar/2 \tau) dE' = N(E) \otimes A(E, \hbar/2 \tau)
\]

Here \( \otimes \) denotes a convolution in energy. Although
\( A(E, \hbar/2 \tau) \) has a width set by the elastic scattering, it is
inelastic scattering that leads to the incoherent averaging
process necessary to produce “elastic” broadening.

The elastic scattering rate from the state \( k \) to the state
\( k' \) using the Fermi golden rule is12,13

\[
\frac{\hbar}{\tau_{k,k'}} = 2 \pi n_{imp} |\langle k'| V(k) \rangle|^2 N(E_k)
\]

with \( E_k = E_{k'} \). Here \( n_{imp} \) is the density of impurity
scatterers. We assume the impurities scatter incident
electrons isotropically and with a white-noise power spec-
trum so that

\[
|\langle k'| V(k) \rangle|^2 = |V(E_k)|^2 = |V|^2 = \text{const}
\]

Equation (5) is a good approximation if the scattering po-
tential \( V(r) \) for a single defect is taken to be short
ranged.

III. TEMPERATURE BROADENING

The occupation of electron energy levels at finite tem-
perature is determined by the Fermi-Dirac probability

![Fig. 1. An incoherent macroscopic sample. Here \( l \) is the
elastic mean free path, \( L_\phi \) the inelastic diffusion length, and \( L \)
the sample size.](image-url)
The derivative of this function at finite temperature is known as the Fermi-Dirac probability density function or the thermal smearing function and is given by

\[ \frac{\partial f_0}{\partial E}(E - \mu, k_B T) = \frac{1}{4k_B T} \text{sech}^2 \left( \frac{E - \mu}{2k_B T} \right). \]  

(7)

The deviation of \( \frac{\partial f_0}{\partial E} \) from a \( \delta \) function describes nonmonochromatic electrons at finite temperatures. Since \( \frac{\partial f_0}{\partial E} \) is a probability density function it satisfies

\[ \int_{-\infty}^{\infty} \left[ \frac{\partial f_0}{\partial E}(E - \mu, k_B T) \right] dE = 1. \]  

(8)

Also, \( \frac{\partial f_0}{\partial E} \) has a full width at half maximum of \( 3.5k_B T \).

We can express this result more usefully by differentiating Eq. (9) with respect to \( \mu \) to get

\[ \frac{dn(\mu, k_B T)}{d\mu} = N(\mu, k_B T), \]  

(10)

so that \( N(\mu, k_B T) \) is the thermodynamic density of states. Using \( \frac{\partial f_0}{\partial \mu} = -\frac{\partial f_0}{\partial E} \) we find an expression for the thermodynamic density of states in terms of the zero-temperature density of states:

\[ N(E, k_B T) = N(E) \star \left[ -\frac{\partial f_0}{\partial E}(E, k_B T) \right]. \]  

(11)

The electron density of states at zero temperature is convolved with its probability density of contributing a certain energy away from the Fermi level to obtain the thermodynamic density of states \( N(E, k_B T) \) at finite temperature. We calculate the electron density by

\[ n(\mu, k_B T) = \int_{-\infty}^{\mu} N(E, k_B T) dE . \]  

(12)

In addition to broadening the zero-temperature density of states, finite temperature also introduces another important length scale. The thermal diffusion length,

\[ L_T = \sqrt{D_T} = \sqrt{D/\hbar k_B T}, \]  

(13)

set approximately by the variance of Eq. (7), gives the mean distance for the nonmonochromatic electron beam, with all its frequency components initially in phase, to dephase. We cannot conduct electron interference experiments in a solid on distance scales longer than \( L_T \) because the electron has no well-defined phase beyond this distance.

Energy-level broadening due to “elastic” scattering is statistically independent of finite temperature broadening. Therefore, the total probability density function is a convolution of the broadening functions for these two independent random processes. This leads to an expression for the thermodynamic density of states

\[ N(E, k_B T, \hbar/2T) = N(E) \otimes \left[ -\frac{\partial f_0}{\partial E}(E, k_B T) \right] \otimes A(\hbar, k_B T/2T). \]  

(14)

Writing this convolution explicitly gives

\[ N(E, k_B T, \hbar/2T) = \int_{-\infty}^{E} \int_{-\infty}^{E} N(E - E', k_B T) A(E', \hbar, k_B T/2T) \]  

(15)

from a solution of the central equation. The dynamics of the wave vector \( \mathbf{k} \) are determined by the semiclassical equations of motion for an electron wave packet,

\[ \frac{d}{dt}(\hbar \mathbf{k}) = e \mathbf{E} - \frac{\hbar \mathbf{k}}{\tau}, \]  

(19)

where the crystal momentum’s time rate of change equals the electric force plus the average random force. In the time-independent case, the equilibrium \( \mathbf{k} \) values are shifted by an amount

\[ \Delta \mathbf{k} = \frac{e \mathbf{E} \tau}{\hbar}, \]  

(20)

leading to a change in the electron distribution function

\[ f(k) = f_0(k - \Delta k) = f_0 \left( -\frac{\partial f_0}{\partial E_k} \frac{\partial E_k}{\partial k} \Delta k + \cdots \right). \]  

(21)
\[ j_i = \epsilon^2 \int \left[ \frac{1}{\hbar} \frac{\partial E_k}{\partial k_i} \right] \left[ \frac{1}{\hbar} \frac{\partial E_k}{\partial k_j} \right] \tau(k_j) \times \left[ -\frac{\partial f_0}{\partial E_k}(E_k - \mu, k_B T) \right] 2\frac{d^4 k}{(2\pi)^3} \theta_f. \] (22)

At zero temperature, where \( \mu = E_F \) we have
\[ -\frac{\partial f_0}{\partial E_k}(E_k - \mu, k_B T = 0) = \delta(E_k - E_F) \] (23)
so that, if we assume the scattering time is only a function of the particle's energy and is independent of the direction of \( k \), we obtain a zero-temperature conductivity
\[ \sigma_{ij}(E_F) = \epsilon^2 \tau(E_F) \int \delta(E_k - E_F) \left[ \frac{1}{\hbar} \frac{\partial E_k}{\partial k_i} \right] \left[ \frac{1}{\hbar} \frac{\partial E_k}{\partial k_j} \right] 2\frac{d^4 k}{(2\pi)^3} \theta_f. \] (24)

In general there is a different relaxation time for each \( k \) vector on the Fermi surface so that the scattering time cannot be removed from the integral over \( k \). Equation (24) assumes it is a good approximation to replace this \( k \)-dependent scattering rate by an average relaxation rate for all the \( k \) vectors on the Fermi surface. The average relaxation time \( \tau(E_F) \) depends only on the Fermi energy and not on each individual \( k \) vector. This is a standard approximation in transport theory which is exact only for elastic scattering and isotropic constant energy surfaces. At finite temperatures Eq. (24) becomes
\[ \sigma_{ij}(E) = \sigma_{ij}(E) \otimes \left[ -\frac{\partial f_0}{\partial E}(E, k_B T) \right]. \] (25)

We merely convolve the zero-temperature conductivity with the thermal smearing function to obtain the finite-temperature conductivity. This is the usual semiclassical scheme for calculating the conductivity. A complete quantum-mechanical calculation of the electrical conductivity with "elastic" broadening and with temperature broadening gives
\[ \sigma(E, k_B T, \hbar/2\tau) = \sigma(E) \otimes \left[ -\frac{\partial f_0}{\partial E}(E, k_B T) \right] \otimes A(E, \hbar/2\tau). \] (26)

The temperature smearing follows directly from our standard semiclassical treatment. Just as with the density of states, we merely convolve the zero-temperature conductivity with the Fermi-Dirac probability density function and the spectral density function for random impurities to obtain the full conductivity. After carrying out the convolutions we set \( E = \mu \).

In GaAs and MOS devices, terminal voltages are usually proportional to the electron density and have a more complicated relationship to the Fermi energy or chemical potential. We can now plot the conductivity versus density parametrically with the chemical potential at finite temperature and in the presence of elastic and inelastic scattering. Such a graph should closely resemble the device current-voltage characteristics, and will be presented in detail in Sec. VI.

As a crude observability criteria for quantum effects in the device current-voltage characteristics, it is reasonable to assume that if the thermodynamic density of states \( N(E, k_B T, \hbar/2\tau) \) has its structure (where characteristic energy scale is \( \Delta E \) smeared out, then the conductivity will also lose its structure. For the structure to remain in \( N(E, k_B T, \hbar/2\tau) \) after convolution with the temperature broadening function we must have \( \Delta E > k_B T \). For the structure to remain in the presence of elastic and inelastic scattering and be independent of the exact arrangement of impurities in the device we must demand that \( L > L_d \) and \( \Delta E > \hbar/\tau \), leading to the observability criteria of Ref. 16.

V. EFFECT OF DIMENSIONALITY

An electron in a superlattice potential with periodicity \( a \) along the \( x \) direction, namely \( V(x,y,z) = V(x) = V(x + a) \), can form standing waves when an integer multiple of its wavelength is twice the superlattice period. Since the periodic potential depends only on the \( x \) coordinate, the total effect of dimensionality appears in the kinetic energy term of the Hamiltonian \( H \), where
\[ H = -\frac{\hbar^2}{2m^*} \sum_{i=1}^{d} \frac{d^2}{dx_i^2} + V(x). \] (27)

Here \( m^* \) is the effective mass of the crystal before the superlattice potential is applied.

We must solve the Schrödinger equation
\[ H \psi_{k,N}(x,y,z) = E_N(k) \psi_{k,N}(x,y,z) \] (28)
for the energy eigenvalues of this problem. The wave functions describing free-electron motion perpendicular to the superlattice along the \( y \) and \( z \) directions are plane waves, so we need only solve the motion along the \( x \) direction. This motion we calculate using a Fourier decomposition of the potential and the central equation, as in standard band-structure calculations. The eigenvectors and eigenvalues are
\[ \psi_{k,N}(x,y,z) = \psi_{k_N}(x)e^{ik_x x}e^{ik_y y}e^{ik_z z}, \] (29)
\[ E_N(k_x, k_y, k_z) = E_{N_x}(k_x) + \frac{\hbar^2 k_y^2}{2m^*} + \frac{\hbar^2 k_z^2}{2m^*} = E_{N_x}(k_x) + E_y(k_y) + E_z(k_z), \] (30)
where \( \psi_{k_N}(x,y,z) \) and \( E_{N_x}(k_x) \) are the solution to the one-dimensional Schrödinger equation in a periodic potential \( V(x) \). The one-dimensional density of states along the \( x \) direction \( N_{x}(E_x) \) can be obtained from
\[ N_x(E_x) = \frac{2}{\pi} \frac{1}{|dE_x(k_x)/dk_x|}, \] (31)
calculated as in the previous section.

Consider now the case of two dimensions at zero temperature. To find the total number of electrons below the Fermi energy in this two-dimensional \( k \) space, we must integrate the density of electron states up to \( E_F \), namely

\[
N_{2D}(E_F) = \int_0^{E_F} \frac{d^2k}{(2\pi)^2} = \int_{-\infty}^{E_F} N_{2D}(E) dE .
\]

We have, therefore, an expression for the density of states:

\[
N_{2D}(E) = \int \delta(E - E_{N,k}(k)) \frac{d^2k}{(2\pi)^2} = \frac{1}{2} \int \delta(E - E_{N,x}(k_x) - E_x(k_y)) 2 \frac{dk_x}{2\pi} \frac{dk_y}{2\pi} .
\]

We can express this in terms of the one-dimensional density of states, recognizing the one-dimensional identities

\[
\frac{dE_x}{dk_x} = N_x(E_x) dk_x,
\]

and

\[
\frac{dE_y}{dk_y} = N_y(E_y) dk_y,
\]

where \( N_x(E_x) \) and \( N_y(E_y) \) are the 1D density of states including spin. Thus

\[
N_{2D}(E) = \frac{1}{2} \int \delta(E - E_x - E_y) N_x(E_x) dE_x N_y(E_y) dE_y .
\]

Integrating over the \( \delta \) function leads to our final result

\[
N_{2D}(E) = \frac{1}{2} \int N_x(E_x) N_y(E_y) dE_x dE_y ,
\]

Our result, Eq. (37), is a very intuitive one. Electron motion in the \( x \) direction is independent of motion along \( y \), except for the constraint that the total energy \( E = E_{N,x}(k_x) + E_y(k_y) \) is a constant. Thus for some density of available states along \( x \) with a contribution \( E_{N,x} \) to the total energy \( E \), the total number of available states at a fixed energy \( E = E_{N,x} + E_y \) is simply the product \( N_x(E_x) N_y(E_y) \). To find the total number of available states at an energy \( E \), we must sum over all the states \( E_y \) obeying the energy conservation condition as in (37). The factor \( 1/2 \) in this convolution compensates for over-counting electron spin states in the one-dimension state densities. \( N_y(E_y) \) is the free-electron density of states for motion perpendicular to the superlattice given by

\[
N_y(E_y) = \frac{2}{\pi} \frac{1}{|dE_y(k_y)/dk_y|} = \frac{1}{\pi} \left( \frac{2m^*}{\hbar^2} \right)^{1/2} \frac{1}{\sqrt{E_y}} \Theta(E_y) = N_{1D}^{\text{free}}(E_y) ,
\]

energy spectrum of the one-dimensional superlattice are removed by convolution with \( N_y(E) \), since \( N_y(E) \) has a finite value for all \( E \geq 0 \). It is also important to note that, since it is impossible to calculate the mean or variance of Eq. (38), the convolutions used to incorporate free electron motion have no natural energy scale associated with them.

We can also find an expression for the conductivity in two dimensions at zero temperature given the results in one dimension, analogous to Eq. (37). Assuming a constant scattering time, Eq. (24) for the conductivity can be rewritten using arguments similar to the ones above as

\[
\sigma^\alpha_{2D}(E) = e^2 \tau \int \delta(E - E_x - E_y) \left[ \frac{1}{\hbar} \frac{\partial E_x}{\partial k_x}(E_x) \right] \times \left[ \frac{1}{\hbar} \frac{\partial E_y}{\partial k_y}(E_y) \right] \frac{1}{2} N_x(E_x) dE_x N_y(E_y) dE_y ,
\]

where \( \sigma^\alpha_{1D}(E) \) is the free-electron conductivity in one dimension for constant scattering time given by

\[
\sigma^\alpha_{1D}(E) = \frac{e^2 \tau}{m^*} \left( \frac{2m^*E}{\hbar^2} \right)^{1/2} .
\]

If the scattering time \( \tau \) varies with Fermi energy, we first carry out the convolution assuming it is a constant, then scale the conductivity by the variable scattering time afterwards. The tensor component \( \sigma^\alpha_{2D}(E) \) can be easily calculated using the convolution

\[
\sigma^\alpha_{2D}(E) = \frac{1}{4} \sigma^\alpha_{1D}(E) \otimes N_y(E) ,
\]

where \( \sigma^\alpha_{1D}(E) \) is the free-electron conductivity in one dimension for constant scattering time given by

\[
\sigma^\alpha_{1D}(E) = e^2 \tau \frac{2}{m^* \pi} \left( \frac{2m^*E}{\hbar^2} \right)^{1/2} .
\]

The off-diagonal tensor component \( \sigma^\alpha_{2D}(E) \) is identically zero as can be confirmed from Eq. (24). This scheme is easily generalized to three dimensions by convolving Eqs. (37), (40), and (41) with one-half of the one-dimensional free-electron density of states, \( N_{1D}^{\text{free}}(E) \), to account for additional free-electron motion in the \( z \) direction.

Although we originally thought of \( V(x) \) as a periodic potential, we could just as easily have taken \( V(x) = 0 \) for a free electron. We then obtain well-known analytic results for the free-electron density of states in two and three dimensions, given the free-electron density of states in one dimension \( N_{1D}^{\text{free}}(E) \). Using the identities

\[
\frac{1}{\sqrt{E}} \Theta(E) \otimes \frac{1}{\sqrt{E}} \Theta(E) = \pi \Theta(E) \]

and

\[
\frac{1}{\sqrt{E}} \Theta(E) \otimes \frac{1}{\sqrt{E}} \Theta(E) \otimes \frac{1}{\sqrt{E}} \Theta(E) = 2 \pi \sqrt{E} \Theta(E) ,
\]

it is possible to obtain the standard free-electron density
where \( N_{\text{1D}}(E) \) is defined in Eq. (38). Similar relationships hold for the free-electron conductivity in one, two, and three dimensions assuming a constant scattering time.

VI. CALCULATED RESULTS

The main motivation behind this work is to understand the current-voltage characteristics of the electron devices studied in Ref. 1, in which a grating is incorporated as a Schottky gate onto a standard GaAs MODFET structure. We show this geometry in Fig. 2, which is adapted from Fig. 1 of Ref. 1. Electrons move from source to drain, which we choose to be the \( x \) direction as in Fig. 2. The carriers form a quasi-two-dimensional electron gas modulated by the periodic potential imposed from the gate. The average electron density is controlled from a backside contact. The \( x \) direction would correspond to motion normal to the grown layer in standard compositional superlattices. The plane of the grown layer would correspond to the \( y-z \) plane in standard compositional superlattices.

Following Ref. 1, we choose \( V(x) = V_0 \cos(2\pi x/a) \) with \( V_0 = 1 \text{ meV}, m^* = 0.067 m_0 \), and \( a = 2000 \text{ Å} \). All conductivity calculations we present assume this potential except for Fig. 6. This is a conservative approximation for the potential in these devices. We show the energy-band structure for this potential in Fig. 3. Notice that this potential, while still relatively weak for a GaAs device in which \( V_0 = 250 \text{ meV} \) is possible, \(^1\) is already well outside the limit of first-order degenerate perturbation theory. \(^14\) We expect in first-order degenerate perturbation theory to have only one energy gap opening at the first spatial harmonic of the potential, yet significant energy gaps are already opening at the second and third spatial harmonic of the potential. It is also interesting that the energy gap at the third harmonic is above the top of the cosine potential. For stronger cosine potentials almost all the energy gaps lie below the top of the cosine potential. This will not be true if the potential has higher spatial Fourier components, such as a square-wave potential.

Figure 4(a) shows the one-dimensional thermodynamic density of states versus energy calculated for the same potential. The lowest energy band, being almost flat, contributes a \( \delta \)-function-like feature to the density of states. At higher energies the curve behaves asymptotically like the one-dimensional free-electron density of states, having an inverse square root of energy dependence. The thermal broadening full width at half maximum for the temperatures 50 mK, 0.6 K, and 1.2 K is drawn on the figure for comparison with the energy gaps. As can be verified from the figure, the lowest temperature is comparable in size to the fourth energy gap and allows the lower energy gaps to be well resolved, while the highest temperature is roughly comparable in size to the second energy gap. \(^17\)

Disorder broadening qualitatively resembles thermal broadening. The broadening of the density of states in a one-dimensional disordered superlattice has been calculated for a given arrangement of disorder in Ref. 18. From the figures in Ref. 18, one can easily see how the density of states over an ensemble average of many different configurations of the disorder can be calculated via convolution with the impurity spectral function.

We now consider the conductivity in one spatial di-
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FIG. 4. (a) Thermodynamic density of states $N_{1D}(E,k_B T)$ vs energy in one dimension. The bars beside each temperature indicate the scale of the energy averaging. (b) Conductivity $\sigma_{xx}^{1D}(E,k_B T)$ assuming a constant scattering time and electron density $n_{1D}(E,k_B T)$ vs energy in one dimension.

FIG. 5. Conductivity $\sigma_{xx}^{1D}(n)$ versus electron density in one dimension assuming a constant scattering time. The one-dimensional free-electron conductivity having unit slope is shown for reference.

point in the energy band diagram, tends to zero before reaching the band gap. Thus it is the inflection points in $E_n(k)$ which determine the characteristic energy scale for the conductivity and not the band gaps. At lower energies the structure in conductivity more closely parallels the band gaps, but can never be smaller than them. The band gaps are thus an overly conservative estimate for the characteristic energy scale in conductivity. The electron density in Fig. 4(b) first undergoes a series of steps corresponding to the flat bands. Then the density and conductivity asymptotically approach a square root of energy at higher energies typical of free electrons. Another interesting feature in the electron density versus Fermi energy is that the lowest two energy bands, which are almost flat, contribute a shape which is the mirror image of a Fermi distribution function.

The final goal of our procedure is to plot conductivity versus electron density, since it should closely resemble the actual current-voltage relationship of a superlattice field effect transistor. We graph conductivity versus electron density in one dimension again assuming a constant scattering time in Fig. 5. Since the conductivity in a periodic potential in one dimension asymptotically approaches the free-electron conductivity at large densities, the free-electron conductivity is shown for reference with unit slope in this figure. Again note that the lowest energy band makes a negligible contribution to the conductivity due to its small Fermi group velocity. It is interesting to compare the conductivity versus density for this relatively weak cosine potential, having $V_0=1$ meV, with a stronger potential. In Fig. 6 we show the conductivity versus electron density for a stronger cosine potential having $V_0=25$ meV but with the same period and effective mass. The scattering time is again assumed to be constant. Notice how rapidly the conductivity drops to zero, compared to the free-electron case, once the Fermi energy falls below the top of the strong cosine potential. For this stronger cosine potential, we can see from time.
Fig. 6 that the first nine energy bands make a negligible contribution to the conductivity. This is because the Fermi group velocity for energy levels bound deeply in the cosine well is nearly zero. These levels can be important in optical experiments, but not in transport parallel to the superlattice.

Matching the cosine well to a harmonic oscillator potential shows us that the energy spacings of these strongly bound energy levels are approximately

$$\Delta E = 2\pi \sqrt{\hbar^2 V_0 / m^* a^2}.$$  \hspace{1cm} (47)

This ratio should determine how varying the parameters \(m^*, a,\) and \(V_0\) improve the observability of quantum oscillations in the conductivity versus density of the device. For other shapes of the periodic potential, the characteristic energy scale \(\Delta E\) would be different and would lead to different relations analogous to Eq. (47). In rough agreement with the energy spacings for a cosine potential, Eq. (47), the structure in conductivity between Figs. 5 and 6 disappears at a temperature around \(\sqrt{25} = 5\) times higher for the stronger potential, or about 10 K, though this is not shown in the figure. Varying the parameters \(m^*, a,\) and \(V_0\) affect the observability of quantum oscillations in general as follows: It is easy to show from the differential equation of motion in the \(x\) direction for any periodic potential \(V(x) = V_0 h(x),\) where \(h(x) = h(x + a)\) that, for any value of the product \(m^* a^2 V_0 = \text{const},\) the normalized eigenenergies \(E_{N,x}(k_s x) / V_0\) or \(m^* a^2 E_{N,x}(k_s x) a\) are also a constant. Thus, the solution of a single one-dimensional problem also gives the solution for a family of values of the parameters \(m^*, a^2,\) and \(V_0.\) Equation (47) for a cosine potential is consistent with this general theorem.

The qualitative structure of conductivity versus density changes once we add free-electron motion perpendicular to the superlattice. The additional \(y\) degree of freedom in the electron motion will smear the structure in the superlattice direction (the square perpendicular to the superlattice. The additional changes once we add free-electron motion to the electron motion will smear the structure in the superlattice. The addition of free-electron motion in optical experiments, but not in transport parallel to the superlattice.

Matching the cosine well to a harmonic oscillator potential shows us that the energy spacings of these strongly bound energy levels are approximately

$$\Delta E = 2\pi \sqrt{\hbar^2 V_0 / m^* a^2}.$$  \hspace{1cm} (47)

This ratio should determine how varying the parameters \(m^*, a,\) and \(V_0\) improve the observability of quantum oscillations in the conductivity versus density of the device. For other shapes of the periodic potential, the characteristic energy scale \(\Delta E\) would be different and would lead to different relations analogous to Eq. (47). In rough agreement with the energy spacings for a cosine potential, Eq. (47), the structure in conductivity between Figs. 5 and 6 disappears at a temperature around \(\sqrt{25} = 5\) times higher for the stronger potential, or about 10 K, though this is not shown in the figure. Varying the parameters \(m^*, a,\) and \(V_0\) affect the observability of quantum oscillations in general as follows: It is easy to show from the differential equation of motion in the \(x\) direction for any periodic potential \(V(x) = V_0 h(x),\) where \(h(x) = h(x + a)\) that, for any value of the product \(m^* a^2 V_0 = \text{const},\) the normalized eigenenergies \(E_{N,x}(k_s x) / V_0\) or \(m^* a^2 E_{N,x}(k_s x) a\) are also a constant. Thus, the solution of a single one-dimensional problem also gives the solution for a family of values of the parameters \(m^*, a^2,\) and \(V_0.\) Equation (47) for a cosine potential is consistent with this general theorem.

The qualitative structure of conductivity versus density changes once we add free-electron motion perpendicular to the superlattice. The additional \(y\) degree of freedom in the electron motion will smear the structure in the superlattice.
ty and electron density versus energy have a linear dependence on energy in the limit of large energies.

The density versus energy in Fig. 7(b) can also be interpreted as \( \sigma_{\text{D}}^{2D} \) at constant scattering time. The strongly bound energy levels, which carry virtually no current parallel to the superlattice, approximate quite well a quasi-one-dimensional conductor for transport perpendicular to the superlattice. This is easily seen in Fig. 7(b). In the first energy band \( \sigma_{\text{D}}^{2D} \) is nonzero while \( \sigma_{\text{X}}^{2D} \) is virtually zero. Convolving of \( \sigma_{\text{D}}^{2D} \) with the one-dimensional superlattice density of states, \( N_x(E) \) in Eq. (41), determines how closely \( \sigma_{\text{D}}^{2D} \) approximates a quasi-one-dimensional conductor. In the limit that \( N_x(E) \) is a sum of \( \delta \) functions, the approximation is exact. This will be roughly true in the strongly bound energy levels, leading the first two energy bands in Fig. 7(b) to display approximately a square root of energy dependence as in Eq. (42).

As the Fermi level sweeps above the top of the cosine potential, there is a transition from quasi-one-dimensional to two-dimensional behavior in the conductivity and density of states.

Again, the goal of our procedure is to find the conduc-

FIG. 7. (a) Thermodynamic density of states \( N_{\text{D}}(E, k_{\text{B}} T) \) vs energy in two dimensions. (b) Conductivity \( \sigma_{\text{D}}^{2D}(E, k_{\text{B}} T) \) assuming a constant scattering time and electron density \( n_{\text{D}}(E, k_{\text{B}} T) \) vs energy in two dimensions.

FIG. 8. Conductivity \( \sigma_{\text{D}}^{2D}(n) \) vs electron density in two dimensions assuming a constant scattering time. The free-electron conductivity in two dimensions is shown for reference with unit slope.

closely resemble the actual current-voltage characteristics of the superlattice field-effect transistor in Ref. 1. Figure 8 shows the conductivity \( \sigma_{\text{D}}^{2D} \) versus density for constant scattering time in two dimensions, with the free-electron conductivity or \( \sigma_{\text{D}}^{2D} \) plotted on the same graph and normalized to unit slope. Note that \( \sigma_{\text{D}}^{2D}(n) \) shows no structure when plotted versus electron density if the scattering time is a constant. The conductivity \( \sigma_{\text{D}}^{2D} \) again asymptotically approaches the free-electron value for large densities, though this cannot be seen in the figure.

Consider now the three-dimensional case. The density of states versus energy in Fig. 9(a) shows a series of steps characteristic of quasi-two-dimensional behavior asymptotically approaching the square root of energy dependence of the free-electron density of states in three dimensions given in Eq. (46). The conductivity \( \sigma_{\text{D}}^{3D} \) versus energy and electron density versus energy follow in Fig. 9(b). Their asymptotic behavior is proportional to the three halves power of energy. The plateau-like features in \( \sigma_{\text{X}}^{3D} \) when the energy lies in the forbidden gaps in one dimension arise from the step function in Eq. (45) being convolved with the smeared \( \delta \) function-like features in \( \sigma_{\text{D}}^{2D} \) to generate \( \sigma_{\text{D}}^{3D} \). A step convolved with a smeared \( \delta \) function looks like a slightly smeared step. The weak feature in \( \sigma_{\text{D}}^{3D} \) associated with the fourth spatial harmonic of the periodic potential is no longer visible in three dimensions. The electron density versus Fermi energy, shown also in Fig. 9(b), again closely approximates \( \nu_0 \) for constant scattering time.

In contrast to the one- and two-dimensional cases, the conductivity \( \sigma_{\text{D}}^{3D} \) will not asymptotically approach the free-electron value at high energies, but will asymptotically approach the free-electron value minus a constant \( \Delta \sigma_{\text{D}}^{3D} \), determined by

\[
\Delta \sigma_{\text{D}}^{3D} = \lim_{E \to \infty} \left[ \sigma_{\text{D}}^{\text{free}}(E) - \sigma_{\text{D}}^{3D}(E) \right] \Theta(E) = \frac{1}{2} \frac{m^*}{\pi \hbar^2} \Theta(E)
\]

(48)
FIG. 9. (a) Three-dimensional thermodynamic density of states $N_{3D}(E,k_BT)$ vs energy. (b) Three-dimensional conductivity $\sigma_{3D}(E,k_BT)$ assuming a constant scattering time and electron density $n_{3D}(E,k_BT)$ vs energy.

The previous conductivity calculations all assume a constant scattering time. We have also examined the case of an energy-dependent scattering time $\tau^{-1}(E)\sim N(E)$, as in Eqs. (4) and (5). The conductivity tensor component $\sigma_{3D}$ plotted versus density is a straight line if the scattering time is a constant independent of energy.

Two dimensions is the marginal case, where the conductivity of a superlattice approaches the free-electron conductivity very slowly because the free-electron density of states in one dimension decays slowly. The twodimensional free-electron density of states, however, does not decay at high energies. Consequently, any residual area remaining after subtracting $\sigma_{3D}(E)-\sigma_{1D}(E)$ will not decay as $E\to\infty$ after performing the convolution in Eq. (48). The conductivity $\sigma_{3D}$ versus density in three dimensions is shown in Fig. 10 with the free-electron conductivity, or equivalently $\sigma_{3D}^{2D}=\sigma_{3D}$, also shown with a unit slope for comparison. The features in conductivity $\sigma_{3D}$ parallel to the superlattice as a function of density are plateau-like.

The drop in conductivity as the Fermi level enters a new subband is due to intersubband scattering. The curve is not broadened using the variable scattering time.

FIG. 11. Conductivity $\sigma_{3D}(E,T=50\text{ mK})$ vs Fermi energy with a variable scattering time given by the Fermi golden rule. The drop in conductivity as the Fermi level enters a new subband is due to intersubband scattering. The curve is not broadened.

FIG. 10. Three-dimensional conductivity $\sigma_{3D}(n)$ vs electron density assuming a constant scattering time. The free-electron conductivity in three dimensions is shown having a unit slope.
FIG. 12. Conductivity $\sigma_{2D}^o$ vs electron density with a variable scattering time given by the Fermi golden rule at $T = 50$ mK. The free-electron conductivity in two dimensions with a variable scattering time is the straight line with unit slope shown on this graph.

The I-V characteristic of a quasi-one-dimensional wire or quasi-one-dimensional grating gate transistor. This conductivity can be broadened with either a constant or a variable scattering time, with the qualitative effect being similar to thermal broadening. The free-electron conductivity in two dimensions with a variable scattering time is the straight line with unit slope shown on this graph. The differential mobility $D/n_2D$ is higher than $d^2 rID/dn$ when the density of states available to scatter into is less than the free two-dimensional density of states $N_2D < N_2D^f$, and vice versa.

Sakaki\textsuperscript{24} observes that all physical scattering centers have a finite spatial extent, and that these finite-range scatterers cannot deflect electrons as effectively in a quasi-one-dimensional wire as they can in two and three dimensions. This leads to an additional suppression of all scattering in the wire. But Sakaki's argument will not drastically change the shape of $\sigma(n)$ in Fig. 12.

To obtain quantitative values for the electrical conductivity in two dimensions, it is necessary to extract the magnitude of the impurity scattering length $n_{imp} |V|^2$, which has the dimensions of energy squared times area, from the mobility of a standard quasi-two-dimensional field effect transistor. Equation (4) implies for the standard field-effect transistor that

$$n_{imp} |V|^2 = \frac{\epsilon \hbar^3}{2\mu (m^*)^2}. \quad (49)$$

Therefore, the resistance of a two-dimensional free-electron gas at a density of one electron per area $a^2$ is

$$1/R_{2D}^f (n = 1/a^2) = \sigma_{2D}^f (n = 1/a^2)$$

$$= \epsilon \mu \frac{1}{a^2} = \frac{\epsilon^2 \hbar^3}{2n_{imp} |V|^2 (m^*)^2 a^2}. \quad (50)$$

Consider now a GaAs MODFET with a mobility of 100 000 cm$^2$/V s and a mass of $m^* = 0.067 m_e$. We obtain from Eq. (49) $n_{imp} |V|^2 = 9800$ (meV $\text{Å}^2$)$^2 = 2450$ ($\mu$eV $\text{Å}^2$)$^2$, where $a = 2000$ $\text{Å}$. The two-dimensional free-electron density of states, obtained from either Eq.

meV$\text{Å}^2$. Therefore, a typical energy level broadening obtained from Eq. (4) would be $\hbar/\tau = 0.170$ meV. This broadening is comparable to a temperature of 2 K, so collision broadening will dominate below that temperature for a GaAs device having a mobility of 100 000 cm$^2$/V s. For this case we have $R_{2D}^f (n = 1/a^2) = 25000$ $\Omega$. This resistance sets the scale of the conductance axis in Figs. 11 and 12.

It is also possible to obtain an analytic expression for the conductivity and density versus Fermi energy in quasi-one-dimensional wires with intersubband scattering.\textsuperscript{10,11} The results look very much like the ones presented in Figs. 11 and 12 when the Fermi energy is much smaller than the periodic potential. Consider a quasi-one-dimensional wire with an energy dispersion $E_i(k) = E_i + \hbar k^2/2m^*$. Each subband in a quasi-one-dimensional wire is an additional channel to carry current; their conductivities add like resistors in parallel if we neglect interference between the subbands. Then

$$\sigma(E) = \sum_i \sigma_i(E) = e^2 \sum_i v_i^2 (E) N_i(E) \tau_i(E), \quad (51)$$

where we label the sum over all occupied subbands with the index $i$. The density of states adds similarly

$$N(E) = \sum_i N_i(E). \quad (52)$$

Allowing for both inter- and intrasubband scattering, our model for the mean free time in the quasi-one-dimensional wire is

$$\frac{\hbar}{\tau(E)} = \frac{\hbar}{\tau_i(E)} = 2\pi n_{imp} |V|^2 N_i(E)$$

$$= 2\pi n_{imp} |V|^2 \sum_j N_j(E), \quad (53)$$

which is independent of the subband index $i$. Note that the scattering rate into each subband simply adds as in Matthiessen's rule, there is no wave interference between different scattering events. This form for the scattering rate gives rise to a conductivity

$$\sigma(E) = e^2 \frac{\hbar}{2\pi n_{imp} |V|^2 \left( \frac{\hbar}{m^*} \right)^2} \times \left[ \sum_j \left( \frac{2m (E - E_j)}{\hbar^2} \right) \right]^{1/2}$$

$$\times \sum_i \left[ \frac{2m (E - E_i)}{\hbar^2} \right]^{1/2}, \quad (54)$$

and an electron density

$$n(E) = \frac{2}{\pi} \sum_i \left[ \frac{2m (E - E_i)}{\hbar^2} \right]^{1/2}, \quad (55)$$

where we again restrict the sum to include only occupied subbands. The dramatic increase in scattering rate as the higher subbands become populated overwhelms the modest increase in the additional number of low-velocity carriers, and makes the conductivity drop to zero when the Fermi level passes into a new subband in the wire. In ad-
for this drop in conductivity due to intersubband scattering in quasi-one-dimensional wires, Büttiker et al. also argued for a drop in the conductivity in quasi-one-dimensional wires as a new subband becomes populated based on the Landauer formula.

Analogous to our discussion of intersubband scattering in the quasi-one-dimensional wire and $\sigma_{\text{D}}^x$ for the periodic potential in two dimensions, the tensor component $\sigma_{\text{D}}^x$ also shows an interesting structure if we allow the scattering time to vary with Fermi energy. The conductivity tensor component $\sigma_{\text{D}}^x$ will behave like the conductivity in a quasi-two-dimensional plane, i.e., a thin film with normal subbands, for Fermi energies small compared to the periodic potential. The conductivity $\sigma_{\text{D}}^x$ drops where the density of states shows a maximum due to the increase in scattering rate, exactly analogous to the conductivity tensor component $\sigma_{\text{D}}^x$. This has also been pointed out by Trivedi. The relative conductivity modulation, however, is much weaker than in two dimensions. It is also possible to derive formulas analogous to Eqs. (34) and (35) above for conductivity in a quasi-two-dimensional plane.

We now describe the effect of a variable scattering time on $\sigma^{x_k}$. While the asymptotic behavior of the conductivity at large energies or densities is different in one and three dimensions for the variable scattering time, the qualitative features in $\sigma^{x_k}$ are very similar to the case of constant $\tau$. The variable scattering time has the effect of forcing the conductivity to fall even faster at a Brillouin zone boundary or zone center. This is because, in addition to the Fermi group velocity approaching zero at a Brillouin zone boundary or zone center. This is because, in addition to the Fermi group velocity approaching zero at a Brillouin zone boundary or zone center. This is because, in addition to the Fermi group velocity approaching zero at a Brillouin zone boundary or zone center. This is because, in addition to the Fermi group velocity approaching zero at a Brillouin zone boundary or zone center.

We implement this mathematically by convolving $\rho(E+\epsilon V*)-\rho(E)$ with $\rho(E)$, where $E$ is the energy of the electron reservoirs (contacts) being at different electrochemical potentials. Electrical conduction now occurs in a finite-energy window of width $eV^*$. Note that this is not a hot-electron effect, but an effect of energy averaging in the spirit of our previous treatment of temperature broadening and disorder broadening. The effects of higher fields may be even more interesting. It may be possible to observe a negative differential conductance in quasi one-dimensional wires analogous to the intervalley transfer in bulk GaAs responsible for the Gunn oscillations at high electric fields. Consider electrons occupying only the lowest subband of a wire. An electric field may raise their energy to the point where a fraction of the electrons may scatter into the second subband. Their velocity in the second subband at the same energy
negative differential conductance should also be possible in a quasi-two-dimensional sheet from transfer of energetic electrons between subbands normal to the surface, i.e., in a standard GaAs MODFET transistor. Büttiker and Thomas have pointed to the possibility that instabilities similar to the Gunn oscillations may form in superlattices due to their negative differential conductance.

Another important extension of our model is to truly two-dimensional periodic potentials. A much stronger modulation in \( \sigma_{\text{2D}} \), similar to the one-dimensional superlattice conductivity \( \sigma_{\text{1D}} \), is possible if the superlattice potential is periodic in both the \( x \) and \( y \) directions. This has been observed in the recent measurements of Ismail et al. by comparing the \( I-V \) characteristics of grating versus grid gate devices. The features in conductivity in a periodic potential along both \( x \) and \( y \) directions should have roughly the same strength and extinguish at roughly the same temperatures as the one-dimensional conductivity in a periodic potential. To calculate this precisely requires a more computationally difficult method because the Hamiltonian of the system is no longer separable.

Finally, an important observability criteria for oscillations in \( \sigma^{\text{2D}} \) is that the electron coherence length limits the number of superlattice periods seen by the wave function. We need \( L_a > a \) for our calculations to apply to real devices. Exactly how much their ratio must be cannot be determined by our method. A finite superlattice may also play some role in limiting the observability of quantum oscillations in superlattice devices, regardless of the coherence length. Horiguchi has investigated both of these questions using the transmission coefficient in a periodic potential, tentatively concluding that not very many periods must be coherent before standing waves due to quantum interference can be observed in a superlattice and that the superlattice itself need not consist of very many periods.

VII. CONCLUSIONS

We have presented a semiclassical model for the conductivity of electrons in a periodic potential which incorporates elastic and inelastic scattering, finite temperature, and the effect of increasing spatial dimension. All three of these effects are incorporated into the model by first solving for the one-dimensional zero-temperature conductivity and density of states without scattering, then convolving with various known functions. The main effect of elastic and inelastic scattering is to average the zero-temperature conductivity and density of states over an energy range \( \hbar/\tau \), where \( \tau \) is the elastic mean free time. Inclusion of finite temperature averages the conductivity and density of states over an energy range \( k_B T \). This energy averaging takes the mathematical form of convolving the conductivity and density of states with the impurity spectral function and the Fermi-Dirac probability function to include scattering and finite temperature, respectively. Since Schrödinger's equation can be separated for a superlattice potential along only one direction, increasing the dimensionality of space only involves convolving the electron density of states and conductivity with the one-dimensional free-electron density of states. This is both mathematically and conceptually much simpler than the standard method of integrating over the Fermi line in two dimensions, or Fermi surface in three dimensions, to obtain the density of states and conductivity in higher dimensions.

Many arguments have been made about the shape of conductivity in a quasi-one-dimensional wire or a periodic potential based on the electron density of states. Even though conductivity falls when the density of states goes through a maximum in either the periodic potential or quasi-one-dimensional wire, totally different physical mechanisms are responsible. In the quasi-one-dimensional wires, intersubband scattering is the mechanism responsible for the drop in conductivity as the Fermi energy enters a new subband. In a superlattice the Fermi group velocity falls to zero as the electrons form a standing wave with the superlattice. And for the conduction of a free-electron gas in a two-dimensional plane with a magnetic field applied perpendicular to the plane, just the opposite is the case. The conductance goes through a maximum when the density of states reaches a maximum. The conclusion we must draw is that, in general, nothing can be said about the shape of conductivity in any electron device by considering solely the electron density of states. Conduction processes depend on many factors other than the electron state density.

Conductance versus electron density will closely resemble the actual current-voltage characteristics of field-effect transistors, so we emphasize the importance of obtaining \( \sigma(n) \) in this paper. The terminal voltages of a field-effect transistor have a complicated functional relationship with Fermi energy, but in many cases the gate voltage of a field-effect transistor is directly proportional to the electron density. Also, semiclassical electron device simulators can always determine the average electron density, but may not be able to determine the Fermi energy in a complex device structure. If we wish to determine the actual current-voltage characteristic of a field-effect transistor using semiclassical device simulators, obtaining the conductance versus electron density is an important advantage.
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15If the electron density is not proportional to a terminal voltage, we require a semiclassical solution to Poisson's equation in the device to determine this relationship.


17The energy gaps are 0.849, 0.493, 0.150, and 0.011 meV. The thermal energies $k_B T$ corresponding to the temperatures 50 mK, 0.6 K, and 1.2 K shown in the figure are 0.004, 0.052, and 0.103 meV, respectively.


19S. Horiguchi (private communication).


21Broadening using a variable scattering time can be done using equations such as

$$N(E, \hbar/2\tau(E)) = \frac{1}{\pi} \frac{\hbar/2\tau(E')}{(E - E')^2 + (\hbar/2\tau(E'))^2} N(E') dE'. $$


Appendix C

1 Introduction

Recent advances in materials fabrication and nanolithography have made possible a generation of semiconducting structures whose conductance is governed by quantum mechanical phenomena. In particular, nanostructures on Si MOSFETs and GaAs MODFETs have shown modulations in their conductance versus gate voltage characteristics that have been attributed to quantum mechanical effects. In this paper, we review a modeling scheme which gives a unified way of understanding how these quantum effects are affected by temperature, mobility, voltage, and the structure of the device. This model provides not only a qualitative understanding of the various quantum phenomena, but also a basis for developing efficient computational algorithms for modeling specific devices. We have called this scheme the convolution method because most of the calculations can be written in terms of separate convolutions involving the individual phenomena of temperature, mobility, voltage, and structure.

In §2 specific quantum devices and their characteristics will be briefly described. The main part of the paper in §3 will present the convolution method and apply it to understanding the devices presented in §2.

2 Fabricated Devices

Quantum effects have been seen in the conductance of two principle types of semiconducting devices. In the first type, the electrons are electrostatically confined so that subbands are formed in one dimension, while the electrons remain free to move in the other dimension. The structure in the conductance of such quasi-one dimensional (Q1D) devices has been attributed to the filling of the Q1D subbands in both Si MOSFET and GaAs MODFET devices (Scott-Thomas et al., 1988; Ismail et al., 1989b; Warren et al, 1986). In the second type of structure, a periodic superlattice is imposed on the electrons in a two dimensional electron gas (2DEG). The modulation in the conductance of these devices is attributed mainly to Bragg diffraction from the potential induced by the lateral surface superlattice (LSSL) structure (Ismail
Figure 1: (a) Schematic of three multiple parallel quantum wires (MPQW) in a GaAs MODFET. (b) Drain-source current as a function of the substrate bias for a device with 100 parallel wires. The dashed line is for a scaled down 2D device. From Ismail et al. (1989b).

We now discuss three devices that illustrate the kinds of observed quantum effects.

Figure 1a depicts three parallel Q1D wires fabricated in a GaAs MODFET. The electrons are confined in the z-direction to a region about 40 nm wide, and are free to move in the y-direction. The actual device (Ismail et al., 1989b) consists of 100 parallel wires which were fabricated by ion milling a shallow grating into the doped AlGaAs layer through a mask produced by x-ray lithography. The period of the lines is 200 nm. The drain-source current along the y-direction is shown in Figure 1b as a function of back gate bias. As the back gate bias is increased the density of the electrons in the inversion layers increases, causing successive Q1D subbands to be occupied. The conductance decreases as electrons occupy each new subband. The structure in Figure 1b washes away with increased temperature and is less pronounced for devices with lower mobility.

The same x-ray mask used to make the Q1D conductors in Figure 1 can be rotated as shown in Figure 2a so that the electrons now flow perpendicular to the grating lines. In this device (Ismail et al., 1988) a 200 nm-period Schottky barrier grating gate of Ti/Au replaces the usual continuous gate in the MODFET configuration. As the gate-source potential is changed, the drain-source current along the z-direction is modulated as shown in Figure 2b. This modulation is believed to be caused by
Figure 2: (a) Schematic view of a lateral surface superlattice (LSSL) device. (b) Drain-source current as a function of the gate-source voltage. The dotted curve is for a continuous gate device. The insert shows the transconductance $g_m$ for the LSSL device. From Bagwell and Orlando (1989b) and Ismail et al. (1988).

Bragg diffraction of the electrons from the periodic potential. The structure in this device also washes away at higher temperatures and for devices with lower mobility. In addition, the structure diminishes with increasing drain-source voltage.

The structure in the conductance for the grating-gate LSSL is weak because the electrons experience a periodic potential in only one direction. A truly two dimensional periodic potential was fabricated in the grid-gate configuration as shown in Figure 3a. The period of the grid-gate is 200 nm and the linewidth is about 60 nm (Ismail et al., 1989a). A much larger modulation of the conductance is seen for this device in Figure 3b than in the grating-gate LSSL because the Bragg diffraction condition can be satisfied such that true minigaps are possible. As in the other two devices, the modulation of the conductances washes away as the temperature and drain-source voltage are increased, and as the mobility is decreased.

3 Device Modeling

There are three characteristic lengths that determine the type of electrical transport. The first is the length of the device $L$. The second is the average distance between elastic scattering events $l$, which is known as the mean free path. The conduction electron has an average speed given by the Fermi velocity $v_F$, so that the
mean free path can be related to a mean time \( \tau \) between elastic scattering events by

\[
\ell = \nu_F \tau.
\]

The third characteristic length is \( L_\phi \), the phase breaking length. This is the length over which the phase of the quantum mechanical wavefunction of the conducting electron is correlated. The phase of the wavefunction is randomized, on average, each time \( \tau_\phi \) that the electron undergoes an inelastic scattering event which changes its energy. For this reason, we refer to \( L_\phi \) as the inelastic scattering length. Depending on the relationship between these three lengths, the type of electrical conduction can range from diffusive transport where many scattering events occur, to ballistic transport where no scattering events occur. We now discuss these two limiting forms of electrical transport.

If \( L \gg \ell \), then the electron will undergo many elastic scattering events before it traverses the device. Classically, the electron undergoes a random walk as it scatters, making its motion diffusive. The classical diffusion constant \( D \) is given by

\[
D = \frac{1}{d} v_F^2 \tau = \frac{1}{d} \ell \nu_F,
\]

where \( d \) is the dimensionality of the transport (\( d = 2 \) for a 2DEG). When electron motion is diffusive, its characteristic lengths and times are related via the diffusion constant. For example, the time \( \tau_L \) for an electron to diffuse across the device and the phase breaking time \( \tau_\phi \) are given by

\[
\tau_L = \frac{L^2}{D} \quad \text{and} \quad \tau_\phi = \frac{L_\phi^2}{D},
\]

as in Table 1.

The semiclassical Boltzmann transport equation gives a method for combining the concepts of classical diffusion with quantum mechanical properties. In the semiclassical method quantum mechanics is used to calculate the energy levels of the electrons.
Table 1: Length Scales and Time Constants

<table>
<thead>
<tr>
<th>Diffusive</th>
<th>Ballistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L \gg L_g \gg \ell$</td>
<td>$L_g \gg \ell \gg L$</td>
</tr>
<tr>
<td>$\ell \approx \sqrt{D\tau} = v_F \tau$</td>
<td>$\ell = v_F \tau$</td>
</tr>
<tr>
<td>$L_g = \sqrt{D\tau_g}$</td>
<td>$L_g = v_F \tau_g$</td>
</tr>
<tr>
<td>$L = \sqrt{D\tau_L}$</td>
<td>$L = v_F \tau_L$</td>
</tr>
</tbody>
</table>

The electrons are then treated as wavepackets with their group velocities given by the dispersion relationship of the energy levels. This is the standard method used to calculate the conductivity of metals and semiconductors (Kittel, 1986; Ashcroft and Mermin, 1976). For the semiclassical method to be valid, there must be many inelastic scattering events in the sample such that $L \gg L_g \gg \ell$. Because the phase of the wavefunction is randomized at each inelastic event, the overall properties of the sample will be an ensemble average of all the possible scattering configurations. It is this averaging process that justifies the semiclassical method. Note that the wavefunction still has its phase correlated over the distance $L_g$.

To see why there must be many inelastic scattering events to use the semiclassical method, let us suppose, on the contrary, that there are no inelastic scatterers in the sample. Quantum mechanically, the elastic scatterers could then be described by some scattering potential $V(r)$ which depends only on position. Therefore, the eigenstates for this potential could be found. These eigenstates have a discrete energy $E$ so that the phase $\phi$ of the wavefunction would increase as $\phi = Et/\hbar$ and would be correlated for all times. Indeed, if $L_g \gg L$ the conduction electron would always have its phase correlated and the resulting conduction would be sensitive to the exact positions of the elastic scatterers. For such a regime of lengths $L_g \gg L > \ell$, the conduction would be dominated by unpredictable but repeatable fluctuations known as "universal conduction fluctuations" (Lee and Stone, 1985; Al'tshuler, 1985; Skocpol et al., 1986). To have diffusive transport, the phase of the wavefunction must be randomized many times during the transport across the sample, that is, $L \gg L_g \gg \ell$.

In the opposite limit to diffusive transport, there are no elastic scatterers in the sample so that the transport is ballistic ($\ell \gg L$). We also assume that the inelastic length is larger than the other two lengths so that $L_g \gg \ell \gg L$. In this case the electron moves without scattering at the Fermi velocity $v_F$. Therefore, the mean free path is given by Equation 1. The inelastic scattering length is related to the scattering time by

$$L_g = v_F \tau_g$$

and the time $\tau_L$ for the electron to ballistically traverse the sample is

$$\tau_L = \frac{L}{v_F}.$$  

Table 1 lists these lengths and times.$^1$ We now discuss our method to calculate the transport in these two limiting regimes.

$^1$In Table 1, $L_g$, $\ell$, $\tau_g$, and $\tau$ are defined as if the material between the contacts were infinite and disregards any influence of the contacts on the device. If the contacts are considered in the definitions
3.1 Diffusive transport

In the diffusive limit of transport where $L > L_d > l$, the calculation of the conductivity and the density of electrons can be done using the semiclassical method (Kittel, 1986; Ashcroft and Mermin, 1976). We will recast the usual expression for the density and the conductivity in terms of convolutions as the first example of our convolution method. Let $N(E)$ be the density of states for electrons in the material. The density of electrons $n$ at a temperature $T$ is given by

$$n(E_F, T) = \int_{-\infty}^{\infty} N(E') f(E' - E_F, T) dE',$$

where $E_F$ is the chemical potential and $f(E, T)$ is the Fermi-Dirac distribution function. The thermodynamic density of states $N(E, T)$ is defined by

$$N(E, T) = \frac{\partial n(E, T)}{\partial E} = \int_{-\infty}^{\infty} N(E') f'(E' - E, T) dE'. \quad (7)$$

Here $f'(E, T)$ is the negative derivative of $f(E, T)$ with respect to $E$ and is given by

$$f'(E, T) = \frac{1}{4kT} \tanh^2 \left( \frac{E}{2kT} \right). \quad (8)$$

This bell-shaped function has a full width at half maximum of $3.5kT$ and is symmetric in $E$. Due to this symmetry of $f'(E, T)$, the thermodynamic density of states in Equation 7 can also be written as

$$N(E, T) = N(E) \otimes f'(E, T). \quad (9)$$

The symbol $\otimes$ denotes a convolution which is given by

$$C(E) \otimes D(E) = \int_{-\infty}^{\infty} C(E') D(E - E') dE'.$$

Because the convolution tends to broaden the first function by the width of the second function, $f'(E, T)$ will be referred to as the thermal broadening function.

In the semiclassical method the conductivity tensor is given by (Kittel, 1986; Ashcroft and Mermin, 1976).

$$\sigma^{ij}(E_F, T) = e^2 \int_{-\infty}^{\infty} v_i(E') v_j(E') r(E') N(E') \left[ -\frac{\partial f(E' - E_F, T)}{\partial E'} \right] dE'. \quad (11)$$

At zero temperature the derivative of the Fermi function is a delta function so that the conductivity is simply

$$\sigma^{ij}(E) = e^2 v_i(E) v_j(E) r(E) N(E). \quad (12)$$

Furthermore, the derivative of the Fermi function in Equation 11 is just $f'(E_F - E', T)$ since this function is symmetric about the Fermi energy. Therefore, the conductivity of these lengths and times, it is then possible to interpret the contacts as a source of inelastic (phase-breaking) scattering such that $L_d = L$ and $\tau_d = \tau_L$. Nevertheless, ballistic transport still means that no scattering occurs in the material between the contacts.
Figure 4: The convolution method for (a) the thermodynamic density of states $N(E, T, \tau)$ and (b) the conductivity $\sigma(E, T, \tau)$. The thermal broadening function $f'(E, T)$ and the impurity broadening function $A(E, \tau)$ are shown graphically along with their widths. The symbol $\otimes$ denotes a convolution in energy.

as a function of temperature in Equation 11 can also be written as a convolution; namely,

$$\sigma^{ii}(E, T) = \sigma^{ii}(E) \otimes f'(E, T). \quad (13)$$

We see that if the density of states and the conductivity are known at zero temperature, then their values at finite temperatures can be found by a simple convolution with the thermal broadening function $f(E, T)$.

In the diffusive transport limit, the ensemble averaging (due to the phase randomization from inelastic scattering) leads to an additional energy level broadening (whose width is set by the elastic scattering). This additional broadening is characterized by the impurity broadening function $A(E, \tau)$ given by (Abrikosov et al., 1963; Rickayzen, 1980; Bagwell, 1988)

$$A(E, \tau) = \frac{1}{\pi} \frac{\hbar/2r}{E^2 + (\hbar/2r)^2}. \quad (14)$$

The impurity broadening function has a Lorentzian shape with a full width at half maximum of $\hbar/r$. The thermodynamic density of states including the broadening from both temperature and impurities is given by (Bagwell et al., 1989; Bagwell and Orlando, 1989b)

$$N(E, T, \tau) = N(E) \otimes f'(E, T) \otimes A(E, \tau). \quad (15)$$

Likewise the conductivity is given by (Bagwell et al., 1989; Bagwell and Orlando, 1989b)

$$\sigma^{ii}(E, T, \tau) = \sigma^{ii}(E) \otimes f'(E, T) \otimes A(E, \tau). \quad (16)$$

Figure 4 summarizes the convolution method for diffusive transport and shows the shapes of the two broadening function. Because the convolution with $f'(E, T)$ depends only on the temperature while the convolution with $A(E, \tau)$ depends only on
the impurity scattering, we see that the broadening effects from temperature and impurities are independent effects.

This convolution method readily implies that, if the conductance has a feature which occurs over some energy range $\Delta E$, then to see that structure the widths of the broadening functions have to be smaller than $\Delta E$. For temperature and impurity broadening, this means that

$$\Delta E > 3.5kT \quad \text{and} \quad \Delta E > \frac{\hbar}{r}.$$  \hspace{1cm} (17)

These two restrictions lead to the observability criteria (Antoniadis et al., 1985) that to see quantum effects, the electron should have a small effective mass, high mobility, low temperature, and be confined to a small length scale. Measurements clearly show the washing away of structure in device $I-V$ characteristics as the temperature is increased and as the mobility is decreased (Ismail, 1989).

The convolution method clearly demonstrates why the structure in the conductivity tends to wash away at high temperatures and low mobilities. However, this method can also be used to understand device characteristics. In most field effect devices, the conductivity (of the source-drain) is measured as a function of gate-source voltage. We will assume here that the gate-source voltage is proportional to the density of electrons in the inversion layer. (If the density is related to the gate-source voltage in a more complicated fashion, then this more complicated relationship must be used.) Therefore, we seek in our convolution model to plot the conductivity versus density $n$. From the definition of the thermodynamic density of states in Equation 7, the density is

$$n(E_p,T) = \int_{-\infty}^{E_p} N(E,T,r) \, dE.$$  \hspace{1cm} (18)

Another piece of information needed to model a specific device is the scattering time $r$ that enters the conductivity $\sigma(E)$ and the impurity broadening function $A(E,r)$. This scattering time can be calculated from the quantum mechanical expression for the scattering rate $r^{-1}$ given by Fermi's golden rule; namely,

$$\frac{1}{r} = \frac{2\pi n_{imp} |V|^2}{\hbar} \quad N(E).$$  \hspace{1cm} (19)

Here $n_{imp}$ is the density of impurities and $|V|^2$ is the square of the matrix element between scattering states, which is assumed constant for the average of random impurities (Madelung, 1978). Hence, we see that $r$ is inversely proportional to the density of states. This is plausible because more states to scatter into implies a higher scattering rate and therefore a lower mobility. The constant of proportionality between $r$ and $N(E)$ can be found if the mobility $\mu(E) = e\sigma(E)/m$ is known for a given energy $E_e$ (or equivalent density $n_e$). Then,

$$r(E) = \frac{\mu(E_e) N(E_e)}{e} \frac{N(E_e)}{N(E)} = r_e \frac{N(E_e)}{N(E)}.$$  \hspace{1cm} (20)

Equations 15, 16, 18, and 19 are the central results of the convolution method needed to calculate the diffusive conductivity for a given device. We will now use these results to find the conductivity for a few devices. The first example will be for a one dimensional (1D) conductor. We will then show how the conductivity for a
Q1D device and the LSSL device can be calculated by means of yet another simple convolution.

As the first example of using the convolution method, we consider a 1D conductor in which the electrons are free to move in the y-direction. The energy-momentum dispersion relationship is

$$E_{1D}^y = \frac{\hbar^2 k_y^2}{2m}.$$  

The group velocity is then

$$v'(E) = \frac{\partial}{\partial k_y} E_{1D}^y = \sqrt{\frac{2E}{m}}.$$  

The density of states for the electrons (including both spin states) is the usual 1D result (Kittel, 1986; Ashcroft and Mermin, 1976),

$$N_{1D}^y(E) = \sqrt{\frac{2m}{\pi^2 \hbar^2 E}},$$

which integrates to give the density

$$n_{1D} = \sqrt{\frac{8mE}{\pi^2 \hbar^2}}.$$  

The conductivity is non-zero only in the y-direction so that

$$\sigma_{1D}^y = e^2 v_y^2(E) r(E) N_{1D}^y(E).$$

These zero temperature results are displayed in the first column of Figure 5 where the scattering time has been assumed to be a constant for all energies. The density of states $N_{1D}^y(E)$ displays the inverse square root singularity in $E$, while the density $n_{1D}(E)$ has the resulting $\sqrt{E}$ dependence. The conductivity $\sigma_{1D}^y(E)$ also has a $\sqrt{E}$ dependence because the energy dependence of the density of states cancels the energy dependence of one factor of velocity in Equation 25. Therefore, the conductivity for a constant scattering time has the same energy dependence as the velocity. Conductivity versus density is obtained by parametrically combining the conductivity-vs-energy and the density-vs-energy plots. This combination results in a conductivity versus density that is linear, as shown in the bottom plot in the first column. This reflects the fact that $\sigma = en\mu$ and the mobility is a constant. This result also holds at non-zero temperatures.

The importance of taking $r$ to be inversely proportional to the density of states as in Equation 20 is illustrated in Figure 6. For zero temperature and for no impurity broadening, the density of states and the density are the same as in Figure 5. The linear increase of $\sigma_{1D}^y$ with energy is a direct result of $r$ being inversely proportional to $N_{1D}^y(E)$ so that these two factors cancel in Equation 25. The conductivity then has the energy dependence of $v_y^2$ which is proportional to $E$. Therefore, since $n_{1D}$ depends on the square root of energy, the conductivity depends on the square of the density as shown in the bottom figure in the first column. The effect of temperature broadening is included by simply convolving the zero temperature results for $N_{1D}^y(E)$ and $\sigma_{1D}^y(E)$ with $f'(E,T)$. These results are shown as the dashed lines in Figure 6. Although we have only shown the results for temperature broadening, the
Figure 5: Calculated diffusive conductance for 1D and Q1D wires. The first column shows the density of states, density, and conductivity as a function of energy and the conductivity versus density for a 1D conductor where the electrons are free to move in the y-direction and r is taken to be a constant. The second column is the density of states in the z-direction for a Q1D conductor. The third column shows the full results for the Q1D conductor. The symbol ⊗ denotes a convolution in energy. Units are arbitrary.
Figure 6: Calculated diffusive conductance of 1D and Q1D wires as Figure 5, but with the scattering time $\tau$ taken to be inversely proportional to $N_{2D}(E)$. The solid curves are for $T = 0$, and the dashed curves are for $T = 1.2$ K. Note that $\sigma_{1D}^{YY}(E) \neq \sigma_{2D}^{YY}(E) \otimes \frac{1}{2} N_{1D}(E)$ since the scattering time is now a function of energy.
results for impurity broadening are similar because the resulting convolutions will give qualitatively similar plots.

To find the conductivity for the Q1D and grating-gate LSSL devices (but not the grid-gate), the two dimensional problem must be solved. In both of these devices the total potential is of the separable form

\[ V(x, y) = V_x(x) + V_y(y). \]  

(26)

With this potential the total energy \( E \) of the 2D system is

\[ E = E_{1D} + E_{2D}. \]  

(27)

where \( E_{1D} \) and \( E_{2D} \) are the eigenenergies for the corresponding 1D problems with potential \( V_x(x) \) and \( V_y(y) \) respectively. Let \( N_{1D}(E) \) and \( N_{2D}(E') \) be the corresponding density of states for the 1D problem. Then the total density of states \( N_{2D}(E) \) for \( E \) consistent with Equation 27 is simply

\[ N_{2D}(E) = \frac{1}{2} \int_{-\infty}^{\infty} N_{1D}(E_{x})N_{1D}(E - E_{x}) \, dE_{x}. \]  

(28)

The factor of 1/2 compensates for the overcounting due to the spin states in the 1D densities of states. Equation 28 is a convolution so that it can be written as

\[ N_{2D}(E) = N_{1D}(E) \otimes \frac{1}{2} N_{1D}(E). \]  

(29)

Figure 7a shows the diagram for this convolution.

The convolutions for the conductivity are not as straightforward as for the density of states. This is because the scattering time depends on the total density of states. Nevertheless, the components of the conductivity tensor in 2D for a separable potential can be written as (Bagwell et al., 1989; Bagwell and Orlando, 1989b)

\[ \sigma_{xx}(E) = \sigma_{xx}^{1D}(E) \]  

(30)

and

\[ \sigma_{xy}(E) = \sigma_{xy}^{1D}(E) \]  

(31)

and

\[ \sigma_{yx}(E) = \sigma_{yx}^{1D}(E) = 0. \]  

(32)

A convenient algorithm for doing the convolutions for the conductivity is to first do the problem for the case when the scattering times are constant and equal. Then Equations 30 and 31 are simply convolutions with the 1D conductivities. That result can be multiplied by the energy dependent scattering time (which is proportional to the inverse of the density of states) to give the conductivity. Figure 7b shows the diagram for the convolution in Equation 30 and Equation 31.

To see how the convolutions for going from 1D to 2D devices work, consider the case of the Q1D conductors shown in Figure 1. Each one of the 1D parallel conductors can be considered to have a number of subbands at discrete energy levels. For simplicity we take the number of subbands to be three. The corresponding density of states \( N_{1D}(E) \) describing the subbands in the \( x \)-direction is shown in the second
Figure 7: The diagrams for calculating (a) the density of states and (b) the conductivity when the potential is separable. These diagrams assume zero temperature and no impurity broadening. The symbol \( \otimes \) denotes a convolution in energy.

column of Figure 5. The three delta functions correspond to the three energy levels of the subbands for a model potential. We have also included a portion of the 1D density of states going as \( E^{-1/2} \) to describe the density of states when the electron's energy exceeds the confining potential, since at those high energies the electron is virtually free. Of course, this is only a model density of states. Calculations based on solving Schrödinger's equation for the confining potential give similar results (Bagwell and Orlando, 1989b). The density of states \( N_{2D} \) is calculated by convolving the two 1D density of states as is shown in the top row of Figure 5. The density \( n_{2D}(E) \) is just the integral of the density of states. The conductivity \( \sigma_{2D}^{j}(E) \) is a convolution of the 1D conductivity with the density of states if the scattering time is taken to be a constant. The result of that convolution is shown in the third row of Figure 5. Note as a function of density that \( \sigma_{2D}^{j}(n) \) is linear even though the density of states and the conductivity both have structure in energy. This must be so for a constant scattering time, since the conductivity is given by \( \sigma = en\mu \) and \( \mu \) is a constant for a constant \( \tau \).

Taking \( \tau(E) \) to be inversely proportional to \( N_{2D}(E) \) gives \( \sigma_{2D}(E) \) as shown in Figure 6. \( \sigma_{2D}(E) \) in Figure 6 follows from multiplying \( \sigma_{2D}^{j}(E) \) in Figure 5 by the ratio \( \tau(E)/\tau_{c} \), from Equation 20, where \( \tau_{c} \) is the constant scattering time in Figure 5. Now when we plot \( \sigma_{2D}(E) \) versus density in Figure 6 the structure remains. The conductivity for a Q1D device is a minimum each time a new subband begins to be filled, because the scattering time (and mobility) is a minimum there due to the sudden increase in the density of states. Hence, we see that it is the modulation of the scattering time (mobility) that gives rise to the structure in the Q1D device.

By including temperature broadening and impurity broadening, we have been
able to model the conductivity of the Q1D device shown in Figure 1. The model calculation semi-quantitatively reproduces the features in the measured conductance.

The convolution method can also be applied to find $\sigma_{xx}$. If we consider a periodic array of wires, then this configuration is equivalent to finding the conductivity for the grating-gate LSSL. The model for this device has been discussed in (Bagwell and Orlando, 1989b).

### 3.2 Ballistic transport

In the ballistic limit of transport where $L_4 \gg \ell \gg L$, the conductivity can be calculated using Landauer's formula. Landauer's formula connects the current in the device to the quantum mechanical transmission coefficient $T(E,V)$ through the device (Landauer, 1957; Landauer, 1970). In 1D the current flowing in the y-direction from a left contact, which is at a voltage $V$ greater than the right contact, is given by (Wolff, 1985)

$$I_{1D}(E, V, T) = e \int v_{1D}^{+}(E') T_{1D}(E', V) N_{1D}^{+}(E')$$

$$\left[ f(E' - E, T) - f(E' - (E - eV), T) \right] dE'.$$  \hspace{1cm} (33)

Here $v_{1D}^{+}(E)$ is the group velocity for electrons moving in the positive y-direction, $N_{1D}^{+}(E)$ the density of states for electrons of both spins moving in the positive y-direction in a one dimensional free electron gas, $f(E, T)$ is the Fermi-Dirac distribution function, $T$ the temperature of both contacts, and $T_{1D}(E, V)$ the transmission coefficient. Here the energy $E$ is measured from the bottom of the band of electrons in the left contact.

The product of the group velocity and the electron density of states in one dimension is a constant given by

$$v_{1D}^{+}(E)N_{1D}^{+}(E) = \frac{1}{\pi \hbar}. \hspace{1cm} (34)$$

Note that this is a half of what Equations 22 and 23 imply since we are only interested in the electrons which are traveling in the positive direction, which is half the total density of states at a given energy.

The Fermi-Dirac function can also be expressed as the convolution

$$f(E, T) = [1 - \theta(E)] \otimes f'(E, T) \hspace{1cm} (35)$$

where $\theta$ is the unit step function. Equation 33 can therefore be rewritten as (Bagwell and Orlando, 1989a)

$$I_{1D}(E, V, T) = \frac{e}{\pi \hbar} T_{1D}(E, V) \otimes W(E, V) \otimes f'(E, T). \hspace{1cm} (36)$$

Here

$$W(E, V) = [\theta(E) - \theta(E - eV)]$$

is the voltage broadening function. Figure 8 depicts the convolution method for the current in 1D as given by Equation 36. Figure 8 is valid in the limit of ballistic transport.

If the applied voltage is greater than the Fermi energy then $W(E, V)$ must be cut off at the Fermi energy, namely

$$W(E, V) = \begin{cases} 
\theta(E) - \theta(E - eV) & \text{if } eV < \mu \\
\theta(E) - \theta(E - \mu) & \text{if } eV \geq \mu 
\end{cases} \hspace{1cm} (37)$$
As an example of the convolution method, consider a ballistic Q1D conductor of uniform width. If $E_1$ is the energy of the first subband, then, neglecting all the higher subbands, the Q1D conductor has unity transmission coefficient for all energies greater than $E_1$ such that

$$T_{1D}(E, V) = \theta(E - E_1).$$

(39)

For small voltages the zero temperature current becomes

$$I_{1D}(E, V) = \frac{e^2}{\pi\hbar} V \theta(E - E_1),$$

(40)

where structures of order $eV$ have been neglected. Hence, we see that a Q1D conductor with perfect transmission is characterized by a resistance $\pi\hbar/e^2$ for all energies greater than $E_1$. This is the quantum contact resistance (van Wees et al., 1988; Wharam et al., 1988). If there are two 1D subbands at $E_1$ and $E_2$ in a Q1D device, then for perfect transmission the contact conductance would be $e^2/\pi\hbar$ for each subband. The convolution broadening of Equation 40 with temperature and voltage, similar to Figure 9 below, is shown in Bagwell and Orlando (1989a).

Next, consider the case where the 1D subbands are formed in a constriction between two wider regions. This geometry describes the experiments of van Wees et al. (1988) and Wharam et al. (1988). For this case, there is an electrostatic potential difference between the wider regions and the constriction (Payne, 1989). As the applied voltage increases, the 1D subbands formed in the constriction shift to a lower energy with respect to the incident electron distribution in the wide regions. The transmission coefficient becomes approximately

$$T_{1D}(E, V) = \theta(E - E_1 + meV),$$

(41)

where $m = 1/2$ for the case of a symmetrical constriction. In general $m$ is a phenomenological parameter where $0 \leq m \leq 1$ (Kouwenhoven et al., 1989). For two Q1D subbands at $E_1$ and $E_2$, the conductance when $V$ is small is given by the solid line in Figure 9. We consider a symmetrical constriction so that, when the applied voltage is not negligible, the broadening of the conductance $G = I/V$ due to finite voltage is shown by the dashed line in Figure 9. The effect of temperature broadening...
Figure 9: The ballistic conductance versus emitter Fermi energy for two 1D subbands at $E_1$ and $E_2$ formed in a constriction between two wider regions. The two subbands have perfect transmission as shown by the solid line. The energy of the left contact is assumed to be at a voltage $V$ above the right contact. The dashed curve shows the broadening due to voltage and the dotted curve the broadening due to temperature following Bagwell and Orlando (1989a).

is also shown in the figure. Note that the shapes of the two broadenings are qualitatively different. Results similar to Figure 9 have also been obtained by Glazman and Khaetskii (1988, 1989). The nonlinear conductance of these ballistic devices has been measured and analyzed (Kouwenhoven et al., 1989). In addition, Landauer (1987, 1989) has addressed many fundamental issues relating to the conductance of these constrictions.

Many types of ballistic devices can be made in two and three dimensions. Again, if the transmission coefficient is known for the device, then the Landauer formula can be used to calculate the conductance. Unfortunately, the Landauer formula for higher dimensions, known as the multi-channel Landauer formula (Büttiker et al., 1985; Fischer and Lee, 1981), is in general quite complicated to evaluate. However, for separable potentials of the form given by Equation 26, the multichannel formula is equivalent to adding in parallel all the possible channels opened up by the second dimension. This parallel combination is equivalent to a convolution with the free electron density of states and hence, is similar to the diffusive result of Equations 29 and 30.

If the 1D transmission coefficient is known, then the convolution method will give the current for a 1D conductor. For a 2D conductor described by a separable potential as in Equation 26, the current density can be written as (Bagwell and Orlando, 1989a)

$$J_{2D}(E,V,T) = I_{1D}(E,V,T) \otimes \frac{1}{2} N_{1D}^2(E),$$  \hspace{1cm} (42)

where $I_{1D}(E,V,T)$ is known from Equation 36. Likewise, the current density in 3D
can be written for a separable potential in 3D as (Bagwell and Orlando, 1989a)

\[ J_{3D}(E, V, T) = J_{1D}(E, V, T) \otimes \frac{1}{2} N_{1D}^2(E) \otimes \frac{1}{2} N_{1D}^2(E). \]  (43)

These two equations have been used to correctly give the I-V characteristics for 3D resonant tunneling devices as well as for 2D resonant tunneling devices.

We have restricted our calculations to only the diffusive and ballistic limits. In the region between these two limits the effects of inelastic and elastic scattering must be treated at the same time. At present this has been done for a few isolated examples because of the complexity of the general problem. However, a rough estimate of how the transport is affected by energy level broadening in between these two limits can be given as follows: Divide the sample into blocks which have a linear dimension of the average \( L_4 \). The conductivity can be calculated in each of these blocks by considering the transport in each block to be ballistic. The conductances of each block can then be added up as a network of resistors (Büttiker, 1988). The broadening due to temperature would be the same for each block. Hence, if there was structure on the order of \( \Delta E \) in each block, then the temperature of about \( \Delta E = 3.5kT \) would wash the structure away. However, the voltage broadening would only be due to that part of the voltage that was dropped across each block. Therefore, the voltage broadening would be much less if there were more inelastic lengths in the sample. For example, a 1D conductor which has \( L = mL_4 \) has a voltage broadening of width \( eV/m \) where \( V \) is the total voltage drop across the sample. Therefore, a voltage such that \( eV = mL_4 \Delta E \) is necessary to wash away structure of the order \( \Delta E \). This dependence of voltage broadening on the number of inelastic lengths has been observed in grid gate LSSL devices and has been used to find \( L_4 \) (Ismail, 1989) for devices where \( m \) is small.

As the number of inelastic blocks gets large, we expect the result from adding up the ballistic resistances of the blocks to merge into the result calculated from the diffusive limit when \( L \gg L_4 \gg L \).

4 Summary

In this paper we have shown how the convolution method provides a convenient framework for understanding and calculating the conductivity in the diffusive and ballistic regimes of transport. In the diffusive regime the effects of temperature and impurity broadening can be written as convolutions. In the ballistic regime the effects of temperature and finite voltage can also be written as convolutions. We have also seen that for separable potentials, which describe many but not all devices, that the density of states and conductivity for 2D and 3D structures can be written as simple convolutions with the results for the 1D structure. Hence, we have used the convolution method in two ways: (1) to include physical broadening effects, and (2) to include dimensional effects.
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Appendix D

Landauer’s conductance formula and its generalization to finite voltages
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We recast the expression for tunneling current to show that the energy averaging due to a finite voltage is statistically independent from the energy averaging due to finite temperature. The energy averaging takes the mathematical form of convolutions. Convolving the standard Landauer conductance formula in energy with a voltage windowing function averages the conductance over an energy range equal to the applied voltage, just as the independent convolution with the Fermi-Dirac probability density function averages the conductance over an energy range equal to the temperature. We illustrate the effects of voltage broadening versus ordinary thermal broadening of the conductance using a quasi-one-dimensional ballistic conductor as a model system, as in the recent experiments of van Wees et al. [Phys. Rev. Lett. 60, 848 (1988)] and Wharam et al. [J. Phys. C 21, L209 (1988)].

I. INTRODUCTION

Since Landauer’s original work\textsuperscript{1,2} relating electrical conductance to the transmission probability through a region of elastic scatterers between two temperature baths, his formula has been extended to the case of multiple quantum channels,\textsuperscript{3,4} extended to include inelastic scattering within the sample,\textsuperscript{5} applied to many different experimental geometries,\textsuperscript{6,7} and derived from linear-response theory.\textsuperscript{8} A review of the two types of Landauer formulas, discussing the different measurement conditions under which each applies, is given in Refs. 6, 8, 9, and 10. References 6, 8, and 10 review the higher-dimensional analogs of these two types of Landauer formulas. The extension of Landauer’s formula to finite voltages has also been investigated.\textsuperscript{11,12}

The main goal of this paper is to express the effects of energy averaging due to finite voltage and finite temperature on the electrical conductance mathematically in terms of convolutions. This objective is important because convolutions are a very natural way to incorporate random processes leading to a broadening of energy levels, as is the case with the energy level broadening due to elastic and inelastic scattering in a normal dirty metal.\textsuperscript{13} We show in Sec. II that to generalize the zero-voltage and zero-temperature Landauer conductance formula to finite voltage and finite temperature, one merely convolves it in energy with both a voltage windowing function and a thermal smearing function, respectively. These two convolutions show that the effect of finite temperature is to average the conductance over a region $k_B T$ near the Fermi level, while one effect of finite voltage is to average the conductance over an energy range $eV$ near the Fermi level, as previously mentioned in Refs. 11 and 12. By proving that the difference in Fermi functions characterizing electrical conduction can be written as a convolution of two separate functions, one function depending only on the applied voltage and the other depending only on temperature, we show in this paper that voltage broadening and temperature broadening are statistically independent. We apply this convolution broadening method to a quasi-one-dimensional ballistic conductor to understand the qualitative similarities and differences between voltage broadening and ordinary thermal broadening of the conductance. By emphasizing that electrical conduction necessarily occurs at finite voltages, we gain additional insight into the physical mechanism responsible for the quantum contact resistance in one-dimensional ballistic conductors. In Sec. III we examine Landauer’s formula in the classical diffusive limit in one dimension, showing that it reduces to the standard Drude conductance result. We show that one also obtains the quantum contact resistance from the Drude-Sommerfeld conductance formula in the limit that the mean free path grows to its upper bound of the device size.

A subsidiary goal of this paper is to examine the relationship of Landauer’s conductance formula to previous treatments of electron tunneling at finite voltages. In the tunneling limit, by which we mean many parallel quantum channels with no scattering between them, we show in Sec. IV that the finite-voltage Landauer formula reduces to many well-known treatments of electron tunneling at finite voltages.\textsuperscript{12,14,15} However, even in this well-known tunneling limit, we can gain physical insight into the shape of the current density versus Fermi energy in different spatial dimensions by noting that, because the tunneling Hamiltonian is separable, we can obtain the tunneling current density in two spatial dimensions by convolving the one-dimensional tunneling current with the one-dimensional free-electron density of states, repeating this process to obtain the three-dimensional tunneling current density.
II. LANDAUER'S FORMULA IN ONE DIMENSION

Our model for a quantum conductor in one dimension is a potential $U(x, V)$ between two thermal reservoirs as in Fig. 1, where $U$ depends both on position $x$ and the applied voltage $V$. The potential $U(x, V)$ depends on the applied voltage because electrons reflected from a scattering obstacle pile up on one side of the obstacle, as emphasized in Ref. 1, leading to a density gradient and nonuniform electric field concentrated around the obstacle. These density and potential gradients in turn influence the tunneling potential so that $U(x, V)$ must be determined self-consistently, and our treatment totally neglects such effects. We emphasize that the self-consistent determination of $U(x, V)$ is the central issue in any specific calculation of tunneling currents. An approximate method to self-consistently determine the tunneling potential at finite voltages, but which still assumes a uniform electric field, is given in Ref. 11. In this paper we will seek results which will not depend strongly on the exact shape of the tunneling potential, as long as the electron tunnels through some $U(x, V)$.

Electrons deep inside the two reservoirs are assumed to have a Fermi-Dirac distribution shown in Fig. 1. We assume the effect of an applied voltage between the two reservoirs is to create an imbalance in the electrochemical potentials deep inside the reservoirs equal to the applied voltage. This result in a current

$$I(\mu, V, T) = e \int v^+(E) T(E, V) N^+(E)$$

$$\times \left[ f(E - (\mu + eV), T) - f(E - \mu, T) \right] dE,$$

where $v^+(E)$ is the group velocity for electrons moving in the positive $x$ direction, $N^+(E)$ the density of states for electrons of both spins moving in the positive $x$ direction in a one-dimensional free-electron gas, $f$ is the Fermi function, $T$ the temperature of both reservoirs, and $T(E, V)$ the transmission coefficient through the potential $U(x, V)$. By enforcing time reversal symmetry and current conservation during tunneling, it is possible to show that the current transmission probability through the potential $U(x, V)$ is the same from left to right as from right to left, i.e., $T(E, V) = T_L(E, V) = T_R(E, V)$. While Eq. (1) is intuitive, it is also possible to derive it using the transfer Hamiltonian method and Fermi's golden rule.12,14

The product of the group velocity and the electron density of states in one dimension is a constant given by

$$v^+(E) N^+(E) = \frac{1}{\hbar} \left[ \frac{dE}{dk} \right] \frac{1}{\pi} = \frac{1}{\pi \hbar}.$$ (2)

The Fermi function in Eq. (1) can itself be expressed as a composite probability function

$$f(E - \mu, T) = [1 - \theta(E - \mu)] \otimes \left[ -\frac{df}{dE}(E, T) \right],$$ (3)

where $\otimes$ denotes a convolution in energy, $\theta$ is the unit step function, and

$$-\frac{df}{dE}(E, T) = \frac{1}{4k_B T} \text{sech}^2 \left( \frac{E}{2k_B T} \right).$$ (4)

is the thermal smearing function or Fermi-Dirac probability density function. The convolution $\otimes$ of two functions $A(E)$ and $B(E)$ has its usual meaning,

$$A(E) \otimes B(E) = \int_{-\infty}^{\infty} A(E - E') B(E') dE'.$$

The difference of Fermi functions in Eq. (1) can therefore be written as

$$f(E - (\mu + eV), T) - f(E - \mu, T)$$

$$= [\theta(E - \mu) - \theta(E - (\mu + eV))] \otimes \left[ -\frac{df}{dE}(E, T) \right].$$ (6)

Equation (6) shows that the difference of Fermi functions in Eq. (1) can be expressed as the convolution in energy of two independent functions, one of which depends only on the applied voltage and the other which depends only on the temperature. Equation (6) therefore separates the effect of finite voltage on the electrical current from the effect of finite temperature.

Our expression for the current now becomes

$$I(E, V, T) = e \left[ T(E, V) \otimes W(E, V) \otimes \left[ -\frac{df}{dE}(E, T) \right] \right]$$

$$\equiv \frac{e^2 V}{\pi \hbar} \bar{T}(E, V).$$ (7)

Equation (7), where $W(E, V) = [\theta(E + eV) - \theta(E)]$, is our interpretation of the finite-voltage Landauer formula in one dimension in terms of convolutions. $\bar{T}(E, V)$ is the energy averaged transmission coefficient. After carrying
graphically in Fig. 2. At this point we ignore the last two convolutions shown in the figure. If both \( eV \) and \( k_B T \) are small compared with any structure in the transmission coefficient \( T(E, V) \), Eq. (7) reduces to the well-known result

\[
I(E)=\frac{e^2}{\pi h} T(E)V = \frac{V}{R_t}
\]  

(8)

which is Landauer's conductance formula in one dimension. Here \( R_t \) is the total resistance of the electron moving from one contact to the other. This formula was also obtained explicitly in Ref. 12 in a discussion of tunneling in one dimension between two thermal reservoirs.

Equation (7) has a simple physical interpretation: The convolution with the voltage window \( W(E, V) = [\theta(E + eV) - \theta(E)] \) implies that the electron beam near the Fermi surface contributing to conduction is not monochromatic; it has a width in energy of \( eV \). The box-like shape of \( W(E, V) \) as shown in Fig. 2 argues that the electron beam near the Fermi surface has a uniform probability to have any energy between the electrochemical potential in the right contact and that energy plus \( eV \). Equivalently, the average tunneling electron near the Fermi energy has a variance about its mean energy of \( \Delta E \approx \hbar V/2e \) due to the applied voltage.\(^{16} \) The convolution with \( -df(E, T)/dE \) is just the standard thermal broadening of the conductance. Just as thermal broadening of the conductance makes it necessary to average the zero-temperature conductance over an energy range \( k_B T \), finite voltages require averaging the conductance. Just as thermal broadening of the carrier charge, velocity, and density are statistically independent.

Note also that the phase coherence time \( \tau_{\phi} = \hbar/eV \) introduced by the nonmonochromatic electron beam at finite voltages is analogous to the better-known phase coherence time \( \tau_{\phi} = \hbar/k_B T \), both times being set approximately by the variances of \( W(E, V) \) and \( -df(E, T)/dE \), respectively. However, \( \tau_{\phi} \) is only a measure of the phase coherence of the tunneling electron, whereas \( \tau_{\phi} \) is the phase coherence time of the entire electron beam.

Equation (8) predicts that a conductor having perfect transmission \( T(E) = 1 \) has a contact resistance of \( R_C = h/2e^2 \). This result seems to be contrary to one's intuition from the Drude formula as well as from Landauer's original formula,\(^{17} \) which gives the device resistance \( R_d \) as

\[
R_d = \frac{h}{2e^2} \frac{R(E)}{T(E)}
\]

(9)

Here \( R(E) \) is the reflection coefficient so that \( T(E) + R(E) = 1 \). B"uttiker\(^4 \) discusses the assumptions necessary to obtain Eq. (9). Both the Drude formula as well as Landauer's original formula, Eq. (9), assert that a length of perfect conductor has zero resistance.\(^{17} \) It is now understood\(^5,6 \) that whether one obtains Eq. (8) or (9) in an actual experiment depends on how the resistance is measured. Connecting two weakly coupled voltage probes to the ideal conductors in Fig. 1, which measure the electrochemical potentials \( \mu_1 \) and \( \mu_2 \) as defined in Ref. 18, one obtains the original Landauer formula

\[
V_d = (\mu_1 - \mu_2)/e = IR_d = (h/2e^2)(R/T)
\]

which is Eq. (8). Landauer's original formula for \( R_d \) corresponds to the standard four-probe geometry for measuring resistance, in which the voltmeter is only weakly coupled to the sample one wishes to measure and no current flows into the voltmeter. If, on the other hand, one wishes to obtain the resistance using a two-probe geometry, which measures the electrochemical potentials \( \mu + eV = \mu_1 \) and \( \mu = \mu_2 \), one obtains

\[
V_1 = V = (\mu_1 - \mu_2)/e = IR_1 = (h/2e^2)(1/T)
\]

which is Eq. (8). In this case the voltmeter is the reservoir, which is strongly coupled to the system one wishes to measure. Due to the incoherence introduced by the reservoirs\(^3 \) in Fig. 1, the total resistance \( R_t \) is simply the sum of the device resistance \( R_d \) plus the contact resistance \( R_c \), i.e., \( R_t = R_d + R_c \). That \( R_c \) is in fact a contact resistance associated with the introduction of the two reservoirs in Fig. 1 was explained by Imry\(^6 \) in terms of the effusion of a gas through a small hole, and by B"uttiker\(^2,6 \) who emphasized that carrier motion from one reservoir to the other was essential to obtain the contact resistance.

The contact resistance implied by Eq. (8) follows from the argument in Eq. (1) that the current is only a product of the carrier charge, velocity, and density. For small temperatures and voltages this gives

\[
I = e\mu^+ n^+ (E_F) = e\mu^+ [N^+(E_F) eV] = \frac{e^2}{\pi h} V
\]

where \( n^+ (E_F) = N^+(E_F) eV \) is the carrier density near the Fermi level. As the Fermi level is raised, the Fermi velocity increases but the carrier density decreases. Equation (2) tells us that, in one dimension, these two factors exactly cancel each other for all energies. The contact resistance in Eq. (8) is then a consequence of the seemingly fortuitous cancellation in Eq. (2). We wish to
not rely on Eq. (2), and which emphasizes the way in which current is drawn out at a contact.

To gain further insight into the contact resistance and make a plausible argument for Eq. (8), introduce the times

\[ I = \frac{2e}{\tau_c + \tau_d} = \frac{e^2}{\pi \hbar} T(E)V \quad \text{and} \quad I = \frac{2e}{\tau_c} = \frac{e^2}{\pi \hbar} V \tag{10} \]

which define the effective time of an electron in the device \( \tau_d \) and the contact \( \tau_c \). One obtains for these times

\[ \tau_c = \frac{2\pi \hbar}{eV} = T(E) \quad \text{and} \quad \tau_d = \frac{2\pi \hbar}{eV} \frac{1-T(E)}{T(E)} . \tag{11} \]

The time \( \tau_d \) corresponds to the original Landauer formula \( R_d \) while the time \( \tau_c \) corresponds to the contact resistance \( R_c \). If the conductor is in the classical diffusive limit, the time \( \tau_d \) is proportional to the time for a classical particle to diffuse across the conductor.\(^{19}\)

We can now make a plausibility argument for Eq. (8). We consider a single quantum ballistic channel having unity transmission so that the resistance \( R_d \) is negligible, i.e., \( \tau_d \rightarrow 0 \). That the conductance of the perfect wire by itself is infinite one can understand simply from the Drude formula, in which an impulse function electric field excites a current which flows forever without decaying. Our emphasis must be on understanding the resistance \( R_c \), which we do by arguing for the time \( \tau_c \) as follows: Consider the case of zero temperature. Far away from the interface between the device and the reservoir, the right contact must be described by a Fermi function having a single current-carrying state at the electrochemical potential \( \mu_r \). As the right contact rapidly draws out an electron at energy \( \mu_r \), another electron can occupy that energy level. It cannot, however, do so instantaneously. When the average tunneling electron near the Fermi surface reaches the right contact, it must dissipate on average an amount of energy \( \Delta E = eV \) in that contact. Even if inelastic scattering processes occur on very rapid time scales in the contact, there is a limit imposed by the uncertainty principle for the rate at which energy can be dissipated into the thermal bath, namely \( 1/\Delta \tau = \Delta E/\hbar \). The time \( \Delta \tau \) to dissipate an amount of energy \( \Delta E = eV \) into the contact should be the same order of magnitude as the time \( \tau_c \) to equilibrate with the measurement reservoir. This equilibration step will limit the current flow because, if the electron is out of equilibrium with the measurement reservoir, the reservoir cannot detect the electron. Therefore, only one electron of charge \( e \) can flow across the device every \( \hbar/eV \) sec.\(^{20}\) Imposing this rate-limiting process in the contacts, we argue that the electrical current even in this ballistic case is

\[ \frac{e}{\Delta \tau} \approx \frac{e}{\hbar} \Delta E \approx \frac{e^2}{\hbar} V , \tag{12} \]

which is the same order of magnitude as Eq. (8). This contact resistance corresponds to energy dissipation in the reservoirs, since no energy can be dissipated by elastic scattering in the sample. For the electron to dissipate an amount of energy \( eV \) in the reservoir requires some time to be transported into the right contact even in a perfectly ballistic device. Since the rate-limiting step for the current occurs in the contact, not in the device itself, the conductance formula (7) is independent of the length of the device as \( T(E) \rightarrow 1 \). The contact resistance is also plausibly from the perspective that the voltage sources, which influence only the electrochemical potential deep inside the reservoirs, have no way of knowing that an electron has, in fact, transited the device until it comes into equilibrium with a Fermi function inside the reservoir. While the above argument is only heuristic, we believe it can be placed on firmer mathematical grounds by analogy with the onset of resistance in narrow superconductors via "phase slips."

The factor of \( T(E) \) which enters into Eq. (8) can also be understood from an energy dissipation viewpoint: Only those electrons which in fact transit the device dissipate energy and wind up contributing to the resistance. We also note that the analog of Eq. (9) at finite voltages has been suggested in Ref. 11 to be

\[ I/V_d = (2e^2/\hbar)\left( \frac{T}{R} \right) \]

where \( T \) is the simply the energy averaged transmission coefficient defined in Eq. (7) and \( \bar{T} + \bar{R} = 1 \).

Consider now a quasi-one-dimensional ballistic wire described by the separable potential \( U(x,y,V) = U_s(x,V) + U_j(y) \), where \( U_j(y) \) is a confining potential which quantizes the electron energies perpendicular to the direction of transport. The separable Hamiltonian implies that there is no scattering between the different subbands created by the confining potential \( U_j(y) \). Equation (7) therefore generalizes, as we show in Sec. IV, to simply a sum over all the possible paths for electrons to transmit between the left and right contacts:

\[ I(E,V,T) = \frac{e}{\pi \hbar} \sum_i T_i(E,V) \otimes W(E,V) \left[ -\frac{d}{dE} \right] , \tag{13} \]

where the sum is over all occupied subbands. For a ballistic quasi-one-dimensional wire with \( U_s(x,V) = 0 \), we have

\[ T_i(E,V) \sim \delta(E - E_i) \tag{14} \]

at moderate voltages. Here \( E_i \) is the subband energy for quantized motion perpendicular to the direction of transport. The limiting case of this formula at zero temperature is when the thermal smearing function becomes a \( \delta \) function so that

\[ I(E,V,T = 0) = \frac{e}{\pi \hbar} \sum_i \theta(E - E_i) \otimes W(E,V) . \tag{15} \]

We can carry out the convolution to obtain

\[ \theta(E - E_i) \otimes W(E,V) \]

\[
\begin{cases} 0, & E < E_i - eV \\ E - (E_i - eV), & E_i - eV < E < E_i \\ eV, & E > E_i \end{cases} \tag{16} \]
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at finite temperature and
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at finite voltages. The maximum slope of the steps in conductance versus Fermi energy is limited by the phase coherence times $\tau_T$ and $\tau_V$, and is proportional to the phase coherence time. In a field effect transistor where the chemical potential is proportional to the gate bias voltage $V_g$, and if the chemical potential were controlled by such a gate, one could interpret $g_m = dI/dV_g = eV dG/d\mu$ as the transconductance of the device. For such a structure, the transconductance would have a finite maximum value even in the ballistic transport regime. When the applied voltage is much greater than the temperature, this maximum transconductance in the quasi-one-dimensional ballistic wire be-

III. CLASSICAL DIFFUSIVE LIMIT OF LANDAuer'S FORMULA

We are interested in the case with there are $n$ scatterers randomly distributed in one dimension between two reservoirs as in Fig. 4. We consider the diffusion of classical particles down the chain of scatterers. Evaluating Landauer's formula for this case requires evaluating the transmission probability of a classical particle down a chain of $n$ identical scatterers. This can be treated as a classical random walk down the $n$ scattering sites. The classical transmission probability $T_n$ down the total chain of $n$ scatterers can be obtained in terms of a recursion relation

$$T_n = \frac{T_1 T_{n-1}}{1 - R_1 R_{n-1}} \quad \text{where } T_n + R_n = 1.$$ \hspace{1cm} (19)

The solution of this recursion relation, which can be motivated from physical arguments involving the addition of classical resistors in series, is

$$T_n = \frac{1}{(R_1/T_1)^n + 1},$$ \hspace{1cm} (20)

where $T_1$ is the probability of a classical particle being transmitted by a single scatterer. This result has been obtained in Ref. 2, and the special case with $T=R=\frac{1}{2}$ treated in Ref. 23 using a different method. Substituting this classical transmission coefficient into Landauer's conductance formula in one dimension, Eq. (8), gives the diffusive conductance

$$G_{1D} = \frac{e^2}{\pi \hbar} \frac{1}{(R_1/T_1)^n + 1}.$$ \hspace{1cm} (21)

If we choose the scattering centers to be different, with scatterer $a$ having a transmission coefficient $T_a$, etc., we obtain for the resistance $R_{1D}$ after solving a recursion relation similar to Eq. (19)

$$\frac{e^2}{\pi \hbar} R_{1D} = \frac{R_a}{T_a} + \frac{R_b}{T_b} + \frac{R_c}{T_c} + \cdots + 1,$$ \hspace{1cm} (22)

which is just the classical sum of the original $R/T$ Landauer resistance from each scatterer plus the contact resistance.

If we choose $T_a=R_a=\frac{1}{2}$ for each scatterer, corresponding to the assumption of isotropic scattering in the

![FIG. 3. Ballistic contact resistance in a quasi-one-dimensional quantum wire illustrating the effects of finite voltages and finite temperature.](image)

![FIG. 4. $n$ randomly positioned scatterers between two thermal reservoirs in one dimension. The two reservoirs are also regarded as scatterers so that the mean separation $l$ between scattering centers is $L=(n+1)l$. Where $L$ is the sample](image)
conductor, each elastic collision with a scatterer completely randomizes the particle's momentum direction. Our form for the classical diffusive conductance, Eq. (22), suggests that we interpret the contact resistance on the right-hand side as stating that the thermal reservoirs completely randomize the momentum direction of the electron when it enters the reservoir. The reservoir captures all particles incident upon it, then immediately randomizes their momentum direction due to rapid scattering inside the reservoir. This assumption is included in our derivation of the conductance formula (8) by assuming the reservoirs are described by a Fermi distribution.

We now wish to compare Eq. (21) to the standard Drude-Sommerfeld conductivity expression in one dimension,

$$\sigma_{1D} = e^2 N(E_F) D(E_F) = e^2 \frac{2}{\pi \hbar} v_F \tau_u = \frac{2 e^2}{\pi \hbar} l_{tr}, \quad (23)$$

where $l_{tr} = v_F \tau_u$ is the transport mean free path at the Fermi level and $D(E_F) = v_F^2 \tau_u$ is the diffusion coefficient. To obtain the conductance in one dimension, we merely divide by the length of the sample:

$$G_{1D} = \frac{\sigma_{1D}}{L} = \frac{e^2}{\pi \hbar} \frac{l_{tr}}{L} \quad (24)$$

In order for the diffusive conductance from Landauer's formula, Eq. (21), to equal the Drude conductance in Eq. (24), we must conclude that

$$2 l_{tr} = \frac{1}{(R_1/T_1)n + 1} \quad (25)$$

To show that Eq. (25) is correct, consider the special case of isotropic scattering in the conductor. Here $T_1 = R_1 = \frac{1}{2}$, so that the transport mean free path is equal to the mean distance between the scatterers, i.e., $l_{tr} = l$. In that case Eq. (25) becomes

$$2 l = \frac{1}{n + 1} \quad (26)$$

In the limit that $n$ becomes large, Eq. (26) implies that the mean free path is half the average spacing between scattering centers. We would obtain this result for the mean free path in one dimension if we average the distance to collide with a scatterer over a uniform distribution of all possible starting positions for the random walk. This statistical average is consistent with the standard assumption used in deriving the Drude conductivity, in which we consider an electron executing a random walk inside an "average" conductor that is spatially uniform. We can either keep the scatterers fixed and average over all possible starting positions for the random walk, or we can keep the origin of the random walk fixed and average over all possible impurity locations. Either way we obtain that the mean free path which should appear in the Drude formula, Eq. (24), is half the average spacing between scatterers. Consequently, for large $n$, Eq. (26) is correct, so that the Drude conductance is equivalent to the diffusive limit of the Landauer conductance. Moreover, even for small $n$, Eq. (26) can be shown the arrangement of the $n$ scatterers between two thermal reservoirs as shown in Fig. 4. The reservoirs are regarded as being two additional scatterers which absorb all carriers incident upon them while simultaneously randomizing the carrier's momentum direction, so they must be included in computing the mean free path $l$. From the geometry of the scatterers we therefore have for a given scattering configuration that $L = (n + 1)/2$. The mean free path in the average configuration of the scatterers is therefore $L = 2(n + 1)/2$ as in Eq. (26). We see again that the Drude conductance, given by Eq. (24), and Landauer's conductance formula, Eq. (8), in the classical diffusive limit are the same.

The Drude conductance formula and the Landauer conductance formula can also be made equivalent in the ballistic limit of no scattering between the thermal reservoirs ($n = 0$), if we reinterpret the meaning of the transport mean free path which enters the Drude conductance in Eq. (24). The standard interpretation of the transport mean free path $l_{tr} = v_F \tau_u$ is that $\tau_u$ is the scattering time in an infinite system. In this standard interpretation $l_{tr}$ can increase without bound. If we now reinterpret $l_{tr}$ as the average distance for the conduction electron to randomize its momentum direction in a finite sample, we see that the longest possible transport mean free path for any given sample is just the sample length. For the average sample described by Eq. (24), this argument gives $2 l_{tr} = 2l = L$, in which case the ballistic conductance is

$$G_{1D} = \frac{e^2}{\pi \hbar} \quad (27)$$

as before. The contact resistance can be thought of from this viewpoint as a consequence of the electron's transport mean free path being limited to at most the sample length.

We can gain further insight into the Drude-Sommerfeld conductance by considering a quantum particle moving in a set of potential barriers in one dimension, with barrier $a$ having a quantum-mechanical transmission probability $T_a$, etc. In computing the total transmission probability of a quantum particle down this chain of scatterers one cannot ignore the phase of the particle. The total transmission coefficient down the chain will therefore be much more complicated than in Eq. (22). Büttiker has worked out the general case for the addition of quantum resistors in series. In the case where the particle inelastically scatters with probability one between each elastic scatterer, his results can be written very simply as

$$\frac{e^2}{\pi \hbar} R_{1D} = \left[ \frac{R_a}{T_a} + 1 \right] + \left[ \frac{R_b}{T_b} + 1 \right] + \left[ \frac{R_c}{T_c} + 1 \right] + \cdots + 1. \quad (28)$$

The quantum particle picks up the contact resistance each time it inelastically scatters. Equation (28) was derived for zero applied voltage. In the case of a finite voltage, we must average each transmission and reflection coefficient over the energy dissipated into the inelastic
the applied voltage divided by the number of additional inelastic scatterings inside the sample. If the number of inelastic scattering events increases with temperature, then the energy averaging due to voltage and temperature will be related, in contrast to the case where there is no inelastic scattering inside the device. Another interesting property of Eq. (28) is that the total transmission coefficient decreases linearly with the length of the 1D chain as expected if the motion is diffusive. It is generally believed that, for most types of disorder, the resistance of a 1D chain without inelastic scattering increases exponentially with the length of the chain. Therefore, it appears that inelastic scattering processes are necessary to obtain diffusion in 1D. Equation (28), if compared with the Drude conductance in Eq. (24), gives Matthiessen's rule \( I = I_{\text{tr}} - I_{\text{rl}} \), where \( L / 2l_{\text{in}} = (R_1 / R_1) \ln \) for the case of identical barriers and \( L / 2l_{\text{in}} = n + 1 \).

IV. TUNNELING LIMIT OF LANDAUER'S FORMULA

IN TWO AND THREE DIMENSIONS

We consider here the generalization of Landauer's conductance formula to include many quantum channels or sets of good quantum numbers in the ideal device leads as described in Refs. 3 and 10. Define the current transmission probability \( T_{ij} \) from channel \( j \) in the left reservoir to channel \( i \) in the right reservoir evaluated at a given energy as

\[
T_{ij} = \frac{J_{i,j,\text{right}}}{J_{i,j,\text{left}}} = t_{ij}^* t_{ij}
\]

when all other incoming currents are zero. Here \( t_{ij} \) is the current transmission amplitude as defined in the scattering matrix. The current from left to right, in the spirit of the derivation in Ref. 14, is therefore obtained as

\[
I_{u} = \sum_{ij} e \int v_+^{T}(E)N_+^{T}(E)T_{ij}(E,V)
\times f_{i}(E-(\mu+eV))[1-f_{i}(E-\mu)]dE.
\]

The current from right to left is similarly

\[
I_{l} = \sum_{ij} e \int v_-^{T}(E)N_-^{T}(E)T_{ji}(E,V)f_{i}(E-\mu)
\times [1-f_{i}(E-(\mu+eV))]dE.
\]

Here \( v^+ = v^- \) and \( N^+ = N^- = N / 2 \).

Current conservation along with time reversal symmetry give the constraint \( t_{ij} = t_{ji} \), implying that \( T_{ij} = T_{ji} \). The net current is therefore

\[
I = I_{u} - I_{l} = \sum_{ij} e \int T_{ij}(E,V)[f_{i}(E-(\mu+eV))-f_{i}(E-\mu)]dE.
\]

Equation (33) reduces to the general result

\[
I = \frac{e}{\pi \hbar} \sum_{ij} T_{ij}(E,V) \delta W(E,V) \frac{df(E,T)}{dE},
\]

where \( W(E,V) \) is again the voltage window given by

\[
W(E,V) = [\theta(E+eV)-\theta(E)].
\]

Equation (33) shows that temperature broadening and voltage broadening are statistically independent even in this multichannel case. Equation (33) reduces at low temperatures and small voltages to the well-known result

\[
I = \frac{e^2 V}{2\pi \hbar} \sum_{ij} T_{ij} = \frac{e^2 V}{2\pi \hbar} \sum_{ij} t_{ij} t_{ij}^* = \frac{e^2 V}{2\pi \hbar} \text{Tr}(\mathbf{t}^\dagger),
\]

where the sum in Eq. (34) also runs over the individual spin quantum numbers, thus differing by a factor of 2 from Eq. (33). Equation (34) is analogous to the Landauer formula proportional to \( T \), Eq. (8) describing a two-probe measurement. References 3, 6, and 10 give the multiple channel Landauer formula which describes a four-probe measurement, analogous to the \( T/R \) Landauer formula in Eq. (9).

For a general \( T_{ij} \), Eq. (34) allows the possibility that electrons can scatter between different quantum channels. We are interested in the tunneling limit of this formula, for which \( T_{ij} = T_{ij} \delta_{ij} \). The current transmission probability takes this form only if the Hamiltonian is separable as \( \hat{H} = \sum_{x} H_{x} + H_{y} + H_{z} \), thus justifying Eq. (13) in our earlier treatment of the ballistic quasi-one-dimensional wire. This tunneling limit corresponds to the classical addition of resistors in parallel, i.e., there is no communication between the parallel resistors. Because there is no scattering between the different conducting channels inside the sample, we only have to sum over one channel index in Eq. (34), namely

\[
I = \frac{e^2 V}{2\pi \hbar} \sum_{ij} T_{ij} \delta_{ij} = \frac{e^2 V}{2\pi \hbar} \sum_{i} T_{i}.
\]

This limit also corresponds to the usual treatment of electron tunneling, for which we assume a static potential having spatial variation only along the \( x \) direction. To prove this, note first that the Hamiltonian is separable so that \( E = E_x + E_y + E_z \). Furthermore, the eigenfunctions along \( y \) and \( z \) are plane waves so that \( E_y = \hbar^2 k_y^2 / 2m \) and \( E_z = \hbar^2 k_z^2 / 2m \). The transverse channel index \( i \) can be labeled by \( i = (k_y, k_z) \). Translational invariance along the \( y \) and \( z \) directions implies there is no scattering potential to couple the transverse channels. We enforce conservation of energy by writing

\[
T_{i}(E_z) = T(E - E_y(k_y) - E_z(k_z)).
\]

Expressing the multichannel Landauer formula, Eq. (35), in terms of a current density then gives

\[
J_{3D} = \frac{1}{\hbar k_y k_z} \sum_{k_y, k_z, \text{spin}} T(E - E_y(k_y) - E_z(k_z)).
\]
Recognizing the one-dimensional identity
\[
2 \frac{1}{L_y} \sum_{k_y} \rightarrow \int N_{1D}^{\text{free}}(E) dE_y ,
\]
where \(N_{1D}^{\text{free}}(E)\) is the one-dimensional free-electron density of states including spin
\[
N_{1D}^{\text{free}}(E) = \frac{1}{\pi} \left( \frac{2m}{\hbar^2} \right)^{1/2} \left( \frac{1}{E} \right)^{1/2} \theta(E) ,
\]
the current density now becomes
\[
J_{3D} = \frac{e^2V}{2\pi\hbar} \sum_{\text{spin}} \int \frac{1}{2} N_{1D}^{\text{free}}(E_y) \frac{1}{2} N_{1D}^{\text{free}}(E_z)
\times T(E - E_y(k_y) - E_z(k_z)) dE_y dE_z .
\]
Equation (39) can be written as a convolution
\[
J_{3D} = \frac{I}{L_y L_z} = \frac{e^2V}{2\pi\hbar} T(E) \otimes \frac{1}{2} N_{1D}^{\text{free}}(E) \otimes \frac{1}{2} N_{1D}^{\text{free}}(E) .
\]
If we had started from a standard tunneling formalism, we would have obtained
\[
J_{3D}(E,V,T) = \frac{e}{\pi\hbar} T(E,V) \otimes W(E,V) \otimes \left[ - \frac{dF}{dE}(E,T) \right]
\otimes \frac{1}{2} N_{1D}^{\text{free}}(E) \otimes \frac{1}{2} N_{1D}^{\text{free}}(E) .
\]
Equation (39) is shown graphically in Fig. 2. From Eq. (41) one can obtain any tunneling current at finite voltage and temperature found in Refs. 12, 14, and 15. A helpful identity in obtaining these tunneling currents is
\[
\frac{1}{2} N_{1D}^{\text{free}}(E) \otimes \frac{1}{2} N_{1D}^{\text{free}}(E) = \frac{1}{2} N_{2D}^{\text{free}}(E) = \frac{1}{2} \left( \frac{m}{2\pi\hbar^2} \right)^{1/2} \theta(E) .
\]
Results analogous to Eqs. (42) and (40) for the density of states and electrical currents follow for any separable potential. Using Eqs. (42) and (40), we see that in the standard type of quantum-mechanical tunneling calculations in three dimensions, the quantum contact resistance never appears. The reason is, of course, that in going over to a continuum of states we add an infinite number of conducting channels in parallel. For tunneling at finite voltages, Eq. (33) reduces to the standard tunneling current density at finite voltages, Eq. (41), thus having the correct behavior in the tunneling limit.

By analogy with our consideration of classical diffusion in the previous section, we note that the multiple-channel Landauer formula has been applied to consider voltage fluctuations in small diffusive conductors.25

V. CONCLUSIONS

Using the Landauer formalism we have examined the effects of finite voltages on quantum transport, showing that the finite voltage acts to average the electrical conductance over an energy range equal to the applied voltage. This voltage broadening is similar to ordinary thermal broadening of the conductance, which averages the conductance over an energy range equal to the temperature. We showed that both thermal and voltage broadening of the conductance can be expressed as independent convolutions with known functions, proving that voltage broadening and ordinary temperature broadening are statistically independent. Motivated by the recent experiments of van Wees et al.21 and Wharam et al.,22 we examined thermal and voltage broadening of the conductance using a quasi-one-dimensional ballistic conductor as a model system. The finite width of the rises in the quantized steps in conductance versus electrochemical potential in these experiments is inversely proportional to the phase coherence time of the electron introduced by either finite voltage or finite temperature. The quantum contact resistances can be thought of either as a consequence of the rate limitation imposed by the uncertainty principle in the device leads or as a consequence that the mean free path is limited at most to the device size.

We also examined both the diffusive and tunneling limits of Landauer's conductance formula. In the classical diffusive limit the one-dimensional Landauer formula reduces to the Drude-Sommerfeld conductance in one dimension. In the tunneling limit, the finite-voltage Landauer formula is equivalent to many previous treatments of electron tunneling at finite voltages. In this tunneling limit, we have shown that simply by repeatedly convolving the tunneling current in one dimension with the one-dimensional free electron density of states, one obtains the tunneling current density in two and three spatial dimensions.
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voltage probes.


16If the applied voltage is greater than the Fermi energy, then \( W(E,V) \) must be cut off at the Fermi energy, namely,

\[
W(E,V) = \begin{cases} 
[\theta(E + eV) - \theta(E)], & eV < \mu \\
[\theta(E + \mu) - \theta(E)], & eV \geq \mu . 
\end{cases} 
\]


19Use the Drude-Sommerfeld formula to describe the conductance of one electron of each spin in a device of length \( L_d \) by

\[
I = \frac{2e}{\tau_d} = e^2 D(E_F)N(E_F) \frac{V}{L_d} ,
\]

where \( V \) is the applied voltage and \( D(E_F) = \frac{\mu}{\tau_F} \) is determined by the Fermi velocity and momentum relaxation time. We later show that Eq. (44) is equivalent to Eq. (9) in the classical diffusive limit. The time \( \tau_d \) is then given as

\[
\frac{2}{\tau_d} = D \frac{N(E_F)eV}{L_d} = \left[ \frac{D}{L_d^2} \right] [N(E_F)eVL_d]
\]

describing an electron gas in one dimension of arbitrary density \( n = N(E_F)eV \). Thus \( \tau_d \) is the time for one electron to diffuse across the device divided by the number of electrons in the device.

20This argument makes one wonder if it would be possible to see any indication of this frequency \( eV/h \), which is half the Josephson frequency, in the current of a ballistic quasi-one-dimensional conductor as a function of time. Because of the spin degeneracy two electrons cross the conductor every \( h/eV \) sec.
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We calculate the current versus emitter to collector voltage, current versus emitter Fermi energy, and current versus potential energy in the quantum well for double-barrier resonant tunneling devices having a one-, two-, or three-dimensional electron emitter. We consider both transistor and diode operation of the devices. For each device, the current is obtained using a method which describes the effects of finite temperature, finite voltage, and free-electron motion perpendicular to the tunneling direction as independent convolutions.

I. INTRODUCTION

Resonant tunneling diodes have improved steadily since the 1970's,1 attaining frequency responses in the terahertz range2 and peak-to-valley current ratios of over 30 at room temperature.3 The development of fine lithography has led to other types of resonant tunneling devices, both vertical4 and in the plane of a GaAs/GaAlAs heterojunction layer.5-7 Many of these new types of electron devices based on resonant tunneling are designed to operate as a transistor,8,9 and not merely as a diode, as was the case in earlier work.

Luryi10 developed one way to understand the currents in resonant tunneling devices. He considered a three-dimensional electron emitter and, by enforcing momentum conservation perpendicular to the tunneling direction, concluded that only electrons lying on a disk in momentum space defined by the resonant wavelength contribute to the current. Liu and Aers11 extended this picture to explain the current-voltage characteristics for electrons tunneling from a three-dimensional emitter (3DE) into a quantum well, quantum wire, and quantum dot. But recently fabricated resonant tunneling devices contain a two-dimensional emitter (2DE)5-7 as well as a one-dimensional emitter (1DE).4 While the standard picture of Luryi and its extensions can undoubtedly be used to understand the current-voltage characteristics of these devices, we believe that a complementary graphical method based on convolutions12 is a powerful method for understanding these new types of resonant tunneling devices.

The goal of this paper is to apply our convolution method12 to calculate the currents in resonant tunneling devices having a one-, two-, or three-dimensional electron emitter shown schematically in Fig. 1. In Sec. II we rewrite the standard formula for tunneling current1 to clearly separate the effects of finite temperature, finite voltage, and an increase in the spatial dimension of the electron emitter in these devices. Finite voltage, finite temperature, and increasing the emitter spatial dimension enter the formula for tunneling current as a convolution in energy with a voltage broadening function, a thermal broadening function which is the derivative of the Fermi function, and the free-electron density of states, respectively. The effects of temperature, voltage, and the emitter dimensionality on the tunneling current can therefore be considered independently and in any order.

The separation of the effects of finite voltage, finite temperature, and the spatial dimension of the emitter in the formula for tunneling current, and the resulting intuitive picture of tunneling currents, is the main advantage of our method. The voltage convolution averages the device current over the electron energy distribution in the emitter, accounting for the emitter launching electrons over a range of different speeds. The thermal convolution accounts for the variance in these speeds. And the convolution with the free-electron density of states merely counts the number of resonant electrons, given that the emitter can launch electrons in many possible directions.

We evaluate these convolutions graphically to obtain the current as a function of Fermi energy in the emitter, as a function of bias across the device, and as a function of potential energy in the quantum well. In Sec. III we consider the resonant tunneling devices of Fig. 1 operated as transistors by sweeping the Fermi energy at low source-to-drain voltage. This simulates field-effect transistor operation. We

FIG. 1. Resonant tunneling from (a) a one-dimensional emitter (1DE), (b) a two-dimensional emitter (2DE), and (c) a three-dimensional emitter (3DE). The subbands created when confining the electrons are assumed to be widely spaced compared with our other energy scales.
compare the transconductance of devices having different emitter dimensionality. In Sec. IV we consider the three resonant tunneling devices operated as diodes. The resonant tunneling peak has a shape characteristic of the emitter spatial dimension. In Sec. IV we also consider transistor operation resulting from modulating the potential energy of the quantum well. This simulates adding a base contact to the device. Our goal in this paper is not to obtain quantitative I-V curves for a particular device structure, but to understand how the general shape of the curves change for each different spatial dimension of the device emitter. In Sec. V we show how the currents in other possible resonant tunneling device geometries are related via our convolution method.

II. CONVOLUTION METHOD

In this section we give an intuitive introduction to our convolution method using the devices in Fig. 1 as an illustrative example. The potential $U(z, V)$ in these devices depends only on the $z$ coordinate as in Fig. 2, so that momentum perpendicular to the tunneling direction is conserved. The essential physical difference between the three devices in Fig. 1 is shown in Fig. 3. The 1DE can launch electrons only in the $z$ direction, the 2DE can launch electrons in any direction with equal probability through an angle of $\pi$ in the $z-x$ half plane, and the 3DE can launch electrons in any direction with equal probability through a solid angle of $2\pi$ in the $z-x-y$ half space. We also display this as a graph in momentum space on the left-hand side of Figs. 4(a), 4(b), and 4(c), respectively.

![Fig. 2. Device potential $U(z, V)$](image)

![Fig. 3. Basic physical difference between (a) a one-dimensional electron emitter, (b) a two-dimensional emitter, and (c) a three-dimensional emitter.](image)

The current carried by each electron on the left-hand side of Fig. 4 depends only on its wave vector $k_z$ along the $z$ direction, and only resonant electrons with $k_z = k_c$ can contribute to the device current. Following Luryi, we identify

![Fig. 4. Luryi's picture of resonant tunneling (left-hand side) compared with the convolution picture (right-hand side) for a resonant tunneling device with (a) a one-dimensional emitter (1DE), (b) a two-dimensional emitter (2DE), and (c) a three-dimensional emitter (3DE).](image)
these resonant electrons as a dot, a line, and a disk on the left-hand side of Fig. 4. The device current is simply proportional to the number of resonant electrons, so the problem of calculating the current reduces to computing the number of resonant electrons and their velocity along z given the specific electron distribution launched by the emitter. The standard method \(^\text{10}\) for counting the number of resonant electrons requires computing the volume of the dot, line, and disk on the left-hand side of Fig. 4. Note that on the left-hand side of Fig. 4, the emitter is not merely launching electrons in all possible directions for each spatial dimension, but over the entire range of emitter energies from zero to the Fermi energy.

In the convolution method, shown graphically on the right-hand side of Fig. 4, we obtain the number of resonant electrons as follows: The current transmission coefficient \(T(E, V)\) through the potential \(U(z, V)\) contains the wavelength matching condition \(k_z = k_x\). We display \(T(E, V)\) in the first column on the right-hand side of Fig. 4. Convolution with the free-electron density of states in the second column on the right-hand side of Figs. 4(a), 4(b), and 4(c), either \(\delta(E), N_{1D}(E)\), or \(N_{2D}(E)\), accounts for the emitter’s ability to launch electrons at any angle in one, two, and three dimensions with equal probability, i.e., it accounts for the spatial distribution of the emitted electrons. Since this spatial distribution is different for each of the three devices in Fig. 1, only this second column is different for each device. The convolution with the energy distribution in the emitter, \(W(E, V)\) in the third column, accounts for the emitter’s launching electrons over a range of different energies or speeds. In the convolution method, the geometrical problem of counting the number of resonant electrons is handled automatically by convolving the transmission coefficient both with the energy distribution in the emitter and with either the one- or two-dimensional free-electron density of states.

Our convolution method relates the currents in each of the three devices in Fig. 1. The 1DE device current of Fig. 4(a) is obtained in the usual manner by evaluating the transmission coefficient \(T(E, V)\). Since the 1DE device of Fig. 4(a) can only launch electrons in one direction, i.e., there is no “transverse energy,” the second column is just a convolution with a delta function. The 1DE device current is found by convolving \(T(E, V)\) with \(W(E, V)\). Figure 4(b) shows that one may obtain the current of a 2DE device by convolving the 1DE device current with the one-dimensional free electron density of states \(N_{1D}(E)\). Convolution with \(N_{1D}(E)\) accounts for the 2DE launching electrons at all possible angles in the \(-x\) half plane. Similarly, Fig. 4(c) asserts that one obtains the 3DE device current by convolving the 1DE device current with the two-dimensional free-electron density of states \(N_{2D}(E)\). Convolution with \(N_{2D}(E)\) accounts for the 3DE launching electrons at all possible angles in the \(-x - y\) half plane. Although it is not shown in Fig. 4, the 2DE and 3DE device currents are also related via convolution with \(N_{1D}(E)\).

We now summarize the equations to calculate tunneling current\(^\text{12}\) for the devices of Fig. 1. After writing down these equations, we give an intuitive argument for them in the remainder of this section. Following Fig. 2(b), we assume the left- and right-hand device contacts are described by a Fermi function, and that the applied voltage induces a difference in electrochemical potentials between the two contacts by an amount equal to the applied voltage. We then compute the current as the product of charge, density, and velocity for each electron. These assumptions allow us to obtain the current in the 1DE device of Fig. 1(a) from a generalization of one of Landauer’s\(^\text{13}\) formulas

\[
I_{1D}(E,V,T) = \frac{e}{\pi h} T(E,V) \otimes W(E,V) \otimes \left(-\frac{df}{dE}(E,T)\right),
\]

shown in Fig. 4(a). For the 2DE device of Fig. 1(b) we obtain the current from

\[
I_{2D}(E,V,T) = I_{1D}(E,V,T) \otimes \left(L_x/2\right)N_{1D}(E),
\]

shown in Fig. 4(b). Current in the 3DE device of Fig. 1(c) is

\[
I_{3D}(E,V,T) = I_{2D}(E,V,T) \otimes \left(L_y/2\right)N_{1D}(E).
\]

We argue below that Eq. (3) is the same as the equation shown graphically in Fig. 4(c).

We display Eq. (3) graphically in Fig. 5. In Fig. 5 and Eq. (3), \(\otimes\) denotes a convolution in energy,\(^\text{14}\) \(T(E, V)\) is the current transmission coefficient through the one-dimensional potential \(U(z, V)\) of Fig. 2, and \(W(E, V)\) is the voltage broadening function:

\[
W(E, V) = \begin{cases} 
\theta(E) - \theta(E - eV), & eV < E_F, \\
\theta(E) - \theta(E - E_F), & eV > E_F.
\end{cases}
\]

\(\theta(E)\) in Eq. (4) is the unit step function.

The convolution with \(W(E, V)\) simply averages the conductance over the energy distribution in the emitter. It describes the emitter launching electrons over a range of different speeds. Thus \(W(E, V)\) has a maximum width set by the emitter Fermi level \(E_F\) as in Eq. (4), since \(E_F\) is the highest-energy electron available in the emitter. The third column on the right-hand side of Fig. 4 shows \(W(E, V)\) for the case of \(eV > E_F\), while Fig. 5 shows \(W(E, V)\) when \(eV < E_F\). The function \(W(E, V)\) is slightly different from the one used in our earlier work,\(^\text{12}\) since we take the zero of energy to lie at

\[
I_{2D}(E,V,T) = \frac{e}{\pi h} T(E,V) \otimes W(E,V) \otimes \left(-\frac{df}{dE}(E,T)\right),
\]

shown in Fig. 4(a). For the 2DE device of Fig. 1(b) we obtain the current from

\[
I_{2D}(E,V,T) = I_{1D}(E,V,T) \otimes \left(L_x/2\right)N_{1D}(E),
\]

shown in Fig. 4(b). Current in the 3DE device of Fig. 1(c) is

\[
I_{3D}(E,V,T) = I_{2D}(E,V,T) \otimes \left(L_y/2\right)N_{1D}(E).
\]

We argue below that Eq. (3) is the same as the equation shown graphically in Fig. 4(c).

We display Eq. (3) graphically in Fig. 5. In Fig. 5 and Eq. (3), \(\otimes\) denotes a convolution in energy,\(^\text{14}\) \(T(E, V)\) is the current transmission coefficient through the one-dimensional potential \(U(z, V)\) of Fig. 2, and \(W(E, V)\) is the voltage broadening function:

\[
W(E, V) = \begin{cases} 
\theta(E) - \theta(E - eV), & eV < E_F, \\
\theta(E) - \theta(E - E_F), & eV > E_F.
\end{cases}
\]

\(\theta(E)\) in Eq. (4) is the unit step function.

The convolution with \(W(E, V)\) simply averages the conductance over the energy distribution in the emitter. It describes the emitter launching electrons over a range of different speeds. Thus \(W(E, V)\) has a maximum width set by the emitter Fermi level \(E_F\) as in Eq. (4), since \(E_F\) is the highest-energy electron available in the emitter. The third column on the right-hand side of Fig. 4 shows \(W(E, V)\) for the case of \(eV > E_F\), while Fig. 5 shows \(W(E, V)\) when \(eV < E_F\). The function \(W(E, V)\) is slightly different from the one used in our earlier work,\(^\text{12}\) since we take the zero of energy to lie at
the bottom of the zero temperature Fermi distribution in the emitter as shown in Fig. 2. This is a more convenient choice for calculations at large voltages.\[15\]

The thermal broadening function \(- df/dE\) in Eq. (3) and Fig. 5 is the negative derivative of the Fermi function
\[
- \frac{df}{dE}(E,T) = \frac{1}{4 k_B T} \text{sech}^2 \left( \frac{E}{2 k_B T} \right),
\]
and describes the thermal variation in the speeds with which the emitter can launch electrons. Figure 4 is drawn for the case of zero temperature, so that the convolution with \(- df/dE\) does not appear on the right-hand side of the figure. For the case of finite temperature the convolution with \(- df/dE\) would enter as a fourth column on the right-hand side of Fig. 4, and would be the same for all three devices. In Eq. (3) and Fig. 5, \(N_{1D}(E)\) is the free-electron density of states in one dimension
\[
N_{1D}(E) = \frac{1}{\pi} \sqrt{\frac{2m}{\hbar^2}} \sqrt{\frac{1}{E}} \theta(E),
\]
and \(L_x\) and \(L_y\) are the size of the device along the \(x\) and \(y\) directions drawn in Fig. 1.

We have previously shown\[12\] that Eq. (3) and Fig. 5 are equivalent to the standard methods used to calculate tunneling currents.\[1\] But Eq. (3) is conceptually and mathematically easier than the standard method since it separates the contributions to the current from several different physical effects. The convolutions are independent and can be done in any order, and each convolution incorporates different physics. Free-electron motion perpendicular to the tunneling direction is incorporated through the convolutions with \(N_{1D}(E)\), accounting for the spatial distribution of emitted electrons. Thermal broadening is included in the convolution with \(- df/dE\). And voltage broadening effects are described through convolution with \(W(E,V)\). The convolutions with \(W(E,V)\) and \(- df/dE\) together account for the total energy distribution of emitted electrons. These separate convolutions prove that thermal broadening is independent of voltage broadening, that the effect of adding free-electron motion along \(x\) is independent from adding free-electron motion along \(y\), and that adding free-electron motion is independent of any voltage or temperature broadening. These conclusions are of course subject to the assumptions under which Eq. (3) is valid as we now discuss.

Equations (1), (2), and (3) describe electron motion through a separable potential \(V(x,y,z) = V_x(x) + V_y(y) + V_z(z)\). This separable potential describes many but not all types of electron devices. For the devices of Fig. 1 the potential depends only on the \(x\) coordinate as in Fig. 2, so a separable potential with \(V_x(x) = V_y(y) = 0\) describes these devices. Equations (1), (2), and (3) also assume that the electron coherence length is long compared to the size of the confining well, although it is possible to remove this restriction.\[16,17\] The convolution with the free-electron density of states in Eqs. (2) and (3) is equivalent to the sum over electron channels in the multichannel Landauer formula.\[18\]

The different channels correspond to the different spatial directions through which the emitter can launch electrons.\[19\]

The two convolutions describing free-electron motion perpendicular to the tunneling direction for the 3DE device of Eq. (3) can be evaluated by means of a simple physical argument.\[20\] Consider the case of free electrons in two dimensions. Since the potential is separable, electron motion along the \(z\) direction is independent of motion along \(x\) except for the constraint that the total energy \(E = E_x + E_z\) is constant. The Schrödinger equation for electron motion along \(x\) can be solved for the density of states \(N(E_x)\) available for motion along the \(x\) direction, and similarly for motion along the \(z\) direction. Therefore, the total density of states at a fixed energy \(E\) for any given energy \(E_x\) is just the product of the number of states available for motion along \(x\) times the number of states available for motion along \(z\) as
\[
N_{1D}(E_x)N_{1D}(E_z) dE_x = N_{1D}(E_x)N_{1D}(E - E_x) dE_x.
\]
But there are an infinite number of ways that the total energy \(E\) can be distributed between \(E_x\) and \(E_z\). Thus, to find the total density of states at a fixed \(E\), we must sum over all these possibilities as
\[
N_{2D}(E) = \frac{1}{2} \int N_{1D}(E_x)N_{1D}(E - E_x) dE_x.
\]
The extra factor of \(1/2\) in the convolution compensates for counting the electron spin twice in \(N_{1D}\). We can rewrite Eq. (7) as
\[
\int N_{1D}(E_x) N_{1D}(E - E_x) dE_x = \frac{1}{4} (m/\pi\hbar^2) \theta(E).
\]
By a similar argument for free electrons in three dimensions,
\[
\int N_{2D}(E_x) N_{1D}(E - E_x) dE_x = \frac{1}{8} (m^2/2\pi^2\hbar^2) \theta(E).
\]
Equations (8) and (9) will allow us to easily evaluate the convolutions required to compute the currents for the devices in Fig. 1. We will also use the result\[21\]
\[
\theta(E) \otimes \theta(E) = E \theta(E).
\]

Using Eq. (8), one can thus proceed directly from the 1DE device current to the 2DE device current, as shown in Fig. 4(c), by convolving \(I_{1D}(E,V,T)\) with the two-dimensional free-electron density of states \(N_{2D}(E)\). Equation (3) can therefore be rewritten as
\[
I_{2D}(E,V,T) = I_{1D}(E,V,T) \otimes (L_x/2)N_{1D}(E) \otimes (L_y/2)N_{1D}(E) = I_{1D}(E,V,T) \otimes (L_x L_y/2)N_{1D}(E),
\]
as in Fig. 4(c).

The arguments used above for the density of states in each dimension are equally valid for the current, and can be used to argue for Eqs. (2) and (3). Consider the current in two dimensions. As above, \(E = E_x + E_z\) since the potential is separable. Furthermore, the current carried by each electron depends only on its wave vector \(k_x\), that is, it depends only on energy \(E_x\) for motion along the tunneling direction. Let the current carried by electrons having energy \(E_x\) in one dimension be \(I_{1D}(E_x)\). The number of parallel one-dimensional channels which have this current in two dimensions is \(L_x N_{1D}(E_x) dE_x/2\). To find the total current in two dimensions we must add all the possible ways to distribute the total energy \(E\) between motion along the tunneling direction and
motion perpendicular to the tunneling direction. We must also take into account the different number of parallel channels and different values of the current in each channel. Therefore, the current in two dimensions is

\[ I_{2D}(E) = \int I_{1D}(E_z) \frac{L_z}{2} N_{1D}(E - E_z) dE_z, \]  

which is Eq. (2) and Fig. 4(b). A similar argument can be made for the current in three dimensions giving

\[ I_{3D}(E) = \int I_{1D}(E_z) \frac{L_x L_z}{2} N_{2D}(E - E_z) dE_z, \]  

as in either Eq. (3), Eq. (11), or Fig. 4(c).

If the electron distribution were monochromatic, so that the width in energy of \( W(E,V) \) was small, electrons would be launched at a point of constant energy in momentum space for a 1DE device, a half circular ring of constant energy in momentum space for a 2DE device, and a half-spherical shell of constant energy in momentum space for the 3DE device. This is also shown on the left-hand side of Fig. 4, if we consider only the electrons at a radius \( k_F \). These constant energy “shells” at \( k_F \) correspond to the emitter launching electrons with a constant velocity, but in all possible directions with equal probability. Therefore, convolution with the free-electron density of states accounts for launching electrons at a constant energy but in all possible directions with equal probability. Convolution with the voltage broadening function \( W(E,V) \) then adds up all the different energy shells or velocity shells, accounting for the emitter’s launching of electrons over a range of energies set by the width of \( W(E,V) \).

Having outlined our convolution method, the only remaining task is to obtain the transmission coefficient \( T(E,V) \) as a function of energy and voltage for the double-barrier diode structure in Fig. 1. Several papers review the physics of resonant tunneling and determine the transmission coefficient.\(^{16,22-24}\) We review the energy dependence of the transmission coefficient in Sec. III and the approximate voltage dependence in Sec. IV.

### III. TRANSISTOR OPERATION

Most ideas for operating the resonant tunneling devices of Fig. 1 as transistors focus on the possibility of making direct contact to the well between the two tunnel barriers, as in Refs. 8, 9, and 25. We consider this transistor mode of operation after treating the operation of resonant tunneling devices as diodes in the next section. In this section we consider another possible way to operate the devices of Fig. 1 as transistors. Motivated by the field-effect transistor experiments in Ref. 5, we calculate the current as a function of emitter Fermi energy assuming the emitter to collector voltage \( V \) is small. This type of transistor operation can be realized either by incorporating a substrate gate into high electron mobility transistor (HEMT) devices, or by varying the Fermi energy with light-emitting diode (LED) light as was done in Ref. 5. In the 3DE device it would be difficult to control the Fermi energy with a gate, though one can imagine varying it by shining light on the device.

Our purpose in this section is to examine only the effect of the emitter spatial dimension on the tunneling current. We wish to exclude any effects due to a finite width in energy of the emitted electrons. We can consider these effects separately as explained in Sec. II. Thus, in this section we consider the dependence of the current on emitter Fermi energy assuming the applied voltage is small. In Sec. IV we can convolve the device currents in each spatial dimension obtained in this section with the electron distribution in the emitter, thereby calculating the diode currents when the voltage is large. We also work at zero temperature so that we can omit the convolution with \( -df/dE \).

The energy diagram for the resonant tunneling device under zero bias is shown in Fig. 2(a). For simplicity we assume that only a single resonant level exists in the well. Under zero bias we take the resonant level to lie at energy \( E_r \). We also assume the transmission probability \( T(E) \) has a total area \( \Delta E \) under its resonance peak, that is \( \int T(E) dE = \Delta E \), where the integral is over the resonance peak. If the emitter to collector bias is small, then the device current is simply proportional to the applied voltage \( V \). We can then replace the convolution with \( W(E,V) \) by multiplication with \( eV \) and can approximate \( T(E,V) \approx T(E, V = 0) = T(E) \). Thus, we assume that the energy \( E_r \) of the resonant level does not change significantly under applied bias if the voltage \( V \) is small. The energy scale \( \Delta E \) defines small voltages as \( eV \ll \Delta E \).

The tunneling probability \( T(E) \) near a resonance has a Lorentzian shape\(^{16,17,23}\) which we denote \( L(E - E_r) \):

\[ L(E - E_r) = \frac{\pi \Gamma_L \Gamma_R}{(E - E_r)^2 + (\hbar/2)^2 (\Gamma_L + \Gamma_R)^2}. \]  

Here \( \Gamma_L \) and \( \Gamma_R \) are the partial leakage rates for the electron out of the quasi-bound state to the left and the right. For the transmission probability \( L(E) \) we find \( \Delta E = 2\pi \hbar^2 \Gamma_L \Gamma_R / (\Gamma_L + \Gamma_R) \), while the full width at half maximum (FWHM) is just the sum of the partial leakage rates \( \text{FWHM} = \pi (\Gamma_L + \Gamma_R) \). For our purposes, we shall not be overly concerned with the exact shape of the resonance peak and can approximate

\[ L(E - E_r) \approx \theta(E - E_r + \Delta E/2) - \theta(E - E_r - \Delta E/2). \]  

This approximation assumes we will not try to resolve the exact shape of the resonance peak. In addition, if we do not attempt to resolve features on an energy scale of \( \Delta E \), we can approximate the resonant peak in \( L(E) \) as a delta function whenever it occurs underneath an integral sign as

\[ L(E - E_r) \approx (\Delta E) \delta(E - E_r). \]  

The tunneling probability \( T(E) \) through the potential \( U(z, V = 0) \) of Fig. 2(a) can now be well approximated as

\[ T(E) \approx L(E - E_r) \theta(E) \theta(E_r - E) + \theta(E - E_r), \]  

where \( E_r \) is the top of the potential barrier as in Fig. 2. We have sketched Eq. (17) for the transmission probability in the first column on the right-hand side of Fig. 4. This second piece of the transmission probability arises from nonresonant transmission above the double barrier. The approxima-
tion in Eq. (17) ignores the slight increase in transmission as the energy approaches the top of the barriers. Equation (17) also ignores any oscillations in \( T(E) \) resembling the Ram- sauer resonances, which occur when the Fermi energy is larger than the barrier height \( E_T \). If we calculate \( T(E) \) numerically and numerically apply our convolution method, we can remove these restrictions. However, the numerically calculated transmission probability will still qualitatively resemble Eq. (17).

The 1DE device current from Eq. (1) is proportional to the transmission coefficient

\[
I_{1D}(E) = \left( \frac{e^2 V}{\pi \hbar} \right) [L(E - E_r) \theta(E) \theta(E_T - E) + \theta(E - E_T)].
\]

We display this result graphically in Fig. 6(a). The quantum contact resistance of \( \hbar/2e^2 \) implied by this formula has recently been observed in a striking series of experiments.\(^{26}\)

To calculate the 2DE device current as a function of emitter Fermi energy, we must convolve Eq. (18) with \( N_{1D}(E) \) as in Eq. (2). We first make an intuitive argument for the resonant piece of the current following the reasoning leading to Eq. (12). Since only electrons with \( E = E_r \) contribute to the device current, we only have to evaluate the convolution at one value of \( E_r \). The current at the resonant peak for the 1DE device from Eq. (18) is

\[
I_{1D}(E_r) = \frac{e^2 V}{\pi \hbar}.
\]

This current can be pulled outside the integral in Eq. (12). The number of parallel one-dimensional channels having energy near \( E_r = E_r \) is given by taking \( dE_r \approx \Delta E \) in Eq. (12). The resonant piece of the current for the 2DE device is then found by multiplying the current carried by each one-dimensional channel by the number of channels as

\[
I_{2D}(E) = \frac{e^2 V L_x}{\pi \hbar} \Delta E N_{1D}(E - E_r).
\]

By similar arguments to the ones above combined with those leading to Eq. (13), the resonant piece of the current for the 3DE device is

\[
I_{3D}(E) = \frac{e^2 V L_x L_y}{\pi \hbar} \frac{1}{2} \left( \frac{2m}{\pi \hbar^2} \right) \left[ \frac{2 \sqrt{m}}{\pi \hbar^2} \right] \left( \frac{m}{\pi \hbar^2} \right) \times \left[ (\Delta E) \theta(E - E_r) \theta(E_r) + \theta(E - E_T) \theta(E_T) \right].
\]

Again, this result is simply the current carried in each one-dimensional channel multiplied by the number of channels in parallel. The amount of current carried in each channel is limited by the quantum contact resistance in Eq. (19), so that the current in a large resonant tunneling device may be thought of as adding a large number of quantum contact resistances in parallel.

We now obtain the 2DE and 3DE device currents. Using the delta function approximation from Eq. (16) for the resonance peak, we carry out the convolution of Eq. (18) with \( N_{1D}(E) \) to obtain the 2DE device current from Eq. (2) as

\[
I_{2D}(E) = \frac{e^2 V L_x L_y}{\pi \hbar} \frac{1}{2} \left( \frac{2m}{\pi \hbar^2} \right) \left( \frac{m}{\pi \hbar^2} \right) \times \left[ (\Delta E) \theta(E - E_r) \theta(E_r) + \theta(E - E_T) \theta(E_T) \right].
\]

The resonant piece of Eq. (22) agrees with Eq. (20). We display this result graphically in Fig. 6(b). To obtain the result for the nonresonant piece of the current in Eq. (22) we used Eq. (9).

We carry out the convolution of Eq. (18) with \( N_{1D}(E) \) in Eq. (11) to obtain the 3DE device current. We again use the delta function approximation from Eq. (16) for \( L(E - E_r) \) so that Eq. (11) gives

\[
I_{3D}(E) = \frac{e^2 V L_x L_y}{\pi \hbar} \frac{1}{2} \left( \frac{2m}{\pi \hbar^2} \right) \left( \frac{m}{\pi \hbar^2} \right) \times \left[ (\Delta E) \theta(E - E_r) \theta(E_r) + \theta(E - E_T) \theta(E_T) \right] + \theta(E - E_r) \theta(E_T).
\]

The resonant piece of Eq. (23) agrees with Eq. (21). We display this result graphically in Fig. 6(c). To obtain the result for the nonresonant piece of the current in Eq. (23) we used Eq. (10). We have included the step function \( \theta(E_r) \) in the resonant terms of Eqs. (22) and (23) because the resonant piece of the transmission coefficient from Eqs. (16) and (17) is zero if \( E_r < 0 \). While it is not possible to have \( E_r < 0 \) for the potential we have drawn in Fig. 2(a), it is possible to imagine a potential in which the bottom of the well is below the zero of energy shown in the emitter. For that case we could have \( E_r < 0 \) and the resonant piece of the transmission probability would be zero.

We can sketch the energy dependencies of the three currents in Fig. 6 from physical arguments alone. One can argue physically for the energy dependence of the transmission coefficient needed to obtain the current in one dimension in Fig. 6(a). Furthermore, we can draw the energy dependence of the convolutions in Eqs. (8) and (9), which are also known from physical arguments,\(^{20}\) to graph the energy dependencies for all three cases in Fig. 6. And as we show in the
next section, the energy dependencies from Fig. 6 determine the shape of the resonant peak when the devices are operated as diodes.

It is possible to incorporate a substrate gate into standard HEMT field-effect transistors which controls the Fermi energy. We can then interpret the energy axis of the graphs in Fig. 6 as being controlled by a transistor gate voltage. We can also interpret it as being controlled by LED light as argued at the beginning of this section. Figure 6 shows that the 1DE device has a strong negative transconductance, the 2DE device a weaker negative transconductance, while the 3DE device can at best show a zero transconductance. The 3DE and 2DE devices show positive transconductance when the emitter Fermi level is above the top of the potential barrier, but the 1DE device shows zero transconductance. This has recently been observed in GaAs HEMTs. Only in the 1DE case does the current fall to zero when the device is operated as a transistor. This has been observed in Si inversion layers.

Other modes of field-effect transistor operation are possible, in which the gate voltage controls the barrier height and width instead of the emitter Fermi energy. This has been demonstrated in a 2DE resonant tunneling transistor. In this mode of transistor operation it may be possible to make the current fall to zero by raising the lowest resonant level either above the emitter Fermi energy or below the bottom of the emitter distribution. Negative transconductances were also observed in a 3DE device by controlling the well with a base contact. We discuss this mode of transistor operation in the next section.

The temperature dependence of the current versus Fermi energy in Fig. 6 is calculated by convolving each of the three curves with the thermal smearing function $-dI/dE$ as in Eq. (1). This is most easily done numerically. For small emitter-collector voltages, a convolution with the voltage broadening function $W(E, V)$ has an effect similar to the convolution with $-dI/dE$ on the curves in Fig. 6. Both the thermal and voltage convolutions act to broaden the curves, leading to the criterion that any feature in the transmission coefficient at zero temperature and small voltage must have an energy spacing larger than about $3.5kT$ or $eV$ to be observable at that temperature or voltage. Note that the convolution with $-dI/dE$ includes both "thermal broadening" of the resonance peak, as well as "thermionic emission" over the top of the barrier entering through the nonresonant piece of the current. The voltage convolution can never have an effect analogous to thermionic emission, since the function $W(E, V)$ has a sharp cutoff instead of the long Fermi tail present in $-dI/dE$.

IV. DIODE OPERATION

In this section we consider the devices of Fig. 1 operated as diodes. That is, we calculate the current as a function of source to drain bias $V$. We obtain the diode curves in each dimension by averaging the transistor curves from Sec. III over the energy distribution in the emitter, as outlined in Sec. II.

The energy diagram for the resonant tunneling device operated as a diode is shown in Fig. 2(b). We again assume that only a single resonant level at energy $E$, having area $\Delta E$ exists in the well under zero bias. We assume that the resonant level for our symmetric tunnel barriers moves down in energy an amount $eV/2$ under applied bias, based on a simple geometrical argument using the device structure in Fig. 2(b). This conclusion seems to hold even if the position of the resonant level is calculated quantum mechanically including electrostatic self-consistency with the Poisson equation. We also assume the resonance area $\Delta E$ does not significantly change under an applied bias. These assumptions are valid as long as the structure remains approximately symmetrical under an applied bias, that is, for energy differences $E_F - E$, which are large compared to the applied voltage $V$. We also neglect the small Stark shift in the energy of the resonant level, as well as the accumulation in the emitter and depletion in the collector which would be present in a molecular-beam-epitaxy-grown device. Thus, the following calculations are valid for large barrier heights, low-lying energy levels in the well, and moderate voltages.

Our simplified tunneling probability as a function of biasing voltage under these assumptions becomes

$$T(E, V) = L(0)|E - E_F|^2\theta(E_F - E) + \theta(E - E_F),$$

(24)

where $E_F = E_F - eV/2$. The transmission coefficient has the same form as before, but the applied voltage distorts the tunnel barriers so that the position of the resonant level depends on the applied voltage. The resonant term in the transmission probability is nearly zero when $eV/2 > E_F$, leading to a negative differential resistance in all three dimensions. As is well known, the negative differential resistance arises because the resonant level in the well falls below the electron distribution in the emitter, leaving no electrons which can tunnel resonantly.

The Fermi level $E_F$ in the emitter is constant independent of $V$. Therefore, it is not necessary to evaluate the convolution with $W(E, V)$ for all energies. We only evaluate this convolution at the Fermi energy. We also assume $E_F < E_F$. Using only the resonant portion of the current in Eqs. (18), (22), and (23), we first divide these currents by $eV$, replace $E_F$ by $E_F^*$, then convolve with $W(E, V)$ at the Fermi energy to obtain

$$I_{1D}(E_F, V) = \frac{e}{\pi\hbar}(\Delta E)\int_{E_F - eV}^{E_F} \delta(E - E_F^*)\theta(E)dE$$

(25)

for the 1DE device,

$$I_{2D}(E_F, V) = \frac{e}{\pi\hbar}(\Delta E)\frac{L_x}{2}\left(\frac{1}{\pi}\sqrt{\frac{2m}{\hbar^2}}\right)$$

$$\times \int_{E_F - eV}^{E_F} \theta(E - E_F^*)\theta(E_F^*)dE$$

(26)

for the 2DE device, and

$$I_{3D}(E_F, V) = \frac{e}{\pi\hbar}(\Delta E)\frac{L_x L_y}{2}\left(\frac{m}{\pi\hbar^2}\right)$$

$$\times \int_{E_F - eV}^{E_F} \theta(E - E_F^*)\theta(E_F^*)dE$$

(27)

for the 3DE device. In Eqs. (25), (26), and (27) we have
finally carried out the procedure outlined in Fig. 4. Again we have approximated the resonance peak as a delta function inside the integrals, which is valid assuming \( eV > \Delta E \). We need the step function \( \theta(E^*) \) in Eqs. (26) and (27) to enforce the condition from Eq. (25) that the current \( I_{1D} \) becomes zero when the resonant level \( E^* \) falls below the electron distribution in the emitter. The result when convolving zero current with the free-electron density of states must be zero. From Eqs. (25), (26), and (27) we can consider either the case where the resonant level is initially above or below the emitter Fermi level, that is \( E_r > E_F \) or \( E_r < E_F \).

**A. Case of \( E_r > E_F \)**

The simplest case to analyze is when the resonant level \( E_r \) lies above the Fermi energy \( E_F \) at \( V = 0 \), that is \( E_r > E_F \). This is the standard case for resonant tunneling diodes grown using molecular-beam epitaxy. The resonant level initially lies above the Fermi level and moves down at a rate \( eV/2 \), while \( W(E,V) \) initially opens at the Fermi level and grows wider at a rate \( eV \). Yet if the initial width of the emitter distribution is only \( eV \), how are we able to represent the device current as being averaged over the full width \( E_F \) of electron energies in the emitter as in Fig. 4?

To answer the question in the preceding paragraph graphically, we display the convolution of Eqs. (18), (22), and (23) with \( W(E,V) \), as in Eqs. (25), (26), and (27), respectively, on the left-hand side of Fig. 7. We again ignore any structure on the scale \( \Delta E \). The lower limit of \( W(E,V) \) at \( E_r - eV \) is always below the energy threshold \( E^* \) for resonant current to flow, as seen in Fig. 7. Therefore, we can always extend the lower limit of \( W(E,V) \) from \( E_r - eV \) to 0 and obtain the same device currents. We conclude that the device currents for \( E_r > E_F \) will be the same if we average the transmission probability over the full width \( E_F \) of electron energies in the emitter instead of the true width \( eV \), even for \( eV < E_F \) as in Fig. 4. The importance of this argument is that only in this special case of \( E_r > E_F \) can we picture resonant tunneling currents in the standard way as on the left-hand side of Fig. 4.

The shaded area underneath the small voltage current, \( I(E,V=0) \) on the left-hand side of Fig. 7, corresponds to the total current of the resonant electrons after averaging \( I(E,V=0) \) over the emitter distribution \( W(E,V) \) for each value of \( V \). The total current when the voltage is large is then simply the addition of the small voltage currents over an energy range set by \( W(E,V) \). The solid lines on the left-hand side of Fig. 7 represent the resonant portion of the current which shifts down with the applied voltage. The dotted lines represent the nonresonant above barrier contribution to the current, which under our set of approximations does not shift in energy with the applied voltage and does not contribute to the diode current at \( T = 0 \). This is why we have neglected the nonresonant current in Eqs. (25), (26), and (27).

Integrating the resonant portion of the current from Eqs. (25), (26), and (27) we obtain the current magnitudes \( I_{1D} (E_F,V) = (e/\pi h) (\Delta E) \theta(|V| - V_{th}) \theta(V_r - |V|) \) (28) for the 1DE device,

\[
I_{1D} (E_F,V) = \frac{e}{\pi h} (\Delta E) \frac{L_x}{2} \left( 1 - \frac{2m}{\hbar^2} \right) \frac{2\sqrt{e(|V| - V_{th})/2}}{2} \times \theta(|V| - V_{th}) \theta(V_r - |V|) \tag{29}
\]

for the 2DE device, and

\[
I_{1D} (E_r,V) = \frac{e}{\pi h} (\Delta E) \frac{L_x L_y}{2} \left( \frac{m}{\hbar^2} \right) \frac{e(|V| - V_{th})/2}{2} \times \theta(|V| - V_{th}) \theta(V_r - |V|) \tag{30}
\]

for the 3DE device. In Eqs. (28), (29), and (30), the threshold voltage is \( V_{th} = (E_F - E_r)/e \) and the resonance voltage is \( V_r = 2E_r/e \). The current is symmetric about \( V = 0 \). We graph Eqs. (28), (29), and (30) on the right-hand side of Fig. 7. Below the threshold voltage \( V_{th} \), no current flows through the diode. The negative differential resistance occurs at the resonance voltage \( V_r \).

The 1DE diode current in Fig. 7(a) is especially interesting because the current value is the product of fundamental constants \( e/\pi h \) times the area \( \Delta E \) under the resonance peak. If such a diode could be fabricated, it would provide a macroscopic measurement of the quantum mechanical resonance width \( \Delta E \). The form of each diode current in two and three dimensions from Eqs. (29) and (30) is also easy to understand, because they again simply multiply the diode current in one dimension by the number of channels in the transverse dimension in an energy range \( e(|V| - V_{th})/2 \) available to carry current. Equations (29) and (30) therefore describe a continuum of one-dimensional diodes in parallel.

---

**Fig. 7.** Device current vs emitter to collector voltage assuming \( E_r > E_F \) for (a) the 1DE device, (b) the 2DE device, and (c) the 3DE device. These curves correspond to operating the devices as a diode. The shaded areas on the left-hand side give the total diode current at each voltage \( V \) through a convolution of the transistor currents from Fig. 6 with \( W(E,V) \) shown on the figure. The integrated area as a function of voltage follows as shown on the right-hand side, illustrating the connection between transistor and diode operation of the devices. The dotted lines on the left-hand side indicate the nonresonant piece of the transmission coefficient, which does not contribute to the device current on the right-hand side.
We now wish to argue for the shapes of the diode current in Fig. 7, knowing only that we must average the transistor characteristics from Fig. 6 over the energy distribution in the emitter. Looking at the left-hand side of Fig. 7, we see that the convolution with \( W(E, V) \) requires us to add up all the resonant current from \( E^\ast \) to \( E_F \). Integrating the delta-function-like shape of the 1DE device from Fig. 6(a) gives the constant voltage dependence for the 1DE diode current in Fig. 7(a). Integrating the inverse square root of energy dependence of the 2DE device from Fig. 6(b) gives the square-root dependence of the 2DE diode current on voltage in Fig. 7(b). And integrating the constant energy dependence of the 3DE device from Fig. 6(c) gives the linear voltage dependence of the 3DE diode current in the voltage in Fig. 7(c). We can therefore obtain the shape of the diode characteristics on the right-hand side of Fig. 7 by graphically averaging the transistor characteristics on the left-hand side of Fig. 7 over the emitter energy distribution. Figure 7 therefore shows how transistor operation (sweeping the Fermi energy) and diode operation (sweeping the source-drain voltage) are connected via our convolution method.

Although we have already physically argued for the shapes of the diode current in Fig. 7 using the transistor currents in Fig. 6 (which we physically argued for in the previous section), we wish to give yet another way to understand the shapes of the diode current in different spatial dimensions. Examining the diode current for each of the three emitter dimensions will show how our convolutions with the free-electron density of states are again merely counting the number of resonant electrons in each dimension.

The current for a 1DE device is given by counting the charge, times the velocity of the resonant electrons \( v_r \), times the density of resonant electrons \( n_r^\ast \).

\[
I_{1D} = ev_r n_r^\ast = e v_r (E^\ast) \left[ N_{1D}^\ast (E^\ast) \Delta E \right].
\]

In one dimension \( v_r (E) N_{1D}^\ast (E) = 1/\pi \hbar \) for all \( E \), where \( N_{1D}^\ast (E) = N_{1D} (E)/2 \) is the density of states for electrons moving only along the positive \( z \) direction, so we recover the diode current

\[
I_{1D} = \left( e/\pi \hbar \right) (E^\ast) \Delta E
\]

as in Eq. (28). Because of the separable potential \( U(z, V) \), we can count the density of resonant electrons in two and three dimensions as in Secs. II and III. The only difference here is that, instead of finding the number of resonant electrons at an energy \( E \), we wish to find the density of resonant electrons in a range of energies between \( E^\ast \) and \( E_F \). Therefore, the density of electrons in two dimensions by analogy with our arguments in Secs. II and III is

\[
n_r^\ast = N_{1D}^\ast (E^\ast) (E^\ast) \int_{E^\ast}^{E_F} \frac{L_x}{2} N_{1D} (E - E^\ast) dE.
\]

We obtain the diode current in two dimensions as

\[
I_{2D} = \frac{e}{\pi \hbar} (\Delta E) \frac{L_x}{2} \left( \frac{1}{\pi} \sqrt{2m \hbar^2} \right) 2 \sqrt{E_F - E^\ast},
\]

agreeing with Eq. (29). The number of resonant electrons in three dimensions we find from

\[
n_r^\ast = N_{1D}^\ast (E^\ast) (E^\ast) \int_{E^\ast}^{E_F} \frac{L_x L_y}{2} N_{1D} (E - E^\ast) dE,
\]

yielding the current

\[
I_{3D} = \frac{e}{\pi \hbar} (\Delta E) \frac{L_x L_y}{2} \left( \frac{m}{\pi \hbar^2} \right) (E_F - E^\ast),
\]

consistent with Eq. (30).

We wish to return here to the origin of the negative differential resistance in Fig. 7 when \( V = V_c \). From the left-hand side of Fig. 7, it looks as though in two and three dimensions there will still be resonant electrons even when \( V > V_c \). Mathematically, it is clear from Fig. 7(a) that the diode current in one dimension will be zero when \( V > V_c \). Thus, convolving the one-dimensional device current with the free-electron density of states must give zero when \( V > V_c \). Physically, in two and three dimensions, even though there are still electron states available in the well for the range of emitter energies \( 0 < E < E_F \) when \( V > V_c \), the emitter cannot put electrons into these states and simultaneously satisfy all the required conservation laws. In two dimensions for example, the total energy \( E \) must be conserved and \( E = E_x + E_z \). Because of translational invariance along the \( x \) direction, the momentum \( k_x \) must be conserved. Therefore, \( E_x \) must be conserved. But if \( E \) and \( E_z \) must be conserved during tunneling, then the energy \( E_x \) along the tunneling direction must also be conserved. The only range of electron energies \( E_z \) available in the emitter are between zero and the Fermi energy. Therefore, if the resonant level moves outside this energy range, the diode current must fall to zero. If there are defects in the diode such that momentum perpendicular to the tunneling direction no longer must be conserved, there can be a finite diode current even when the resonant level falls below the electron energy distribution in the emitter in two and three dimensions.

B. Case of \( E_r < E_F \)

We now consider the case \( E_r < E_F \), where the resonant level is initially below the Fermi level. Beginning with one dimension, no current can flow until the applied voltage is at least \( eV = (E_F - E_r) \). But by the time we have applied this much voltage, the resonant level has moved down to a position \( E_r^\ast = E_r - (E_F - E_r)/2 \) and so on. The diode threshold voltage \( V_{th} \) in one dimension for \( E_r < E_F \) is therefore found from the infinite series

\[
eV_{th} = (E_F - E_r)(1 + \frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \cdots) = 2(E_F - E_r).
\]

(37)

Also, the resonant level must be at least \( E_F - E_r \) above the bottom of the conduction band when \( V = 0 \), or else the level will fall below the bottom of the conduction band before the applied voltage reaches the threshold voltage. In other words, if the resonant level is lower than half the Fermi level there will be no resonant diode current in one dimension. This naturally divides the case \( E_F > E_r \) into two subcases:
The threshold voltage corresponds to the emitter energy distribution over-taking the resonant level as it moves down in energy. When the applied voltage is greater than the threshold voltage, these energy diagrams on the left-hand side of Fig. 8 will look almost exactly the same as the ones on the left-hand side of Fig. 7. In the case where $E_r > E_F$ described in Fig. 7, the emitter energy distribution always extended below the resonant level. Thus we expect the same dependence of the current on the applied voltage for both the case $E_r > E_F$, and for the case $E_r < E_F$ when the applied voltage is greater than the threshold voltage.

Integrating Eqs. (25), (26), and (27) directly for $E_F > E_r$, we find

$$I_{1D}(E_r, V) = \frac{e}{\pi h} (\Delta E) \frac{L_x}{2} \left( \frac{m}{2\pi \hbar^2} \right)$$

$$\times \{ [2\sqrt{e(V_{th} + V/2)}] \theta(V_{th} + V)$$

$$- [2\sqrt{e(V_{th} - V/2)}] \theta(V_{th} - V) \}$$

$$\times \theta(V_r - |V|)$$

for the 1DE device, and

$$I_{2D}(E_r, V) = \frac{e}{\pi h} (\Delta E) \frac{L_x L_y}{2} \left( \frac{m}{2\pi \hbar^2} \right)$$

$$\times \{ [e(V_{th} + V/2)] \theta(V_{th} + V)$$

$$- [e(V_{th} - V/2)] \theta(V_{th} - V) \}$$

$$\times \theta(V_r - |V|)$$

for the 3DE device. Equation (38) is a current magnitude while Eqs. (39) and (40) are signed currents.

We display the three diode currents from Eqs. (38), (39), and (40) graphically for $E_F > E_r > E_F/2$ on the right-hand side of Fig. 8. In contrast to the 1DE diode, a nonzero current flows for voltages below the threshold voltage for the 2DE and 3DE diodes when $E_r < E_F$. This can be inferred from the left-hand side of Fig. 8, where there will always be some resonant electrons in the 2DE and 3DE diodes for small $V$. The 1DE device current in Eq. (38) is always zero if the resonant level is below half the emitter Fermi level.

The form of Eqs. (39) and (40) motivate the following useful construction of the diode currents for $E_F > E_r$:

The two terms in Eqs. (39) and (40), shown as dotted lines on the right-hand side of Fig. 8, have exactly the same functional form as Eqs. (29) and (30) from our previous case of $E_r > E_F$. The difference of these two dotted lines gives the diode current in the case of $|V| < V_{th}$. These two dotted lines may be thought of as the "forward" and "reverse" currents with their difference giving the net current. The forward current is the current from the emitter assuming there are no filled electron states in the collector and vice versa. For our previous case of $E_r > E_F$ the reverse current was zero and did not contribute.

The diode current in Fig. 8 increases faster with voltage when $|V| < V_{th}$ than it does above the threshold voltage, there being a factor-of-2 difference in the slopes in three dimensions. The graphical construction in Fig. 8 includes both subcases $E_F > E_r > E_F/2$ and $E_r < E_F/2$, only in the case $E_r < E_F/2$ the negative differential resistance voltage occurs before the threshold voltage. This construction can also be done in one dimension as shown in Fig. 8(a). And similar to the discussion following Eqs. (28), (29), and (30) the diode currents in two and three dimensions can be thought of as arising from adding many one-dimensional diodes in parallel.

The difference for the case of $E_r < E_F$ is that we must subtract the reverse diode current from the forward current in each one-dimensional diode.

**C. Base contact to the quantum well**

In this section we explore a simple model for operating the devices in Fig. 1 as transistors by adding an additional base contact to the quantum well. We assume the base current is zero, and that the base acts only to alter the shape of the tunneling potential. We show that a strong negative transconductance is possible for all three devices if one can contact the quantum well. In contrast, for the mode of transistor operation in which we sweep the Fermi energy as in
Sec. III, only the 1DE device showed a strong negative transconductance.

Under the same caveats as at the beginning of our discussion of the diode operation, we can model the effect of the additional base contact as simply shifting the position of the resonant level linearly with the base voltage as

\[ E^* = E_r - eV_B, \]  

where \( V_B \) is the emitter to base voltage. Note that an applied base voltage can shift the position of the resonant level to either a higher or lower value in energy. The emitter to collector bias \( V \) no longer has any effect on the energy of the resonant level, and simply determines the width of \( W(E,V) \) as before. Equations (25), (26), and (27) still describe the effect of the base contact if we use Eq. (41) to determine the position of the resonant level \( E^*_r \).

For the case of large bias across the device so that \( eV > E_F \), the full electron distribution in the emitter participates in conduction as in Fig. 7. Therefore, from Eq. (41), the diode curves on the right-hand side of Fig. 7 can be reinterpreted as current-versus-base voltage if we rescale the voltage axis by a factor of 2 and similarly change the threshold and resonance voltages. We graph the current-versus-base voltage when \( eV > E_F \) on the left-hand side of Fig. 9. In this figure the threshold voltage \( V_B = V_{th} \) occurs when \( E^*_r = E_r \) so that \( eV_{th} = E_r - E_F \). The resonance voltage \( V_B = V_r \) occurs when \( E^*_r = 0 \) and is given by \( eV_r = E_r \). Note that the threshold voltage for the base can be either positive or negative. The number of resonant electrons can be pictured in the same way as on the left-hand side of Fig. 7.

When the applied bias is smaller than the Fermi energy, \( eV < E_F \), we can obtain the current-versus-base voltage by a construction similar to the one we used in the diode in Fig. 8 when \( E_r < E_F \). We shown this construction on the right-hand side of Fig. 9, subtracting the dotted lines to obtain the total current. The threshold and resonance voltages are the same as the case of large bias, but in addition there is a "break" voltage \( V_B = V_{br} \) defined when \( E^*_r = E_r - e|V| \) giving \( V_{br} = V_{th} + |V| \). This break voltage in the transistor currents only occurs when the applied voltage is less than the Fermi energy. We do not write down any equations for the currents shown in Fig. 9, as they are easily obtained from the ones found in our treatment of the diode earlier in this section.

V. OTHER RESONANT TUNNELING DEVICES

In this section we examine other possible resonant tunneling devices in addition to the ones in Fig. 1. Our purpose in this section is to show how currents in these other possible resonant tunneling devices are related through a convolution with the free-electron density of states. Both the emitter spatial dimension and the degree of confinement in the quantum well can vary. This gives a total of nine possibilities as shown in Fig. 10. The columns of Fig. 10 hold the emitter dimension fixed while the rows hold the degree of confinement in the quantum well constant.

In this paper we have shown how the convolution method connects the conductance of devices along the main diagonal of Fig. 10, as indicated by the arrows in the figure. The top left-hand corner of Fig. 10 is the usual resonant tunneling diode grown by molecular-beam epitaxy. We label this device the 3DE/1DC for its three-dimensional emitter (3DE) and one-dimensionally confined (1DC) quantum well. We proceeded in this paper from the 1DE/3DC device by convolution to the 2DE/2DC device, and similarly from the 2DE/2DE device by convolution to the standard 3DE/1DC device.

The conductance of the devices in the left-hand column of Fig. 10, the 3DE/1DC, 3DE/2DC, and 3DE/3DC de-
devices, was calculated in Ref. 11. This was called “tunneling into a quantum well, wire, and dot,” respectively in Ref. 11. The transmission coefficient for the 3DE/3DC device in the lower left-hand corner was also calculated in Ref. 33 and found to have a Lorentzian shape. It is unclear whether these two calculations11,33 are in agreement. The case of resonant tunneling in two dimensions, the 2DE/3DC device, was studied in Ref. 34. The transmission coefficient was also found there to have a Lorentzian shape. It should be possible to relate this calculation34 for two-dimensional tunneling into a quantum dot (2DE/3DC) to the case of three-dimensional tunneling into a quantum wire (3DE/2DC) in Ref. 11 using our convolution method. This is shown by an arrow along a diagonal in Fig. 10. Büttiker18 has also argued that the Lorentzian shape for the transmission probability of the 3DE/3DC device in Ref. 33 and the 2DE/3DC device in Ref. 34 must follow from the Breit–Wigner formula. And the transmission coefficient of the 1DE/3DC device is already known to have a Lorentzian shape35 near the resonance peak. Thus, all the devices along the bottom row have Lorentzian-shaped transmission coefficients.

The devices in the upper right-hand corner of Fig. 10 have not been fabricated and only recently studied,35 but the 1DE/2DC device is connected to the 2DE/1DC device through convolution as shown by an arrow along a diagonal in the figure. Thus, for the nine possible devices of Fig. 10, convolution with the one-dimensional free-electron density of states relates their conductance along the diagonals.

Including quantization in the device emitter produces many more possibilities for resonant tunneling devices. Some recent studies in this area are summarized in Ref. 36. The 2DE devices could be regarded as having a quasi-one-dimensional emitter (Q1DE), while the 3DE devices can have either a quasi-two-dimensional emitter (Q2DE) or a Q1DE. Obtaining the conductance for these devices is quite difficult in general. But for the devices along the main diagonal of Fig. 10, which are described by a separable potential, including the effect of the emitter quantization is much easier. Because the potential depends separately on each coordinate $z$, $x$, and $y$ for the 1DE/3DC, 2DE/2DC, and 3DE/1DC devices, an electron cannot scatter from one subband to another as it traverses these devices. The separate subbands then act like independent devices in parallel.

Suppose that confinement in the emitter gives rise to a number of subbands at energies $E_1$, $E_2$, $E_3$, etc. To obtain the conductance of the devices along the main diagonal when the emitter energies are quantized into confinement subbands, we must convolve the device currents obtained in the previous sections with the function

$$\delta(E - E_1) + \delta(E - E_2) + \delta(E - E_3) + \cdots. \quad (42)$$

Again, this corresponds to adding classical resistors in parallel since there is no scattering between the different confinement subbands. One can sketch all the diode and transistor currents very easily for this case. It has also been speculated that accumulation in the emitter of a standard MBE-grown tunneling diode would give rise to a bound level in the emitter. In that case, we would have to add the current of a 2DE in parallel with the 3DE to obtain the total device current.

VI. CONCLUSIONS

We have studied the transistor- and diodelike operation of resonant tunneling devices having a one-, two-, and three-dimensional electron emitter. Our method emphasizes the use of convolutions, allowing us to separate the effects of finite voltage, finite temperature, and increasing spatial dimension of the emitter on the device current. Using this convolution method, we obtained an intuitive physical picture of the tunneling current. Although we did not emphasize the temperature dependence of the current here, it can also be included as a simple convolution.

We considered transistor operation by sweeping the Fermi energy in the resonant tunneling device. This is possible in a field-effect transistor using either a substrate contact or light. For this case, the 1DE device shows a strong negative transconductance, the 2DE device a weaker negative transconductance, while the 3DE device can at best show a zero transconductance. Only in the 1DE case does the current fall to zero when the device is operated as a transistor.

For diodelike operation of the resonant tunneling devices, we recover the standard triangular-shaped resonant peak in the 3DE device where the resonant device current is proportional to the emitter to collector voltage $V$. For the 2DE device the resonant current is proportional to $\sqrt{V}$. In the 1DE device the resonant current is independent of source-to-drain voltage. The resonant current for the 1DE diode is equal to the fundamental constants $e/\pi \hbar$ times the area $\Delta E$ under the resonance peak in $T(E,V)$. We examined the case where the bound level is initially below the Fermi energy in the emitter and the different resulting voltage dependencies of the diode current.

We also examined transistor operation of the resonant tunneling devices in each dimension by sweeping the energy of the quantum well. We modeled this energy as being directly proportional to a base voltage $V_B$ and assumed the base current was zero. A strong negative transconductance is then possible in each spatial dimension sweeping the base voltage, because the base contact can pull the resonant level either above or below the electron distribution in the emitter. The dependence of the transistor currents on the base voltage for large bias across the device is the same as for the diode current, that is, proportional to $V_B$ for the 3DE, rising like $\sqrt{V_B}$ for the 2DE, and independent of $V_B$ in one dimension. We also examined the transistor currents-versus-base voltage at small emitter to collector voltages.

The unifying theme of our paper is that the effects from various physical processes on the tunneling current can be more easily understood when expressed as convolutions. We have used convolutions to treat dimensional effects as well as broadening effects. As a final example, we have shown how our convolution method can give insight into resonant tunneling devices having different degrees of confinement in the quantum well, in addition to having a different spatial dimension in the device emitter.
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14Although this convolution is easy to perform, we could also obtain the result by calculating the density of states for an electron with four spatial degrees of freedom.


21Also interesting is that there is no observability criterion for increasing the emitter dimensionality, similar to that for voltage or temperature, because there is no characteristic width in energy for either $N_{1p}(E)$ or $N_{2p}(E)$.


24Accumulation in the emitter and depletion in the collector is a significant effect in tunneling diodes grown using molecular-beam epitaxy. This effect can be handled either by (1) using a new emitter distribution set by the size of the accumulation or (2) keeping the same emitter distribution and including the accumulation and depletion effects in the transmission coefficient. These two different methods seem to correspond to different assumptions concerning the effects of inelastic scattering in the emitter and is an unresolved question.

25Equation (32) has an interesting form: $I = 2e\Delta \tau$, where $\Delta E \Delta \tau = h$ and $\Delta E$ is the area under the transmission resonance. This resistance is independent of the amount of energy the electron must dissipate to come into equilibrium in the right contact. For a completely ballistic conductor $\Delta E = eV$ until $eV > E_f$, at which point $\Delta E = E_f$, so that $I = (e/\pi h)E_f$ for a completely ballistic conductor in one dimension. This is also independent of the disequilibrium energy of the electron in the right contact. Even though one might like to interpret these resistances as arising from inelastic scattering in the contacts, the independence of these results from the energy to equilibrate in the contact argues against such an interpretation of Eq. (1).
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We calculate the current transmission amplitudes and electrical conductance as a function of Fermi energy for electrons scattering from a single defect in a quasi-one-dimensional wire. In a confined geometry the scattering boundary conditions couple propagating modes in the wire to nonpropagating or evanescent modes. Therefore, the applied steady current causes localized or evanescent modes to build up around any defects in the wire. These extra stored electrons strongly affect the scattering boundary conditions for the propagating modes whenever the Fermi energy approaches either a new quasi-one-dimensional subband or a quasi-bound-state splitting off of the higher confinement subbands. We show that the presence of evanescent modes can lead to either perfect transparency or perfect opaqueness for the scattering modes, even in the presence of scattering defects. For the special case of a $\delta$-function scatterer in the wire we analytically obtain the scattering amplitudes. We also numerically examine a finite-range scatterer.

I. INTRODUCTION

When an electron scatters elastically from an imperfection in an open geometry, such as the scattering from a potential-energy barrier or well in an infinite threedimensional space, it scatters into a traveling wave which propagates away from the defect. In contrast, if the electron is restricted to a wire such that confinement subbands are formed, the incident electron can elastically scatter into evanescent modes available in the wire. Thus for a steady current flow incident on a defect in the wire, a localized mode will build up around the defect even if the scatterer is repulsive. Unlike the case in electron localization theory where the “localization” is either a consequence of the coherent scattering of electrons from multiple defects or of electrons trapped in potential-energy wells, the localized electron trapped around a single scattering defect in a narrow wire is maintained there by the applied incident current, regardless of the sign of the scattering potential.

For the special case of an attractive scatterer in a narrow wire, it is possible to have quasi-bound-states splitting off from one of the higher-lying confinement subbands. The bound state associated with the lowest subband is analogous to a donor level below the conduction-band minima of a semiconductor. An electron trapped in the lowest subband’s “donor level” at zero temperature cannot escape the region of space near the donor; it is truly bound. But since the confinement potential of the wire gives rise to multiple subbands, there will be a new “quasi-donor-level” associated with each subband. These additional “bound-state remnants” are also spatially localized near the defect and composed of evanescent waves, but are not true bound states. Because they are degenerate in energy with propagating modes in the wire and are coupled to the propagating modes, they will decay with time. But in contrast to the unbound evanescent waves which can build up around either an attractive or a repulsive scattering defect, we believe the quasi-bound-states can persist for much longer times if the incident current is reduced to zero. Analyzing how these new quasi-bound-states will decay with time is an interesting problem in its own right, but for the purposes of this paper it is sufficient to realize that these states exist and are important for electron transport in confined geometries.

We show in this paper that the presence of evanescent modes strongly affects the scattering of propagating modes from a defect in a quasi-one-dimensional wire. For interacting electrons this is clearly true because an electron trapped near a scattering defect will alter the scattering potential near the defect. But even for the noninteracting electrons which we consider in this paper, the building up of evanescent modes near the scattering defect alters the boundary conditions for the scattering event. This leads to unusual scattering properties when the Fermi energy approaches either a subband minima or a quasi-bound-state splitting off of a higher-lying confinement subband, so that evanescent modes cannot be neglected when analyzing scattering in a confined geometry. We are careful in our analysis to consider the effects of both propagating and evanescent modes during the scattering event. It is well known from the analogous case of electromagnetic wave scattering in microwave waveguides that one cannot neglect the electromagnetic energy stored near any defects or sudden spatial variations in the guide when calculating its scattering properties. For optical waveguides one must also consider electromagnetic radiation generated at defects, an effect whose analog is absent in our problem.

Our main goal is to understand the simplest possible scattering problem in a quasi-one-dimensional wire: scattering from a single $\delta$-function defect in an infinitely
tian an equation of motion for the Fourier coefficients 

c_n(x) as

\[
\frac{d^2 c_n(x)}{dx^2} + k_n^2 c_n(x) = \sum_m \Gamma_{nm}(x) c_m(x)
\]  

(4)

where the wave vector \( k_n \) is

\[
k_n = \sqrt{\frac{2m}{\hbar^2}} (E - E_n)
\]

(5)

and the \( \Gamma_{nm} \)’s given by

\[
\Gamma_{nm}(x) = \frac{2m}{\hbar^2} \int dy \chi_n^*(y) V_d(x,y) \chi_m(y)
\]

(6)

are the mode coupling constants. Equation (4) allows any normal mode to scatter elastically into any other normal mode through the defect potential \( V_d(x,y) \). One must therefore solve a scattering problem with an infinite number of coupled modes to obtain the exact answer for the scattering properties of any one normal mode. The sum on the right side of Eq. (4) includes both the term \( n = m \) and the coupling to any evanescent modes for which we set \( k_n = i k_n \).

The boundary conditions for solving this scattering problem are analogous to the ones from textbook quantum-mechanical scattering problems in one dimension. Continuity of the wave function \( \psi(x,y) \) requires that each Fourier coefficient \( c_n(x) \) be continuous. If the scattering potential \( V_d(x,y) \) is nonsingular, then it follows by integrating Eq. (4) and using the continuity of the \( c_n(x) \)’s that the derivative \( dc_n(x)/dx \) must be continuous for each \( n \). We discuss the boundary conditions for singular potentials in the next section.

In the regions where the scattering potential is zero, namely, regions I and III as shown in Fig. 1, the solutions to Eq. (4) are

\[
c_n(x) = A_n e^{ik_n x} + B_n e^{-ik_n x}, \quad x < 0
\]

(7)

\[
c_n(x) = C_n e^{i k_n (x - L)} + D_n e^{-i k_n (x - L)}, \quad x > L
\]

(8)

for the propagating modes and, by setting \( k_n = i k_n \), obtain

\[
c_n(x) = A_n e^{-i k_n x} + B_n e^{i k_n x}, \quad x < 0
\]

(9)

\[
c_n(x) = C_n e^{-i k_n (x - L)} + D_n e^{i k_n (x - L)}, \quad x > L
\]

(10)

for the evanescent modes. Solving Eq. (4) with the appropriate boundary conditions will determine the coefficients \( A_n, B_n, C_n, \) and \( D_n \) in each region. We describe a method for doing this in Sec. III and V.

Suppose the coefficients \( A_n, B_n, C_n, \) and \( D_n \) are now known. Define the current transmission probability \( T_{i \rightarrow j} \) from normal mode or “channel” \( i \) on the left to channel \( j \) on the right following the diagram in Büttiker et al.\textsuperscript{12} by

\[
T_{ij} = \frac{J_{i,\text{right}}}{J_{i,\text{left}}} = \frac{k_{j}}{k_{i}} \text{ for } i \neq j
\]

(11)

when all other incoming currents are zero except those in channel \( i \). Here \( \bar{T}_{ij} \) is the current transmission amplitude as defined in the scattering matrix.\textsuperscript{20} In terms of the coefficients \( A_n, B_n, C_n \), and \( D_n \) these are

\[
\bar{T}_{ij} = \frac{(k_j)^{1/2}}{(k_i)^{1/2}} \frac{T_{ij}}{(k_i)^{1/2}} = \frac{(k_j)^{1/2}}{(k_i)^{1/2}} \frac{C_j}{A_i}
\]

(12)

where we have defined \( T_{i \rightarrow j} \) as the ratio of the wave-function amplitudes. Similarly, the reflection coefficients \( R_{ij} \) are

\[
R_{ij} = \frac{J_{i,\text{left}}}{J_{i,\text{right}}} = \frac{k_{j}}{k_{i}} \text{ for } i \neq j
\]

(13)

where \( R_{i \rightarrow j} \) is the ratio of the reflected wave-function amplitude to the incident amplitude. The two-probe current at small voltages we obtain from one of Landauer’s formulas\textsuperscript{15–22}

\[
G_{\text{two-probe}} = \frac{I}{V} = \frac{e^2}{\pi \hbar} \sum_{i,j} \bar{T}_{ij} \frac{e^2}{\pi \hbar} \sum_{i,j} \bar{r}_{ij} = \frac{e^2}{\pi \hbar} \text{Tr}(\bar{T} \bar{r}^\dagger)
\]

(14)

where the sum in Eq. (14) runs only over the propagating normal modes of the wire. Equation (14) and its generalizations to finite voltages are equivalent to standard tunneling conductance formulas.\textsuperscript{24–26} The quantum contact resistance implied by Eq. (14), discussed in Refs. 17–22, has been seen in a striking and clear fashion.\textsuperscript{27,28}

We shall also examine the four-probe Landauer conductance.\textsuperscript{14,15,17,21,22} For the cases we consider in this paper, an electron incident on the scatterer from either end of the conductor will have the same transmission probability. Or in the notation of Ref. 15, we will have \( T_{ij} = T_{ji} \) and \( R_{ij} = R_{ji} \) in all our calculations. For this case the four-probe conductance can be written more simply as

\[
G_{\text{four-probe}} = \frac{I}{V'} = \frac{e^2}{\pi \hbar} \left[ \sum_{i,j} T_{ij} \right] \left[ \sum_i N_i \right]
\]

\[
\times \left[ \sum_i N_i \left[ \sum_j R_{ij} \right] \right]^{-1}
\]

(15)

Equation (15) is just the two-probe conductance from Eq. (14) multiplied by a voltage division factor. The currents \( I \) in Eqs. (14) and (15) are the same but the voltages \( V \) and \( V' \) are measured differently.\textsuperscript{14} In Eq. (15) \( N_i \) is the one-dimensional free-electron density of propagating states for the \( i \)th occupied subband. Also following Ref. 15, we assume that the weakly coupled voltage probes are far enough away from the scatterer so that evanescent modes existing near the voltage probes can be neglected. This assumption is always violated near the subband minima. However, for our special case, the evanescent mode amplitude is the same on either side of the scatterer so the four-probe formula of Ref. 15 is likely valid for our problem despite its neglect of charge accumulation near the voltage probes in the evanescent modes.
problem, as they must be for scattering in a confined geometry, then the position-dependent density of states

\[ N(E;x,y) = \sum_{n,k} \delta(E - E_{nk}) |\psi_{nk}(x,y)|^2 \]  

(16)

will no longer be just the usual result for clean wire shown in Fig. 2(a). Instead, for positions near the defect, there will be an extra piece added to the position-dependent density of states which will resemble Fig. 2(b). Figure 2 again emphasizes that evanescent modes will have an effect on the scattering properties of the wire well before the subband minima is reached. If quasi-bound-states form in the wire for the case of an attractive scatter, then Fig. 2(b) will of course become more complicated.

The remaining sections will be concerned with solving the infinite set of coupled equations (4) for the wave functions \( c_n(x) \), obtaining the various transmission and reflection coefficients, and studying the Landauer conductance of the wire.

III. CASE OF A \( \delta \)-FUNCTION SCATTERER

In this section we consider electron scattering from a \( \delta \)-function potential in a quasi-one-dimensional wire. We write down the detailed analytic solutions to the infinite set of coupled equations, Eq. (4), for the transmission coefficients \( T_{ij} \) and reflection coefficients \( R_{ij} \) in Appendix B. These solutions are valid for \( \delta \)-function potentials of arbitrary strength and for any arbitrary number of propagating and evanescent modes. In this section we formulate the problem and discuss some of its most interesting features.

Let the \( \delta \)-function scattering potential be

\[ V_d(x,y) = \delta(x-y) \]

so that we take \( L = 0 \) in Fig. 1. The weight \( \gamma \) can be either positive or negative. Integrating Eq. (4) across the \( \delta \) function gives

\[ \frac{dc_n(x)}{dx} \bigg|_{x=0^+} - \frac{dc_n(x)}{dx} \bigg|_{x=0^-} = \sum_m \Gamma_{nm} c_m(0) \]

(18)

where

\[ \Gamma_{nm} = \frac{2m \gamma}{\hbar^2} \chi^*_n(y_i) \chi_m(y_i) \]

(19)

are the mode coupling constants. The \( \Gamma_{nm} \) are proportional to the strength of the impurity and the size of the wave function at the impurity, and are zero if the wave function has a node at the impurity position. Equation (18) reduces to

\[ ik_n(C_n - D_n) - ik_n(A_n - B_n) = \sum_m \Gamma_{nm} (A_m + B_m) \]

(20)

if \( n \) denotes a propagating mode and, setting \( k_n = iK_n \), becomes

\[ -\kappa_n(C_n - D_n) + \kappa_n(A_n - B_n) = \sum_m \Gamma_{nm} (A_m + B_m) \]

(21)

if \( n \) denotes an evanescent mode. The sum over \( m \) again includes the term where \( m = n \) as well as all the evanescent modes. In addition, the boundary condition that the wave function itself must be continuous, \( c_n(0^-) = c_n(0^+) \), gives

\[ A_n + B_n = C_n + D_n \]

(22)

for all normal mode indices \( n \).

Imposing the remaining boundary conditions from our scattering problem, proceeding as in the normal textbook quantum-mechanical scattering problems in one dimension, allows further simplification of Eqs. (20), (21), and (22). We consider particles incident only from the left. Then \( D_n = 0 \) for all propagating \( n \). Because we take the wire to be infinitely long, we can eliminate all growing evanescent waves and set \( D_n = 0 \) and \( A_n = 0 \) for all evanescent \( n \). This leaves the condition \( B_n = C_n \) for all evanescent \( n \) and \( A_n + B_n = C_n \) for all propagating \( n \). Furthermore, for all the propagating \( A_n \)'s, we allow only one normal mode incident at a time so that we have one more unknown than equations (as is usual in scattering problems). We solve for all the transmitted and reflected wave amplitudes with respect to the single incident \( A_4 \).

We now find a procedure for solving the infinite set of coupled equations (20), (21), and (22). Truncating the equations to a finite size will allow us to find the right procedure. For definiteness, let us write down the matrix equation we must solve if we consider two propagating modes and two evanescent modes. Let mode two be incident on the scatterer so that \( A_1 = 0 \) and \( B_1 = C_1 \). We write down the set of four coupled equations valid when

\[ A_n + B_n = C_n + D_n \]

(22)
Now eliminate the highest evanescent mode, in this case mode four, from the $4 \times 4$ matrix Eq. (23). We obtain the $3 \times 3$ matrix equation
\[
\begin{pmatrix}
0 \\
-2ik_2 \\
0
\end{pmatrix}
= \begin{pmatrix}
\Gamma_{11} -2ik_1 & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\
\Gamma_{21} & \Gamma_{22} -2ik_2 & \Gamma_{23} & \Gamma_{24} \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33} +2k_3 & \Gamma_{34} \\
\Gamma_{41} & \Gamma_{42} & \Gamma_{43} & \Gamma_{44} +2k_4
\end{pmatrix}
\begin{pmatrix}
t_{21} \\
t_{22} \\
t_{23} \\
t_{24}
\end{pmatrix}
\] (23)

Now let us eliminate the highest evanescent mode, in this case mode four, from the $4 \times 4$ matrix Eq. (23). We obtain
\[
\begin{pmatrix}
0 \\
-2ik_2 \\
0
\end{pmatrix}
= \begin{pmatrix}
\Gamma_{11} -2ik_1 & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\
\Gamma_{21} & \Gamma_{22} -2ik_2 & \Gamma_{23} & \Gamma_{24} \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33} +2k_3 & \Gamma_{34} \\
\Gamma_{41} & \Gamma_{42} & \Gamma_{43} & \Gamma_{44} +2k_4
\end{pmatrix}
\begin{pmatrix}
t_{21} \\
t_{22} \\
t_{23} \\
t_{24}
\end{pmatrix}
\] (24)

which has the same form as the matrix equation we would have started with if we had originally decided to allow two propagating modes and only one evanescent mode. Equation (23) looks formally like Eq. (24) if we simply truncate the highest evanescent mode in Eq. (23). The only difference between Eq. (24) and truncating Eq. (23) is that all the mode coupling constants in Eq. (24) have been rescaled by the evanescent mode four where
\[
\Gamma_{ij,4} = \Gamma_{ij} \frac{2k_4}{\Gamma_{jj} +2k_4}, \quad i,j = 1,2,3
\] (25)

Now eliminate the next highest evanescent mode, mode three, from Eq. (24). We obtain
\[
\begin{pmatrix}
0 \\
-2ik_2 \\
0
\end{pmatrix}
= \begin{pmatrix}
\Gamma_{11} -2ik_1 & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\
\Gamma_{21} & \Gamma_{22} -2ik_2 & \Gamma_{23} & \Gamma_{24} \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33} +2k_3 & \Gamma_{34} \\
\Gamma_{41} & \Gamma_{42} & \Gamma_{43} & \Gamma_{44} +2k_4
\end{pmatrix}
\begin{pmatrix}
t_{21} \\
t_{22} \\
t_{23} \\
t_{24}
\end{pmatrix}
\] (26)

Again, this is the same matrix equation we would have originally written down if we had allowed only the two propagating modes and completely neglected the evanescent modes in Eq. (23), except that the mode coupling constants [which were initially only rescaled by mode four in Eq. (24)] are now rescaled by both the evanescent mode three and mode four as
\[
\Gamma_{ij,3} -4 = \Gamma_{ij,4} \frac{2k_3}{\Gamma_{jj} +2k_3}, \quad i,j = 1,2
\] (27)

The total effect of the evanescent modes is to rescale the mode coupling constants of the propagating modes. The rescaling procedure makes the mode coupling constants energy dependent. And although we have written down this procedure only for two propagating modes and two evanescent modes, by induction it clearly holds for any number of propagating and evanescent modes. If there are $p$ propagating modes and $q$ evanescent modes, we can eliminate the $q$ evanescent modes by the procedure outlined above and solve a $p \times p$ matrix equation to obtain the transmission and reflection amplitudes for the propagating modes, and hence determine the conductance. We solve this matrix equation explicitly for the lowest three subbands in Appendix B and assert that, because of the symmetry of the matrix equation analogous to Eq. (23), we can solve the $p \times p$ matrix equation for any integer $p$. Hence we find a complete solution to our scattering problem. We emphasize at this point that our procedure for including the total effect of the evanescent modes as a simple rescaling of the mode coupling constants for the propagating modes is only valid for the special case of a single $\delta$-function scatterer in a narrow wire.
Appendix B shows $T_{11} = 1$ and $T_{12} = 0$ near the third subband minima. By our mode rescaling arguments, all the mode coupling constants will become zero at each new 1D subband minimum for the $\delta$-function scatterer.

One can see this perfect transmission effect even more clearly by writing down the set of equations valid for one propagating mode and one evanescent mode for $E_1 < E < E_2$ as

$$
\begin{bmatrix}
-2ik_1 \\
0
\end{bmatrix} =
\begin{bmatrix}
\Gamma_{11} - 2ik_1 & \Gamma_{22} \\
\Gamma_{21} & \Gamma_{12} + 2k_2
\end{bmatrix}
\begin{bmatrix}
t_{11} \\
t_{12}
\end{bmatrix},
$$

or, writing this slightly differently,

$$
-2ik_1(A_1 - C_1) = \Gamma_{11}C_1 + \Gamma_{12}C_2,
$$

$$
-2k_2C_2 = \Gamma_{21}C_1 + \Gamma_{22}C_2.
$$

Including more evanescent modes in Eq. (28) will not affect the structure of the equation, since their total effect is just to alter the mode coupling constants in a qualitatively unimportant way. The first row of Eq. (28) or Eq. (29) asserts that the discontinuity in the derivative of mode one at the defect is proportional to the probability amplitudes of each of the modes. The derivative jump of the evanescent mode, from the second row of Eq. (28), must also be supported by the buildup of the wave function at the defect. The second row of Eq. (28) emphasizes that the modes are coupled, since if the amplitude of the evanescent mode is taken to be zero, the propagating mode must also have zero amplitude.

Setting $\kappa_2 = 0$, meaning that there is no change in the derivative of mode two at the defect (mode two stays a constant value for the entire length of the wire), gives perfect transmission of mode one, $T_{11} = 1$ when $E = E_2$. To obtain this result from Eq. (28), we use the identity $\Gamma_{21}\Gamma_{12} = \Gamma_1\Gamma_{22}$. The analogous result holds for higher subbands; all the modes have perfect transmission whenever the electron energy aligns with the bottom of a subband. Equation (28) asserts that, at the bottom of the second subband, the evanescent mode occupation will build up to exactly the right amount to compensate for the derivative jump required of mode one at the scatterer.

There is another interesting feature of Eq. (28). If the $\delta$-function potential is attractive, that is if $\gamma < 0$, then it is possible to have $\Gamma_{22} + 2k_2 = 0$. Or more generally, if there are $m$ total modes, then $\Gamma_{22,3-m} + 2k_2 = 0$. We show in Appendix A that the energy satisfying this equation corresponds to a quasi-bound-state in the $\delta$ function splitting off from the second subband. In that case Eq. (28) predicts zero transmission, that is $T_{11} = 0$. A qualitatively similar thing happens in higher subbands as we show in the next section, although the transmission does not fall to zero for the higher subbands. So the presence of evanescent modes in the wire leads to perfect transparency when $\kappa_2 = 0$ for any $n$, and we can also lead to perfect opacity in the lowest subband if the $\delta$-function potential is negative but not too strong. If the $\delta$ potential is so strong and negative that $\Gamma_{22,3-m} + 2k_2 = 0$ has no solution longer be a point in energy of perfect reflection in that region because the bound state (which originally split off of the second subband) has dropped below the first subband and therefore out of the scattering problem. We discuss the bound states of the $\delta$-function potential in a quasi-one-dimensional wire in detail in Appendix A.

We are now interested in showing, from Eq. (28), how the occupation probability of the evanescent mode accumulates as the Fermi energy approaches the second subband. The solutions to Eq. (28), valid in the energy range from $E_1 < E < E_2$, are

$$
t_{11} = \left[1 - \left(\frac{\Gamma_{11}}{2ik_1} \frac{2k_2}{\Gamma_{22} + 2k_2}\right)\right]^{-1},
$$

leading to the transmission coefficient $T_{11}$:

$$
T_{11} = \left[1 + \left(\frac{\Gamma_{11}}{2k_1}\right)^2 \left(\frac{2k_2}{\Gamma_{22} + 2k_2}\right)^2\right]^{-1}.
$$

Since there is only one propagating mode we have $1 = T_{11} + R_{11}$. The wave-function amplitude in the evanescent mode is

$$
t_{12} = \frac{B_2}{A_1} = \frac{\Gamma_{21}}{\Gamma_{22} + 2k_2}t_{11}
= \Gamma_{21}\left(\Gamma_{22} + 2k_2\right) - \left(\frac{\Gamma_{11}}{2ik_1} \frac{2k_2}{\Gamma_{22} + 2k_2}\right)^{-1},
$$

leading to a building up of probability density

$$
|t_{12}|^2 = \left|\frac{B_2}{A_1}\right|^2
= \Gamma_{11}\Gamma_{22}\left(\Gamma_{22} + 2k_2\right)^2 + \left(\frac{\Gamma_{11}}{2k_1}\right)^2 \left(2k_2\right)^2. 
$$

The transmission coefficient $T_{11}$ from Eq. (31), as well as the size of the evanescent mode $|t_{12}|^2 = |B_2|^2/|A_1|^2$ from Eq. (33), are shown in Fig. 3. The strengths of the $\delta$ functions are given in the figure caption and other relevant parameters at the beginning of the next section. Figure 3(a) shows the case of a repulsive $\delta$-function scatterer. The two solid curves in Fig. 3(a) are for a weak repulsive scatterer, while the two dotted curves describe a slightly stronger repulsive scatterer. The transmission coefficient $T_{11}$ is shown near the top of Fig. 3(a). Perfect transmission, $T_{11} = 1$, occurs when the incident electron energy aligns with the second subband minima at $E = E_2 = 25$ meV. The transmission coefficient $T_{11}$ decreases as the scatterer is made stronger. The electron probability to occupy the evanescent mode, $|t_{12}|^2$ shown near the bottom of Fig. 3(a), grows steadily as the energy approaches the second subband. $|t_{12}|^2$ qualitatively follows the density of evanescent states. As the strength of the repulsive scatterer increases and the transmission probability $T_{11}$ correspondingly decreases, the probability of occupying the evanescent mode increases. This is a reasonable result since (1) a more opaque barrier reduces transmission and (2) the evanescent modes must be popu-
modes is much larger than for a repulsive scatter. We consider the attractive scatter, the occupation of the evanescent peak is above the bound-state energy. Note also that, for the repulsive scatterer, the maximum does not occur at the bound-state energy. Equation (32) for $|t_{12}|^2$ has a Lorentzian-like shape whose peak is above the bound-state energy. The building up of the evanescent mode two reaches a maximum near the quasi-bound-state and then decreases as the incident electron energy approaches the second subband minima. This is in contrast to the repulsive scatterer of Fig. 3(a) where the occupation of evanescent mode two increases continuously as the energy approaches the second subband minima.

**IV. RESULTS AND DISCUSSION OF $\delta$-FUNCTION SCATTERER**

In this section we graph the detailed solutions to the infinite set of coupled Eqs. (4) for the $\delta$-function scatterer which are written down in Appendix B. We display all the intersubband and intrasubband transmission and reflection coefficients for the single $\delta$-function scatterer as follows: As in Sec. III, we consider both a repulsive and an attractive scatterer. In Fig. 4 we consider a weak repulsive $\delta$-function scatterer, while Fig. 5 shows a weak attractive scatterer of approximately the same strength as the repulsive scatterer. As the repulsive scatterer is made stronger, the energy dependence of the transmission or reflection coefficients does qualitatively change. For an attractive scatterer the energy dependence of the reflection and transmission coefficients does qualitatively change as the scatterer is made stronger due to the movement of the quasi-bound-state. We do not show the transmission coefficients for the case of a strong attractive scatterer because they qualitatively resemble the ones for the repulsive scatterer in Fig. 4. As the attractive scatterer is made stronger all the graphs of Fig. 5 will evolve into ones qualitatively resembling Fig. 4. We then display the two-probe and four-probe Landauer conductance for these sets of scatterers in Figs. 6, 7, and 8.

For definiteness in all the calculations, we consider an infinite square well along the $y$ direction which we take to be $W=300 \AA$ wide. We take the mass of the electron to be the effective mass for GaAs, that is 0.067 of the free-electron mass. For this wire, the subband energies are $E_1=6.236\text{ meV}$, $E_2=24.94\text{ meV}$, $E_3=56.12\text{ meV}$, and $E_4=99.78\text{ meV}$. We place the impurity $\frac{1}{2}L$ of the distance across the wire. We include 100 total modes in our calculations. These are the same parameters used in Fig. 3. It is easy to include a greater or fewer number of modes, but including more modes does not have a great qualitative influence on the results. As we argued in Sec.
mode $n$ we satisfy $2k_n \gg 2m\gamma/W\hbar^2$, including more evanescent modes makes only a small quantitative difference in the results. Using Eq. (25) we see that, for a repulsive scatterer, including more evanescent modes increases the transmission because the mode coupling constants are made smaller. In our rescaling procedure each additional evanescent mode then multiplies the coupling constants by a number less than one. For an attractive scatterer where $\Gamma_{nm}$ is negative, including more evanescent modes decreases the transmission because each additional evanescent mode then multiplies all the coupling constants by a number greater than one.

Figure 4 shows the transmission probabilities for a repulsive $\delta$-function scatterer having $\gamma = 10$ $\text{eV cm}^{-2}$. Or expressed more usefully $\gamma/W^2 = 1.111$ $\text{meV}$, so that the potential is relatively weak. Consider first the intrasubband transmission and reflection coefficients. Figure 4(a) shows that the transmission probability $T_{11}$ is unity whenever the electron energy aligns with the bottom of a new subband. Figure 4(b) shows a similar result for $T_{22}$ and $T_{33}$. The reflection coefficient $R_{11}$ is shown in Fig. 4(c). Note that $R_{11}$ is zero at the minima of the second and third subbands and undergoes no discontinuous change as does $T_{11}$. Reflection into the lowest normal mode is suppressed at the bottom of the second and third subband. A similar behavior for the intrasubband reflection coefficient $R_{22}$ is shown in Fig. 4(d). If only the lowest mode can propagate, the intrasubband transmission and reflection coefficients $T_{11}$ and $R_{11}$ have the same functional form as those through a $\delta$-function potential in one dimension given in Appendix A.

The intersubband transmission coefficients $T_{12}$, $T_{13}$, and $T_{23}$ are shown on Figs. 4(a) and 4(b) multiplied by a factor of 10 so they can be clearly seen. If there were no scattering the intersubband transmission would be zero, so the intersubband transmission should increase.
FIG. 5. Scattering from a weak attractive \( \delta \) function having strength \( \gamma = -6 \text{ meV cm}^2 \). (a) shows \( T_{11} \), (b) gives \( T_{22} \) and \( T_{33} \), (c) shows \( R_{11} \), (d) shows \( R_{22} \), (e) gives \( T_{22} \), while (f) shows \( T_{13} \) and \( T_{23} \). The qualitatively different behavior of these transmission coefficients from the ones in Fig. 4 arises from the presence of new quasi-bound-states forming in the attractive \( \delta \)-function potential. For example, the new dips in the intrasubband transmission \( T_{11} \), \( T_{22} \), and \( T_{33} \) occur well before reaching subbands 2, 3, and 4, the distance between these dips and the subband minima being simply the bound-state energy as we show in Appendix B. The intrasubband reflection increases strongly at the quasi-bound-state energy as shown in (c) and (d). The intersubband transmission and reflection,
with increasing strength of the scatterer. This is indeed true, although not shown in the figures. In Fig. 4 the intersubband transmission is small because the potential is relatively weak. At the onset of the second subband in Fig. 4(a) only about 6% of the incident carriers are converted into the second normal mode through $T_{12}$, and 4–5% are converted into the third normal mode via $T_{13}$ at the bottom of the third subband. Figure 4(b) gives only between 1% and 2% conversion from the second to the third mode at the bottom of the third subband via $T_{23}$.

We can understand some features of Fig. 4 by arguing from the Fermi “golden-rule” scattering rate. To do this we do not consider the intrasubband transmission $T_{11}$, $T_{22}$, or $T_{33}$, as they are simply the result of leftover particles which did not scatter and can be obtained from the requirements of current conservation. Consider first the intersubband transmission $T_{12}$, $T_{13}$, and $T_{23}$. The intersubband transmission has a maximum near the onset of a subband and decays like the inverse square root of energy away from the maximum. This can be understood from a Fermi’s “golden-rule” viewpoint, where the probability of scattering is proportional to the final density of states in the subband which decays like $1/\sqrt{E}$. In Appendix B we show that the dominant term in the intersubband scattering probability is indeed given by an expression similar to the golden rule. The intersubband transmission and reflection coefficient $T_{12} = R_{12}$ in Fig. 4(a) also shows interesting behavior around the bottom of the third subband, staying zero on both sides of the subband minima. There is no scattering out of mode one into mode two at the bottom of the third subband. We have yet to find a good explanation for this lack of mode conversion or reflection at the subband minima. However, the overall shapes of the transmission and reflection coefficients are still well understood by golden-rule arguments.

Given the golden-rule-like shapes of the intersubband transmission and reflection coefficients and the intrasubband reflection, we can argue for the shape of the intrasubband transmission. Let us do so for $T_{11}$. Because particles must be conserved so that $1 = T_{11} + T_{12} + R_{12} + R_{11}$, and since $R_{11} = 0$ on both sides of the subband minima, the drop in $T_{11}$ after reaching perfect transmission at the second subband must be equal to $T_{12} + R_{12} = 2T_{12}$, or just twice the intersubband transmission coefficient. This is shown in Fig. 4(a). Similarly, the discontinuity in $T_{11}$ in Fig. 4(a) at the minima of the third subband is just twice $T_{13}$.

Next, let us examine the scattering coefficients for an attractive potential. Figure 5 shows a $\delta$-function scatterer of comparable strength to the one in Fig. 4, but when

![FIG. 6. Two-probe conductance through a $\delta$-function defect in the quasi-one-dimensional wire in units of $2e^2/h$. The solid line corresponds to the repulsive scatterer from Fig. 4, while the dashed line gives the conductance of the attractive scatterer from Fig. 5. When the electron energy aligns with a subband minimum, the conductance through the defect is equal to the ballistic conductance. At these special energies the wire is perfectly transparent as if no scatterer were present. There is only a small difference between the conductance for the weak repulsive scatterer and the ideal ballistic conductance throughout the entire range of electron energies. For the attractive scatterer, the new dips in conductance correspond to quasi-bound-states developing in the wire. The distance in energy from these dips to the subband minimum is the quasi-bound-state energy. Note also that, even though the repulsive scatterer is stronger, the conductance of the attractive scatterer is much smaller due to the presence of the quasi-bound states.](image1)

![FIG. 7. Two-probe conductance in units of $2e^2/h$ for an attractive scatterer having $\gamma = -8$ meV cm$^{-2}$ (solid line), $\gamma = -9$ meV cm$^{-2}$ (dotted line), and $\gamma = -20$ meV cm$^{-2}$ (dashed line). Beginning with the dotted line from Fig. 6 showing the weakest attractive scatterer having $\gamma = -6$ meV cm$^{-2}$, the overall conductance level decreases and the new dips corresponding to the quasi-bound-states move lower in energy as the scatterer is made more attractive. As the scatterer becomes so attractive that the quasi-bound-states move below the bottom of the next lowest subband, the new dips first disappear and the conductance then increases as the scatterer is made stronger. This unusual effect occurs because the bound states have now moved below the energy range in which they can block conduction.](image2)
the scatter is made attractive. The strength of the scatterer in Fig. 5 is \( \gamma = -6 \) eV cm\(^2\), or equivalently \( \gamma/W^2 = -0.666 \) meV, 60\% of the strength of Fig. 4. The transmission coefficient \( T_{11} \) through this potential is shown in Fig. 5(a). The new dips in \( T_{11} \) immediately before each subband minimum correspond to a quasi-bound-state forming in the wire. The distance in energy between each local minimum in \( T_{11} \) and the following subband is simply the quasi-bound-state energy. Although these new minima appear to be immediately below the subband minima, they are in fact at a lower energy. We can see this clearly from Fig. 3(b) where the attractive scatterer is stronger. Since the scatterer in Fig. 5 is very weak, the quasi-bound-states lie very near in energy to their respective subbands. Figure 5(b) shows \( T_{22} \) and \( T_{13} \) for this potential. We see again that intrasubband transmission decreases at the quasi-bound-state energy and is perfect at the subband minima.

The intrasubband reflection \( R_{11} \) and \( R_{22} \) increase at the quasi-bound-state energies and are zero at each successive subband minimum as shown in Figs. 5(c) and 5(d), respectively. Intersubband transmission also increases at the quasi-bound-state energies as shown for \( T_{12} \) in Fig. 5(e) and again for \( T_{13} \) and \( T_{23} \) in Fig. 5(f). Note that both the intrasubband reflection and intersubband transmission are much larger for this attractive scatterer than for the repulsive scatterer we considered in Fig. 4, even though the scattering strength is weaker than in Fig. 4. This is also due to the quasi-bound-state nearby in energy.

Now we turn to a study of the Landauer conductance through these \( \delta \)-function scatterers. Figure 6 shows the two-probe conductance from Eq. (15) for both the repulsive \( \delta \)-function defect of Fig. 4 (solid line) and the attractive \( \delta \)-function defect of Fig. 5 (dashed line). The conductance for the weak repulsive scatterer is nearly the same as that of a perfect ballistic wire throughout the whole range of Fermi energy, and is exactly equal to the ballistic conductance when the Fermi energy aligns with each new subband minima. The shoulders of the quantized ballistic conductance steps are slightly rounded due to increased reflection immediately above each subband minima. The weak attractive scatterer, however, has a much smaller conductance reflecting the presence of the quasi-bound-state nearby in energy. The extra dips in the conductance through the attractive \( \delta \) function again occur before reaching each subband, the difference being just the quasi-bound-state energy. The conductance of the attractive \( \delta \) function is also exactly equal to the ballistic conductance when the Fermi energy aligns with new subband minima.

Figure 7 shows the two-probe conductance evolving as we increase the strength of the attractive scatterer from \( \gamma = -6 \) eV cm\(^2\), shown as the dashed line in Fig. 6, to \( \gamma = -8 \) eV cm\(^2\) (solid line), \( \gamma = -9 \) eV cm\(^2\) (dotted line), and \( \gamma = -20 \) eV cm\(^2\) (dashed line). Note that, as for the repulsive scatterer, perfect transmission still occurs at the subband minima. However, the additional quasi-bound-state in the attractive scatterer causes increased reflection well before the subband minima are reached, leading to an additional dip in the conductance (solid curve). As the strength of the attractive potential is increased, the conductance becomes smaller and the dip moves lower in energy until the quasi-bound-state drops below the next subband as shown by the dotted curve, where the conductance resembles a "cobweb" (dotted curve). As the potential is made even more attractive (dashed curve), the conductance increases and begins to resemble the conductance through a repulsive \( \delta \) function. This is because each quasi-bound-state energy which originally split off from, say, subband \( i \), has now moved below the bottom of the next lower subband \( i-1 \), and therefore out of the problem. It is paradoxical that, as the scatterer is made stronger over this small range of strengths, the conductance actually increases. The bound states have now moved out of the way and the electron can transmit.
through the defect. Usually stronger scatterers lead to a reduced conductance. But we see this is not necessarily the case when the electrons are confined to move in a wire.

Figure 8 compares the two- and four-probe Landauer conductance for the scatterers from Figs. 4 and 5. Since the four-probe conductance is so large, we plot its inverse. Figure 8(a) shows the resistance of the repulsive scatterer having the same strength as in Figs. 4 and 6. The solid line in Fig. 8(a) is the two-probe resistance, the inverse of the two-probe conductance from Fig. 6. The dashed line in Fig. 8(a) shows the four-probe resistance for the same repulsive scatterer. The four-probe resistance is of course much smaller than the corresponding two-probe resistance due to the absence of any contact resistance. The four-probe resistance is close to zero except when the electron energy is slightly above each subband minimum, where it suddenly rises to equal the two-probe resistance and then falls again. The four-probe resistance being zero slightly below each subband is a consequence of the scatterer being perfectly transmitting, while the rise in the four-probe resistance slightly above each subband minimum is a consequence of screening. Near the bottom of each subband the voltage division factor in Eq. (15) is dominated by the transmitted or reflected waves for that subband. Since each intrasubband reflection coefficient is one at the bottom of its respective subband, while the intersubband reflection is initially zero, the voltage division factor is simply 1 and the two- and four-probe conductances are equal at these special points.

Figure 8(b) shows the resistance of the attractive scatterer having the same strength as in Figs. 5 and 6. The two-probe resistance (solid line) is the inverse of the dashed line from Fig. 6. The four-probe resistance (dashed line) for the same attractive scatterer is again lower than the two-probe resistance due to the absence of contact resistance. Both resistances increase sharply at the quasi-bound-state energies, and are both equal and infinite at the quasi-bound-state in the first subband due to perfect reflection at that point. At subsequent quasi-bound-states, the four-probe resistance is smaller because the reflection at the quasi-bound-states in higher subbands is not perfect. The four-probe resistance is again zero at each subband minimum, and again rises to equal the two-probe resistance just above each subband. Near the subband minima the resistance for the attractive scatterer first rises due to the presence of the quasi-bound-state, then falls to zero due to the unexplained mode "decoupling," then rises again to equal the two-probe resistance as a consequence of screening.

We have also numerically examined the transmission through two \( \delta \)-function scatterers in a narrow wire, and find unusual modifications to resonant tunneling whenever the Fermi energy is near the second subband minima. In particular resonant transmission is suppressed when distance between the two barriers is equal to an odd number of half wavelengths of the lowest mode, but unaffected when the distance between the barriers equals an even number of half wavelengths. It is also possible to exactly solve the Dyson equation for scattering from a \( \delta \)-function defect in a 1D wire, including mode conversion and coupling to the evanescent modes. The same transmission coefficients are obtained as in Appendix B.

V. FINITE-RANGE SCATTERER

In Sec. III and IV we considered the transmission and reflection from a single \( \delta \)-function scatterer inside a narrow wire. In this section we examine the next simplest case where the scatterer inside the 1D wire is a rectangle with a finite width and length. Recall the geometry of Fig. 1, shown there for an arbitrarily shaped defect. Analyzing the transmission through a rectangular defect will allow us to understand how to calculate transmission through an arbitrarily shaped defect.

As in Sec. II, the wave functions \( c_n(x) \) in region I have coefficients \( A_n \) and \( B_n \) given by Eqs. (7) and (9), wave vectors \( k_\alpha \) given by Eq. (5), and are described by the normal modes \( \chi_n(y) \). In region II we will also have coefficients parametrizing the exponential solutions for \( x \) motion \( C_\alpha \) and \( D_\alpha \). But now, due to the presence of the extra defect, we will have a new set of subbands \( \vec{E}_n \) and a new set of normal modes \( Y_n(y) \) which must be calculated numerically by diagonalizing a matrix expanded in the old basis set \( \chi_n(y) \). In addition, we have a new set of wave vectors \( \vec{k}_\alpha \) defined by

\[
\vec{k}_\alpha = \frac{2\pi}{L}(E - \vec{E}_n)
\]

such that the \( c_n(x) \)'s in the region \( 0 < x < L \) can be expressed

\[ c_n(x) = C_n e^{ik_n x} + D_n e^{-ik_n x} \]

if \( n \) denotes a propagating mode in region II and

\[ c_n(x) = C_n e^{-ik_n x} + D_n e^{ik_n x} \]

if \( n \) denotes an evanescent mode in region II. Since region III has the same confinement potential as region I, the normal modes \( \chi_n(y) \) and wave vectors \( k \) in region III will be the same as for region I. We take the coefficients for \( x \) motion to be \( E_n \) and \( \vec{F}_n \) in region III where

\[ c_n(x) = E_n e^{ik_n(x-L)} + F_n e^{-ik_n(x-L)} \]

describes the propagating modes for \( x > L \).

Following our discussion of the scattering boundary conditions in Sec. II, enforcing continuity of the wave function and its derivative at each boundary leads to the transfer matrix

\[
C_\beta = \frac{1}{2} \sum_\alpha \left[ \int dy \ Y_\alpha^*(y) \chi_\alpha(y) \right] \left[ 1 + \frac{k_\alpha}{\vec{k}_\beta} \right] A_\alpha
\]

\[
+ \frac{1}{2} \sum_\alpha \left[ \int dy \ Y_\beta^*(y) \chi_\alpha(y) \right] \left[ 1 - \frac{k_\alpha}{\vec{k}_\beta} \right] B_\alpha,
\]

\[
D_\beta = \frac{1}{2} \sum_\alpha \left[ \int dy \ Y_\beta^*(y) \chi_\alpha(y) \right] \left[ 1 - \frac{k_\alpha}{\vec{k}_\beta} \right] A_\alpha
\]

\[
+ \frac{1}{2} \sum_\alpha \left[ \int dy \ Y_\alpha^*(y) \chi_\alpha(y) \right] \left[ 1 + \frac{k_\alpha}{\vec{k}_\beta} \right] B_\alpha.
\]
describing the mode coupling at \( x = 0 \), the transfer matrix describing the propagation on top of the rectangular barrier as

\[
C_β' = C_β e^{i k_β L}, \quad D_β' = D_β e^{-i k_β L},
\]

and which does not couple the modes, and finally the transfer matrix

\[
E_y = \frac{1}{2} \sum_β \left[ \int dy \chi_β^*(y) Y_β(y) \right] \left[ \frac{k_β}{k_y} \right] C_β',
\]

\[
+ \frac{1}{2} \sum_β \left[ \int dy \chi_β^*(y) Y_β(y) \right] \left[ \frac{-k_β}{k_y} \right] D_β',
\]

\[
F_y = \frac{1}{2} \sum_β \left[ \int dy \chi_β^*(y) Y_β(y) \right] \left[ 1 - \frac{k_β}{k_y} \right] C_β,
\]

\[
+ \frac{1}{2} \sum_β \left[ \int dy \chi_β^*(y) Y_β(y) \right] \left[ 1 + \frac{k_β}{k_y} \right] D_β',
\]

incorporating mode mixing at the \( x = L \) potential step.

Multiplying these three transfer matrices numerically will give all the transmission coefficients through the rectangular defect. However, there is a numerical problem with the growing real exponential for \( D_n \) in Eq. (40) if we include too many evanescent modes, or if the length of the scatterer \( L \) is made too long. The highest evanescent modes, which should become unimportant to the physics of the problem, wind up dominating the transmission properties as well as violating particle number conservation. In place of multiplying the transfer matrices, if we instead cascade scatter matrices as described in Ref. 2 we avoid these numerical problems. An arbitrarily shaped defect can be broken up into many rectangular shaped defects of short lengths, so that equations similar to Eqs. (38), (39), and (40) can be used to calculate the transmission and reflection coefficients through an arbitrarily shaped defect in a narrow wire.

We display the two-probe Landauer conductance for a rectangular shaped scatterer in Fig. 9. Figure 9(a) shows a repulsive scatterer that is 50 nm long (along the \( x \) direction), 8.7 nm wide, offset 1.2 nm from the side of the wire, and 50 meV tall. We include six total modes in our calculations, and again assume the original confinement potential to be an infinite square well of 30 nm width. The shape of this defect potential forms an extra constriction inside the Q1D wire. Extra oscillations analogous to the Ramsauer resonances appear in the conductance of Fig. 9(a). Figure 9(a) shows a repulsive scatterer that is 50 nm long (along the \( x \) direction), 8.7 nm wide, offset 1.2 nm from the side of the wire, and 50 meV tall. We include six total modes in our calculations, and again assume the original confinement potential to be an infinite square well of 30 nm width. The shape of this defect potential forms an extra constriction inside the Q1D wire. Extra oscillations analogous to the Ramsauer resonances appear in the conductance of Fig. 9(a).

When we reverse the sign of the scatterer, making it attractive but leaving all other parameters unchanged, we obtain the two-probe conductance shown in Fig. 9(b). The new subband energies \( E_n \) for those potential are at \(-20.6, 13.3, 44.0, \) and 84.3 meV. Three bound states can be seen in the conductance of Fig. 9(b) immediately before the original second and third subband minima. Our point in Figs. 9(a) and 9(b) is that, as we give the scatterer a finite size, (1) we obtain geometrical resonances with the defect analogous to the Ramsauer resonances, (2) there can be multiple bound states if the scatterer is attractive, (3) there is more than one set of subbands in the problem which are important, and (4) the transmission is no longer perfect at each minimum as was the case for the \( \delta \)-function scattering defect.
shown in the figures. For example, $T_{11}$ has quite a complex behavior for both potentials considered in this section. Also we have verified that, as we shrink the size of the scatterer while maintaining the total area underneath the potential, the results for transmission coefficients evolve into those for the δ-function scatterer studied in the preceding two sections.

VI. CONCLUSIONS

In this paper we have considered the scattering from defects in a confined geometry, in our case for electrons confined to a quasi-one-dimensional wire. The scattering properties of electrons in these confined geometries are qualitatively different from the usual case of scattering in open geometries due to the building up and storage of electrons in evanescent waves near the scattering defect. This phenomenon is well known for the analogous case of electromagnetic wave scattering in microwave waveguides. We obtained both the intersubband and intrasubband transmission and reflection coefficients by hand for the special case of a δ-function scatterer, and numerically found these same coefficients for the case when the scatterer has a finite size. We then used these coefficients to study the two- and four-probe Landauer conductance through the defect.

For the case of the δ-function scatterer we found that, for electron energies equal to the subband minima, all the normal modes completely decouple and that conductance through the defect is equivalent to the ballistic conductance in agreement with Ref. 23. This unusual result is independent of where the scatterer is located in the wire, the shape of the confining potential, and the subband separation (i.e., independent of the incident electron wavelength). This “perfect transmission” effect therefore seems to be independent of any exact geometrical feature in the problem except for the existence of confinement. These facts support our conclusion that the existence of evanescent modes is the qualitatively new and important feature responsible for the unusual scattering properties in the confined geometry, rather than a geometrical resonance between the scatterer and the walls of the wire. In addition, if the δ-function scatterer is made attractive, a quasi-bound-state splitting off of each Q1D subband forms in the potential and dominates the scattering properties when the electron energy is near the quasi-bound-state energy.

For the finite size scatter which we explored briefly in Sec. V, the overall features in the transmission amplitudes and the conductance qualitatively resemble those of the δ-function scatterer. However, the transmission is no longer perfect at each subband minimum. We therefore attribute the perfect transmission seen for the δ-function potential to the special shape of the scatterer, and conclude that it is not a general feature for any possible shape of the scattering potential. Reference 23 concludes that any s-wave scatterer will exhibit the perfect transmission property. The δ function is an s-wave scatterer while the square barrier is not. We can conclude in general that the transmission is enhanced near a subband minimum and reflection increased near any exhibits geometrical resonances (analogous to the Ramsauer resonances) in all the transmission coefficients, both intersubband and intrasubband. A finite size scatterer which is attractive can have multiple quasi-bound-states splitting off of the higher confinement subbands, and the effects of these can be seen in the transmission probability through the defect.

Note added in proof. We have learned after submitting this manuscript of a complementary study of impurities in a constriction by Tekman and Ciraci,31 of a quantum cavity resonator by Peeters,32 and of the influence of evanescent waves on electron localization in the limit of a large number of impurities by Cahay et al.33
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APPENDIX A: QUASI-BOUND-STATES FOR AN ATTRACTIVE δ-FUNCTION POTENTIAL

IN A Q1D WIRE

The bound-state energy and transmission coefficient through a δ-function potential $V(x)=V_0 \delta(x)$ in one dimension can easily be evaluated30 to find

$$E = -\frac{\hbar^2}{2m} \left[ \frac{\Gamma}{2} \right]^2$$

$$T(E) = \left[ 1 + \frac{\Gamma^2}{4k^2} \right]^{-1}$$

where $\Gamma=2mV_0/\hbar^2$ and the bound-state energy is a solution of the equation $2\kappa+\Gamma=0$ where $\kappa$ is the inverse decay length.

In this appendix we wish to discuss the quasi-bound-states for a δ function in a Q1D wire in order to understand the similarities and differences between the Q1D case and the 1D case worked out in Ref. 30. The potential $V(x,y)=\gamma \delta(x)\delta(y-y_0)$ is attractive so that $\gamma<0$. We consider a wave function which consists of a sum of exponentially decaying modes

$$\psi(x,y)=\sum_n B_n e^{-k_n |x|} \chi_n(y),$$

where the matrix equation for the $B_n$'s, taking four evanescent modes for definiteness, is

$$\begin{bmatrix} 0 & \Gamma_{11}+2k_1 & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\ 0 & \Gamma_{21} & \Gamma_{22}+2k_2 & \Gamma_{23} & \Gamma_{24} \\ 0 & \Gamma_{31} & \Gamma_{32} & \Gamma_{33}+2k_3 & \Gamma_{34} \\ 0 & \Gamma_{41} & \Gamma_{42} & \Gamma_{43} & \Gamma_{44}+2k_4 \end{bmatrix} \begin{bmatrix} B_1 \\ B_2 \\ B_3 \\ B_4 \end{bmatrix}.$$
Call the energy which solves this equation $E_{1b}$. This bound-state energy will satisfy $E_{1b} < E_{1}$, so that it is below the first subband energy. The energy $E_{1b}$ is a true bound state which is a stationary solution of the Schrödinger equation. However, if mode one is a propagating mode and we set $k_1 = ik_1$ in Eq. (A4), we cannot obtain a solution to the equation. This implies there are no "true bound" states in the wire which are degenerate in energy with any of the propagating modes. But if we throw away all of the mode coupling to the propagating modes, in this case by neglecting the first row and first column of the matrix in Eq. (A4), we obtain a quasi-bound-state energy $E_{2b}$ below the second subband given by

$$\Gamma_{21,2-m} + 2\kappa_2 = 0, \quad (A5)$$

where the quasi-bound-state solution $E_{2b}$ to this equation satisfies $E_{2b} < E_2$. If the $\delta$ function is made attractive enough we can even have $E_{2b} < E_1$. The energies $E_{2b}$, $E_{1b}$, etc., are important in understanding the scattering properties of electrons from the $\delta$-function defect. Since the quasi-bound-states at energies $E_{2b}$, $E_{3b}$, etc., actually do couple to the propagating modes of the wire, they will decay with time. Only the bound state splitting off of the lowest subband at energy $E_{1b}$ is a truly bound state.

Equation (A5) can be rewritten as

$$1 + \sum_{i=1}^{m} \Gamma_{ii} = 0. \quad (A7)$$

The bare mode coupling constants appear in Eq. (A7), not rescaled by any of the evanescent modes. Equation (A6) can be rewritten similarly as

$$1 + \sum_{i=2}^{m} \Gamma_{ii} = 0, \quad (A8)$$

and so on for all the possible quasi-bound-states. Clearly, the terms in the sum become smaller and smaller quite rapidly as the $\kappa_i$'s become larger and larger.

Sketching the terms in the sums of Eqs. (A7) and (A8) shows that there can only be one bound-state or quasi-bound-state solution to each equation. The sketch also shows that the presence of all the other evanescent modes acts to lower the bound-state energy below its value in the absence of all the other evanescent modes. Therefore an upper bound on the solution of Eq. (A7), for example, is $\Gamma_{11} + 2\kappa_1 = 0$. Since the solution to this equation is below $E_1$, and the solution to Eq. (A7) will have an even lower energy as we can see graphically, we must have the bound-state solution to Eq. (A5) satisfy $E_{1b} < E_1$.

Next consider Eq. (A8), which describes only modes two and higher allowed as evanescent waves. The quasi-bound-state energy solution to Eq. (A8) does not have to be below the lowest subband, in contrast to the case of the $\delta$ function in 1D. Even if the first mode is propagating, there can still be a quasi-bound-state split off of the second subband given by the solution to Eq. (A8) at any energy below $E_2$. An upper limit to the energy $E_{2b}$ is found any energy below the second subband given by the solution to Eq. (A8) at

$$\Gamma_{21,2-m} + 2\kappa_2 = 0, \quad (A6)$$

APPENDIX B: SOLUTIONS TO COUPLED SCATTERING EQUATIONS

Here we wish to write down the general solution to the infinite set of coupled scattering equations, Eq. (4), for the case of a single $\delta$-function scatterer. For this case Eq. (4) can be expressed in a form similar to Eq. (23) for any number of propagating incident modes. We proceed as follows: We write down the solutions first for the case of a single propagating mode, then for two propagating modes, then for three, etc. It is these solutions which we have plotted in Sec. IV. In writing down these solutions we will recognize a pattern that, when generalized, leads to the transmission coefficients for any arbitrary number of propagating modes. We have already considered the effect of the evanescent modes in Sec. III, so our solutions are valid for any arbitrary number of evanescent modes by simply rescaling the mode coupling constants. This rescaling procedure is only valid for the case of a single $\delta$-function scatterer in a wire.

Our main result in this appendix is to show that the reflection amplitudes $r_{ab}$ can be written as

$$r_{ab}(E) = \frac{-i}{2V/k_a k_b} \frac{\Gamma_{ab}}{1 + \sum_n (\Gamma_{nn}/2\kappa_n) + i \sum_n (\Gamma_{nn}/2\kappa_n)}.$$

In Eq. (B1) $\sum_a$ denotes a sum over all the evanescent modes, $\sum_p$ denotes a sum over the propagating modes, and modes $a$ and $b$ are assumed propagating. Equation (B1) also holds for the intersubband transmission amplitudes since $r_{ab}(E) = r_{ab}(E)$ for $a \neq b$. The intrasubband transmission amplitude $r_{aa}(E)$ can then be obtained from the constraint of current conservation. The simple analytic result of Eq. (B1) can be interpreted in terms of the Fermi golden-rule scattering rate as we argue below, and has been obtained more transparently from the solution of Dyson’s equation for this same scattering problem. Equation (B1) is a compact way of writing down the results listed in this appendix, and can be obtained from them by the same type of algebra used to go, for example, from Eq. (A5) to Eq. (A7).

We now write down the solutions for the transmission amplitudes and transmission probabilities for $m$ total modes as the number of propagating modes ranges between one and three. When transport is only in the lowest subband, namely, $E_1 < E < E_2$, we must solve the matrix Eq. (28) or Eq. (29) given in Sec. III to obtain

$$t_{11} = 1/d_1 = 1 + r_{11}, \quad (B2)$$

$$T_{11} = \frac{k_1}{k_1} t_{11} t_{11}^* = \frac{1}{D_1}, \quad (B3)$$

where the denominator amplitude $d_1$ is

$$d_1 = 1 - \frac{\Gamma_{11,2-m}}{2ik_1} \quad (B4)$$

yielding the denominator

$$D_1 = d_1 d_1^* = 1 + \left[ \frac{\Gamma_{11,2-m}}{\kappa_1} \right]^2. \quad (B5)$$
Note that Eq. (B3) has the same form as the transmission coefficient through a δ function in one dimension given in Appendix A, except that we make the substitution \( \Gamma \rightarrow \Gamma_{11,2-m} \).

The reflection coefficients are

\[
\begin{align*}
    r_{11} &= \left[ \frac{\Gamma_{11,2-m}}{2k_1} \right] \frac{1}{d_1}, \\
    R_{11} &= \frac{k_1}{k_1} r_{11} \left[ \frac{\Gamma_{11,2-m}}{2k_1} \right] \frac{1}{D_1}
\end{align*}
\]

from which the current conservation identity

\[
R_{11} + T_{11} = 1
\]

is satisfied. Note also that \( 0 \leq T_{11} \leq 1 \) since \( 1 \leq D_1 \leq \infty \), so that the normalized two-probe conductance in units of \( 2e^2/h \) is between zero and one when only the lowest subband is occupied.

We would like to give Eq. (B3) for \( T_{11} \) and Eq. (B7) for \( R_{11} \) an interpretation in terms of the Fermi golden rule for scattering rates. Our viewpoint is that \( T_{11} \) does not describe any scattering processes (for this problem), and is just the remaining particle flux left over by current continuity after any scattering processes (reflection or intersubband transmission) subtract particles from the initial states in subband one, the square of a matrix element coupling subband one to itself through the scattering potential, and the density of final states in subband one. Each term in Eq. (B1) can be similarly interpreted.

To lowest order in the scattering potential we would just have \( T_{11} = 1 \) (i.e., the particle would pass through the obstacle undisturbed) and \( R_{11} \) just equal to its numerator from Eq. (B9), which is the Fermi golden-rule transition rate. But then particle continuity would be violated. Hence the denominator \( D_1 \) from Eq. (B5) is determined by the sum of the scattering probabilities for each process to the lowest order in the scattering potential. This denominator \( D_1 \) preserves particle continuity.

Now we consider transport for energies in which both the first and second subbands are occupied. For \( E_2 < E < E_3 \) we have two propagating modes and four transmission coefficients. Consider first the case where only mode one is incident on the scatterer. We obtain a matrix analogous to Eq. (23)

\[
\begin{bmatrix}
-2ik_1 \\
0 \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\Gamma_{11,2-m} - 2ik_1 & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\
\Gamma_{21} & \Gamma_{22} - 2ik_2 & \Gamma_{23} & \Gamma_{24} \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33} + 2\kappa_3 & \Gamma_{34} \\
\Gamma_{41} & \Gamma_{42} & \Gamma_{43} & \Gamma_{44} + 2\kappa_4
\end{bmatrix}
\begin{bmatrix}
t_{11} \\
t_{12} \\
t_{13} \\
t_{14}
\end{bmatrix}
\]

Solving the matrix Eq. (B10) we obtain the transmission amplitude \( t_{11} \) as

\[
t_{11} = 1 - \frac{\Gamma_{22,3-m}}{2ik_2} \frac{1}{d_2} = 1 + r_{11}
\]

yielding the transmission coefficient \( T_{11} \)

\[
T_{11} = \frac{k_1}{k_1} t_{11} \left[ \frac{\Gamma_{22,3-m}}{2k_2} \right] \frac{1}{D_2}
\]

where the denominator amplitude \( d_2 \) is

\[
d_2 = 1 - \frac{\Gamma_{11,3-m}}{2k_1} - \frac{\Gamma_{22,3-m}}{2ik_2}
\]

and the denominator \( D_2 \) is

\[
D_2 = d_2 d_2^* = 1 - \frac{\Gamma_{11,3-m}}{2k_1} + \frac{\Gamma_{22,3-m}}{2k_2}
\]

Note that from Eq. (B12) we can recover Eq. (B3) by setting \( k_2 \rightarrow ik_2 \). The reflection coefficient \( R_{11} \) is obtained from

\[
r_{11} = \frac{\Gamma_{11,3-m}}{2ik_2} \frac{1}{d_2}
\]
The current conservation identities
\[ T_{11} + T_{12} + R_{11} + R_{12} = 1 \]
\[ T_{21} + T_{22} + R_{21} + R_{22} = 1 \]
are also satisfied. The identity
\[ D_2 = 1 + \frac{1}{D_2} \]
limits the normalized two-probe conductance to be between one and two for two occupied subbands.

We would like to consider a Fermi golden-rule-like interpretation of the transmission and reflection coefficients for two occupied subbands. Analogously to our interpretation for \( R_{11} \) when one subband is occupied, given by Eq. (B9), the numerators of \( R_{12} \) from Eq. (B16), \( T_{12} \) from Eq. (B18), \( R_{21} \) from Eq. (B18), \( T_{21} \) from Eq. (B20), \( R_{22} \) from Eq. (B20), and \( R_{22} \) from Eq. (B24) can be regarded as the golden-rule scattering rates for their respective scattering processes. The denominator \( D_2 \) from Eq. (B14) can similarly be regarded as the sum of all the scattering processes.

For transport for three occupied subbands in the energy range \( E_3 < E < E_4 \), the pattern from our calculation of the transmission coefficients for one and two occupied subbands continues as before. The matrix equations we solve to find all the scattering coefficients are very similar to Eq. (23) from the text and Eq. (B10) from this appendix, so we do not write them down. Instead, we catalogue the solutions for three propagating subbands.

The transmission amplitude \( t_{11} \) is
\[ t_{11} = \frac{1}{1 + \frac{\Gamma_{22,4-m}}{2ik_2} - \frac{\Gamma_{33,4-m}}{2ik_3}} \]
\[ T_{11} = \frac{k_1}{k_1} t_{11} t_{11}^\ast = \left[ 1 + \left( \frac{\Gamma_{22,4-m}}{2ik_2} + \frac{\Gamma_{33,4-m}}{2ik_3} \right) \right] \frac{1}{D_3} \]
where the denominator amplitude \( d_3 \) is
\[ d_3 = 1 - \frac{\Gamma_{11,4-m}}{2ik_1} - \frac{\Gamma_{22,4-m}}{2ik_2} - \frac{\Gamma_{33,4-m}}{2ik_3} \]
and
\[ D_3 = d_3^\ast d_3 = 1 + \left( \frac{\Gamma_{11,4-m}}{2ik_1} + \frac{\Gamma_{22,4-m}}{2ik_2} + \frac{\Gamma_{33,4-m}}{2ik_3} \right) \]
The reflection coefficient is obtained from
\[ r_{11} = \frac{1}{2ik_1} \]
\[ R_{11} = \frac{k_1}{k_1} r_{11} r_{11}^\ast = \left( \frac{\Gamma_{11,4-m}}{2ik_1} \right)^2 \frac{1}{D_3} \]
The remaining coefficients are
\[ t_{12} = \frac{1}{2ik_2} \]
\[ T_{12} = \frac{k_2}{k_1} t_{12} t_{12}^\ast = \frac{\Gamma_{11,4-m}}{2ik_1} \frac{\Gamma_{22,4-m}}{2ik_2} \frac{1}{D_3} = R_{12} \]
\[ t_{13} = \frac{1}{2ik_3} \]
\[ T_{13} = \frac{k_3}{k_1} t_{13} t_{13}^\ast = \frac{\Gamma_{11,4-m}}{2ik_1} \frac{\Gamma_{33,4-m}}{2ik_3} \frac{1}{D_3} = R_{13} \]
\[ t_{21} = \frac{1}{2ik_1} \]
\[ T_{21} = \frac{k_1}{k_2} t_{21} t_{21}^\ast = \frac{\Gamma_{11,4-m}}{2ik_1} \frac{\Gamma_{22,4-m}}{2ik_2} \frac{1}{D_3} = R_{21} \]
giving \( T_{21} = T_{12} \). We write
\[ t_{22} = \left[ 1 + \frac{\Gamma_{11,4-m}}{2ik_1} - \frac{\Gamma_{33,4-m}}{2ik_3} \right] \frac{1}{d_3} = 1 + r_{22} \]
\[ T_{22} = \frac{k_2}{k_2} t_{22} t_{22}^\ast = \left[ 1 + \left( \frac{\Gamma_{11,4-m}}{2ik_1} + \frac{\Gamma_{33,4-m}}{2ik_3} \right) \right] \frac{1}{d_3} \]
\[ r_{22} = \frac{\Gamma_{22,4-m}}{2ik_2} \frac{1}{d_3} \]
\[ R_{22} = \frac{k_2}{k_2} r_{22} r_{22}^\ast = \left( \frac{\Gamma_{22,4-m}}{2ik_2} \right)^2 \frac{1}{d_3} \]
\[ t_{23} = \frac{1}{2ik_3} \]
\[ T_{23} = \frac{k_3}{k_2} t_{23} t_{23}^\ast = \frac{\Gamma_{33,4-m}}{2ik_3} \frac{\Gamma_{11,4-m}}{2ik_1} \frac{1}{D_3} = R_{23} \]
\[ t_{31} = \frac{1}{2ik_1} \]
\[ T_{31} = \frac{k_1}{k_3} t_{31} t_{31}^\ast = \frac{\Gamma_{11,4-m}}{2ik_1} \frac{\Gamma_{22,4-m}}{2ik_3} \frac{1}{D_3} = R_{31} \]
so that \( T_{13} = T_{31} \),
\[ t_{32} = \frac{1}{2ik_2} \]
\[ T_{32} = \frac{k_2}{k_3} t_{32} t_{32}^\ast = \frac{\Gamma_{33,4-m}}{2ik_3} \frac{\Gamma_{22,4-m}}{2ik_2} \frac{1}{D_3} = R_{32} \]
leaving \( T_{33} = T_{33} \), and finally
\[ t_{33} = \left( 1 - \frac{\Gamma_{22,4-m}}{2ik_2} - \frac{\Gamma_{33,4-m}}{2ik_3} \right) \frac{1}{d_3} = 1 + r_{33} , \]  
(B50)

\[ T_{33} = \frac{k_3}{k_3} t_{33}^* = \left[ 1 + \left( \frac{\Gamma_{11,4-m}}{2k_1} + \frac{\Gamma_{22,4-m}}{2k_2} \right)^2 \right] \frac{1}{D_3} , \]  
(B51)

\[ r_{33} = \frac{\Gamma_{33,4-m}}{2ik_3} \frac{1}{d_3} , \]  
(B52)

\[ R_{33} = \frac{k_3}{k_3} R_{33}^* = \left( \frac{\Gamma_{33,4-m}}{2k_3} \right)^2 \frac{1}{D_3} . \]  
(B53)

The current conservation identities

\[ T_{11} + T_{12} + T_{13} + R_{11} + R_{12} + R_{13} = 1 , \]  
(B54)

\[ T_{21} + T_{22} + T_{23} + R_{21} + R_{22} + R_{23} = 1 , \]  
(B55)

\[ T_{31} + T_{32} + T_{33} + R_{31} + R_{32} + R_{33} = 1 \]  
(B56)

are also satisfied. The identity

\[ T_{11} + T_{12} + T_{13} + T_{21} + T_{22} + T_{23} + T_{31} + T_{32} + T_{33} = 2 + \frac{1}{D_3} \]  
(B57)

limits the two-probe conductance to between two and three when three subbands are occupied since \( 1 \leq D_3 \leq \infty \).

The equations in this appendix are plotted in Sec. IV. By continuing the pattern from the above equations, we can obtain a general solution for any number of propagating modes in the waveguide scattering from the \( \delta \)-function defect given compactly in Eq. (B1).
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Solution of Dyson’s equation in a quasi-1D wire
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Abstract. We obtain the current transmission amplitudes as a function of Fermi energy for electrons scattering from a defect in a quasi-one-dimensional wire by solving Dyson’s equation for the single-electron Green function. Dyson’s equation in a confined geometry includes both mode conversion and coupling to all the evanescent modes in the wire. After obtaining the Green functions, we use Fisher and Lee’s relationship between the single-electron Green functions and the current transmission amplitudes through the defect to find all the intersubband and intrasubband transmission probabilities. In agreement with a previous calculation of the transmission amplitudes performed by simply matching wavefunctions at the defect boundary, evanescent modes are shown to dominate the scattering properties whenever the Fermi energy approaches either a new confinement subband or a quasi-bound state splitting off from the higher-lying confinement subbands.

1. Introduction

Electron scattering in a confined geometry is qualitatively different from scattering in an open geometry due to the existence of evanescent modes introduced by the confinement [1]. Figure 1 shows a case where only the lowest normal mode is incident on a defect in a wire. In figure 1 the second and higher normal modes are evanescent waves which decay along the z direction of propagation. The scattering defect couples propagating modes in the wire both to each other and to all the evanescent modes through the scattering boundary conditions. Therefore, for a steady current flow incident on a defect in the wire, a localised mode will build up around the defect even if the scatterer is repulsive. These extra stored electrons cannot collect around a single defect in an open geometry where the electrons must scatter into a travelling wave which propagates away from the defect.

In this paper we consider the scattering from a single delta function defect in a quasi-one-dimensional wire. Dyson’s equation for the single-electron Green function is exactly soluble for this special potential. Mode conversion as well as scattering into all the evanescent modes from each higher-lying confinement subband are included in the Dyson equation describing scattering in a confined geometry. We have already examined this problem using a simpler method of matching wavefunctions and their derivatives at the defect [1]. Here we show that the same transmission and reflection coefficients result from the solution of Dyson’s equation. Some additional insight can be gained into the resulting unusual scattering properties [1–4] by considering the class of scattering diagrams which dominate our solution of Dyson’s equation.
Figure 1. A single scattering defect in a quasi-one-dimensional wire. The wire is assumed to be infinitely long on either side of the defect. For carriers incident only in the lowest subband as shown, evanescent waves build up on either side of the defect in the second and higher normal modes. The building up and storage of electrons around a single scatterer is a unique feature of scattering in a confined geometry such as a wire.

Figure 2. Two-probe Landauer conductance versus electron Fermi energy through a repulsive delta function defect (full curve) and an attractive delta function defect (chain curve) in a quasi-ID wire. A point of 'perfect transparency', where the conductance is equal to its ballistic value of \((n - 1) \times 2e^2/h\), appears immediately below the \(n\)th subband minima. The extra drops in the conductance through the attractive potential correspond to extra quasi-bound states in the wire which have split off from the confinement subbands.

The paradigm for calculating conductivity in phase coherent structures has shifted almost exclusively to the viewpoint of Landauer and the various Landauer conductance formulae [5]. Derivations of these conductance formulae from linear response theory have been criticised by Landauer [6] for failure to include the necessary adiabatic widening from a narrow to a wide region. These criticisms can be further appreciated by comparing the electrostatic and electrochemical potentials for a geometry with and without a constriction, given in figure 1 and figure 2 of [7], to the geometries without a constriction considered in [8–10]. For the geometries considered in [8–10] it is difficult to understand how the necessary electrostatic potential drop associated with the quantum contact resistance can develop, for at what point in space can the electrostatic potential \(V(z)\) in the perfect leads correspond to that in figure 1 of [7]?
However, in these same studies of conductance using linear response theory [8–10], a relation has been derived between the one-particle Green functions and the current transmission amplitudes through a disordered region beginning with the work of Fisher and Lee [8] and also discussed in [9–11]. Here we confirm that the Fisher–Lee relationship is satisfied for the special case of a delta function potential in a quasi-1D wire by explicit calculation of both the single-particle Green functions and the transmission amplitudes. 'Two-probe' Landauer formulae can therefore be used to calculate conductance when the transmission probabilities are obtained either by straightforwardly matching wavefunctions and their derivatives at the disordered regions or by the more complicated recursive evaluation of Dyson’s equation for the single-particle Green functions [12]. Detailed background and bibliography of previous work on the conductance of phase-coherent electron devices can be obtained from the citations in [1–11].

2. Dyson’s equation in a quasi-1D wire

Consider again the quasi-one-dimensional wire having electrons confined along the $y$ direction but free to move along the $z$ direction shown in figure 1. The two-dimensional ‘wire’ of this paper is a reasonable approximation to real physical systems where the confinement along $z$, usually normal to a semiconductor heterojunction interface, is much stronger than the ‘lateral’ confinement along $y$. Furthermore, if the additional confinement along $z$ is taken into account the results for the transmission coefficients presented in section 4 do not change substantially, so it is adequate to work with the simpler two-dimensional ‘wire’.

The equation of motion for the Green function $G$ in the quasi-1D wire of figure 1 is

$$\left\{ E - \left[ -\frac{\hbar^2}{2m} \left( \frac{d^2}{d z^2} + \frac{d^2}{d y^2} \right) + V_c(y) + V_d(x, y) \right] \right\} G(zy; z'y') = \delta(z - z') \delta(y - y')$$

(1)

where the confinement potential $V_c(y)$ depends only on the transverse direction $y$ and $V_d(x, y)$ is the potential of any defects or impurities in the wire. Throughout our discussion we assume propagation at a constant energy $E$ and do not write the energy argument in the Green functions. $G(zy; z'y')$ from (1) has the standard interpretation as being the ‘transmission amplitude’ that a unit impulse of probability amplitude originally deposited at position $(x', y')$ will propagate to position $(z, y)$. The one-dimensional Schrödinger equation along $y$ including only the confinement potential $V_c(y)$

$$\left( -\frac{\hbar^2}{2m} \frac{d^2}{d y^2} + V_c(y) \right) \chi_n(y) = E_n \chi_n(y)$$

(2)

gives rise to a set of normal modes $\chi_n(y)$ and subband energies $E_n$ where $n$ is the subband index. In addition to their standard completeness property, the $\chi_n(y)$ can be chosen real and obey the useful relation

$$\sum_n \chi_n(y) \chi_n(y') = \delta(y - y').$$

(3)
Multiplying (1) on the left by $\chi_a(y)$, on the right by $\chi_c(y)$, and applying the useful equation (3), we obtain the equation of motion for the Green function in a Q1D wire as

$$\sum_i \left\{ \left[ E - E_i - \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} \right) \right] \delta_{ik} - V_{ik}(z) \right\} G(zb; z'c) = \delta(z - z')\delta_{ac}. \quad (4)$$

The matrix elements of the defect potential in (4) are

$$V_{ab}(z) = \int dy \chi_a(y)V_d(z, y)\chi_b(y) \quad (5)$$

and the matrix elements of the Green function are

$$G(zb; z'c) = \int dy \int dy' \chi_a(y)G(zy; z'y')\chi_c(y'). \quad (6)$$

$G(zb; z'c)$ from (6) has the interpretation as being the ‘transmission amplitude’ that a unit impulse of probability amplitude originally deposited at position $z'$ in normal mode $c$ will propagate to position $z$ in normal mode $b$. Also, the ‘free’ Green function in the absence of a defect potential obeys an equation of motion

$$\left\{ E - E_a - \left( -\frac{\hbar^2}{2m} \frac{d^2}{dz^2} \right) \right\} G^0(za; z'c) = \delta(z - z')\delta_{ac} \quad (7)$$

so $G^0(za; z'c)$ is diagonal in the mode indices $a$ and $c$ as $G^0(za; z'c) = G^0_a(z; z')\delta_{ac}$.

By standard manipulations of (4) and (7), repeatedly applying (3), we obtain the Dyson equation for a Q1D wire as

$$G(za; z'c) = G^0(za; z'c) + \sum_{bd} \int dz'' G^0(za; z''d)V_{zd}(z''d)G(z''d; z'c). \quad (8)$$

This Dyson equation can be given its usual interpretation of summing over the probability amplitudes of all the possible scattering processes for a particle starting at position $z'$ in normal mode $c$ arriving at position $z$ in normal mode $a$.

3. Delta function scatterer

We choose the scattering potential $V_d(x, y)$ to be a delta function

$$V_d(x, y) = \gamma \delta(x)\delta(y - y_i) \quad (9)$$

so that its matrix elements $V_{ab}(z)$ from (5) are

$$V_{ab}(z) = \delta(z)\gamma \chi_a(y_i)\chi_b(y_i). \quad (10)$$

The weight $\gamma$ can be either positive or negative.
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Now let us iterate the Dyson equation (8) assuming initially for simplicity that only the lowest two normal modes are present. The infinite series for \( G(z_1; z') \) is

\[
G(z_1; z') = G_0(z_1; z') + G_0(z_1; 0) V_{11} G_0(0; z')
+ G_0(z_1; 0) V_{12} G_0(0; 0) V_{21} G_0(0; z')
+ G_0(z_1; 0) V_{11} G_0(0; 0) V_{12} G_0(0; 0) V_{21} G_0(0; z')
+ G_0(z_1; 0) V_{12} G_0(0; 0) V_{21} G_0(0; 0) V_{11} G_0(0; z')
+ G_0(z_1; 0) V_{12} G_0(0; 0) V_{22} G_0(0; 0) V_{21} G_0(0; z')
+ G_0(z_1; 0) V_{12} G_0(0; 0) V_{22} G_0(0; 0) V_{21} G_0(0; z') + \cdots
\]

(11)

where \( V_{ab} = \gamma \chi_a(y_1) \chi_b(y_1) \). Equation (11) can be regrouped as a power series

\[
G(z_1; z') = G_0(z_1; z') + G_0(z_1; 0) V_{11} G_0(0; z')[1 + (V_{11} G_0(0; 0) + V_{22} G_0(0; 0))^1
+ (V_{11} G_0(0; 0) + V_{22} G_0(0; 0))^2
+ (V_{11} G_0(0; 0) + V_{22} G_0(0; 0))^3 + \cdots ]
\]

(12)

and summed as

\[
G(z_1; z') = G_0(z_1; z') + \frac{G_0(z_1; 0) V_{11} G_0(0; z')}{1 - (V_{11} G_0(0; 0) + V_{22} G_0(0; 0))}.
\]

(13)

Equation (13) is valid for any energy of the incident electron. That is, equation (13) is valid when modes one and two are either propagating modes or evanescent modes. We later discuss the convergence of the power series (12) leading to (13), and show that the resulting equation (13) is better than the method used to obtain it.

By analogy with our calculation of \( G_{11} \) from (13), the result for an arbitrary intrasubband Green function \( G(z_a; z_a') \) including all the normal confinement modes is

\[
G(z_a; z_a') = G_0(z_a; z_a') + G_0(z_a; 0) V_{aa} G_0(0; z_a') \left[ 1 - \left( \sum_n V_{nn} G_0^n(0; 0) \right) \right]^{-1}.
\]

(14)

Detailed discussion of one-dimensional results similar to (14) are given in [13-14]. The expression for the intersubband Green function \( G(z_a; z_b') \) again including all the normal confinement modes is

\[
G(z_a; z_b') = +G_0(z_a; 0) V_{as} G_0^s(0; z_b') \left[ 1 - \left( \sum_n V_{nn} G_0^n(0; 0) \right) \right]^{-1}.
\]

(15)

Equations (14) and (15) are the exact solutions of the Dyson equation (8) with the scattering potential (9), and can be obtained by straightforward algebra after inserting (9) into (8). The iteration procedure in (11), which fails if the Fermi energy is equal to a subband minimum but is useful for visualizing the possible scattering processes, is not necessary to solve (8).
Equations (14) and (15) can be evaluated by noting that the 'free' Green function for normal mode $a$ is [13]

$$G^0_a(x; x') = -\frac{m}{\hbar^2 \kappa_a} \exp \left(-\kappa_a |x - x'| \right) \quad E < E_a$$

(16)

if mode $a$ is an evanescent mode where

$$\kappa_a = \pm \sqrt{\frac{2m(E_a - E)}{\hbar^2}}$$

(17)

and

$$G^{\pm}_a(x; x') = \mp i \frac{m}{\hbar^2 k_a} \exp \left(\pm ik_a (x - x') \right) \quad E > E_a$$

(18)

if mode $a$ is a propagating mode where

$$k_a = \pm \sqrt{\frac{2m(E_a - E)}{\hbar^2}}$$

(19)

From (16) and (18) we see that $G^0_a(0, 0)$, which occurs repeatedly in the power series (12) and corresponds diagrammatically to the particle repeatedly looping around the delta function [14], is simply proportional to the density of propagating or evanescent states for mode $a$. Thus, the series in the denominator of (14) and (15) of the form $\sum_n V_{nn} G^0_n(0; 0)$ should be interpreted as a Golden Rule amplitude involving the square root of the initial density of states, a matrix element connecting initial to final state, and the square root of the density of final states. Taking the square magnitude of this denominator will yield an infinite series of Golden-Rule-type scattering terms between all possible normal modes. The numerators of (14) and (15) can also be interpreted in this way.

4. Transmission coefficients

Let us evaluate the Green functions for the special case where $x$ and $x'$ are on opposite sides of the scatterer and hence $x' < 0 < x$. Since we are interested in transmission through the scatterer from left to right we consider only $G^+$. Because we work with the time-independent form of the Green functions, implicitly assumed in all our calculations is that a constant applied incident current is imposed on the scatterer from the left. If this were not true the scattering problem could not reach a time-independent solution. We must leave on the applied current long enough that evanescent modes can build up around the scatterer until a steady state is reached as described in the introduction and in [1].

To evaluate the intrasubband Green function from (14), we use the identity

$$G^{\pm}_a(x; 0) G^{\pm}_a(0; x') = G^{\pm}_a(0; 0) G^{\pm}_a(x; x')$$

(20)

to rewrite (14) as

$$G^+(xa; z'a) = t_{aa}(E) G^{0+}_a(x; x').$$

(21)
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Here $t_{aa}(E)$ is the current transmission amplitude through the defect

$$t_{aa}(E) = \left( 1 + \sum_{n}^{e} V_{nn} \frac{m}{\hbar^2 \kappa_n} + i \sum_{n \neq a}^{p} V_{nn} \frac{m}{\hbar^2 \kappa_n} \right)$$

$$\times \left( 1 + \sum_{n}^{e} V_{nn} \frac{m}{\hbar^2 \kappa_n} + i \sum_{n}^{p} V_{nn} \frac{m}{\hbar^2 \kappa_n} \right)^{-1}$$

(22)

given in [1]. In (22) $\sum^{e}$ denotes a sum over all the evanescent modes, $\sum^{p}$ denotes a sum over the propagating modes, and mode $a$ is assumed propagating. The ability to factor the Green function into a product of the free Green function multiplied by the transmission amplitude depends critically on the shape of the scatterer. Only for delta function scatterers is it possible to make the simple factorization in (21). In (21), the 'free' Green function keeps track of the particle's phase while $t_{aa}(E)$ gives the current transmission amplitude including any possible phase shifts. Factorization of the Green function as in (21) for the case of two delta function scatterers in one dimension (modelling a resonant tunneling problem) has been noted by Garcia-Calderón [15].

The new physics of scattering in a confined geometry, discussed in detail for all the transmission coefficients in [1], can be briefly illustrated by considering a simple case of (22) where mode one is propagating and mode two is evanescent:

$$t_{11}(E) = \frac{1 + V_{22} m / \hbar^2 \kappa_2}{1 + V_{22} m / \hbar^2 \kappa_2 + i V_{11} m / \hbar^2 \kappa_1}.$$  

(23)

At the minima of the second subband we have $\kappa_2 = 0$ resulting in perfect transmission of the incident mode $t_{11} = 1$. This 'perfect transparency' effect, first pointed out by Chu and Sorbello [2], is a consequence of evanescent modes building up near the scattering defect [1]. In addition, the numerator of (23) is zero when the incident electron energy lines up with the quasi-bound state which has split off from the second subband [1] resulting in perfect reflection, $t_{11} = 0$. Setting the real part of the Green function's denominator in (21) to zero we recover the quasi-bound-state energy.

Evaluating the intersubband Green function from (15) yields

$$G^{+}(xa; x'b) = t_{ab}(E) \left( -i \frac{m}{\hbar^2 \sqrt{\kappa_a \kappa_b}} \right) \exp(+i k_a x - i k_b x').$$

(24)

Here $t_{ab}(E)$ is the current transmission amplitude through the defect from the incident normal mode $b$ on the left to the transmitted normal mode $a$ on the right

$$t_{ab}(E) = -i V_{ab} \frac{m}{\hbar^2 \sqrt{\kappa_a \kappa_b}} \left( 1 + \sum_{n}^{e} V_{nn} \frac{m}{\hbar^2 \kappa_n} + i \sum_{n}^{p} V_{nn} \frac{m}{\hbar^2 \kappa_n} \right)^{-1}$$

(25)

given in [1].

Equation (25) gives the transmission amplitudes $t_{ab} = t_{ba}$ for $a \neq b$. But for the delta function scattering potential of (9), $t_{ab} = r_{ab}$ for $a \neq b$ simply by wavefunction continuity at the scatterer [1]. Furthermore $1 + r_{aa} = t_{aa}$, so (25) gives the reflection
amplitudes \( r_{aa} \) if \( a = b \). These results can also be shown using the Green function approach of this paper. Therefore

\[
r_{ab}(E) = -iV_{ab}\frac{m}{\hbar^2\sqrt{\kappa_a\kappa_b}} \left(1 + \sum_n^\infty V_{nn}\frac{m}{\hbar^2\kappa_n} + i\sum_n^\infty V_{nn}\frac{m}{\hbar^2\kappa_n}\right)^{-1}
\]

which holds for any two propagating normal modes \( a \) and \( b \), should be considered the fundamental result of this paper. The two factors of (26) have a simple interpretation in terms of the Fermi Golden Rule as described in the previous section. Conversely, the intrasubband transmission from (22) appears to be a result of ‘leftover’ particles not deflected by the delta function, and can be obtained by applying (26) together with wavefunction continuity at the scatterer.

The relationship obtained by Fisher and Lee [8] between the current transmission amplitudes and the Green functions for an arbitrary defect potential is

\[
t_{ab}(E) = -i\hbar\sqrt{\nu_a\nu_b}G^+(x_a; z_0)\exp(-ik_0x + ik_0x')
\]

where we again require that \( z_0 < x < z \). We have inserted an extra \( \hbar \) in their relationship which must be there on purely dimensional grounds. The current transmission amplitudes \( t_{ab} \) through the delta function potential were explicitly calculated in [1]. In this paper we have calculated all the Green functions \( G(xa; z'b) \) through the delta function defect. Both the intrasubband Green functions from (21) and the intersubband Green functions from (24) clearly obey the relation in (27) (up to an unimportant phase factor of \(-1\)). Alternately, had we not previously calculated the current transmission amplitudes using another method, we could have used the calculation in section 3 and (27) to obtain them. Therefore, we can also regard the transmission coefficients \( t_{aa} \) from (22) and \( t_{ab} \) from (25) as being obtained by solving the Dyson equation (8) and applying the Fisher–Lee relation (27).

The current transmission coefficients \( T_{ab} \) necessary to calculate the conductance through a defect we may now obtain as

\[
T_{ab} = t_{ab}t_{ab}^* = \nu_a\nu_b|\hbar G^+(x_a; z'b)|^2
\]

The two-probe Landauer conductance can then be written as

\[
G = \frac{e^2}{\pi\hbar} \sum_{ab} T_{ab} = \frac{e^2}{\pi\hbar} \sum_{ab} \nu_a\nu_b|\hbar G^+(x_a; z'b)|^2
\]

which is similar to the expression in [8]. Relation (27) of Fisher and Lee for the transmission coefficients, inserted into the two-probe Landauer conductance formula, gives the expression for the conductance in terms of Green functions as in (29).

The two-probe conductance versus Fermi energy from (29) for both a repulsive delta potential (full curve) having \( \gamma = 7 \) eV cm\(^2\) and an attractive delta potential (chain curve) with \( \gamma = -7 \) eV cm\(^2\) are shown in figure 2. Figure 2 assumes an infinite square well confinement of 30 nm width and an electron mass of 0.067 times the free electron mass appropriate for GaAs heterojunctions. Conductance through the repulsive potential (full curve) is lower than its ballistic value of \( n \) times \( 2\pi e^2/\hbar \) (where \( n \) is the subband index) due to increased reflection immediately above the bottom of the \( n \)th subband. This increased reflection rounds the shoulders of the
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quantized conductance steps. Immediately below the minima of the nth subband the conductance rises to its ballistic value of \((n - 1) \times 2e^2/h\) as a result of the 'perfect transparency' effect described in this section. For the two-probe conductance through an attractive defect (chain curve), a single quasi-bound state splits off from each quasi-one-dimensional subband and is visible as the extra pronounced dips in the conductance. The quasi-bound state associated with the nth subband appears when the Fermi energy lies in the \((n - 1)\)th subband, resulting in increased reflection and a correspondingly lower conductance near the quasi-bound-state energy. The 'perfect transparency' effect is also present when the scatterer is attractive. We have investigated the conductance through a delta function scatterer in a wire in detail in [1].

5. Conclusions

The scattering properties of electrons in a confined geometry are qualitatively different from the usual case of scattering in open geometries due to the building up and storage of electrons in evanescent waves near the scattering defect. To illustrate these properties, we solved Dyson's equation for the single-electron Green function describing electrons scattering from a delta function defect in a quasi-one-dimensional wire. We then used Fisher and Lee's relationship between the single-electron Green functions and the current transmission amplitudes to obtain the current transmission coefficients of electrons through a delta function defect in the Q1D wire. The transmission coefficients so obtained agree with those found by simply matching wavefunctions and their derivatives at the defect [1]. For the delta function scatterer, all normal modes completely 'decouple' at a new subband minimum resulting in perfect transmission despite the presence of a scatterer. If the delta function scatterer is attractive, a single quasi-bound state splits off from each confinement subband and causes increased reflection if the Fermi energy is near the quasi-bound state.
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We calculate analytically the transmission coefficient through two delta function barriers in a quasi-one-dimensional wire as the Fermi energy and distance between scatterers are varied. In a purely one-dimensional or single-mode system, the transmission coefficient is periodic as a function of distance between scatterers with successive resonances separated by half the wavelength of the incident electron. In a two-mode system we find unusual modifications to this result when the Fermi energy is near the second subband minimum. First, the presence of the evanescent mode causes successive resonances in the transmission coefficient to be separated by a full wavelength rather than by a half wavelength. Furthermore, when the Fermi energy coincides with the second subband minimum, the transmission approaches unity for scatterer separations larger than a few wavelengths and is therefore no longer a periodic function of distance between scatterers.

1. Introduction

Electron scattering in a confined geometry exhibits unusual properties because of the existence of evanescent modes induced by the confinement. In a confined geometry, such as the quasi-one-dimensional wire shown in Fig. 1, scattering into the evanescent modes causes a local buildup of particle density around the scatterers. The novel scattering properties of a single obstacle in a multi-channel wire have been studied in Refs. [1]-[4]. In particular, it was found that the transmission through a single delta function scatterer becomes perfect whenever the Fermi energy coincides with the bottom of a subband regardless of the sign of the scatterer. Additional novel transmission properties were found for an attractive scatterer when the Fermi energy is near a quasi-bound state of the wire.

In this communication we calculate the transmission through two delta function barriers in a quasi-one-dimensional wire. In the presence of only a single mode, one obtains the usual one-dimensional resonant tunneling problem, which is discussed in detail in Refs. [5]-[7]. When the Fermi energy is near the bottom of the second subband, we find that the two-mode transmission coefficient is not periodic as a function of distance between scatterers and has resonances separated by a full wavelength of the incident electron. These properties suggest that the two-mode transmission resonances are caused by a mechanism different from the geometrical interference effect found in the one-dimensional problem. When the Fermi energy is near the bottom of a subband, we find that coupling to the evanescent mode dominates the scattering in the wire.

Our purpose in this communication is to present only the basic and most dominant features of this multi-mode scattering problem. Therefore, we choose to focus our attention here on the case where the two tunnel barriers have equal strengths and are aligned, though we comment on the more complicated results obtained for other scattering potentials. We also concentrate for simplicity only on the transmission of the lowest mode for...
energies near the second subband minimum. If one or both of the scatterers are made attractive, there are also complicated effects arising from quasi-bound states in the wire which we do not investigate here. The method and some results we present encompass these more complicated cases, as we note at the appropriate points.

2. Scattering From Two Barriers in a Wire

The system we consider is a quasi-one-dimensional wire with a confining potential $V_c(y)$ and a scattering potential $V_s(x,y)$. The time-independent Schrödinger equation (in the effective mass approximation) is

$$\left[-\frac{\hbar^2}{2m} \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\right) + V_c(y) + V_s(x,y)\right] \psi(x,y) = E \psi(x,y).$$

(1)

For our two-barrier problem, we take the scattering potential to consist of two delta functions:

$$V_s(x,y) = \delta^{(1)}(x) \delta(y - y^{(1)}) + \delta^{(2)}(x - d) \delta(y - y^{(2)}).$$

(2)

This potential is shown schematically in Fig. 1 where the barriers are separated along the $x$ direction by a distance $d$.

The confinement potential $V_c(y)$ defines a basis set of normal modes $\{x_n(y)\}$ satisfying

$$\left[-\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + V_c(y)\right] x_n(y) = E_n x_n(y),$$

(3)

where $n = 1, 2, 3, \ldots$. In the quasi-one-dimensional wire each transverse eigenstate $n$ is associated with a mode which is propagating if the particle energy $E > E_n$, and a mode which is evanescent if $E < E_n$. The wavefunction of the clean wire is separable so that the $x$ dependent part of the wavefunction is a linear combination of two plane waves for the propagating modes, and a linear combination of growing and decaying exponentials for the evanescent modes.

Away from the scattering potential we can therefore expand the wavefunction as follows [8]:

$$\psi(x,y) = \sum_n a_n(x) x_n(y),$$

(4)

where

$$a_n(x) = \begin{cases} A_n e^{ik_n x} + B_n e^{-ik_n x}, & 0 \leq x < 0, \\ F_n e^{ik_n x} + G_n e^{-ik_n x}, & 0 \leq x \leq d, \\ C_n e^{ik_n (x-d)} + D_n e^{-ik_n (x-d)}, & d \leq x. \end{cases}$$

(5)

Here the wavevector $k_n$ is

$$k_n = \left[\frac{2m}{\hbar^2} (E - E_n)\right]^{1/2},$$

(6)

and becomes imaginary if the mode $n$ is evanescent. The boundary conditions require $A_n = D_n = 0$ for evanescent modes so that there are no growing exponentials away from the scatterers.

The wavefunction in Eq. (4) must be continuous. After multiplying Eq. (4) by $x_n(y)$ and integrating over all $y$, the orthogonality property of the $\{x_n(y)\}$ demands that each individual mode be continuous [8] so that $a_n(0^+) = a_n(0^-)$. Therefore, at $x = 0$,

$$A_n + B_n = F_n + G_n$$

(7)

holds for all $n$.

The boundary condition on the derivatives of the $\{a_n(x)\}$ follows similarly by inserting Eq. (4) into Eq. (1). The orthogonality property of the $\{x_n(y)\}$ can then be used to show that

$$\left(\frac{d^2}{dx^2} + k_n^2\right) a_n(x) = \sum_m (\Gamma^{(1)}_{nm} \delta(x) + \Gamma^{(2)}_{nm} \delta(x - d)) a_m(x).$$

(8)

Here the mode coupling constants for barrier (1) are given by

$$\Gamma^{(1)}_{nm} = \frac{2m}{\hbar^2} x_n(y^{(1)}) x_m(y^{(1)}), \quad i = 1, 2.$$

(9)

At $x = 0$ the discontinuity in the first derivative of each mode, by integrating Eq. (8), must satisfy

$$\frac{da_n(x)}{dx}\bigg|_{x^+} - \frac{da_n(x)}{dx}\bigg|_{x^-} = \sum_m \Gamma^{(1)}_{nm} a_m(0).$$

(10)

Inserting Eq. (5) in Eq. (10) yields

$$i \hbar (F_n - G_n) - i \hbar (A_n - B_n) = \sum_m \Gamma^{(1)}_{nm} (A_m + B_m).$$

(11)

Equation (11) couples mode $n$ to all other modes in the problem. For simplicity, we cut off the sum in Eq. (11) at a finite number of modes. Likewise, equations similar to Eq. (7) and Eq. (11) enforcing the boundary conditions at $x = d$ can also be written down. We note that the form of Eq. (11) does not depend on the $y$ dependence of the scattering potential in Eq. (2). A different choice for the $y$ dependence would only change the values of the $\Gamma^{(1)}_{nm}$.

The previous equations also do not depend on the choice of the confinement potential, so that none of the results of this paper depend fundamentally on $V_c(y)$. For definiteness we take $V_c(y)$ to be zero for $0 \leq y \leq W$ and infinite elsewhere, yielding

$$x_n(y) = \sqrt{\frac{2}{W}} \sin \left(\frac{n\pi y}{W}\right), \quad E_n = \frac{n^2 \hbar^2}{2mW^2}. $$

(12)

3. Transmission Coefficients

We take the particles to be incident from the left, so that $D_n = 0$ in Eq. (5), and define wavefunction transmission and reflection amplitudes normalized to the amplitude of the incident mode:

$$t_{nm} = \frac{C_n}{A_n}, \quad r_{nm} = \frac{B_n}{A_n}. $$

(13)

For propagating modes $n$ and $m$ the current transmission and reflection coefficients are given by
with plicity we take the scatterers to be identical and aligned period $A = \frac{1}{2}$.

For one mode, by solving Eqs. (7) and (11) and the analogous equations at $x = d$, we straightforwardly obtain

$$t_{11} = e^{ik_1d} / D_1$$

where the denominator $D_1$ is

$$D_1 = \left( 1 + \frac{i\Gamma_{11}}{2k_1} \right) \left( 1 + \frac{i\Gamma_{21}}{2k_1} + \frac{\Gamma_{11}\Gamma_{21}}{4k_1^2} e^{-2ik_1d} \right).$$

The denominator of the transmission amplitude $D_1$ is a periodic function of distance $d$ with period $\lambda_1/2$, where $\lambda_1 = 2\pi/k_1$. The numerator of Eq. (15) is a simple phase factor having unit modulus. Therefore, the transmission coefficient $T_{11}$ is periodic as a function of distance with period $\lambda_1/2$.

We now consider the case of two modes. For simplicity we take the scatterers to be identical and aligned with $\Gamma_{11} = \Gamma_{22} = \Gamma_{nm}$, although the two scatterers can be either attractive or repulsive. Solving Eqs. (7) and (11), along with their analogues at $x = d$, and applying Eq. (13) yields

$$t_{11} = \frac{1}{D_1} \left[ \frac{i}{2k_2} \sum_{n=1}^{2} \frac{\Gamma_{12}^n}{k_n} \sin k_n d + \left( 1 + i\frac{\Gamma_{22}}{k_2} \right) e^{-ik_1d} \right]$$

where

$$D_2 = \frac{i}{2k_2} \sum_{n=1}^{2} \left[ \frac{\Gamma_{12}^n}{k_n} e^{-ik_n d} + \frac{\Gamma_{22}^n}{k_n} e^{-ik_1d} \right] \sin k_n d$$

$$+ \left[ 1 + \frac{\Gamma_{11}}{k_1} + i\frac{\Gamma_{22}}{k_2} - \frac{\Gamma_{12}}{2k_1k_2} \right] e^{-i(k_1+k_2)d}$$

$$+ \frac{\Gamma_{11}}{4k_1k_2} (e^{-2ik_1d} + e^{-2ik_2d}).$$

To derive this expression, we have used the identity $\Gamma_{nm}^n = \Gamma_{mn} \Gamma_{nm}$. Of course, Eqs. (17)-(18) reduce to Eqs. (15)-(16) if $\Gamma_{12} = \Gamma_{2m} = 0$ so that there is no coupling to the second mode. If we set $d = 0$ in Eqs. (17)-(18) we recover the results of Refs. [1]-[2] for a single scatterer.

In the limits $k_1 \ll \Gamma_2$ and $k_2 \ll d^{-1}$, we obtain

$$t_{11} = \left[ \frac{i}{2} \sum_{n=1}^{2} \frac{\Gamma_{12}^n}{k_n} \sin k_n d + \frac{1+i\Gamma_{22}}{2k_2} \right] e^{ik_1d}$$

$$\left[ \frac{i}{2} \sum_{n=1}^{2} \frac{\Gamma_{12}^n}{k_n} \sin k_n d + i\Gamma_{22}^2 \right] e^{ik_1d}.$$ 

Since the bracketed terms in the numerator and denominator of $t_{11}$ are equal, we obtain unity transmission when $(\cos k_1d - 1)$ vanishes, i.e., when $d = j\lambda_1, j = 0, 1, 2, \ldots$. We additionally note that if $\lambda_1 \ll d \ll \lambda_2$, the $n = 2$ term in the above summations will dominate both the numerator and the denominator, driving the transmission to unity.

Plotting the transmission coefficient as a function of energy gives no special insight in this problem, since the strongest modifications to the one-dimensional scattering properties occur mainly for a range of electron energies near $E = E_2$. Therefore, we choose to plot $T_{11}$ as a function of scatterer separation $d$. We now take the scatterers to be repulsive, with $\gamma^{(1)} = \gamma^{(2)} = 10^{-14}$ eV cm$^2$ and $y^{(1)} = y^{(2)} = 13.3$ nm. The variation of the transmission coefficient $T_{11}$ with scatterer separation $d$ is illustrated in Fig. 2 for energies $E = 0.9E_1$ (bottom), $E = E_1$ (middle), and $E = 1.1E_1$ (top). We have chosen parameters $m = 0.067m_0$ and $W = 30$ nm appropriate for GaAs heterojunctions.

For $E = 0.9E_1$, when the Fermi energy is below the second subband minimum, the evanescent modes have little qualitative effect on the transmission properties of the system so that we recover the standard one-dimensional result: perfect transmission resonances separated by $\lambda_1/2$ with the first resonance offset from $d = 0$, consistent with Eqs. (15)-(16). However, the transmission is enhanced when the evanescent modes are included. When $E = E_1$, we note that successive resonances in $T_{11}$ become separated by a full wavelength. The first maximum occurs at $d = 0$, so that we recover the result of perfect transmission at $E = E_1$ for a single scatterer that was proved in Refs. [1]-[3]. Furthermore, the transmission asymptotically approaches unity when the scatterer separation becomes larger than a few wavelengths of the incident electron. Finally, at an energy $E = 1.1E_2$ such that the second mode is propagating, we observe a beat-like modulation in $T_{11}$. This is not surprising, since there are now two allowed propagating wavelengths in the transmission problem. This beating pattern would not occur if the coupling between the two modes were zero, and is therefore a qualitatively new feature of scattering in the multi-mode wire.
We have also considered disaligned scatterers, unequal scatterers, and attractive scatterers [9]. Importantly, we still find successive resonances in $T_{11}$ separated by a full wavelength and $T_{11}$ approaching unity in the limit of large scatterer separations as before. These properties fail only when one of the barriers is exactly on the node in $x_2(y)$, eliminating the coupling to the second mode at that scatterer. Even if the scatterers have unequal strengths, the transmission maxima are still perfect provided the scatterers are aligned, in sharp contrast to the one-dimensional case of Eqs. (15)-(16). Disaligning the scatterers does slightly degrade the transmission maxima, but this effect is appreciable only when either of the scatterers is near the node in $x_2(y)$. The first transmission maximum is also offset from $d = 0$ if the scatterers are disaligned. If the scatterers are attractive we additionally find $T_{11} = 0$ near the quasi-bound state energies splitting off from the confinement subbands.

4. Discussion

Near the subband bottom, it is evident from Eqs. (17)-(19) that the dominant terms, which have $k_2^{-1}$ dependence, all involve coupling to mode 2. These terms are nonexistent in the single-mode case, Eqs. (15)-(16). In particular, the terms in Eqs. (17)-(18) corresponding to the geometrical interference effect in the one-dimensional problem are completely overshadowed by terms involving coupling to mode 2. Hence, mode conversion dominates the scattering properties near the subband minimum. This is reasonable since the one-dimensional density of states for mode 2 diverges as $k_2^{-1}$ on either side of the subband minimum.

The relative phase of the incident mode at each of the barriers plays an important role in determining the spatial variation of the evanescent modes, which can only be populated by scattering from the incident applied current. Since the relative phase of the incident mode is clearly periodic with a period $\lambda_1$, we have some basis for understanding the change in the spacing between successive resonances in the transmission coefficient from $\lambda_2/2$ to $\lambda_1$ when coupling to the second mode becomes dominant. To understand this in more detail we examine the spatial variation of the evanescent mode $\alpha_2(x)$.

For the simple case of identical, aligned scatterers, so that the mode coupling constants of the two barriers are equal, we have found [9] that the evanescent mode amplitude $\alpha_2(x)$ can be chosen real and has the form shown in Fig. 3. If the scatterers are separated by an integer multiple of $\lambda_1$, the evanescent mode amplitude $\alpha_2(x)$ is symmetric about $x = d/2$, the midpoint between the scatterers. By analogy to molecular physics, we have labelled this a 'bonding' state. Transmission maxima occur when the evanescent mode forms a 'bonding' state. In contrast, if the scatterer separation is a half integer multiple of $\lambda_1$, the evanescent mode amplitude $\alpha_2(x)$ has opposite signs at each scatterer, resulting in a node in the evanescent mode halfway between the scatterers. We have labelled this an 'anti-bonding' state. We emphasize that the form of the evanescent mode is more complicated if the coupling at each scatterer is different.

5. Conclusion

We have compared the transmission of an electron through two delta function barriers in a one-mode wire to that in a two-mode wire. The substantial differences we find between the one-mode and the two-mode case suggest that resonances in the transmission coefficient arise from different mechanisms when the Fermi energy is near the bottom of a subband in the multi-mode wire. Geometrical resonances analogous to those in a Fabry-Perot optical cavity dominate the transmission properties in the single-mode case, whereas the intermode coupling and the accumulation of evanescent modes around the scatterers dominate the transmission properties of the two-mode wire.
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1 Introduction

Discovery of the quantized constriction resistance [1]-[2], and its explanation in terms of the Landauer conductance formula [3]-[4], has greatly stimulated interest in understanding scattering in quasi-one-dimensional conductors [5]-[21]. After first understanding the simplest case of scattering from a single barrier in a quasi-one-dimensional geometry [5]-[7], one would then like to understand the scattering from two barriers [13]-[16], and eventually the transport through many barriers [18]-[21].

In this paper we make the first attempt to qualitatively understand scattering from two barriers in a confined geometry. We use a 'point defect' model for the scatterers, which may be too idealized to describe present experiments on transport in quantized GaAs constrictions. The impurity potential in GaAs heterojunctions is believed to vary slowly (on the scale of 0.1 microns) compared to the electron wavelength. Nonetheless, the point defect model is useful to obtain qualitative insights into electron scattering in low-dimensional geometries. The limit of slowly varying or 'adiabatic' potentials has already been described in detail [22]-[23], so we choose to examine a highly non-adiabatic potential where interchannel scattering is significant.

If a current is flowing in a confined geometry, such as the quasi-one-dimensional wire illustrated in Fig. 1, the incident electrons can scatter into evanescent modes which accumulate locally around the scattering centers. When more than one barrier is present in a multi-mode wire, an electron scattered into the evanescent channel at one of the obstacles can again be scattered at another obstacle. This effect most strongly influences the transmission properties when the distance between the two barriers is less than the decay length of the evanescent mode, so that the tail of the evanescent wavefunction accumulating around one of the scatterers will overlap with the other scatterer. If the Fermi energy is away from a subband minimum or quasi-bound state in a wire with two scatterers, we find that this effect results in only small deviations from one-dimensional resonant tunneling theory [24]-[26].

However, as the Fermi energy approaches a subband minimum, where the decay length of the evanescent mode and the evanescent density of states both become infinite, the transmission properties are determined largely by the shape of the lowest evanescent mode. At a subband minimum the Fabry-Perot interferences between propagating modes are completely suppressed, and a new series of transmission resonances with completely different properties emerges due to the strong coupling to the evanescent mode. We use this result to obtain the most general arrangement of
point scatterers which give perfect transmission at a subband minimum, extending the calculations of Refs. [5]-[6].

The Hamiltonian and transmission coefficients through the two point scatterers are defined in Sec. II. In Sec. III we study the transmission coefficients when both scatterers in the wire are repulsive. Making one or both of the scatterers attractive introduces additional novel transmission properties, as investigated in Sec. IV. The appendix describes how the transmission coefficients are calculated. [17]

2 Scattering in a multi-mode wire

A quasi-one-dimensional wire, in which noninteracting electrons are free to move in the $x$ direction but are confined in the $y$ direction as shown in Fig. 1, is described by the Schrödinger equation

$$\left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V_c(y) + V_s(x, y) \right] \psi(x, y) = E\psi(x, y). \quad (1)$$

The confinement potential $V_c(y)$ defines a basis set of normal modes $\{\chi_n(y)\}$ satisfying

$$\left[ -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + V_c(y) \right] \chi_n(y) = E_n\chi_n(y), \quad (2)$$

where $E_n$ is the subband energy for mode $n$. In the quasi-one-dimensional wire a transverse mode $n$ is propagating if $E > E_n$ and is evanescent if $E \leq E_n$, as shown in Fig. 2. The scattering potential $V_s(x, y)$ we take to be two point scatterers separated along the $x$ direction by a distance $d$ as

$$V_s(x, y) = \gamma^{(1)} \delta(x) \delta(y - y_s^{(1)}) + \gamma^{(2)} \delta(x - d) \delta(y - y_s^{(2)}). \quad (3)$$

Since the wavefunction of the clean wire is separable, it can be expanded away from the scattering potential as follows: [17]

$$\psi(x, y) = \sum_n \alpha_n(x) \chi_n(y), \quad (4)$$

where

$$\alpha_n(x) = \begin{cases} 
A_n e^{ik_n x} + B_n e^{-ik_n x}, & x < 0, \\
F_n e^{ik_n x} + G_n e^{-ik_n x}, & 0 < x < d, \\
C_n e^{ik_n (x-d)} + D_n e^{-ik_n (x-d)}, & x > d. 
\end{cases} \quad (5)$$
Here the wavevector $k_n$ is
\[
  k_n = \left[ \frac{2m}{\hbar^2}(E - E_n) \right]^{1/2},
\]
and becomes imaginary if the mode $n$ is evanescent so that $k_n = i\kappa_n$ where $\kappa_n > 0$. The resulting dispersion relation for the wire modes is shown in Fig. 2. The boundary conditions require $A_n = D_n = 0$ for evanescent modes so that there are no growing exponentials away from the scatterers. We take the particles to be incident from the left, so that $D_n = 0$ in Eq. (5).

We define wavefunction transmission and reflection amplitudes normalized to the amplitude of the incident mode $A_m$:
\[
  t_{nm} = \frac{C_n}{A_m}, \quad r_{nm} = \frac{B_n}{A_m}.
\]
The boundary conditions for obtaining each $t_{nm}$ and $r_{nm}$ are given in the appendix. Most of the following numerical results we present for $t_{nm}$ and $r_{nm}$ can be verified analytically (when the lowest two modes are present) by taking the appropriate limits of Eqs. (18)-(19) in the appendix.

For propagating modes $m$ and $n$ the current transmission and reflection coefficients are given by
\[
  T_{nm} = \frac{k_n}{k_m} t_{nm}^* t_{nm}, \quad R_{nm} = \frac{k_n}{k_m} r_{nm}^* r_{nm}.
\]
The normalized two-probe conductance $g$ at zero temperature is then obtained from the multi-channel Landauer formula [27]-[30]
\[
  g = \frac{G}{2e^2/\hbar} = \sum_{n,m} T_{nm},
\]
where the sum in Eq. (9) runs over only the propagating modes of the wire. The remainder of the paper is concerned with analyzing the transmission coefficients $T_{nm}$ through the scattering potential in Eq. (3). For definiteness throughout the remainder of this paper, we choose an infinite square well confining potential $V_c(y)$ having width $W = 30 \text{ nm}$ and an electron mass $m = 0.067m_e$ appropriate for GaAs heterojunctions.
3 Two repulsive scatterers

We show in Fig. 3 the transmission coefficients and two-probe conductance as a function of energy $E$ for $d = \lambda_1 = 34.64$ nm, where the wavelength $\lambda_1$ is evaluated at $E = E_2$. The scatterers are aligned at $y^{(1)} = y^{(2)} = 13.3$ nm. We choose barriers having different strengths $\gamma^{(1)} = 10$ feV cm$^2$ and $\gamma^{(2)} = 5\gamma^{(1)}$ in Figs. 3-4. The lowest three modes have been kept for all numerical calculations in this section.

The two transmission resonances in Fig. 3 for $E_1 < E < E_2$ arise from single mode Fabry-Perot interference, and are less than unity because the barriers have unequal strengths. At the subband bottom ($E = E_2$), where the scattering is dominated by the evanescent mode, we observe that $T_{11}$ is unity even though the Fermi energy is not near an expected Fabry-Perot resonance. When the Fermi energy rises into the second subband so that $E_2 < E < E_3$, there is no remnant of Fabry-Perot type resonances. The presence of two incident electron wavelengths, combined with the intermode scattering, makes the Fabry-Perot resonance more difficult to achieve.

To obtain a better understanding of the transmission properties at a subband minimum in Fig. 3, we fix the probing electron wavelength near the second subband minimum and vary the scatterer separation. In Fig. 4(a)-(c) we study the variation of the transmission coefficient $T_{11}$ versus $d/\lambda_1$ for three values of the energy: (a) $E = 0.9E_2$, (b) $E = E_2$, and (c) $E = 1.1E_2$. Note that the wavelength $\lambda_1 = 2\pi/k_1$ is different for each energy.

In Fig. 4(a) we observe the usual one-dimensional resonant tunneling behavior, subject to only small modifications. The transmission resonances are separated by $\lambda_1/2$ and the first maximum is offset from $d = 0$ because of the phase shifts from each scatterer. Additionally, we note that $T_{11}$ is no longer strictly periodic as a function of $d$, as can be seen from the first two minima. The scatterer separation for these two minima is in the range $d \sim 1/\kappa_2$ so that the evanescent tails of the second mode accumulating around each scatterer overlap significantly. The transmission coefficient is in general not a periodic function of scatterer separation $d$ when evanescent modes are present.

The variation of the transmission coefficient in Fig. 4(b)-(c) is markedly different from the standard one-dimensional resonant tunneling result. In case (b), when the Fermi energy aligns with the second subband, we see that successive transmission maxima are now separated by $\lambda_1$ and that the transmission maxima are unity even though the barriers have different strengths. The first maximum occurs at $d = 0$ so
that there is no scattering phase shift. Also, the minima of $T_{11}$ tend asymptotically to unity as $d$ is increased, so that the transmission is perfect when the scatterers have a large separation. The transmission coefficient $T_{11}$ versus $d/\lambda_1$ in Fig. 4(b) is therefore highly aperiodic. These large qualitative differences between Fig. 4(a) and (b) demonstrate that the Fabry-Perot wave-interference between propagating modes is not the mechanism giving rise to conductance oscillations when the Fermi energy aligns with a subband minimum. In case (c) $T_{11}$ has a beat-like pattern, due to the presence of two propagating wavelengths, and is no longer perfect anywhere.

Examining the shape of the evanescent mode around the scatterers will enable us to understand the change in transmission properties as the new subband becomes occupied. Figure 5(a) shows the lowest evanescent mode wavefunction $\alpha_2(x)$ when the scatterers are separated by a half wavelength $d = \lambda_1/2$, while Fig. 5(b) shows the lowest evanescent wavefunction at a full wavelength separation $d = \lambda_1$. The important insight to gain from Fig. 5 is that, if the lowest evanescent mode is uniform along the length of the wire, perfect transmission results for the incident propagating wavefunction. The position of the scattering barriers and their coupling to the incident mode determine how the incident electrons scatter into the evanescent mode, the subsequent shape of the lowest evanescent wavefunction, and the resulting transmission properties. We have chosen the scatterer strengths to be equal in Fig. 5, $\gamma^{(1)} = \gamma^{(2)} = 10 \text{ eV cm}^2$, to illustrate the analogy between these evanescent states and ‘bonding’ or ‘antibonding’ orbitals in molecular physics. The evanescent wavefunction $\alpha_2(x)$ for the unequal barrier strengths studied in Figs. 3-4 is slightly more complex.

We can now give an intuitive argument to explain the electron transmission in Fig. 4(b). Because the evanescent density of states diverges like $\xi_2^{-1}$ as the Fermi energy approaches the second subband minimum, we expect the evanescent mode to dominate the scattering at that energy. Suppose we place a point defect barrier in the wire, which is known to give perfect transmission at a subband minimum [5]-[6], and try to add a second barrier so that the transmission is still perfect at the second subband minimum. In general, the addition of the second scatterer will affect the evanescent wavefunction at both scatterers and there will be some reflection in the incident mode. Therefore, to obtain perfect transmission, we must place the second scatterer in the wire in a way that does not change the evanescent wavefunction at either scatterer.

For a single point scatterer located at coordinates $(x_s, y_s)$, the evanescent mode
accumulates to a constant independent of $x$ given by [5]

$$\alpha_2(x) = C_2 = t_{21} e^{ik_1x} A_1,$$  \hspace{1cm} (10)

where $t_{21}$ is the transmission amplitude into the lowest evanescent mode when $x = 0$:

$$t_{21} = r_{21} = -\Gamma_{22} = -\sin(\pi y_s/W)/\sin(2\pi y_s/W).$$ \hspace{1cm} (11)

Therefore, from Eq. (10) and Eq. (11), the same value of the evanescent mode $\alpha_2(x) = C_2$ is obtained for different choices of the single scatterer coordinates $(x_s, y_s)$ only when

$$e^{ik_1x}\sin(\pi y_s/W)/\sin(2\pi y_s/W) = \text{const}.$$ \hspace{1cm} (12)

Note that Eqs. (11)-(12) are independent of the scatterer strength $\gamma$.

Consider now the case of two point scatterers in the wire when $E = E_2$. Fixing the position of the first scatterer at coordinates $(0, y_s^{(1)})$ determines the value of the constant in Eq. (12). Then from Eq. (12), a second scatterer aligned with the first can be placed at coordinates $(d, y_s^{(2)} = y_s^{(1)})$ and not affect the evanescent wavefunction at either scatterer only when $d = j\lambda_1$, where $j = 0, 1, 2, \ldots$. If the second scatterer is not an integer number of wavelengths from the first scatterer, the evanescent mode $\alpha_2(x)$ must change its value from one scatterer to the next. As explained in the appendix, the resulting derivative jump in the evanescent mode must be met by a derivative jump in the first mode, giving rise to a reflected wave.

Therefore, perfect transmission is obtained only when the second barrier is placed an integer number of wavelengths from the first barrier, explaining the change in spacing between successive maxima of the transmission coefficient $T_{11}$ from a half wavelength in Fig. 4(a) to a full wavelength in Fig. 4(b). Since Eq. (12) is independent of the scatterer strength, the barriers can have different strengths and perfect transmission still results at $E = E_2$. The approach of the transmission coefficient $T_{11}$ to unity in Fig. 4(b) is also easily explained by noting that, if the positions of the scatterers force the evanescent wavefunction to assume different values at each scatterer, the resulting discontinuity in the derivative of $\alpha_2(x)$ will become progressively smaller as the scatterer separation is increased.

If the two scatterers are disaligned, then in general it follows from Eq. (12) that the same value of the evanescent mode cannot be supported at both scatterers, and perfect transmission can no longer result at $E = E_2$. [31] We confirm this in Fig. 6 where $T_{11}$ is shown as a function of $d/\lambda_1$ for three different $y$ positions of the second
scatterer: (a) $y_{s}^{(2)} = 14.8$ nm, (b) $y_{s}^{(3)} = 15.0$ nm, and (c) $y_{s}^{(2)} = 23.7$ nm. We fix the energy at $E = E_2$ and the position of the first scatterer at $y_{s}^{(1)} = 13.3$ nm as before. The barriers have the same strengths as in Figs. 3-4.

In Fig. 6(c) the transmission resonances are not exactly perfect, but the deviation from unity is not noticeable on the graph. We fix this behavior of $T_{11}$ generally holds for most lateral positions $y_{s}^{(2)}$. Only if the second scatterer is brought close to the node of $\chi_2(y)$, as in Fig. 6(a-b), does a different transmission behavior begin to emerge. When we place one of the scatterers directly on the node in $\chi_2(y)$, so that it does not couple to the lowest evanescent wavefunction, the transmission coefficient in Fig. 6(b) becomes essentially independent of separation $d$ even though the barrier is still coupled to the incident mode. The absence of transmission oscillations in Fig. 6(b) is easily understood, since the barrier in the node of $\chi_2(y)$ does not alter the shape of the evanescent modes needed to give perfect transmission [5]-[6] through the other barrier. Therefore, the transmission coefficient is independent of the separation $d$ and limited only by the barrier in the node of $\chi_2(y)$. If one of the scatterers is placed very near but not exactly on the node in $\chi_2(y)$, as in Fig. 6(a), the resulting transmission resonances of period $\lambda_1$ are noticeably less than unity. However, the transmission still asymptotically approaches unity after many wavelengths, as in our previous analysis.

There is a special case of disaligning the two scatterers where perfect transmission still results at $E = E_2$. If $y_{s}^{(2)} = W - y_{s}^{(1)}$, so that the scatterer positions along $y$ are mirrored about the axis of the wire, the mode coupling constants between the incident mode and the lowest evanescent mode at the two scatterers are negatives of each other ($T_{21}^{(1)} = -T_{21}^{(2)}$). Then, if we displace the second scatterer by a half wavelength from the first along the $x$ direction, the incident wavefunction $e^{ik_1x} \sin(\pi y/W)$ changes sign at the second scatterer. Therefore, by Eq. (10), the same constant value of $\alpha_2(x) = C_2$ again satisfies the boundary conditions at both scatterers. By the arguments in the preceding paragraphs, perfect transmission is again obtained at $E = E_2$ if $y_{s}^{(2)} = W - y_{s}^{(1)}$ and $d = (j + 1/2)\lambda_1$ for any sign or strength of the second scatterer.

To conclude this section, we use the argument from the preceding paragraph to consider adding more than two point scatterers to the wire. By induction, we can continue to place additional scatterers having arbitrary signs and strengths on any subset of the grid points shown in Fig. 7 and still obtain perfect transmission when $E = E_2$. The perfect transmission through a single delta function scatterer at a subband minimum [5]-[6] is a special case where only one site in the grid is occupied. Figure 7 represents the most general arrangement of delta function scatterers yielding
perfect transmission $T_{11} = 1$ when $E = E_2$.

4 Attractive scatterers

If attractive scatterers are present in a multi-mode wire, quasi-bound or bound states made up of evanescent waves form below each subband minimum, as shown in Fig. 2. The quasi-bound state is localized around the attractive scatterer like a donor level below the conduction band minimum of a semiconductor. Such a state is truly bound only if its energy lies below the bottom of the lowest subband; otherwise its energy is degenerate with that of a propagating mode and a particle in such a state has a finite lifetime. If one or both of the point scatterers in our two-barrier problem are made attractive, we expect zeroes in the transmission coefficient in the vicinity of the quasi-bound states, similar to those in previous calculations. [5]-[7], [19]-[21] We find that the qualitative behavior of the transmission coefficients is similar to that found for repulsive scatterers, except when the Fermi energy is near a quasi-bound state.

In Fig. 8 we plot the zeroes of the transmission coefficient $T_{11}$ in the $d$-$E$ plane, with the scatterer separation $d$ normalized to the wavelength $\lambda_1$ at each energy $E$. The lowest two modes are retained in Figs. 8-9. Figure 8(a) shows one attractive scatterer and one repulsive scatterer, while Fig. 8(b) shows two attractive scatterers. The calculation in Fig. 8(b) can be viewed as transmission through a diatomic molecule attached to the wire. The figure insets show the position of the bound state energies calculated by setting the coupling of the incident propagating mode to the evanescent mode to zero, mimicking a simple one-dimensional calculation of molecular binding energies. The scatterers are aligned at $y_1 = y_2 = 13.3$ nm and have equal strength $|\gamma_1| = |\gamma_2| = 25$ feV cm$^2$. The energy near the top of the figure where the zeroes terminate abruptly is $E_2$, the bottom of the second subband.

Figure 8(a) displays a single bound state in the attractive scatterer for any value of the separation $d \neq 0$. As in elementary molecular physics, Fig. 8(b) displays two bound states when $d$ is large, and only one bound state when $d$ becomes small. When $d$ becomes small in Fig. 8(b), the ‘anti-bonding’ state is forced into the continuum above the second subband.

The zeroes of $T_{11}$ in Fig. 8(a)-(b) qualitatively follow the bound state energies of the single-mode problem shown in the inset. These zeroes in $T_{11}$ exhibit some oscillatory
structure of periodicity $\lambda_1$, and coincide with the bound state energies shown in the inset when $d = j\lambda_1$. The oscillatory structure in $T_{11}$ arises from the coupling of the propagating mode to the quasi-bound states, so that the zeroes in $T_{11}$ are sensitive to the relative phase of the incident mode at the two scatterers. We do not understand the precise relationship between the quasi-bound states of a multi-channel system [32] and zeroes in the transmission coefficient, though the two are clearly related. When both scatterers are made attractive we also observe, in Fig. 8(b), gaps of $d$ for which there are no transmission zeroes.

We plot the conductance versus Fermi energy in Fig. 9 when (a) both scatterers are repulsive, (b) the first scatterer is repulsive and the second is attractive, and (c) both scatterers are attractive. The strength and lateral positions of the scatterers are the same as in Fig. 8, and we choose the separation $d = 90$ nm (or $d = 2.6\lambda_1$ at $E = E_2$). There is one transmission zero immediately before the second subband opening in Fig. 9(b), two zeroes in Fig. 9(c), and no transmission zeroes in Fig. 9(a), as expected from Fig. 8(a)-(b). [33]

5 Conclusion

We have calculated the transmission coefficients for an electron scattering from two point barriers in a quasi-one-dimensional wire. Our main conclusion is that, if the Fermi energy is near a subband minimum in a quasi-one-dimensional wire, the scattering properties of the wire are determined primarily by the shape of the lowest evanescent mode around the scattering centers. Wave interference between propagating modes in the wire, which normally produces an interference pattern of oscillations in the conductance, is no longer the dominant mechanism giving rise to structure in the conductance when the Fermi energy is near a subband minimum.

All of the unusual scattering properties we find can occur only for electrical conduction in a low-dimensional structure, where electrons accumulate in evanescent or cutoff waveguide modes around each scattering center. For example, in a one-dimensional scattering problem, perfect transmission through a single barrier implies perfect transmission through two such barriers. Contrary to our original expectations, when the Fermi energy coincides with a subband minimum, the multi-mode transmission through two point barriers is perfect only for certain resonant values of the scatterer separation. Even though each single barrier in the multi-mode wire,
taken by itself, appears completely transparent, an incident electron can be reflected from two such 'perfectly transmitting' barriers in series.

Although our model scattering potential is highly idealized, and probably not directly applicable to present experiments on GaAs constrictions, we expect the same general transmission properties to hold for transport in real low-dimensional systems. In particular, the recurrence of transmission resonances every wavelength of the incident electron should be insensitive to the exact choice of the scattering potential. If electron charging effects [34] or inelastic scattering between the barriers becomes dominant, the transmission properties studied in this paper may be suppressed. Similar transmission properties would result from two dielectric posts placed in a microwave waveguide.
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7 Scattering Boundary Conditions

In this appendix we give the method used to obtain the transmission and reflection amplitudes following Ref. [17]. Numerical calculations in the body of the paper were performed by cascading scattering matrices (because they proved to be numerically stable near a subband minimum), while in this appendix we give an analytical result for $t_{11}$ obtained by multiplying transfer matrices.

The wavefunction in Eq. (4) must be continuous. After multiplying Eq. (4) by $\chi_m(y)$ and integrating over all $y$, the orthogonality property of the $\{\chi_n(y)\}$ demands that each individual mode be continuous so that $\alpha_n(0^-) = \alpha_n(0^+)$ and $\alpha_n(d^-) =$
\( \alpha_n(d^+). \) Therefore, at \( x = 0, \)

\[ A_n + B_n = F_n + G_n \tag{13} \]

holds for all \( n. \)

The boundary condition on the derivatives of the \( \{\alpha_n(x)\} \) follows similarly by inserting Eq. (4) into Eq. (1). The orthogonality property of the \( \{\chi_n(y)\} \) can then be used to show that

\[ \left( \frac{d^2}{dx^2} + k_n^2 \right) \alpha_n(x) = \sum_m \left( \Gamma_{nm}^{(1)} \delta(x) + \Gamma_{nm}^{(2)} \delta(x - d) \right) \alpha_m(x). \tag{14} \]

Here the mode coupling constants for barrier \((i)\) are given by

\[ \Gamma_{nm}^{(i)} = \frac{2m\gamma^{(i)}}{\hbar^2} \chi_n(y_s^{(i)}) \chi_m(y_s^{(i)}), \quad i = 1, 2. \tag{15} \]

At \( x = 0 \) the discontinuity in the first derivative of each mode, by integrating Eq. (14), must satisfy

\[ \left. \frac{d\alpha_n(x)}{dx} \right|_{0^+} - \left. \frac{d\alpha_n(x)}{dx} \right|_{0^-} = \sum_m \Gamma_{nm}^{(1)} \alpha_m(0) \]

\[ = \chi_n(y_s^{(1)}) \left( \frac{2m\gamma^{(1)}}{\hbar^2} \sum_m \chi_m(y_s^{(1)}) \alpha_m(0) \right). \tag{16} \]

Since \( \Gamma_{nm} \) from Eq. (15) factors into a product form, the right side of Eq. (16) is simply \( \chi_n(y_s^{(1)}) \) times a constant independent of \( n. \) If the right hand side of Eq. (16) is not zero so that mode \( n \) has a derivative jump, Eq. (16) implies that every other mode with a nonzero wavefunction amplitude \( \chi_n(y_s^{(1)}) \) at the scatterer must also have a proportional derivative jump.

When the Fermi energy coincides with a subband minimum for the case of a single delta function scatterer, wavefunction continuity from Eq. (13) requires that the lowest evanescent mode wavefunction \( \alpha(x) \) must be constant everywhere in space. The term in large brackets in Eq. (16) must then be zero if the lowest evanescent mode is populated. Therefore, the incident mode must have a continuous first derivative at the scatterer because the evanescent mode has a continuous first derivative. Since for a point barrier there can be no reflected wave without a derivative jump in the incident mode, it follows that the transmission must be perfect at each subband minimum when only a single point barrier is present.
Inserting Eq. (5) in Eq. (16) yields

\[ ik_n(F_n - G_n) - ik_n(A_n - B_n) = \sum_m \Gamma_{nm}^{(1)} (A_m + B_m). \]  

Equation (17) couples mode \( n \) to all other modes in the problem. For simplicity, we cut off the sum in Eq. (17) at a finite number of modes. Likewise, equations analogous to Eqs. (13) and (17) enforcing the boundary conditions at \( x = d \) can also be written down.

For the case of two modes, multiplying the individual transfer matrices by hand yields \( t' \) and \( r' \) directly. [17] We then interchange \( \Gamma^{(1)} \) and \( \Gamma^{(2)} \) to obtain \( \tilde{t}_{11} \) as:

\[ \tilde{t}_{11} = \frac{1}{D_2} \left\{ \frac{i}{2k_2} \sum_{n=1}^{2} \frac{\Gamma_{n1}^{(1)} \Gamma_{2n}^{(2)}}{k_n} \sin k_n d + \left[ 1 + \frac{i(\Gamma_{22}^{(1)} + \Gamma_{22}^{(2)})}{2k_2} \right] e^{-ik_2 d} \right\}, \]  

\[ D_2 = \frac{i e^{-ik_2 d}}{2k_1} \sum_{n=1}^{2} \frac{\Gamma_{n1}^{(1)} \Gamma_{1n}^{(2)}}{k_n} \sin k_n d + \frac{i e^{-ik_1 d}}{2k_2} \sum_{n=1}^{2} \frac{\Gamma_{n2}^{(1)} \Gamma_{2n}^{(2)}}{k_n} \sin k_n d + \]

\[ \left[ 1 + \frac{i(\Gamma_{11}^{(1)} + \Gamma_{11}^{(2)})}{2k_1} + \frac{i(\Gamma_{22}^{(1)} + \Gamma_{22}^{(2)})}{2k_2} - \frac{\Gamma_{11}^{(1)} \Gamma_{11}^{(2)} + \Gamma_{22}^{(1)} \Gamma_{22}^{(2)}}{4k_1 k_2} \right] e^{-i(2k_1 + k_2)d} + \]

\[ + \frac{\Gamma_{12}^{(1)} \Gamma_{12}^{(2)}}{4k_1 k_2} e^{-i2k_1 d} + \frac{\Gamma_{21}^{(1)} \Gamma_{21}^{(2)}}{4k_1 k_2} e^{-i2k_2 d} \]  

Most of the results of this paper can be obtained by taking appropriate limits of Eqs. (18)-(19). To obtain the curves in Fig. 8 we have set \( t_{11} = 0 \) from Eq. (18). The resulting expression is

\[ \frac{1}{2} \left( \frac{\Gamma_{12}^{(1)} \Gamma_{21}^{(2)}}{k_1 k_2} \sin k_1 d + \frac{\Gamma_{12}^{(1)} \Gamma_{22}^{(2)}}{k_2^2} \sinh k_2 d \right) + \left( 1 + \frac{\Gamma_{22}^{(1)} + \Gamma_{22}^{(2)}}{2k_2} \right) e^{k_2 d} = 0, \]  

where we have written \( k_2 = -ik_2 \) since the second mode is evanescent in the energy range over which quasi-bound states occur. The graphs in the inset of Fig. 8 are obtained by setting the intermode coupling to zero, namely \( \Gamma_{12}^{(1)} = \Gamma_{21}^{(2)} = 0 \) in Eq. (20).
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It is also interesting that, if we fix $d = 0$, the reflection from two disaligned scatterers is more severe if the scatterers are on opposite sides of the node in $\chi_2(y)$ as expected from Eq. (11).


In Fig. 9(b) the Fabry-Perot resonances in the lowest subband are clearly not perfect, even though they are unity in the absence of mode coupling. This anomalous effect extends well below the second subband minimum in Fig. 9(b), although not present in Figs. 9(a) and (c). We also note a drop in transmission immediately after the second subband is populated in Fig. 9(a) for large $d$, even though no such drop is seen in Fig. 3 when $d$ is small.

Figure 1: An electron, incident from the left in the lowest normal mode, scattering from two barriers in a quasi-one-dimensional wire. Because of the confined geometry, evanescent modes accumulate locally around each tunnel barrier. If the barriers are separated by a distance \( d \sim \kappa_2^{-1} \) the evanescent modes accumulating around each barrier begin to overlap, changing the conductance of the wire.

Figure 2: Dispersion relation \( E = E_n + \hbar k_n^2/2m \) for motion in mode \( n \) of a quasi-one-dimensional wire. The solid lines show the usual dispersion relation for the propagating modes \( (E > E_n) \). The confined geometry induces evanescent modes \( (E < E_n) \), where \( k_n = i\kappa_n \), having a dispersion relation given by the dashed lines. In addition, attractive scatterers give rise to bound or quasi-bound states associated with each subband formed from the evanescent wavefunctions.

Figure 3: Transmission coefficients \( T_{11} \) (short dashes), \( T_{22} \) (long dashes), \( T_{12} = T_{21} \) (mixed dashes), and normalized conductance \( g \) (solid) through two point barriers in a narrow wire. The two Fabry-Perot transmission resonances evident when \( E < E_2 \) are less than unity because the barriers have different scattering strengths, while the transmission is unity when \( E = E_2 \) despite the presence of scattering barriers.

Figure 4: Transmission coefficient \( T_{11} \) versus scatterer separation \( d/\lambda_1 \) for incident electron energies (a) \( E = 0.9E_2 \), (b) \( E = E_2 \), and (c) \( E = 1.1E_2 \). Spacing between transmission maxima changes from \( \lambda_1/2 \) to \( \lambda_1 \) as the Fermi energy aligns with the second subband in (b), so that the Fabry-Perot resonances in (a) are completely suppressed and a qualitatively different series of transmission resonances related to the evanescent modes emerges.

Figure 5: Wavefunction amplitudes of the second mode \( \alpha_2(x) \) when \( E = 0.9E_2 \) (dashed) and \( E = E_2 \) (solid) for scatterer separations (a) \( d = \lambda_1/2 \) and (b) \( d = \lambda_1 \). When the scatterers are separated by a half wavelength in (a), an 'anti-bonding' state is formed. As the Fermi energy aligns with the second subband at \( E = E_2 \) the 'anti-bonding' wavefunction has a discontinuous change in its derivative, leading to a reflected wave. Conversely, if the scatterers are separated by a full wavelength in (b), the corresponding 'bonding' wavefunction is uniform along the length of the wire, forcing perfect transmission of the incident wavefunction at \( E = E_2 \).
Figure 6: Transmission coefficient $T_{11}$ at an energy $E = E_2$ when the barriers are disaligned. In (c) we show the general transmission behavior for most lateral positions of the scatterers: the transmission resonances are hardly distinguishable from unity. Only when one of the barriers is placed (a) near or (b) on the node of the lateral wavefunction $\chi_2(y)$, are the resonances severely degraded. Note in (b) that, even though both barriers are still coupled to the incident propagating mode, there are no Fabry-Perot type resonances.

Figure 7: Point scatterers of arbitrary signs and strengths can be placed at any combination of these positions in the wire, and perfect transmission $T_{11} = 1$ still results when the Fermi energy is aligned with the second subband minimum at $E = E_2$. Any of the scatterers can be taken to have zero strength so that the scatterers do not necessarily form a periodic array.

Figure 8: Zeroes in the transmission coefficient $T_{11} = 0$ in d-E plane for (a) one attractive and one repulsive scatterer and (b) two attractive scattererers. Zeroes in $T_{11}$ qualitatively follow the bound state energies calculated in the insets. Transmission oscillations of period $\lambda_1$ indicate an interplay between the relative phase of the incident mode at each scatterer and the quasi-bound states.

Figure 9: Normalized conductance $g$ versus Fermi energy for (a) two repulsive scatterers, (b) one attractive and one repulsive scatterer, and (c) two attractive scatterers. The insets show more detailed behavior near the second subband minimum. Conductance ‘dips’ below the second subband minimum in (b)-(c) are associated with ‘molecular’ bound states.
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ABSTRACT.- Resonant tunneling occurs for a wide variety of possible device geometries in one, two, and three dimensional conductors. The simplest example is the one and two dimensional analogue of the standard three dimensional resonant tunneling diode. We consider these three resonant tunneling devices operated as either a diode or a transistor by developing a 'convolution method' to calculate the device currents. Next, we consider resonant tunneling in a quasi-one-dimensional wire where the normal modes transverse to the tunneling direction cannot be neglected. Many unusual scattering properties, due to the existence of evanescent modes induced by the confinement, are found near quasi-one-dimensional subband minima or quasi-bound states in the wire.

INTRODUCTION

Many possible geometries are available for resonant tunneling in reduced dimensions, some of which are shown in Fig. 1. The overwhelming majority of studies so far have focused on resonant tunneling diodes with a three dimensional electron emitter and one direction of confinement in the quantum well, the 3DE/1DC geometry shown in Fig. 1. Space does not permit us to list the numerous experimental and theoretical contributions to resonant tunneling in reduced dimensional geometries which motivated our own work, but that is done in detail elsewhere. Our purpose in this article is twofold: (1) to illustrate in section 2 an alternative 'convolution picture' for resonant tunneling currents in diodes and transistors for the simplest one, two, and three dimensional resonant tunneling geometries, and (2) to show in section 3 that if quantum confinement is strong enough that one cannot neglect the existence of normal modes induced by the confinement, there are unusual modifications to electron scattering, and resonant tunneling in particular, when the Fermi energy is near any subband minimum or quasi-bound state in a quantum wire.

The currents for all of the resonant tunneling devices in Fig. 1 can be calculated
using the two terminal Landauer formula\(^2\)–\(^3\) as

\[
I(\mu, V, T) = \frac{e}{\pi \hbar} \sum_{ij} \int dE T_{ij}(E, V) [f(E - \mu) - f(E - \mu + eV)]
\]  

Equation. (1) includes a factor of 2 to describe spin degenerate electrons. The indices \(i\) and \(j\) refer to the quasi-one-dimensional normal modes or scattering ‘channels’ induced by confinement on opposite sides of the conductor\(^3\). Equation. (1) can also describe interacting electrons and inelastic scattering\(^2, 4\). For the standard one-dimensional resonant tunneling geometry \(T_{11}(E) = T(E)\) is the usual transmission coefficient\(^5\)–\(^6\). Section 2 shows how to separate the effects of temperature, voltage across the device, and the dimensionality of the device in Eq. (1), while section 3 presents analytical results for the transmission coefficient \(T_{ij}\) through one and two point scatterers in a quantum wire.

CONVOLUTION METHOD

Equation. (1) implies that the currents in the devices of Fig. 1 are not independent but, for the devices along the diagonal arrows shown in Fig. 1, are related by a ‘convolution method’\(^1, 7\)–\(^8\). This ‘convolution method’ separates the effects of finite voltage, finite temperature, and the addition of free electron motion along one or more directions in the device, and embodies Eq. (1) in a very intuitive way for a certain class of devices. Here we apply this method to the devices along the main diagonal in Fig. 1 with the purpose of understanding conceptually how the ideal resonant tunneling transistor and diode I-V characteristics change when the electron emitter becomes three dimensional, two dimensional, or one dimensional. This presents a physical picture of resonant tunneling currents complementary to that in Refs. 9 and 10. The
final mathematical expressions for the tunneling current are the same as if calculated using the method in Refs. 9 and 10.

Consider a strictly one dimensional device where one completely ignores the other two directions perpendicular to the transport direction. Transport only in the lowest subband of a quasi-one-dimensional wire, or the 1DE/3DC device in Fig. 1, would correspond to this situation. In that case Eq. (1) reduces to

\[ I_{1D}(E, V, T) = \frac{e}{\pi \hbar} T(E, V) \otimes W(E, V) \otimes \left(-\frac{df}{dE}(E, T)\right) \]  

(2)

One merely convolves the transmission coefficient \( T(E, V) \) with the voltage broadening function \( W(E, V) \)

\[ W(E, V) = \begin{cases} \theta(E) - \theta(E - eV) & eV < E_F \\ \theta(E) - \theta(E - E_F) & eV > E_F \end{cases} \]  

(3)

where \( \theta(E) \) in Eq. (3) is the unit step function, and with the derivative of the Fermi distribution function

\[ -\frac{df}{dE}(E, T) = \frac{1}{4k_BT} \text{sech}^2\left(\frac{E}{2k_BT}\right) \]  

(4)

to obtain the total device current. The surprising feature of Eq. (2) is that one can separate the effects of thermal and voltage broadening in Eq. (1). The convolution with \( W(E, V) \) describes the emitter launching electrons over a range of speeds near the Fermi energy, while the convolution with \(-df/dE\) gives the thermal variance in those speeds. These are shown as the first two convolutions in Fig. 2.

Next, we wish to show how the currents for devices along the main diagonal in Fig. 1 are related. The essential physical difference between the 1D, 2D, and 3D electron emitter is that the 1D emitter can launch electrons only forwards, the 2D emitter launches electrons at all angles in a half plane with equal probability, and the 3D emitter launches electrons at all solid angles in a half-sphere with equal probability. This is illustrated in momentum space on the left side of Fig. 3. To make any further progress, one must specify the shape of the tunneling potential. For the simplest case along the main diagonal in Fig. 1, the potential is free electron like perpendicular to

\[ I_{3D}(E, V, T) = \frac{e}{\pi \hbar} T(E, V) \otimes W(E, V) \otimes -\frac{df}{dE}(E, T) \otimes \frac{L^2}{2} N_{1D}(E) \]  

Fig. 2. The convolution method for calculating the 3DE device current corresponding to Eq. (6). The transmission coefficient \( T(E, V) \) is successively convolved (\( \otimes \)) with the range of emitter velocities \( W(E, V) \), with the thermal variance in those velocities \(-df(E, T)/dE\), and with the free electron density of states \( N_{1D}(E) \) corresponding to the spatial distribution of emitted electrons. (From Ref. 1.)
Fig. 3. Luryi's picture (left side) compared with the 'convolution picture' (right side) for calculating tunneling currents. In the convolution method, the electron transmission coefficient is convolved both with the emitter distribution \( W(E, V) \) and the number density of available transverse states \( N(E) \) to give the total tunneling current. (From Ref. 1.)

the tunneling direction such that transverse momentum is conserved. Therefore, along the main diagonal in Fig. 1 where \( V(x, y, z) = V(z) \), so that \( V(z) \) is the tunneling potential for a double barrier structure, the sum of the transverse 'channels' in Eq. (1) can be written for the 2DE/2DC device as

\[
I_{2D}(E, V, T) = I_{1D}(E, V, T) \otimes \frac{L_z}{2} N_{1D}(E) \quad ,
\]

and similarly for the three dimensional emitter 3DE/1DC device as

\[
I_{3D}(E, V, T) = I_{2D}(E, V, T) \otimes \frac{L_y}{2} N_{1D}(E) \quad .
\]

\( L_z \) and \( L_y \) are the size of the device along the \( z \) and \( y \) directions and \( N_{1D}(E) \) is the one-dimensional free electron density of states including spin degeneracy

\[
N_{1D}(E) = \frac{1}{\pi} \sqrt{\frac{2m}{\hbar^2}} \sqrt{\frac{1}{E} g(E)} \quad .
\]

Equation. (5) assumes the 2DE/2DC device in Fig. 1 is strictly two dimensional, and completely ignores the vertical confinement. This is a good assumption if transport occurs only in the lowest subband normal to the confinement surface of an inversion layer or thin film. The 'convolution' formula for the 3DE/1DC resonant tunneling current from Eq. (6) reduces to the standard formula$^{10}$ when one inserts the definition of the convolution$^{11}$ into Eq. (6).

Convolution with the one-dimensional free electron density of states needed to go from the one-dimensional to the three-dimensional resonant tunneling device is shown
Fig. 4. Device current versus Fermi energy in the emitter for (a) the 1DE device, (b) the 2DE device, and (c) the 3DE device. These curves can correspond to transistor operation of the devices by varying $E_F$ either by a gate voltage or by light. (From Ref. 1.)

A plot of current versus Fermi energy for the devices along the main diagonal of Fig. 1, assuming the emitter to collector voltage $V$ is small, is shown in Fig. 4. In Fig. 4 the energy $E_T$ signifies the top of the double barrier potential under zero bias, $E_r$ is the position of the resonant level, and $\Delta E$ the area under the transmission resonance
peak so that $\int_0^\infty T(E)dE = \Delta E$. The dependence of the current on Fermi energy is qualitatively different for each different spatial dimension of the emitter. Fig. 4 corresponds to a type of transistor operation of resonant tunneling devices which can be realized either by incorporating a substrate gate into HEMT devices where the energy axis can be thought of as a gate voltage, or by varying the Fermi energy with LED light\textsuperscript{14} where the energy axis may be thought of as the light intensity. Current in the 1DE device of Fig. 4(a) is proportional to the transmission coefficient. The current traces the resonant peak when $E_F$ is below the top of the double barriers and yields the quantum contact resistance of $\hbar/2e^2$ when the Fermi energy is above the barriers. Current in the 2DE device of Fig. 4(b) follows by convolving $T(E)$ with the 1D free electron density of states. Current in the 3DE device of Fig. 4(c) follows by convolving $T(E)$ with the 2D free electron density of states.

Next, we consider adding a contact to the quantum well base. If we assume the base contact moves the resonant level in the base linearly with the applied base voltage, and that the emitter to collector voltage is large, one obtains\textsuperscript{1} the curves shown in Fig. 5. Fig. 5 results from simply convolving the curves in Fig. 4 with the electron energy distribution $W(E, V)$ in the emitter. Negative transconductance is obtained for the 1DE, 2DE, and 3DE devices. Note that in one dimension the current saturates at $I = e(\Delta E)/\pi\hbar$. Therefore, if one could fabricate a truly one dimensional resonant tunneling device, it would be possible to measure the resonance width of the transmission coefficient on a current meter. The shapes of tunneling diode curves in each spatial dimension are qualitatively similar\textsuperscript{1} to the transistor curves of Fig. 5. The peak current in Fig. 5(b) in two dimensions is

$$ I_{2D} = \frac{e}{\pi\hbar}(\Delta E)\frac{1}{\pi}\sqrt{\frac{2mE_F}{\hbar^2}} L_z $$

(8)

while for Fig. 5(c) the three dimensional peak current is

$$ I_{3D} = \frac{e}{\pi\hbar}(\Delta E)\frac{mE_F}{2\pi\hbar^2} L_z L_y $$

(9)

the same as in the standard method\textsuperscript{10}. We also comment that, for a ballistic conductor in one dimension, the current saturates at a value $I = eE_F/\pi\hbar$ proportional to the Fermi energy when $eV > E_F$.

We discuss one problem with this approach to calculating tunneling currents (which is also a problem in the standard approach): In the limit of a standard wide tunneling device, where the conductor opens up into a continuum of plane wave scattering states and one imposes periodic boundary conditions on the problem, Eq. (1) evolves into Eq. (6). While this limit of Eq. (1) is mathematically appealing, it involves a subtle physical assumption. Neglecting the quantum confinement in Eq. (1) implies that the electrons do not feel the confining walls of the conductor so that one can impose periodic boundary conditions. This can only be true if weak ‘phase randomizing’ scattering is invoked inside the conductor. The phase breaking scattering must be weak enough so that the electrons are not significantly reflected by the scattering, but strong enough so that the information about the boundaries of the conductor is not retained by the tunneling electron. A rigorous treatment of the conditions necessary for Eq. (1) to cross over into Eq. (6) has yet to be supplied.
TUNNELING IN A QUANTUM WIRE

We wish to obtain the conductance of a quantum wire when one or two potential barriers are present using Eq. (1), the Landauer formula. Transport in the quantum wire of Fig. 6 is described by the Schrödinger equation

$$\left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + V_c(y) + V_d(x, y) \right] \psi(x, y) = E\psi(x, y) \quad ,$$

(10)

where $V_d(x, y)$ is the potential of any impurities or defects in the wire. The confinement potential $V_c(y)$ defines a set of normal modes $\chi_n(y)$ satisfying

$$\left[ -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + V_c(y) \right] \chi_n(y) = E_n\chi_n(y) \quad ,$$

(11)

where $E_n$ is the subband energy for mode $n$. The electron dispersion relation $E = E_n + \hbar^2 k^2 / 2m$ for each subband $n$ is also shown in Fig. 6.

Single subband transport never strictly exists in a confined geometry such as the quantum wire shown in Fig. 6. If the Fermi energy lies in the lowest subband there are propagating states for which the wavefunction has the form

$$\psi(x, y) \sim e^{ik_1 x} \chi_1(y) \quad ,$$

(12)

and evanescent states for which the wavefunction has the form

$$\psi(x, y) \sim e^{-\kappa_2 x} \chi_2(y) \quad .$$

(13)

Here $\kappa_2$, defined by

$$\kappa_2 = ik_2 = i\sqrt{\frac{2m(E_2 - E)}{\hbar^2}} \quad ,$$

(14)

is the imaginary wavevector for the second normal mode. Note that the dispersion

![Fig. 6. Scattering from a defect in a quasi-one-dimensional wire where a steady current incident in the lowest mode is applied from the left. The scattering potential couples the incident propagating mode to the evanescent modes, causing probability density to accumulate locally around the defect. (From Ref. 18.)](image)
relation for the evanescent modes is \( E = E_n - \hbar^2 k_n^2 / 2m \) for each subband \( n \). The wavefunction on the left side of the scattering defect where \( z < 0 \) can be expanded as a linear combination of both the propagating and evanescent modes of the clean wire as

\[
\psi(x, y) = \sum_n \left( A_n e^{ik_n x} + B_n e^{-ik_n x} \right) \chi_n(y) .
\]

(15)

On the right of the defect in Fig. 6 where \( z > L \), the wavefunction can be expanded as

\[
\psi(x, y) = \sum_n \left( C_n e^{ik_n x} + D_n e^{-ik_n x} \right) \chi_n(y) .
\]

(16)

If a defect is present in the wire, propagating modes such as Eq. (12) are coupled through the scattering potential to the evanescent modes such as Eq. (13). Consider a steady current flow incident from the left on a defect in a quantum wire shown in Fig. 6. The scattering potential will cause some of the electrons to be scattered out of the propagating incident wave into an evanescent wave, and a localized mode will therefore build up around the defect even if the scatterer is repulsive. This phenomenon is similar to the electromagnetic energy storage near any defects or sudden discontinuities in a microwave waveguide. Since the scattering boundary conditions require the wavefunction and its derivative be continuous everywhere, the presence of the localized mode built up around the scatter will change the scattering of the incident waves. This is true even though the evanescent waves carry no current. References. 15-22 discuss some of the unusual scattering properties of electrons in a confined geometry.

In this section we first consider the case of a wire having uniform width subject to a delta function scattering potential\(^{17-19}\)

\[
V_d(x, y) = \gamma \delta(x) \delta(y - y_i)
\]

(17)

Requiring the wavefunction be continuous at \( x = 0 \) forces

\[
A_n + B_n = C_n + D_n
\]

(18)

for all propagating and evanescent modes \( n \). Integrating Eq. (10) across the defect gives the derivative jump condition

\[
\Delta \frac{\partial \psi}{\partial x} = \sum_m \Gamma_{nm} \left( A_m - B_m \right)
\]

(19)

where \( \gamma \chi_a(y_i) \chi_b(y_i) \equiv V_{ab} \). Forcing particles incident only from the left requires \( D_n = 0 \) for all propagating modes. We take only a single incident propagating mode \( A_n \) to be nonzero. Additionally we require \( A_n = D_n = 0 \) for all evanescent modes so that the wavefunction is normalizable. The transmission coefficients \( T_{mn} \) for propagating modes \( m \) and \( n \) required to evaluate Eq. (1) can then be obtained as

\[
T_{mn} = \frac{k_m C_m}{k_n A_n} \quad \text{and} \quad R_{mn} = \frac{k_m B_m}{k_n A_n}
\]

(20)

where \( R_{mn} \) are the reflection coefficients.
This scattering problem through a single point defect in Eq. (17) is easy to state, and the transmission and reflection coefficients easily obtained by solving Eqs. (18) and (19), but the results are not intuitive. We have solved this problem both by simply matching wavefunctions and their derivatives at the scatterer\textsuperscript{18}, and by a sum over scattering histories approach solving the Dyson Equation in a quasi-1D wire\textsuperscript{19}. Both approaches give the same answer for the current transmission coefficients \( T_{mn} \). One essential insight obtained is that, just as the propagating electron density of states diverges as \( 1/\sqrt{E - E_F} \) when the Fermi energy approaches each subband minimum from above, the evanescent electron density of states diverges as \( 1/\sqrt{E - E_F} \) when the Fermi energy approaches each subband minimum from below\textsuperscript{18}. Thus, the evanescent modes determine how the electrical conductance behaves as the Fermi energy crosses each new quasi-one-dimensional subband.

The reflection amplitudes \( r_{ab} \) through the point scatterer in Eq. (17) have the simplest form and are

\[
r_{ab}(E) = \frac{-i V_{ab} \frac{m}{\hbar^2 k_A k_B}}{1 + \sum_n \frac{m}{\hbar^2 k_n} + i \sum_n V_{nn} \frac{m}{\hbar^2 k_n}} ,
\]

where the reflection coefficients are found from \( R_{ab} = |r_{ab}|^2 \). In Eq. (21) the \( \sum_n \) denotes a sum over the propagating modes of the wire, \( \sum_n \) denotes a sum over the evanescent modes, and modes \( a \) and \( b \) are assumed propagating. The current transmission amplitudes are determined as \( t_{ab} = r_{ab} \) when \( a \neq b \) and \( t_{aa} = 1 + r_{aa} \) when \( a = b \). This follows from enforcing wavefunction continuity at \( z = 0 \). The transmission coefficients in the conductance formula Eq. (1) are then found from \( T_{ab} = |t_{ab}|^2 \). Note that \( m/\hbar^2 k_n \) is simply the density of propagating or evanescent states for mode \( n \), while \( V_{nn} \) is a scattering matrix element. Thus, each term in Eq. (21) can be interpreted in terms of a Fermi Golden Rule scattering rate\textsuperscript{18}.

The conductance determined from Eq. (1) with the transmission coefficients determined from Eq. (21) is shown in Fig. 7. Figure. 7(a) shows a weak repulsive scatterer (\( \gamma =10 \text{ fV cm}^2 \), solid line) and a weak attractive scatterer (\( \gamma =-6 \text{ fV cm}^2 \), dashed line). At each subband minimum perfect transmission is obtained for all the modes in the wire, a result first pointed out in Ref. 17. The shoulders of the quantized conductance steps are rounded for the case of the repulsive scatterer due to increased reflection immediately above each new subband minimum. The extra dips in the conductance through the attractive scatterer correspond to new quasi-bound states forming in the attractive potential. Outside the attractive potential the evanescent mode decays on either side, but locally inside of the potential well the evanescent mode can propagate. The condition that an integral number of electron wavelengths of the evanescent mode can fit inside the attractive defect roughly defines the condition for a quasi-bound-state to form. These quasi-bound states resemble a donor level below the conduction band minima of a semiconductor, but now there is one new ‘donor level’ for each subband. These new minima in the conductance through a single attractive barrier in a wire are therefore a form of ‘resonant tunneling’ occurring through the evanescent mode, and lead to minima rather than maxima in transmission.
Fig. 7. Conductance through a single scatterer in a quasi-one-dimensional wire as a function of Fermi energy. (a) compares the conductance through a repulsive defect (solid) and an attractive defect (dashed). (b) studies the motion of the quasi-bound-state in the attractive defect. Paradoxically in (b), the strongest scatterer (dashed) gives the largest conductance. (From Ref. 18.)

Figure. 7(b) shows the movement of the quasi bound state as the attractive scatterer is made stronger. For an attractive scatterer slightly stronger than Fig. 7(a) ($\gamma = -8 \text{ eV cm}^2$, solid line), the quasi bound state moves lower in energy and the conductance decreases. For an even stronger attractive scatterer ($\gamma = -9 \text{ eV cm}^2$, dotted line) the minima in transmission due to the quasi-bound state move so close to the next lowest subband minimum that they are no longer visible, while for the strongest attractive scatterer ($\gamma = -20 \text{ eV cm}^2$, dashed line) each quasi-bound state has moved completely out of the subband in which it originated and into the next lowest subband. Note that the electrical conductance actually increases for all values of the Fermi energy in Fig. 7(b) from the medium strength scatterer (dotted line) to the strongest scatterer (dashed line). This paradoxical result in Fig. 7(b), that conductance actually increases as the scatterer is made stronger, occurs because the quasi-bound states have now moved out of the energy range in which they can block transmission of the incident electron.

We next consider electron transmission through two delta function barriers in a quasi-one-dimensional wire where the scattering potential is

$$V_d(x, y) = \gamma_1 \delta(x) \delta(y - y_1) + \gamma_2 \delta(x - d) \delta(y - y_2)$$  \hspace{1cm} (22)

shown schematically in Fig. 8. Evanescent modes, which have a spatial extent of $1/\kappa_2$ if the electron Fermi energy is in the lowest subband, now accumulate around both barriers in the wire as shown in Fig. 8. When the separation between the barriers $d < 1/\kappa_2$, the evanescent modes building up around one barrier will extend to the other barrier and alter the scattering properties of the electrons.

The transmission coefficient $T_{11}$ through the potential of Eq. (22) for the case of two allowed modes is calculated analytically in Refs. 21-22, and analyzed numerically when many modes are present in Ref. 22. The equations which must be solved to obtain the transmission coefficients are very similar to Eqs. (18) and (19) in this
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Fig. 8. Scattering from two defects (resonant tunneling) in a quasi-one-dimensional wire. Evanescent modes accumulate around both scattering defects. When the evanescent mode building up around one barrier overlaps the second barrier, deviations from standard one-dimensional resonant tunneling theory occur. (From Ref. 22.)

section. We display $T_{11}$ in Fig. 9, where we have chosen two repulsive barriers having $\gamma_1 = \gamma_2 = 10 \text{ feV cm}^2$ and $y_1 = y_2$. When $E = 0.9E_2$ in Fig. 9(bottom), we recover almost the same qualitative behavior for $T_{11}$ as a function of distance $d$ between the scatterers as in the usual 1D transmission coefficient\textsuperscript{5–6}. In the 1D case the transmission coefficient is periodic with period $\lambda_i/2$ where $\lambda_i$ the incident electron wavelength. However, the first two transmission minima in Fig. 9(bottom) are slightly different than all the others, indicating that the evanescent modes are overlapping at small $d$. Thus, when the Fermi energy is below the second subband minimum, we find only small modifications to the standard one-dimensional resonant tunneling theory. This is because the density of evanescent states far below the second subband minimum is small.

At the second subband minimum, $E = E_2$ in Fig. 9(middle), the evanescent modes completely dominate over the Fabry-Perot wave interference effect. Firstly, the transmission coefficient becomes highly aperiodic. The transmission minima rise as the scatterer separation increases and the transmission actually approaches unity for large $d$. Secondly, the perfect transmission resonances are separated by a wavelength of the incident electron, rather than by a half wavelength. Furthermore, perfect transmission occurs for $d = 0$ in agreement with the case of a single scatterer. The scattering phase shift present in the 1D case and in Fig. 9(bottom) is completely absent at $E = E_2$. The change in oscillation period from half the incident electron wavelength to a full wavelength is robust and does not depend critically on the shape of the scatterers. The ‘beating’ pattern in $T_{11}$ when both modes are propagating, shown for $E = 1.1E_2$ in Fig. 9(top), is also a new feature of the multimode wire.

At the second subband minimum, $E = E_2$, the spatial shape of the lowest evanescent mode in the wire determines the scattering properties of the propagating mode.
Fig. 9. Transmission coefficient $T_{11}$ through two point defects in a wire as a function of distance $d$ between the scatterers for energies $E = 0.9E_2$ (bottom), $E = E_2$ (middle), and $E = 1.1E_2$ (top). The Fabry-Perot effect present when $E = 0.9E_2$ is completely extinguished when $E = E_2$. (From Ref. 21.)

Since the evanescent modes are populated by scattering from the applied incident current, and the coupling to the evanescent mode is sensitive to the phase of the incident electron, the general shape of the evanescent mode is repeated when the barrier separation is increased by a full wavelength. If the barriers are equal and aligned, a shape resembling a ‘bonding’ orbital in molecular physics recurs when $d = j\lambda_1$, $j = 0, 1, 2...$, and perfect transmission results. The $x$-dependence of the lowest evanescent mode resembles an ‘antibonding’ state when the barriers are separated by a half integer multiple of the electron wavelength as $d = (j + 1/2)\lambda_1$, where some fraction of the incident electrons are reflected. If the evanescent mode must change its value from one scatterer to the next, as it does when an ‘anti-bonding’ state is formed, it can do so more gradually as $d$ becomes large. This suppresses reflection of the incident mode at each barrier so that the transmission becomes perfect when the barriers have infinite separation.

CONCLUSIONS

We have presented an intuitive ‘convolution method’ for the transistor and diode currents in a resonant tunneling device. The method is conceptually important because it separates the effects of finite temperature, finite voltage, and free electron motion perpendicular to the tunneling direction in the formula for tunneling current. The voltage, thermal, and dimensional convolutions can be easily evaluated graphically to calculate the tunneling current. Each current has a characteristic dependence on Fermi energy, emitter to collector voltage, and potential energy in the quantum well base which is different for 1D, 2D, and 3D electron emitters.
We then examined the transmission coefficients through one and two point scatterers in a quantum wire. Evanescent modes are shown to dominate the transmission properties and electrical conductance when the Fermi energy is near a subband minimum or quasi-bound-state in the wire. When a single attractive scatterer is present in the wire, a type of 'resonant tunneling' occurs via the evanescent mode and leads to minima in the conductance as a function of Fermi energy. When two repulsive barriers are placed in a quantum wire, and when $E \approx E_2$, the transmission coefficient $T_{11}$ as a function of distance between the scatterers has maxima separated by the full wavelength of the incident electron, rather than the usual 1D result in which successive transmission maxima are separated by a half wavelength. The spatial shape of the lowest evanescent mode in 'bonding' and 'anti-bonding' orbitals determines the behavior of the conductance at a subband minimum, rather than wave interference between propagating modes in the wire, so that the Fabry-Perot interference effect between propagating modes is completely suppressed.
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11. The convolution symbol $\otimes$ has its usual meaning

$$A(E) \otimes B(E) = \int_{-\infty}^{\infty} A(E')B(E - E')dE' = \int_{-\infty}^{\infty} A(E - E')B(E')dE'$$ (23)
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Comment on ‘Effects of Channel Opening and Disorder on the Conductance of Narrow Wires’

Philip F. Bagwell and Arvind Kumar

Department of Electrical Engineering and Computer Science,
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

October 10, 1990

Kander, Imry, and Sivan [Phys. Rev. B 41, 12941 (1990)] have argued that electron scattering in a disordered quasi-one-dimensional wire increases whenever the Fermi energy is near a subband minimum. We show that the conductance drops in the calculation of Kander et al. arise when quasi-bound states form in a locally attractive minimum in the scattering potential. Adding even a single attractive impurity to a disordered wire produces these conductance drops, so that their occurrence does not depend on wave interference between multiple impurity scattering events.

PACS 73.20.Dx, 73.20.Hb, 73.50.Bk

submitted to Physical Review B-15 (Received July 23, 1990)
Kander, Imry, and Sivan [1] calculate the electron transmission through an array of elastic scatterers placed on a square grid, where half the scatterers are attractive and half are repulsive. A similar calculation was also done in Ref. [2]. In interpreting the conductance ‘dips’ below each new subband in their calculation Kander et al. state: ‘Since the longitudinal energy of a barely open channel is small, this channel is localized and reflects many of the incoming electrons to backwards propagating states. Such a mechanism will indeed result in conductance dips each time a new channel is opened. The effect also exists as the evanescent channel is about to be opened.’

If the interpretation of Kander et al. is correct, it implies that the conductance should drop on both sides of a subband minimum, not just below the subband. Furthermore it is known, from studies of electron transmission through a point barrier in a narrow wire [3]-[4], that in some models the electron transmission always increases as the Fermi energy passes through a subband minimum from below. So the argument given in Ref. [1], if correct, cannot be a general one.

The conductance ‘dips’ in the calculation of Ref. [1] actually arise from quasi-bound states forming in a local attractive minimum in the disordered
potential [3]-[5]. This 'quasi-bound state' is analogous to a donor level below
the conduction band minimum of a semiconductor, where the confinement
introduces a new 'quasi-donor level' below each subband in the narrow wire.
The formation of quasi-bound states explains why the conductance drops
occur only below the subband, so that the energy separation from the 'dip'
to the next subband is related to the binding energy of the state. Furthermore, as the attractive 'hole' is made larger to admit more bound states,
the 'dips' move lower in energy and more such 'dips' appear [4]. 'Level
repulsion between Lyapunov exponents of the transfer matrix', emphasized
in Ref. [1], seems unnecessary to understand this suppressed transmission.

In Fig. 1 we show the two terminal Landauer conductance [6] versus
Fermi energy through twenty repulsive delta-function scatterers (solid line),
randomly positioned in a 30 nm wide wire. The conductance was calculated
by cascading scattering matrices [7] including the evanescent wire modes.
There is no evidence of suppressed transmission near a subband minimum.
We then made one of the twenty scatterers attractive by reversing its sign.
The resulting conductance (dashed line) shows two pronounced 'dips' below
the second and third subband minima, corresponding to the quasi-bound
states forming in the attractive scatterer.

The essential aspect for the manifestation of the conductance drops studied Refs. [1]-[5] is the formation of quasi-bound states in the disordered potential, not the global sign of the scattering potential. In our point scatterer model a locally attractive potential is necessarily also globally attractive, but this need not be the case. One can easily imagine a slow (adiabatic) rise and fall of the band edge in the conduction channel to form a large repulsive barrier. A small locally attractive hole can be placed on top of this potential barrier to admit one or more quasi-bound states. The same arguments used above would then apply to the local subbands formed around the locally attractive hole. For this case, the position of the 'dips' in conductance with respect to the global subbands depends on the height of the large repulsive barrier.

This work was supported by the U.S. Air Force Office of Scientific Research under Grant No. AFOSR-88-0304.
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Figure Caption

Fig. 1: Two terminal Landauer conductance versus Fermi energy through twenty delta function scatterers in a 30 nm wide wire. When all the scatterers are repulsive (solid line) the conductance rises at each new subband minimum. When one of the scatterers is made attractive (dashed line) by reversing its sign a pronounced 'dip' appears before the opening of each new quasi-one-dimensional channel.
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Evolution of the Quantized Ballistic Conductance with Increasing Disorder in Narrow Wire Arrays

Arvind Kumar and Philip F. Bagwell
Department of Electrical Engineering and Computer Science
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

October 29, 1990

We study the Landauer conductance averaged over a parallel array of disordered narrow wires as the Fermi energy and length of the disordered region are varied. When quantum diffusion is the dominant electron transport mechanism, we find numerically that the ballistic conductance steps evolve into conductance drops after a new subband is populated. Consistent with this result, the electron localization length decreases above each new subband. Adding attractive scatterers to the wires strongly modifies these results due to 'quasi-donor levels' forming in the impurities.
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submitted to Physical Review Letters
Discovery of the quantized ballistic conductance through a point contact [1]-[2] has greatly stimulated theoretical studies on the effect of impurity scattering in nearly ballistic quantum wires [3]-[16]. The essential conclusion of these studies is that the average conductance rises after the opening of each new subband channel, although structure in the conductance of a single wire may be obscured by wave interference fluctuations. If some of the scatterers are attractive, pronounced conductance drops before the opening of each new subband were also found to occur, due to the formation of ‘quasi-donor levels’ in the impurities [3]-[9]. Thus repulsive and attractive scatterers result in a very different subband structure for the conductance versus Fermi energy in a narrow wire.

If disorder in the wire is increased, so that the transport becomes diffusive rather than nearly ballistic, it might be expected that a fundamentally different subband structure should be observed experimentally [17]-[20] in narrow quantum wires. Indeed, based on a modified Drude model, Refs. [21]-[28] conclude that electron scattering increases whenever a new subband becomes occupied, leading to a drop in conductance versus Fermi energy after each new subband opening. In contrast, Refs. [3]-[9] have argued that pronounced drops in conductance should occur before each new subband opening. Some structure in the conductance versus electron density has possibly been observed in arrays of narrow wires [17]-[19], but it has been unclear what physics this structure might represent or where it occurs in relation to subband minima in the wires.

In this letter we calculate the Landauer conductance [29]-[33] of a parallel array of quantum wires [17]-[19] to obtain the ‘ensemble-averaged’ conductance. We show that there is a clear transition between a quantum ballistic regime, marked by increasing conductance after each new subband channel opens, and a quantum diffusive regime, marked by a sharp drop in conductance when a new subband is populated. We associate this conductance drop with a decrease in the electron localization length immediately above a subband, so that the drop in conductance after each subband opening in the diffusive regime depends on quantum diffusion, rather than the classical diffusion of the Drude model. Finally, we find conductance drops before the opening of a new subband channel only when attractive scatterers are present in the wires. We also show that the standard semiclassical ‘Golden-Rule’ or ‘Born approximation’ scattering theory is invalid near a subband minimum, so that the correct dependence of the conductance versus Fermi energy is not obtained in Refs. [21]-[28] even when the carrier diffusion is classical.

We choose a model Hamiltonian describing electrons free to move along the x-direction and confined along the y-direction:

\[
\left[ -\frac{\hbar^2}{2m} \left( \frac{d^2}{dx^2} + \frac{d^2}{dy^2} \right) + V_c(y) + V_d(x,y) \right] \psi(x,y) = E \psi(x,y) \ .
\]  

The confinement potential \( V_c(y) \) gives rise to confinement subbands \( E_n \) such that

\[
\left( -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + V_c(y) \right) \chi_n(y) = E_n \chi_n(y) \ .
\]

We choose the impurity potential to be a sequence of point scatterers

\[
V_d(x,y) = \sum_i \gamma_i \delta(x - x_i) \delta(y - y_i) \ .
\]
where the $i$th scatterer is located at position $(x_i, y_i)$ and has strength $\gamma_i$. The conductance is obtained from the two-probe Landauer formula

$$G = \frac{I}{V} = \frac{e^2}{\pi \hbar} \sum T_{mn},$$

where $T_{mn}$ denotes the transmission coefficient from mode $n$ to mode $m$. The transmission coefficients are found numerically by cascading together the individual scattering matrices for each point defect and each intermediate region of free propagation between defects [16]. We include the lowest five modes in our calculations, enough to understand the qualitative features of the conductance, although we expect the inclusion of higher modes to have quantitative influence on our results.

For a single wire with a disordered region of length $L$ along the $x$-direction, we randomly position the scatterers with a uniform probability density over the ranges $[0, W]$ across the channel and $[0, L]$ along the wire. We choose a fraction $f$ of the scatterers to be attractive ($\gamma_i < 0$). All the scatterers have equal strengths $|\gamma_i| = 10 \text{ eV-cm}^2$. We choose the mean spacing between impurities along the $x$-direction of the wire to be $10$ nm, so that there are 5 impurities in the wire when $L = 50$ nm and 50 impurities when $L = 500$ nm. We model the confinement using an infinite square well potential of width $W = 30$ nm, and take the electron mass to be $0.067$ times the free mass. This choice of parameters is consistent with experiments on GaAs/AlGaAs heterostructures.

In Fig. 1(a) we show the conductance as a function of Fermi energy for a single wire in the ensemble having $L = 50$ nm for both $f = 0.0$ and $f = 0.5$. The conductance is seen to rise after the opening of each new subband whether all the scatterers are repulsive ($f = 0.0$) or half the scatterers are attractive ($f = 0.5$). However, the introduction of attractive scatterers gives rise to pronounced dips in conductance below each subband minimum, near the energies of quasi-donor levels splitting off from the confinement subbands. The spacing $\Delta E$ from these quasi-donor levels to the next subband is of order $\Delta E \sim (m/\hbar^2)(\gamma/W)^2$, close to the binding energy of a state trapped in the point defect [4]-[7]. If the length of the disordered region is increased to $L = 500$ nm, as shown in Fig. 1(b) for $f = 0.0$, the resulting electron wave-interference pattern obscures any regular structure in the conductance. When $f = 0.5$ and $L = 500$ nm as in Fig. 1(c), the conductance exhibits similar fluctuations which obscure any underlying subband structure.

To manifest the underlying subband structure of the conductance versus Fermi energy, we plot in Fig. 2 the conductance from Fig. 1 averaged over an array of 100 independent wires in parallel. Each wire has a different random arrangement of the scatterers, but the length of the disordered region is kept fixed. In Fig. 2(a) each wire has $L = 50$ nm. Some broad resonances present in the single wire are eliminated after averaging when all the scatterers are repulsive ($f = 0.0$). When half the scatterers are made attractive ($f = 0.5$), the quasi-bound state energies vary from wire to wire [6], resulting in a broadened dip in the average conductance before the opening of each new channel.

If we increase the length of the disordered region to $L = 500$ nm, as in Fig. 2(b), a fundamentally different subband structure of the conductance versus Fermi energy emerges. The conductance drops abruptly after the opening of each new subband channel when all the scatterers are repulsive ($f = 0.0$, top curve). When half the scatterers are made attractive ($f = 0.5$, bottom curve), the quasi-donor states still give rise to a broadened
conductance dip before the new channel opens. The net effect of this broadened conductance dip for $f = 0.5$ is that the average conductance is so suppressed before the opening of each new channel that conductance drops after the new channel opens are not observed. The inset of Fig. 2(b), an expanded view of the lightly boxed region, shows clearly the drop in conductance for $f = 0.5$ before the second subband channel opens.

To understand this transition from the nearly ballistic conductance in Fig. 2(a) to the diffusive subband structure in Fig. 2(b), we examined the variation of the conductance with the length of the disordered region. The average conductance of 100 parallel wires containing only repulsive scatterers ($f = 0.0$) is plotted versus $L$ in Fig. 3(a). The Fermi level is placed at energies just below (dashed), directly on (solid), and just above (dot-dashed) the second and third subband minima. The average conductance decreases roughly exponentially with length at each value of the Fermi energy, as in one-dimensional electron localization theory [34]-[35]. For short disordered segments $L$, the average conductance is seen always to increase with Fermi energy. However, as the disordered region is made longer, a crossover length $L_c$ is found such that when $L > L_c$ the average conductance falls after the Fermi energy passes through a new subband minimum. Consistent with this result, the electron localization length $\eta$, found from $<G> \sim \exp(-L/\eta)$, is appreciably shorter just after the Fermi energy moves into a new quasi-one-dimensional subband. This decrease in localization length is systematic and repeats around each new subband minimum in Fig 3(a). If the scatterers are made stronger by increasing $\gamma$, the point at which the curves ‘cross over’ occurs for a shorter length $L_c$ of the disordered region.

In Fig. 3(b) we plot the ensemble-averaged conductance versus length when $f = 0.5$ for the same energies as in Fig. 3(a). Quantum diffusion is still evident, since the conductance decreases roughly exponentially with $L$. But in contrast to Fig. 3(a), there is no ‘crossing over’ of the conductance versus length curves so that $\eta$ is roughly the same (or increases) for increasing values of the Fermi energy. The conductance drops versus Fermi energy when $f = 0.5$ in Fig. 2(a-b) therefore do not depend on electron ‘localization’ phenomena, and can be seen in the conductance of each individual ensemble member when only a few scatterers are present. Indeed, conductance drops of this sort occur if only one attractive scatterer is present in a wire [7], and therefore clearly do not depend on multiple reflections between different scatterers. In contrast, when all of the scatterers are repulsive in Fig. 2(b), the conductance drops after a subband opens occur only if the electron motion is phase-coherent over a long enough segment of the conductor [36].

A drop in conductance due to enhanced scattering after the opening of a subband channel has been argued previously [21]-[28], based on a Drude model in which the collision time is modified to account for scattering between quantum channels. Because wave interference between different scattering events is neglected in the Drude approximation, such a drop should occur only if the transmission at each individual scatterer decreases as a new channel is opened. However, as shown for example in Refs. [3]-[5], the electron transmission through a single impurity increases when a new subband channel is opened. Furthermore, Refs. [21]-[28] use essentially a Golden-Rule (or first Born approximation) approach to calculating scattering rates, an approximation depending only on the square magnitude of the scattering potential, so that attractive and repulsive scatterers erroneously give the same subband structure of the conductance in these calculations. Finally, the Born approximation of Refs. [21]-[28] breaks down at a subband minimum [4].
though the neglect of wave interference between scattering events may be valid in some circumstances, the scattering at each impurity must be calculated properly, and this has not been done in Refs. [21]-[28]. In Refs. [3]-[9] pronounced conductance dips are shown below each subband minimum, as in Fig. 2(a), but we choose here to attribute these to formation of quasi-bound states in a local impurity potential energy minimum [4]-[7].

In conclusion, we find that the electrical conductance versus Fermi energy in a quasi-one-dimensional wire does indeed evolve from the ballistic conductance steps into conductance drops after a new subband opens, but for reasons totally different from those given in Refs. [21]-[28]. In the calculations of Refs. [21]-[28] the conductance decreases linearly with the length of the wire so the electrons are delocalized. In our calculation, we find that the electrical conductance in a quasi-one-dimensional wire decreases roughly exponentially with the length of the disordered region. However, the localization length of the decay is reduced when the Fermi energy crosses a confinement subband, leading to a fundamentally different subband structure in arrays of long quantum wires. Therefore, the new subband structure we find depends on quantum diffusion, not classical diffusion as in the Drude model of Refs. [21]-[28]. Similar results should follow from Anderson model calculations [8]-[9] if care is taken to exclude formation of quasi-donor levels described in Refs. [4]-[7]. If the potential energy is locally attractive, so that quasi-donor levels can form in an impurity, the new subband structure arising from localization phenomena studied in this letter is modified by the depressed transmission near the quasi-bound states.
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[35] The exponential decrease of conductance with $L$ at $E = E_2$ and $E = E_3$ we find surprising, since Ref. [6] shows that wave-interference between propagating modes does not determine the electron transmission properties at a subband minimum. The 'localization' must therefore arise from a different mechanism.

[36] We note that more ensemble members are needed to average over fluctuations if attractive scatterers are present, so that the curves in Fig. 3(b) are not as smooth as the ones in Fig. 3(a). We have also explored making all the scatterers attractive ($f = 1.0$), and find behavior qualitatively similar to the $f = 0.5$ case. However, the average transmission is generally lowered as a greater fraction of the scatterers are made attractive.
Figure 1: Landauer conductance versus Fermi energy for a single quasi-one-dimensional wire having (a) $L = 50 \text{ nm}$ and (b)-(c) $L = 500 \text{ nm}$. When only a few scatterers are present (a), the conductance varies smoothly with Fermi energy and, if some attractive scatterers are present ($f = 0.5$), dips abruptly near the 'quasi-donor levels' below each subband. As more scatterers are added, wave-interference conductance fluctuations in (b) and (c) obscure the underlying regular structure due to confinement subbands.

Figure 2: Landauer conductance averaged over an array of 100 parallel wires, each having length (a) $L = 50 \text{ nm}$ and (b) $L = 500 \text{ nm}$. The ballistic conductance steps are rounded for the short quantum wires in (a). A new 'diffusive' subband structure emerges for the long quantum wires (b, top curve) having $f = 0.0$: The conductance falls after each new subband opens. 'Quasi-donor' states are still observed for either short (a) or long (b, bottom curve) quantum wires when $f = 0.5$.

Figure 3: Average conductance versus length $L$ for an array of 100 parallel wires having (a) $f = 0.0$ and (b) $f = 0.5$. Six values of the Fermi energy are shown: $0.9E_2$ and $0.9E_3$ (dashed), $E_2$ and $E_3$ (solid), and $1.1E_2$ and $1.1E_3$ (dot-dashed). The 'crossing over' of the conductance curves in (a) indicates a much shorter localization length when the Fermi energy moves into a new subband. 'Quasi-donor states' present in (b) depress the conductance below each subband, so there is no 'crossing over' of the conductance curves.
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Appendix M

Philip F. Bagwell, Samuel L. Park, Anthony Yen, Dimitri A. Antoniadis, Henry I. Smith, Terry P. Orlando, and Marc A. Kastner, 'Magnetotransport in Multiple Narrow Silicon Inversion Channels Opened Electrostatically Into a Two-Dimensional Electron Gas', to be published.
We study electrical transport in a dual gate Si metal-oxide-semiconductor field-effect transistor. The bottom gate is a grating which allows the inversion layer geometry to be controlled electrostatically. We compare the magnetoconductance of many parallel narrow inversion channels, a modulated potential, and a uniform two dimensional electron gas formed from the same background Si crystal. Electron weak localization becomes much more pronounced as the device is electrostatically pinched from a two dimensional inversion layer into many narrow wires in parallel, proving that the wire width can be reduced below the electron phase coherence length. For magnetic fields greater than 1 Tesla normal to the inversion layer there is a large drop in the two-terminal conductance of 90% or more, and which persists to room temperature, as electrons are added to the device so that it opens electrostatically from many narrow inversion layers in parallel into a two dimensional electron gas. This large negative transconductance results from electrostatically changing the dominant boundary condition on the classical Drude magnetoconductance tensor from that of a long and narrow to a short and wide conductor. Quantum edge states form at high magnetic fields, giving very different magnetoconductance for the parallel wires and wide electron gas. At a magnetic field of 30 Tesla the two-terminal conductance versus gate voltage of the narrow wires evolves into quantum Hall steps having a height of $2e^2/h$ multiplied by the number of wires in parallel. In contrast to a wide device the conduction band valley degeneracy is not resolved, giving rise to Hall steps of twice the expected size. The evolution from Shubnikov-de Haas oscillations to the quantum Hall effect qualitatively reproduces the ‘anomalous magnetoresistance’ of Kastner et al. [Phys. Rev. Lett., 60, 2535 (1988)].
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1 Introduction

The confinement of electrons into narrow Si inversion channels [1]-[5] can be achieved by means of dual gates incorporated into a metal-oxide-semiconductor field-effect transistor (MOSFET). Varying the two gate voltages controls both the electron density and the width of the narrow channel. A variety of conductance fluctuation phenomena [6]-[9], weak localization [10], Shubnikov-de Haas oscillations and their evolution into the quantum Hall effect [11]-[13], and possible electron charging effects [4] have been demonstrated in narrow Si inversion layers. Although the mean free path in Si inversion layers is much shorter than in an electron gas formed at a GaAs/AlGaAs heterojunction, electrostatic control of the Si inversion layer geometry is much easier using a MOS field-effect capacitor. We exploit field-effect control of the Si inversion layer geometry to study in a single device the electrical conductance of an array of narrow wires, a modulated potential, and a uniform two dimensional electron gas as a function of electron density, magnetic field, and temperature.

Our device geometry is the dual gate MOSFET shown in Fig. 1. The bottom gate is a W grating gate having a 200nm period, and is separated from the inversion channel by a 20nm thick SiO₂ insulating layer. All the grating lines are electrically connected at the bottom gate contact pad. A further 500nm of SiOₓ separates the grating gate from a second continuous Al gate electrode. Standard MOSFET devices made with a continuous W gate on the same wafer had a mobility of 5000 cm²/V-s at 4.2 K. The novel device fabrication technology is described elsewhere [3]-[5].

2 Device Characteristics

We measure the rms ac-drain current $I_{DS}$ of the MOSFET device of Fig. 1 at low rms ac-drain voltage, $V_{DS} = 25 \mu$V, using standard lock-in amplifier techniques. When the device is cooled to low temperature, $T=50$ mK, in a dilution refrigerator, the conductance $G=I_{DS}/V_{DS}$ versus gate voltage in Fig. 2 is obtained. In Fig. 2 the top gate voltage $V_{TG}$ is swept from -16 V to 20 V holding the bottom gate (grating gate) voltage $V_{BG}$ fixed at different values.

Fig. 2 shows that, for the family of curves where $V_{BG} = 2.5$ V, 3 V, 4 V, and 5 V there is a clear 'break' or 'kink' in the device I-V around $V_{TG} = 0$ V. For $V_{TG} \leq 0$ V on this family of curves the electron gas is confined only beneath the grating wires, while for $V_{TG} \geq 0$ V the electron gas exists everywhere in the channel. The 'break' in the device I-V curves as the entire channel becomes inverted can be understood in a simple model where conduction underneath the grating wires and in the gap between grating wires are viewed as two different MOSFETs in parallel having different threshold voltages. When the grating gate $V_{BG}$ is held well above its threshold voltage of approximately 1 V, biasing the top gate negative can shut off the transistor current on this family of curves. This can only happen if electrostatic fringing fields around the bottom gate are significant, so that the field lines from the top gate can reach around the bottom gate fingers and turn off the electron gas.

For the family of bottom gate voltages $V_{BG} = 1$ V, 0 V, and -1 V in Fig. 2 there is
no 'kink' or 'break' in the I-V characteristics. For this family of curves the electron gas is confined only in the gap between grating lines. The entire MOSFET channel does not become inverted, as we subsequently prove by examining the device magnetoconductance. The small current which is independent of the top gate voltage on these three curves is a parasitic parallel current path around the side of the device which does not significantly affect the data we subsequently present. The current saturates in Fig. 2 due to the 330 Ω resistance of the wires running into the dilution refrigerator in series with the 50 Ω device contact resistance. This same series resistance is present in Figs. 2-5.

We now fix the top gate voltage above its threshold so that \( V_{TG} = 13 \) V, and gradually pinch the electron gas down into narrow inversion strips using \( V_{BG} = 3 \) V, 1.5 V, 0 V, and -1.25 V in Fig. 3. The magnetic field \( B \) is swept from -1 T to 8 T. As the electron gas is pinched into narrow channels the conductance decreases as expected. However, as the bottom gate voltage passes below its threshold from \( V_{BG} = 1.5 \) V to \( V_{BG} = 0 \) V, a large weak localization [14] magnetoresistance feature develops around \( B = 0 \). The development of this large weak localization feature proves that the wire width \( W \) is being made smaller than the electron's phase coherence length \( L_\phi \), and is further indication that narrow inversion channels are present. If the electron motion is diffusive, then in two dimensions an applied magnetic field extinguishes the weak localization when a magnetic flux quantum \( \phi_0 = h/2e \) fits inside the average diffusion path to return to the origin. If this semiclassical diffusion path is constrained by a boundary, such as the side of a narrow wire, then the area of the semiclassical diffusion path is much smaller so that a higher magnetic field is needed to turn off the weak localization. The critical magnetic field \( B_c \) is approximately given by \( B_c \approx \phi_0/(L_\phi)^2 \) in two dimensions, and increases to \( B_c \approx \phi_0/(WL_\phi) \) when the wire width is much smaller than the coherence length. The size of the conductance correction is also much larger in one dimension than in two dimensions. Using the semiclassical one-dimensional weak localization formula of Al'tshuler [15], after correcting for series resistance, we obtain an electron phase coherence length \( L_\phi \approx 0.6 \) μm and a wire 'width' between 350-450 Å when \( V_{BG} = 0 \) V.

For the two dimensional electron gas in Fig. 3, formed when both gate voltages are large so that \( V_{TG} = 13 \) V and \( V_{BG} = 3 \) V, the two terminal device conductance decreases with magnetic field. This decreasing two-terminal current with increasing magnetic field is the same magnetoconductance as in a standard wide MOSFET device. As our grating gate device is pinched into long and narrow wires, such as when \( V_{TG} = 13 \) V and \( V_{BG} = 0 \) V in Fig. 3, there is almost no dependence of the background conductance on the magnetic field. All the curves display Shubnikov-de Haas oscillations, but the background magnetoconductance changes completely from a negative magnetoconductance in a wide device to almost no magnetoconductance in the narrow device. This is a third indication that narrow inversion channels are actually being formed. The device curve \( V_{TG} = -7 \) V and \( V_{BG} = 3 \) V in Fig. 3, when the electrons are now confined underneath the grating lines, shows a qualitatively similar magnetoconductance as the two previous curves where the electrons are confined in the gap between the grating lines, \( V_{TG} = 13 \) V and \( V_{BG} = 0 \) V and -1.25 V in Fig. 3.

The different magnetoconductance of a wide versus a narrow MOSFET is manifest in a quite dramatic way when the magnetic field is held fixed and the inversion layer geometry is varied with the two gates as in Fig. 4. We fix the bottom gate voltage at \( V_{BG} = 3 \) V
and vary the inversion layer geometry with the top gate. The 'break' or 'kink' in the static I-V curve around \( V_{TG} \approx 0 \) V becomes quite prominent as the magnetic field is increased. For \( V_{TG} \leq 0 \) V the current is almost independent of magnetic field, consistent with the magnetoconductance of the array of narrow wires in Fig. 3. However, when \( V_{TG} \geq 0 \) V, the current drops very strongly with increases in the magnetic field, the drop becoming more pronounced as the magnetic field is further increased. This behavior is consistent with the magnetoconductance of a standard wide MOSFET device. The counterintuitive result in Fig. 4 is that, as more electrons are added to the device, the current actually decreases when a magnetic field is present. The decrease in the current is not small, a drop of more than two-thirds of the original current is observed at a magnetic field of 8 T in Fig. 4.

We argue that, in Fig. 4, the region of the curve where \( V_{TG} \leq 0 \) is where the electron gas is confined into narrow inversion channels. The decreasing conductance with increasing gate voltage occurs when the electron gas first becomes continuous across the channel and forms a modulated potential, and continues until a minimum conductance occurs at \( V_{TG} \approx 8 \) V when \( B = 8 \) T. The conductance minimum occurs when the gate voltages permit an unmodulated two dimensional potential. The rising conductance when \( V_{TG} \geq 8 \) V occurs partially because more carriers are being added to the inversion layer, but mainly because the combination of gate voltages now again produces a modulated potential. [16]. On the rising part of the curve where \( V_{TG} \geq 8 \) V, the electrostatic potential minimum has shifted over by half a grating period to lie in the gap between grating wires. When \( 0 \leq V_{TG} \leq 8 \) V on the falling part of the I-V curve, the electrostatic potential minimum was underneath the grating gate wires. A similar large negative transconductance can be observed by fixing the top gate voltage above its threshold and sweeping the bottom gate in an applied perpendicular magnetic field.

If our interpretation of Fig. 2 is correct, that the 'breaks' in the device I-V curve correspond to an opening of the narrow inversion channels into a wide two-dimensional electron gas, then there should be very little magnetoconductance of the family of bottom gate voltages below threshold, \( V_{BG} = 1 \) V, 0 V, and -1 V, where there is no 'break' in the static I-V. This is indeed the case as shown in Fig. 5, confirming that for this family of I-V curves the electron gas exists only in narrow strips between the grating gate wires.

3 Temperature Dependence

To understand if the large negative transconductance in Fig. 4 is a classical or quantum mechanical effect, we study its temperature dependence. Fig. 6 shows the current on a different device when \( V_{BG} = 3.5 \) V. We sweep the top gate voltage for temperatures \( T = 4.2 \) K, 20 K, 50 K, 100 K, 200 K, and 280 K. The total series resistance is 120 Ω in Fig. 6, since different measurement equipment is now being used. Although fringing fields are able to shut off the device when \( T = 4.2 \) K, we see in Fig. 6(a) that by the time the device is at room temperature the fringing fields are much less effective. We do not understand this different in detail. The decrease in conductance with increasing temperature is presumably due to more electron-phonon scattering at higher temperatures.

We apply a 15 Tesla magnetic field normal to the Si-SiO₂ interface in Fig. 6(b).
T = 4.2 K curve when B = 0 is also shown for reference. At T = 4.2 K and B = 15 T, a single Shubnikov-de Haas oscillation is observable over the range of gate voltages shown. By T = 20 K the Shubnikov-de Haas oscillation is no longer present, indicating that the Landau level structure has completely deteriorated. Yet the large negative transconductance seen in Fig. 6(b) persists even to room temperature. We conclude that the effect is completely classical.

Could this classical magnetoconductance effect arise from electrons being classically confined to a wire width smaller than the cyclotron orbit or a mean free path? In this sample a generous estimate of the mean free path which enters the Drude conductance is roughly 600 Å when T = 4.2 K. Thus, the mean free path can be smaller than the wire width at low temperature, but this does not seem possible at room temperature, when the mean free path is 5-10 times smaller. Also, at a magnetic field of B = 15 T, the cyclotron radius in (100) Si is less than 100 Å, yet the negative transconductance becomes larger, not smaller, as the magnetic field is increased.

The correct explanation for the behavior of the magnetoconductance as the device geometry changes was provided by Park [12]. Assume the magnetoconductance is described by the Drude conductance tensor. This assumption is appropriate if the device is not in the quantum Hall limit so that local resistances can still be defined. One must obtain the two terminal device conductance using the Drude tensor, by calculating the current consistent with the boundary conditions on the current and voltage. The boundary conditions are (1) that no current can flow through the side of the device, and (2) that the voltage at the source terminal be zero and at the drain terminal be \( V_{DS} \), since the device contacts are heavily doped and can thus be approximated as an equipotential surface.

In a long and narrow geometry where \( L \gg W \), and if one is well away from the device ends, the current distribution from one differential slice of the device to the next must be the same as shown in Fig. 7(a). Therefore, the current mostly flows parallel to the edge of the device and the electric field is pointed away from the current path by the Hall angle. Since the current distribution is known, one can integrate

\[
E_x = \rho_{zz} J_x + \rho_{xy} J_y
\]

from source to drain. The term involving \( \rho_{xy} \) is completely negligible when \( L \gg W \) and \( \rho_{xx} \neq 0 \), i.e. the device is not in the quantum Hall limit, so one obtains the two terminal resistance of the device as

\[
R_{2P} \simeq L \rho_{xx}/W
\]

This result makes sense, as it is just the standard argument for measuring \( \rho_{xx} \) in a Hall bar geometry. To make an accurate measurement of \( \rho_{xx} \) in a Hall bar geometry one wishes to make a sample very long and narrow, and keep the Hall probes well away from the ends of the device. Equation (2) for the two terminal resistance has been previously suggested by Syphers and Stiles [17].

Conversely, in the short and wide geometry of Fig. 7(b) where \( W \gg L \), the edges of the device are far away so that the current will have to adjust to the boundary condition on the voltage. For the short and wide geometry, the equipotential surfaces must be the same as one moves laterally across the channel as in Fig. 7(b). Therefore, the electric field points directly from source to drain and the current flows at the Hall angle across the channel.
There are minor corrections to this picture at the edges of the device, which will be small if $W \gg L$. Consequently, since the electric field is known, the two terminal current can be obtained by integrating

$$J_z = \sigma_{xz} E_z + \sigma_{zy} E_y$$  \hspace{1cm} (3)

from source to drain. One obtains in the limit $W \gg L$ and $\sigma_{xz} \neq 0$, where the second term in Eq. (3) is negligible, that

$$G_{2P} \approx W \sigma_{xz} / L$$  \hspace{1cm} (4)

Ref. [18] has suggested a similar expression for the two terminal magnetoconductance of a short and wide conductor.

The classical Eq. (2) and Eq. (4) qualitatively explain the data in Fig. 4. Since $\rho_{zz}$ is independent of magnetic field, Eq. (2) predicts that in a long and narrow device where $L \gg W$ there is no magnetoconductance. Conversely, since $\sigma_{zz}$ depends on magnetic field like $1/[1 + (\mu B)^2]$, where $\mu$ is the electron mobility and $B$ the magnetic field, the two terminal conductance of a short and wide device where $W \gg L$ decreases as the magnetic field increases. To completely explain the data in Fig. 4, such as the minima occurring at different values of $V_{TG}$ at different values of the magnetic field, one needs a theory of classical magnetoconductance in a modulated potential which is not available at this time. However Eq. (2) and (4) qualitatively explain most of the data.

How Eq. (2) and (4) relate to the more complicated expressions [19]-[20] of two terminal magnetoconductance in terms of the conductance tensor elements is not clear. One would expect to obtain Eq. (2) and (4) from Refs. [19] and [20] in appropriate limits. Park [12] has constructed a proof using the conformal mapping technique of Ref. [19] that there is a symmetry between $G_{2P}$ in the $W \gg L$ limit and $R_{2P}$ in the $L \gg W$ limit. As a special case, this symmetry implies that, if Eq. (2) holds in the limit of $L \gg W$, then Eq. (4) holds when $W \gg L$.

4 High Magnetic Fields

We turn to the behavior of the conductance at large magnetic fields. Fig. 8 shows the conductance (corrected for series resistance) when $V_{BG} = 3.5$ V and the top gate is swept for a family of magnetic fields $B = 0$ T, 5 T, 10 T, 15 T, 20 T, and 23 T. When the device aspect ratio is short and wide, the conductance continues to decrease with the large applied magnetic field. When the electrons are confined to a long and narrow conductor, the current remains roughly constant up to a magnetic field of 15 T. However, for the magnetic field values of 20 T and 23 T, there is a large increase in the current as $B$ increases in the high aspect ratio device. Thus, the magnetoconductance is moving in different directions on different parts of the same device curve in Fig. 8.

We claim that this rise in conduction is due to edge states forming in the wire array as outlined by Büttiker [22]. Our device is 60 $\mu$m wide and the grating period is 0.2 $\mu$m, so that roughly 300 wires are present in the array. In a high magnetic field each wire must have a conductance of $2e^2/h$, the same conductance as that in a quantum ballistic conductor [21]. Since the wires have many scattering centers, their initial conductance is much less than the ballistic value. Therefore the conductance must rise with magnetic
field when edge states begin to be formed in the wire, giving a conductance of $2e^2/h$ times the number of wires. The conductance of the wide MOSFET will also approach $2e^2/h$ at large magnetic fields. Since many conduction channels are initially occupied in the wide MOSFET, its conductance must continue to fall at large magnetic fields to approach the quantum Hall conductance limit of $2e^2/h$. Therefore, the magnetoconductance must move in opposite directions at high magnetic fields in the wire array, depending on whether conduction occurs in many narrow wires or in a two-dimensional MOSFET.

To prove that edge state conduction is occurring, we measured the conductance of electrons confined in the gap between grating lines where $V_{BG} = 0$ V and $B = 0$ T, 10 T, 20 T, and 30 T in Fig. 9 (also corrected for series resistance). For $B = 0$ T and 10 T, the current versus top gate voltage qualitatively resembles Fig. 5, where Shubnikov-de Haas oscillations appear in the conductance and the background magnetoconductance is flat. When $B = 30$ T a well defined quantum Hall plateau develops at $1200e^2/h$, with weaker precursors to quantum Hall plateaus appearing at $600e^2/h$ and $1800e^2/h$. Quantum Hall plateau's were first reported in the two terminal conductance by Fang and Stiles [23], and fit nicely with the theory developed by Büttiker [22]. Since the device has 300 parallel wires, we interpret the Hall plateau at $1200e^2/h$ as the first filled Landau level with spin and valley degeneracy, due to the two conduction band valleys at a (100) Si surface. Note, however, that only one of the degeneracies is resolved in the conductance. Following Refs. [11], [12], [24], and [25], we interpret the valley degeneracy to be restored in the wire.

The magnetic field value $B = 20$ T is an intermediate case between the Shubnikov-de Haas oscillations and the quantum Hall effect. This curve reproduces roughly and qualitatively the basic phenomenology observed by Kastner et al. [11] in narrow MOSFET's, the 'anomalous magnetoconductance'. The anomalous filling factors in Ref. [11] have since been explained [12] in a model which takes into account how edge states form in the various thick and thin oxide regions underneath the gate of the samples in Ref. [11]. In our present device the narrow wire runs straight between the three dimensional degenerately doped source and drain, and not through any two dimensional regions or under different gate oxide thicknesses.

5 Conclusion

We originally undertook this study in an effort to see some manifestation of quasi-one dimensional subbands in the device conductance [1]-[2], [26] in a diffusive sample. This was not observed in these particular devices. However, a variety of magnetoresistance effects were studied. Weak localization was found to become a much stronger effect in the conductance, and persist to a much higher value of magnetic field, when the electron gas is pinched into a wire narrower than the phase coherence length. The grating gate enabled us to compare the magnetoresistance of a two dimensional sample with a one dimensional conductor, since the conductance of both systems are the same order of magnitude and can be observed on the same graph.

We also observed that the two terminal magnetoconductance of an inversion layer is strongly determined by the device aspect ratio (when a local magnetoconductance tensor
description of conduction is appropriate). This is in contrast to the two terminal resistance of a quantum Hall conductor, in which the resistance is independent of the size and shape of the conductor. A long and narrow conductor was found to have very little dependence of the resistance on magnetic field, while a short and wide conductor has a two terminal resistance which increases with magnetic field. This is manifested as a large negative transconductance of our grating gate MOSFET when the magnetic field is held fixed and the device geometry is varied.

Finally, for conduction in very high magnetic fields, the magnetoconductance was shown to move in opposite directions for the device with many parallel wires and a two dimensional MOSFET. We interpret this result in terms of magnetic quantum edge state formation in the wire array, as confirmed by the appearance of quantum Hall plateaus at the highest magnetic fields. The quantum Hall steps have size $2e^2/h$ since the conduction band valley degeneracy is not resolved.
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[16] This point must be considered tentative, as an explicit solution for classical transport in a modulated potential which properly incorporates the device boundaries is not available.


Figure 1: 'Grating Gate' MOSFET geometry. The split gates permit control of the inversion layer geometry via the field effect. A narrow inversion layer can form underneath the grating lines, in the gap between grating lines, or a wide inversion layer having a weakly modulated electron density can also form depending on the applied gate voltages.

Figure 2: Static device I-V curve for zero applied magnetic field. The five curves on the left show a pronounced 'kink' near zero volts, indicating a transition where inversion layer opens from an array of narrow channels underneath the grating wires to a two-dimensional electron gas. The three rightmost curves, where no 'kink' is observed, indicates the electron gas exists only in the gap between grating lines over the range of voltages shown.
Figure 3: A pronounced weak localization minimum develops as the two-dimensional inversion layer is pinched into narrow wires, indicating that the electron phase coherence length has crossed over the wire width. A corresponding change in background magnetoconductance also occurs, so that the magnetoconductance of the wide electron gas is large but the magnetoconductance of the array of narrow wires is small.

Figure 4: A large negative transconductance appears in a perpendicular magnetic field as the inversion layer geometry opens from the narrow wire array into a two dimensional electron gas. The additional carriers added to the device cannot overcome the decrease in two-terminal current required by the new boundary conditions on the Drude conductance tensor.

Figure 5: When there is no change in the inversion layer geometry with gate voltage, for the device curves without a 'kink', little magnetoconductance is observed.

Figure 6: Temperature dependence of the device current shown for T = 4.2 K, 20 K, 50 K, 100 K, 200 K, and 280 K. The magnetic field is (a) B = 0 T and (b) B = 15 T normal to the interface. The large negative transconductance persists to room temperature, confirming its classical origin.

Figure 7: To obtain the two-terminal conductance from the Drude conductance tensor, we apply boundary conditions on the current and electric field appropriate to the device geometry. For (a) a long and narrow conductor, the current must continue to flow parallel to the side of the device even at high magnetic fields. If the conductor is (b) short and wide, current flows at the Hall angle across the device.

Figure 8: Conduction in a large magnetic field having values 0, 5, 10, 15, 20, and 23 Tesla. The bottom gate is held at 3.5 V. For the long and narrow conductors below 0 V in the figure, there is a large increase in the current at the two highest values of the magnetic field indicating the formation of quantum edge states and the approach to the quantum Hall effect.

Figure 9: Two-terminal conductance of a narrow wire in applied magnetic fields of 0, 10, 20, and 30 Tesla. Shubnikov-de Haas oscillations are seen when B = 10 T, and quantum Hall plateaus appear when B = 30 T.
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