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Answers to the 9th problem set 

1. It is desirable to make widgets produced on an assembly line as nearly identical as possible. 
If X1, . . . , Xn are the logarithms of the masses n randomly chosen widgets, and X1, . . . , Xn ∼ 
i. i. d. N(µ, σ2), then the above desideratum means making σ as small as possible. 

Recall that the normal density is � � �2 
� 

1 − 1 x − µ
ϕµ,σ2 (x) = constant · exp

σ 2 σ 

and that 
n n 

2(xi − µ)2 = n(x − µ)2 + (xi − x)2 = n (x − µ)2 + s . 
i=1 i=1 � ↑ � �This defines s2 . � 

(a) Suppose 0 < σ0 < σ1.


In order to test the null hypothesis H0 : σ = σ0


against the alternative hypothesis H1 : σ = σ1


we have used the likelihood-ratio statistic


Λ(x1, . . . , xn) =  
fX1 ,...,Xn (x1, . . . , xn | σ = σ1)


. 
fX1 ,...,Xn (x1, . . . , xn | σ = σ0) 

Show that Λ(x1, . . . , xn) is an increasing function of s2 . 

Answer: I should probably have mentioned that “µ” should be replaced by its maximum-
likelihood estimate, since it is unrealistic at best to assume µ is known with certainty. 
But fortunately, that does not change the bottom-line result. � � 

�Because of independence � 
nfX1 ,...,Xn (x1, . . . , xn | σ = σ1) ↓ fXi (xi | σ = σ1)

Λ(x1, . . . , xn) =  = �i=1 

fX1 ,...,Xn (x1, . . . , xn | σ = σ0) 
n fXi (xi | σ = σ0)i=1 

� � �2 
� 

1 − 1 xi − µ 
exp

n n 2 σ1� fXi (xi | σ = σ1) � σ1 
= 

fXi (xi | σ = σ0)
= � � �2 

� 
1 − 1 xi − µi=1 i=1 exp
σ0 2 σ0 

� � �� � � 
n n n

σ0 
n σ1 − σ0 

�σn − 1 1 � 1 � 
0 = exp (xi − µ)2 − (xi − µ)2 = 

n exp (xi − µ)2 . 
nσ1 2 σ1 σ0 σ1 2σ1σ0i=1 i=1 i=1 
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� µ 

On the previous page we have shown that 

n
σn σ1 − σ0 

� 
Λ(x1, . . . , xn) =  0 exp (xi − µ)2 . 

σn 2σ1σ01 i=1 

nσ0 σ1 − σ0
Because > 0, and exp is an increasing function, and > 0, we can conclude 

σ1 
n 2σ1σ0


that this expression is an increasing function of


n 
2(xi − µ)2 = n((x − µ)2 + s ). 

i=1 

If we replace µ by its maximum-likelihood estimate � = x, then the above is just 
n ns2 = i=1(xi − x)2, but regardless of whether we do that or not, it is an increasing 

function of s2 . 

(b) Let H0 and H1 be as in part (a). Let capital S = the same function of X1, . . . , Xn that 
lower-case s is of x1, . . . , xn. Let  K = K(X1, . . . , Xn) be some other statistic. Suppose 
Pr(K >  κ  | H0) = 0.03 and Pr(χ2 > �) = 0.03. How do you know that the test that n−1 

rejects H0 if and only if nS2 > �  is at least as powerful as the one that rejects H0 if and 
only if K >  κ? 

Answer: As noted in class somewhat before this problem set was due, this should have 
said: 

“. . . the  test  that  rejects H0 if and only if nS2/σ2 > �  is  at  least  as  powerful. . . ”  0 

The likelihood ratio test is the test that rejects H0 iff Λ > λ0, where λ0 is so chosen 
that Pr(Λ > λ0 | H0) = 0.03. Since Λ is an increasing function of S2, and so also an 
increasing function of nS2/σ0

2,  there is some number  � such that nS2/σ2 > �  if and only 0 

if Λ > λ0. Since nS2/σ2 ∼ χ2 if H0 is true, that number is the same as the number 0 n−1 

� such that Pr(χ2 > �) = 0.03. Consequently the test that rejects H0 if and only if n−1 

nS2/σ2 is the likelihood ratio test. The Neyman-Pearson Lemma, proved in the answer 0 

to #12 on the 8th problem set, then implies that this test is more powerful than any 
other. Continued−→ 



(c) Suppose 0 < σ0 < σ1. Suppose K = K(X1, . . . , Xn) is some statistic that is worthless 
for testing hypotheses about the value of σ because the probability distribution of K in 
no way depends on σ. Suppose Pr(K >  κ) ≤ 0.03. We indicate the lack of dependence 
on σ by saying 

“α = Prσ (K >  κ) is the same regardless of the value of σ.” 

Choose m so that Pr(χ2 > m) =  α. Pretend you are completely ignorant of the n−1 

nature of the chi-square distribution, you know nothing about the distribution of S2 

except that, as it says in parts (a) and (b) above, S2 is an increasing function of Λ, 
and you otherwise know the results of parts (a) and (b) above, and of #12 on the 
8th problem set. Explain how, in this state of ignorance, you would justify each step 
labelled with a “?” below. 

� � � � � � �?�? � � �? � 
↓ ↓ ↓ 

Pσ0 (nS2/σ2> �) =  Pσ0 (K >  κ) =  Pσ1 (K >  κ) ≤ Pσ1 (nS2/σ2> �).0 0 ↑ �� ↑ � � �. . . and here. As in part (b), this den- � 
ominator should be here. � 
 

(Summary: Pσ (nS2/σ2 > �) is an increasing function of σ.)0 

Answer: Again, “. . . /σ0
2 . . . ” was omitted; it is added below. 

Pσ0 (nS2/σ0
2 > �) =  α because nS2/σ0

2 ∼ χ2 and Pr(χ2 > �) =  α.n−1 n−1 

That Pσ0 (K >  κ) =  α was given. Therefore the first equality holds. 

The second equality follows from the fact that Pr(K >  κ) does not depend on σ. 

The third relation — an inequality — is the “hard part.” It follows from the Neyman-
Pearson Lemma, proved in #12 on the 8th problem set, in conjunction with our con-
clusion in part (b) that the test based on S2 is the likelihood-ratio test. 



(d) Suppose the null and alternative hypotheses are: 

H0 : σ ≤ 1, 

H1 : σ >  1. 

Observe that these hypotheses make sense in our assembly-line scenario. Let K be some 
statistic such that Prσ (K > κ) ≤ 0.03 whenever σ ≤ 1. Show that for any σ1 > 1 we  

� ↑ � 

� 
“≤”, not “=”. � 

have Prσ1 (nS2 > �) ≥ Prσ1 (K > κ), i.e., the test based on S2 is at least as powerful as 
the test based on K. 

Answer: First note that we do not divide by anything called “σ2” this time; our test0 

statistic is just nS2 . 
If Prσ (K >  κ) ≤ 0.03 whenever σ ≤ 1, then a fortiori Prσ (K >  κ) ≤ 0.03 when 
σ = 1. The Neyman-Pearson Lemma then implies that if Prσ=1(K > κ) ≤ 0.03, then 
Prσ1 (nS2 > �) ≥ Prσ1 (K >  κ). Given the way the problem was stated, that is a 
sufficient answer. 
But some difficulties occasioned by this question made me realize that in haste I did 
not write all of what I meant to write. What I intended was not just that [nS2 > �] is  
more powerful at σ1 > 1 than any test whose power is ≤ 0.03 when σ ≤ 1. Rather I 
had in mind that [nS2 > �] is itself one of those tests having power ≤ 0.03 whenever 
σ ≤ 1, and therefore that it is the most powerful at σ1 > 1 among all tests having power 
≤ 0.03 whenever σ ≤ 1. To do that, use the result of part (c). The result of part (c) 
implies that Prσ (nS2/12 > �) gets bigger as σ gets bigger and smaller as σ gets smaller. 
Therefore, whenever σ ≤ 1, then Prσ (nS2/12 > �) ≤ 0.03 = Prσ=1(nS2/12 > �). 

2. DeGroot & Schervish, p. 541, #4. � (observed − expected)2 

Answer: The chi-square test statistic is . If the null hypothesis 
expected 

is true, then this has a chi-square distribution with two degrees of freedom. Since the 
hypothesized proportions are 1/4, 1/2, and 1/4, the “expected” counts are: 

24 · (1/4) = 6, 

24 · (1/2) = 12, 

and 24 · (1/4) = 6. 

Therefore the value of the test statistic is 

(10 − 6)2 (10 − 12)2 (4 − 6)2 11 
+ + = = 3.6666 . . . .  

6 12 6 3 

According to the table on page 775 of DeGroot & Schervish, Pr(χ2 > 4.605) = 0.9. Since2 

3.6666 . . . < 4.605, we cannot reject the null hypothesis at the 10% level. Generally, allowing 
a probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject thea probability of Type I error to be more than 10% would be reckless, so we do not reject the
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p
5. Recall that for 0 < p <  1 we have logit(p) = log  . Suppose X | [µ = µi] ∼ N (µi, 12)

1 − p 
for i = 1, 2. A prior probability distribution is assigned to µ, so  that  Pr(µ = µ1) +  Pr(µ = 
µ2) = 1. Show that for some A, B, 

logit Pr(µ = µ1 | X = x) =  Ax + B + logit Pr(µ = µ1), 

i.e., the logit of the posterior probability is some function of x whose graph is a straight line 
plus the logit of the prior probability. Find the values of A and B. 

Answer: According to Bayes’ formula, we multiply the likelihood by the prior and then 

normalize, to get the posterior: 

(Pr(µ = µ1 | X = x), Pr(µ = µ2 | X = x)) 

posterior 

= [constant] · (Pr(µ = µ1), Pr(µ = µ2)) (fX µ=µ1 (x), fX µ=µ2 (x))· � �� � � | �� | � 
prior likelihood 

(“constant” in this case means not depending on whether i = 1  or  i = 2.) 

So logit Pr(µ = µ1 | X = x) 

= log  
Pr(µ = µ1 | X = x) 

= log  
Pr(µ = µ1 | X = x)


1 − Pr(µ = µ1 | X = x) Pr(µ = µ2 | X = x)


[constant] · Pr(µ = µ1)fX|µ=µ1 (x) Pr(µ = µ1) fX|µ=µ1 (x)
= log  = log  + log

[(same) constant] · Pr(µ = µ2)fX µ=µ2 (x) Pr(µ = µ2) fX µ=µ2 (x)| 

� ↑ � 
The word “same” in this case is 
redundant. The “constant” is 
“constant” only because it’s the 
same in both cases.� � 

= log  
Pr(µ = µ1) 

+ log  
fX|µ=µ1 (x) 

= logit Pr(µ = µ1) + log  
fX|µ=µ1 (x) 

1 − Pr(µ = µ1) fX µ=µ2 (x) fX µ=µ2 (x)| | 

So we need to show that 
fX|µ=µ1 (x)

log = Ax + B 
fX µ=µ2 (x)| 

for some A and B, and find the values of A and B. We  have  

1 −(x − µ1)
2 

log 
fX|µ=µ1 (x) 

√ 
2π 

exp 
2 

�� −(x − µ1)
2 � � −(x − µ2)

2 �� 

fX µ=µ2 (x) 
= log  � −(x − µ2)

2 � = log exp − 
| 1 2 2 √ exp

2π 2 

2 2 2 

= 
−(x2 − 2xµ1 + µ1) − −(x − 2xµ2 + µ2) = (µ1 − µ2)x − (µ 2 − µ2). 

2 

2 2 1 

2So A = µ1 − µ2 and B = µ2 − µ2. It may be worth noticing that this is1 

2 2(µ1 − µ2)x − (µ1 − µ2) = (µ1 − µ2)(x − µ) 

where µ = (µ1 + µ2)/2, so that we have a center at µ; if  x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,where µ = (µ1 + µ2)/2, so that we have a center at µ; if x is observed to be at the center,
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