


(a) Write the conditional distribution of M given H in the form

“M [H = h] ∼ N(?, ?)”|

— fill in the blanks. (Don’t use Bayes’ formula! That is wrong. This is an easier
question than that.) Write the likelihood function

L(h) = fM H=h(m)|

in the form
[constant] · e(−1/2)( ? )2

— fill in the blank and don’t worry at this point about the value of the “constant.”

(b) Multiply the prior probability density function by the likelihood function and get
the posterior probability density function in the form

fH M=m(h) = [constant] · e(−1/2)( ? )2|

— fill in the blank with something that looks like this:

h − something

something

where the two “somethings” do not depend on h. (You may need to do some
algebraic massaging of the exponent to make it look like that.)

(c) Use the answer to (b) to find the Bayes estimator

E(H M = m) = a weighted average of the observed measurement m (i.e., the|
height-measured-with-error) and the prior expected value.

Specify the weights in the weighted average. “Use the answer to (b)” means do
it by that method and not by some other method. This can be done very quickly
since you’ve already done part (b).

(d) Suppose you observe M = 74. Find a 90% posterior probability interval (h1, h2),
so that Pr(H < h1 M = 74) = 0.05, Pr(H > h2 M = 74) = 0.05, and so| |
Pr(h1 < H < h2 M = 74) = 0.9.|


