


}(a) Show that X1 + + Xn is sufficient for P .· · ·{
1 if X1 = 1

(b) Let U = . Show that U is an unbiased estimator of P .
0 if X1 > 1

(c) Use the results of (a) and (b) and the Rao-Blackwell process to get a better
estimator of P .

(d) Find the maximum-likelihood estimator of P .

(e) Show that the sufficient statistic in that problem is complete.

Hints: If everyone here were majoring in math, I would expect you to recall
what I will tell you here explicitly:

(1) The expected value you need to consider is a power series in q = 1 − p,
i.e., it is of the form

∑
y {(yth coefficient) · qy .}

(2) In any term in the series, any factor that does not depend on q is part
of the coefficient.

(3) A power series in q can add up to zero for every value of q only if all of
the coefficients are zero.

(f) Draw (and explain!) a conclusion about the best unbiased estimator of P .

(g) Occasionally a statistician will use a bizarre creature called an “improper prior
distribution,” an idea that we illustrate here. Consider the problem of finding a
constant c such that

fP (p) =

⎧⎪⎪
⎩
⎨
⎪⎪

1
c if 0 < p < 1·

p(1 − p)

0 if p < 0 or p > 1

can be used as a prior density of P .

Explain why this is nonsense.

Then pretend you haven’t noticed this is nonsense, and you want to use the
posterior expectation E(P X1, . . . , Xn) as an estimator of P . Evaluate this|
estimator.

Hint: You don’t need to do any integrals, since you can rely on other things that
we have already done. We have a name for the posterior distribution in this case.

5. Suppose X1, . . . , Xn ∼ i. i. d. and each is uniformly distributed on the finite set { 1, 2, 3, . . . , k }.
(a) Find the maximum-likelihood estimator of k.

(b) Show that the maximum-likelihood estimator is sufficient.

(c) Show that the maximum-likelihood estimator is complete.

(d) Find a constants a and b such that aX1 + b is an unbiased estimator of k.
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6. Suppose X1, . . . , Xn ∼ i. i. d. Poisson(λ). As observed in class on March 4th,

{
1 if X1 = 0

}
U =

0 if X1 > 0

is a very crude unbiased estimator of P (X1 = 0) = e−λ. As observed in class on March
1st, T = X1 + + Xn is a sufficient statistic for λ. It was asserted near the end of· · ·
the hour on March 4th, that the Rao-Blackwell estimator E(U T ) is|

)X1+ +Xn
(

1
···

.1 −
n

Derive this result.

7. See the CLARIFICATION at http://web.mit.edu/18.441/assignments.html .

(e) Use the Rao-Blackwell process to find a better unbiased estimator of k.

(f) Use the reasoning done in parts (a) through (d) to show that the answer to (e) is
the best unbiased estimator of k.


