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Abstract

In this thesis, we develop a pricing strategy that enables a firm to learn the behavior of its customers as well as optimize its profit in a monopolistic setting. The single product case as well as the multi product case are considered under different parametric forms of demand, whose parameters are unknown to the manager.

For the linear demand case in the single product setting, our main contribution is an algorithm that guarantees almost sure convergence of the estimated demand parameters to the true parameters. Moreover, the pricing strategy is also asymptotically optimal. Simulations are run to study the sensitivity to different parameters.

Using our results on the single product case, we extend the approach to the multi product case with linear demand. The pricing strategy we introduce is easy to implement and guarantees not only learning of the demand parameters but also maximization of the profit. Finally, other parametric forms of the demand are considered. A heuristic that can be used for many parametric forms of the demand is introduced, and is shown to have good performance in practice.
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Chapter 1

Introduction

1.1 Motivation

Originally known as yield management, the field of revenue management started in the airline industry in the wake of deregulation. Revenue management is about maximizing profit for a fixed, perishable resource like the seats on an airplane. Robert Crandal, the CEO of American Airlines described revenue management as

"The single most important technical development in the airline industry since we entered deregulation."

Although the initial focus of revenue management was opening and closing fares, it later also led to price changes. Hence the border between pricing and revenue management blurred over the last decades.

Pricing has always been considered as a critical lever for revenue management. It is also considered as the most important of the Ps of marketing—the others being product place and promotion—because it is the only one that generates revenue for a company. The quote below by Mc Kinsey [27] shows that it is a high impact factor on the profits. It concludes that:

"Pricing right is the most effective way for managers to increase profits. Consider the average income statement of an S&P 500 company: a price increase of
1%, if volumes remain stable, would generate an 8% increase in operating profits—
an impact nearly 50% greater than that of a 1% fall in variable costs such as ma-
terials and direct labor and more than three times greater than the impact of a
1% increase in volume. Unfortunately, the sword of pricing cuts both ways. A
decrease of 1% in average prices has the opposite effect, bringing down operating
profits by that same 8% if others factors remain steady. ”

The power of pricing
The Mc Kinsey quaterly
Number 1, 2003

However, determining the appropriate price for a product requires a wealth of data. Until
recently, data was not easily available and it was difficult for companies to use it to reflect
the market. Hence pricing was often static. The recent development of the Internet and
information technology, had an impact on the ability of a company to do dynamic pricing.
It created tremendous opportunities to use this available data. Thanks to all these new
technologies, it became increasingly easy for industry to develop dynamic pricing policies.

Moreover, the wealth of data available can also be used by companies in order to un-
derstand what their demand functions are in term of prices. In the literature a specific
price-demand relationship with known parameters is often assumed, in practice, neverthe-
less, this is an important and non trivial step. For example, one can assume a parametric
form of the demand but still one needs to know the exact values of the parameters, which is
often too much of an assumption to impose. That is why it is better not to separate the de-
mand learning from the profit optimization in order to optimize on the right demand model
and to take advantage of the learning incentive. Hence, companies need simultaneously,
using the available data, to understand what the demand functions are and to determine
how to price. This is particularly decisive in order to set an adequate pricing strategy at the
launching of a new product. Mc Kinsey concluded in [28] that “companies habitually charge
less than they could for new offerings” and that “price-benefit analysis should start early in
As a consequence, a lot of firms decide to outsource their entire pricing strategy to external companies and consultants such as Demandtec, SAP, Knowledge support Systems (KSS), Oracle, as well as PROS Revenue Management.

1.2 Literature review

1.2.1 Revenue management and pricing

There exists an extensive literature on the topic of revenue management which became increasingly popular in the last decades. Below, we only list some recent literature review papers.

In their recent paper, Chiang, Chen and Xu [13] provide a comprehensive review of the use of revenue management in different industries and discuss research on different revenue management strategies including pricing, control, capacity control. Talluri and Van Ryzin [37] describe in a book the theory and practice of Revenue Management from the birth of this field. Review papers include also Mc Gill and van Ryzin [26], Bitran and Caldentey [7]. Pak and Piersma [31] focus on revenue management in the airline industry.

In what follows, I will focus on some review papers.

In their paper, Elmaghraby and Keskinocak [17] split the pricing literature into three categories: first the inventory might or not replenish over the time horizon, second the demand can be dependent or independent over time and third the customers can be myopic or strategic.

Most of the papers are making assumptions about the form of the demand function. For example, Bitran, Caldentey and Monschein [8] assume a demand rate which has a known distribution and depends on time. The demand can also be modeled as deterministic [24] or stochastic with a known distribution. Smith and Achabal [36] use a demand that is a function of the price as well as the inventory level. Finally Elmaghraby et al. [16] uses a
stochastic demand with a distribution known a priori.

1.2.2 Data-driven approach and learning

However, in order to price intelligently, we need to understand how prices and demand relate. Assuming a particular price-demand relationship with fixed parameters is not realistic. This is particularly relevant in practice as managers need to manage uncertain demand over a finite time horizon through allocating a fixed capacity.

With the development of information technology over the past years, companies have accumulated a significant number of pricing data. Thus researchers developed data driven pricing methods which are able to estimate the demand functions. We can split these methods into two categories: parametric approaches and non parametric approaches.

The bulk of the literature on parametric approaches uses Bayesian techniques. A parametric form is assumed for the demand function with unknown parameters, which are estimated using data. Aviv and Pazgal ([1],[2]) introduce learning in a model in which customers arrive according to a Poisson process. In [1] they derive a closed form optimal control policy in a model with unknown arrival rate and known reservation price functions while in [2], they use a Markov Decision Process framework to describe a model with a finite number of arrival rate and different reservation prices and parameter scenarios. They show the importance of a trade off between a low price which induces a loss in revenue and a high price which slows the learning. Lin [25] uses a similar approach. Carvalho and Puterman ([11],[12]) address learning with two kinds of demand functions: a loglinear demand model with unknown coefficients in [11] and in [12] a binomial model of demand. Petruzzi and Dada [32] consider learning, pricing and inventory control. In their models, inventory censors demand and the demand function parameters are revealed once they are seen. Lobo and Boyd [10] discuss practical policies for the monopolistic pricing problem with uncertain demand. They introduce price variations to give a better estimate of the elasticity of demand and introduce an approximation of the dynamic programming solution. Rustichini and Wolinsky [34] study
the problem of a monopoly which is uncertain about the demand it faces with a demand that is changing over time in a Markov fashion. They characterize the monopoly’s optimal policy and compare it with an informed monopoly’s policy. Bertsimas and Perakis [4] present an optimization approach for jointly learning demand as a function of price, using dynamic programming. They consider both the competitive and non-competitive case and show experimentally that dynamic programming based approaches outperform myopic policies significantly. Kachani, Perakis and Simon [20] present an approach to dynamic pricing with demand learning in an oligopolistic environment, using ideas from Mathematical Programming with Equilibrium Constraints. Their approach allows for capacitated settings.

The pricing under demand uncertainty can also be addressed in a nonparametric way. The concave adaptive value optimization (CAVE) approach (e.g. Godfrey and Powell [19]) can be used to successfully approximate the objective cost function with a sequence of linear function. Cope [15] deals with the case of revenue maximization in an infinite horizon. Assuming that for each price level the demand is observed without noise, he introduces a nonparametric Bayesian approach to help the manager make better pricing decisions. Besbes and Zeevi [5] use a blind nonparametric approach and show asymptotic optimality of a joint pricing and learning method for the single product case. In a recent paper [6], they present an algorithm for the multiple product case, testing every price vector within a multi dimensional grid. Larson, Olson and Sharma in [23] analyze the stochastic inventory control model when the demand is not known. They use a nonparametric approach in which the firm’s prior information is characterized by a Dirichlet process. Recently, Farias and Van Roy [18] studied the case of a vendor with limited inventory and who knows the distribution of the demand but is uncertain about the mean and proposed a simple heuristic, for which they derive worst-case bounds.

The learning techniques we use in this paper are encountered in several areas, especially artificial intelligence. Sutton and Barto [3] provide a review of the use of reinforcement
learning and give numerous applications.

1.2.3 Least-squares estimates

One of the components of the algorithm we introduce in this thesis is a computationally tractable least squares algorithm.


Lai and Robbins [21] provide conditions for strong consistency of the parameters in the case where the input regressors are independent under mild assumptions. When the input observations are not independent, the conditions become more messy. They are given in [22]. Lai and Wei in [22] discuss applications of these results to interval estimation of the regression parameters and to applications in linear dynamic systems.

1.3 Problem and contributions

1.3.1 Practical application

In this thesis we develop a data-driven approach to pricing in a monopolistic setting without assuming any inventory control. We consider both the single product and the multi product case. An application domain that motivated this work comes from online song and movie sales. In this setting, capacity or inventory does not play any role and the prices can be updated frequently. More generally, this approach can be applied to any sector where inventory plays a minor role, for example in the “make to order” setting.

Consider the sale of songs on the Itunes.com website. This website is the market leader so we will assume that its market power is so large that we are close to a monopolistic setting. The songs represent products that are substitutes for one another which means that if the
price for one song increases then the demand for similar songs is going to increase.

We propose an efficient pricing method in this setting in order to learn the behavior of the customer as well as optimize the profit in the infinite time horizon setting. Nevertheless, our approach is general and can apply to other industries.

1.3.2 Goals of the thesis and contributions

The principal goal of this thesis is to study joint pricing and learning in a monopolistic setting. We assume a parametric form for the demand function in the presence of noise, whose parameters are not known. We consider both linear and nonlinear demand functions.

We develop a pricing strategy, using only past price and demand data. Our goal is twofold:

- First, we wish to learn the demand parameters in order to improve our knowledge of the customer behavior. A key issue in this problem comes from the fact that when the price is set at a certain level, the realization of the demand we observe is noisy. Furthermore, we do not assume knowledge of the demand parameters, but only of the parametric form of the demand function.

- Moreover, at the same time that the seller is learning the demand, he also wants to determine the optimal pricing policy. If the seller knew the true underlying demand parameters, he could use them in order to define the optimal pricing strategy. However, these parameters are not known in advance but are learned over time from the data. This gives rise to an online optimization problem.

The interest of such an approach is that it is easy to implement in practice by a manager. The manager just needs to keep track of the past prices and demand observed, and as an output, he will know the next price to use.
The thesis is structured as follows.

a) In the first two chapters of the thesis, we provide a pricing algorithm for the single product case when the demand is an affine function of the price. We illustrate how the demand parameter estimates converge almost surely to the true demand parameters. Moreover, we show also that the prices converge to the optimal pricing policy asymptotically.

b) In the next two chapters of the thesis, we extend the approach to the multi product case and show the interest of this approach in theory and through simulations. We illustrate the importance of the degree of substitutability between the products.

c) In the final two chapters of the thesis, we extend the approach to two nonlinear parametric forms of demand: the loglinear and the constant elasticity demand. We consider both the single product case and the multi product case models.
Chapter 2

Single product case

2.1 Introduction

2.1.1 Motivation

We consider a warehouse selling a single product in a monopolistic environment. The demand is a linear function of the price with an additive noise term. The demand parameters are fixed over time but are unknown. Furthermore, we do not assume that we know the distribution of the noise.

There is no capacity constraint and the time horizon is infinite. Later, we extend the approach to include a capacity constraint. Moreover, we assume that we can neglect the purchase cost of the goods, or, without loss of generality, that the per unit cost is fixed.

The purpose of the pricing strategy is twofold:

• First the seller wants to learn the demand parameters in order to improve his knowledge of the behavior of the customers.

• Moreover, the seller wants to determine the optimal pricing policy. In other words, the seller needs to use the demand parameters in order to define the optimum pricing
strategy. Nevertheless, because of the presence of a noise in the demand as well as the fact that the demand parameters are not known in advance but learned over time, the problem becomes more complex.

### 2.1.2 Notations

We introduce the notations that will be used throughout this part in Table 2.1.

### 2.1.3 Formulation of the problem

We assume that a warehouse is selling a single product at a price $p$, where $p \in [p_{\text{min}}, p_{\text{max}}]$. We assume that the corresponding demand is of the form

$$d(p) = a - b \cdot p + \epsilon,$$

where $a > 0$, $b > 0$ and $\epsilon$ is a random noise with unknown distribution and mean zero.

The firm knows the form of the demand function but does not have knowledge of the actual value of the parameters $a$ and $b$ or the distribution of the noise.

The objective is to find the price $p^*$ that optimizes the expected revenue subject to bounds on the price. Notice that $p^*$, the optimal price, must be the solution of the following
optimization problem.

\[
\max_{p \in [p_{\min}, p_{\max}]} \mathbb{E}(Revenue) = \max_{p \in [p_{\min}, p_{\max}]} p \cdot \mathbb{E}(d(p)).
\]

In this setting, if the demand parameters \(a\) and \(b\) were known, the solution would be:

\[
p^* = \max \left( \min \left( \frac{b}{2a}, p_{\max} \right), p_{\min} \right)
\]

(2.1)

The difficulty in determining \(p^*\) comes from the fact that the parameters \(a\) and \(b\) are unknown and that observations of the demand given a price also include a noise.

The horizon is infinite. At time period \(n\) of the horizon, the seller sets a price \(p_n\). The parameters \(a\) and \(b\) are unknown and are estimated at each time step by \(a_n\) and \(b_n\) using least squares estimates. Then, the estimated demand is \(d_n(p) = a_n - b_n \cdot p\).

2.1.4 Idea behind the algorithm

The ideal objective is to devise an algorithm such that the estimates of the demand parameters as well as the price and the expected revenue computed at each iteration converge respectively to the true demand parameters, the optimal price, and the maximum revenue respectively almost surely.

However, we devise a strategy that is able to achieve this objective only partially. Indeed, we have a policy such that the estimates of the demand parameters as well as a subset of the prices and the expected revenues at each iteration converge almost surely respectively to the true demand parameters, the optimal prices, and the maximum revenue respectively almost surely. Moreover, the average price as well as the average revenue will converge to their optimal values almost surely.
Mathematically, we will have a pricing policy such that almost surely

$$\lim_{n \to \infty} a_n = a$$

$$\lim_{n \to \infty} b_n = b$$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} p_i d_i = p^* d^*$$

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} p_i = p^*$$

Moreover, there exists an infinite subset $\mathfrak{A}(\mathbb{N}) \in \mathbb{N}$ such that for all $n \in \mathfrak{A}(\mathbb{N})$ almost surely:

$$\lim_{n \to \infty, n \in \mathfrak{A}(\mathbb{N})} p_n = p^*$$

$$\lim_{n \to \infty, n \in \mathfrak{A}(\mathbb{N})} \mathbb{E}(p_n d(p_n)) = \mathbb{E}(p^* d(p^*))$$

The idea behind the algorithm we introduce and study in this thesis is the following. We price optimally given some parameter estimates computed through regressions. We add this price and corresponding demand realization to our data and use least-squares regression on all data seen thus far to obtain new parameter estimates. Nevertheless, these estimates may not converge to the true parameters because the prices are highly correlated as they result from similar optimization problems. We show that providing a discount at some time periods remedies this problem and guarantees convergence.

### 2.1.5 Structure

In the remainder of this chapter, we present this method and analyze its convergence more formally. Since the method we propose has two components: an estimation and an optimization component, we proceed as follows. In Section 2, we provide some conditions for
the consistency of the least-squares demand parameters estimates using results from the literature. In Section 3, we formally describe a pricing algorithm such that these consistency conditions are satisfied and the prices converge to the optimal price. Finally, in Section 4, we extend the results to the capacitated case.

2.2 Least-squares estimator and convergence conditions

2.2.1 Least squares

At every step the demand parameters will be estimated using least square estimates. We assume that at time $t$ the firm has observed prices $p_1, p_2, \ldots, p_{t-1}$ and demands $d_1, d_2, \ldots, d_{t-1}$. The demand is linear and is such that:

$$d_t = \beta^0 + \beta^1 p_t + \varepsilon,$$

with $\varepsilon$ a noise with mean zero.

We note by $\hat{\beta}_s = [\hat{\beta}^0_s, \hat{\beta}^1_s]$ the vector of parameters estimates at time $s$. Moreover, if $x_s = [1, p_s]$, then $d_s = x'_s \hat{\beta}_s + \varepsilon$.

$\hat{\beta}_t$ is the solution of

$$\hat{\beta}_t = \arg\min_{r \in \mathbb{R}^2} \sum_{s=1}^{t-1} (d_s - x'_s r)^2.$$

Then given the former prices and demands, the estimates are:

$$\hat{\beta}^1_s = \frac{(t-1) \sum_{s=1}^{t-1} p_s d_s - \sum_{s=1}^{t-1} p_s \sum_{s=1}^{t-1} d_s}{(t-1) \sum_{s=1}^{t-1} p_s^2 - (\sum_{s=1}^{t-1} p_s)^2},$$

$$\hat{\beta}^0_s = \frac{\sum_{s=1}^{t-1} d_s}{t-1} - \hat{\beta}^1_s \frac{\sum_{s=1}^{t-1} p_s}{t-1}.$$

This formula is inefficient to compute least-square estimates. Instead, we will compute these estimates using the recursive formula we discuss in the following proposition.
Proposition 2.2.1. The least squares estimates can be estimated by the following iterative process.

\[ \hat{\beta}_t = \hat{\beta}_{t-1} + H_{t-1}^{-1}.x_{t-1}(d_{t-1} - x'_{t-1}\hat{\beta}_{t-1}), \quad t = 3, \ldots, T, \]

where \( \hat{\beta}_2 \) is an arbitrary vector and the matrices \( H_{t-1} \) are generated by

\[ H_{t-1} = H_{t-2} + x'_{t-1}x_{t-1}, \quad t = 3, \ldots, T, \]

with:

\[ H_1 = \begin{bmatrix} 1 & p_1 \\ p_1 & p_1^2 \end{bmatrix}. \]

Hence:

\[ H_{t-1} = \begin{bmatrix} t - 1 & \sum_{s=1}^{t-1} p_s \\ \sum_{s=1}^{t-1} p_s & \sum_{s=1}^{t-1} p_s^2 \end{bmatrix}. \]

Proof. We write

\[ \hat{\beta}_t = \hat{\beta}_{t-1} + c, \]

where \( c \) is a vector. By applying the first order conditions for computing \( \hat{\beta}_{t-1} \)

\[ \sum_{s=1}^{t-2} (d_s - x'_{s}\hat{\beta}_t).x_s = 0. \]

By applying them to \( \hat{\beta}_t = \hat{\beta}_{t-1} + c \)

\[ \sum_{s=1}^{t-1} (d_s - x'_{s}\hat{\beta}_t - x'_{s}.c).x_s = 0. \]

By substracting the equations, we have:

\[ \sum_{s=1}^{t-1} (x'_{s}.c).x_s = (d_{t-1} - x'_{t-1}\hat{\beta}_{t-1}).x_{t-1}. \]
Finally
\[ c = H_{t-1}^{-1} (d_{t-1} - x'_{t-1} \hat{\beta}_{t-1}) \]
with
\[ H_{t-1} = \begin{bmatrix} t - 1 & \sum_{s=1}^{t-1} p_s \\ \sum_{s=1}^{t-1} p_s & \sum_{s=1}^{t-1} p^2_s \end{bmatrix}. \]

It can be shown that matrix \( H_{t-1} \) is invertible as long as all the prices are not equal (see [4]).

In all our simulations in the next chapter, we will use this recursion to compute the least square estimates.

### 2.2.2 Consistency conditions

A critical feature is to find conditions that guarantee strong consistency (i.e. almost sure convergence) of the least squares regression parameters.

Sufficient conditions for convergence of stochastic least-squares regression are given by Lai and Wei [22] for the model

\[ y_n = x_n \beta + \epsilon_n, \quad n = 1, 2, ..., \]

where \( \beta \) is the model parameter vector and \( y_n \) is the observed response corresponding to the design level \( x_n = (x_{n1}, ..., x_{np})^\top \). Moreover, \( y = [y_1, y_2, ..., y_n]^\top \) are the first \( n \) observed responses, \( X_n = (x_{ij})_{1 \leq i \leq n, 1 \leq j \leq p} \) the matrix of the \( n \) first input vectors, and \( \epsilon = [\epsilon_1, \epsilon_2, ..., \epsilon_n]^\top \) the first \( n \) random errors. The error \( \epsilon_n \) is assumed to be \( \mathcal{F}_n \)-measurable with \( \mathbb{E}(\epsilon_n | \mathcal{F}_{n-1}) = 0 \) for an increasing sequence of \( \sigma \)-fields \( \{ \mathcal{F}_n \} \).

For a linear demand model with parameters \( \beta = [\beta_0, \beta_1] \), set \( x_i = [1, p_i] \) and let the responses be the sampled demands \( y_i = d_i \). The assumption that the errors \( \epsilon_i \) are i.i.d.
zero-mean is a special case of the condition above.

The conditions are related to the eigenvalues of the inverse covariance matrix as the following theorem by Lai and Wei [22] shows.

**Theorem 2.2.2.** Suppose that in the regression model above, \( \epsilon_n \) is a martingale difference sequence with respect to an increasing sequence of \( \sigma \)-fields \( \{\mathcal{F}_n\} \) such that

\[
\sup_n \mathbb{E}(|\epsilon_n|^\alpha|\mathcal{F}_{n-1}) \leq \infty \text{ a.s. for some } \alpha > 2.
\]

Let \( \lambda_{\min} \) and \( \lambda_{\max} \) be respectively the minimum and maximum eigenvalues of matrix \( X_n^T X_n \). Moreover assume that the design levels \( x_{n1}, \ldots, x_{np} \) at stage \( n \) are \( \{\mathcal{F}_n\} \) measurable random variable such that

\[
\lambda_{\min} \longrightarrow \infty \text{ almost surely, and, } \frac{\log(\lambda_{\max})}{\lambda_{\min}} \longrightarrow 0 \text{ almost surely.}
\]

Then the least square estimates \( b_n \) converge almost surely to \( \beta \); in fact,

\[
\max_j |b_{nj} - \beta_j| = O\left(\frac{\log(\lambda_{\max}(n))}{\lambda_{\min}(n)}\right)^{1/2} \text{ a.s.}
\]

**Proof.** Lai Wei 1982 (part 2) [22].

In what follows, we provide some bounds on these eigenvalues in order to obtain consistency conditions easier to check in practice.

Denote the unnormalized covariance matrix

\[
H_n^{-1} = V_n = (X_n^T X_n)^{-1} = \left(\sum_{i=1}^{n} x_i x_i^T\right)^{-1} = \left(\sum_{i=1}^{n} \begin{bmatrix} 1 & p_i \\ p_i & p_i^2 \end{bmatrix}\right)^{-1} \triangleq \begin{bmatrix} n & n \bar{p}_n \\ \bar{p}_n & n \bar{t}_n^2 \end{bmatrix}^{-1},
\]

where \( \bar{p}_n, s_n^2, \) and \( t_n^2 \) are the sample mean, sample variance and the sample second moment of \( p_1, \ldots, p_n \) respectively. Assume that it exists, i.e. that \( X_n^T X_n \) is invertible. (This is satisfied if \( p_i \neq p_j \) for some \( 1 \leq i < j \leq n \) since the matrices being summed are positive semi-definite.) The matrix \( X_n^T X_n \) is assumed to be positive definite. The eigenvalues of \( V_n^{-1} = X_n^T X_n \) are
the roots of its characteristic polynomial. In what follows, we drop the $n$ subscript for the sake of simplicity.

$$(n - \lambda)(nt^2 - \lambda) - n^2 \bar{p}^2 = \lambda^2 - (n + nt^2)\lambda + (n^2 t^2 - n^2 \bar{p}^2)$$

given by

$$\lambda = \frac{(n + nt^2) \pm \sqrt{(n + nt^2)^2 - 4(n^2t^2 - n^2\bar{p}^2)}}{2}$$

and therefore,

$$\lambda_{\text{max}} = \lambda_{\text{min}} + \sqrt{(n + nt^2)^2 - 4(n^2t^2 - n^2\bar{p}^2)},$$

where $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ are the minimum and maximum eigenvalues of $V_n^{-1} = X_n^\top X_n$ respectively.

Alternatively, the trace and determinant of $X_n^\top X_n$ are

$$\text{Tr}(X_n^\top X_n) = \lambda_{\text{max}} + \lambda_{\text{min}} = n(1 + t_n^2) \quad \text{and} \quad \text{det}(X_n^\top X_n) = \lambda_{\text{max}}\lambda_{\text{min}} = n^2(t^2 - \bar{p}^2).$$

Solving for the eigenvalues similarly yields:

$$\lambda = \frac{n}{2} \left( 1 + t^2 \pm \sqrt{(1 + t^2)^2 - 4s^2} \right)$$

$$= \frac{n}{2} \left( 1 + \bar{p}^2 + s^2 \pm \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right),$$

Therefore,

$$\lambda_{\text{min}} = \frac{n}{2} \left( 1 + \bar{p}^2 + s^2 - \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right)$$

$$= \frac{n(1 + \bar{p}^2 + s^2)^2}{2} \left( 1 - \sqrt{1 - \frac{4s^2}{(1 + \bar{p}^2 + s^2)^2}} \right)$$

$$\geq \frac{ns^2}{1 + \bar{p}^2 + s^2}.$$
To show the last inequality, we use the following lemma

**Lemma 2.2.3.** \(1 - \sqrt{1 - x} \geq \frac{x}{7}\).

*Proof.* Notice that \(1 - \sqrt{1 - x}\) is a convex function. Hence

\[ f(x) - f(0) \geq f'(0) (x - 0). \]

\[ \Box \]

Furthermore, we have that

\[
\frac{\log(\lambda_{\max})}{\lambda_{\min}} = \frac{\log \left( \frac{n}{2} \left( 1 + \bar{p}^2 + s^2 + \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right) \right)}{\frac{n}{2} \left( 1 + \bar{p}^2 + s^2 - \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right)} 
\leq \frac{2 \log (n (1 + \bar{p}^2 + s^2))}{n \left( 1 + \bar{p}^2 + s^2 - \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right)} \text{ by discarding the } -4s^2 \text{ term} 
\leq \frac{2 \left( 1 + \bar{p}^2 + s^2 + \sqrt{(1 + \bar{p}^2 + s^2)^2 - 4s^2} \right) \log (n (1 + \bar{p}^2 + s^2))}{4ns^2} 
\leq \frac{4 (1 + \bar{p}^2 + s^2) \log (n (1 + \bar{p}^2 + s^2))}{4ns^2} 
= \frac{(1 + \bar{p}^2 + s^2) (\log n + \log (1 + \bar{p}^2 + s^2))}{ns^2}. 
\]

Then the conditions of the theorem by Lai and Wei [22] can be replaced by a simpler one.

**Lemma 2.2.4.** The two necessary conditions by Lai and Wei [22]

\[ \lambda_{\min} \longrightarrow \infty \text{ almost surely and } \frac{\log(\lambda_{\max})}{\lambda_{\min}} \longrightarrow 0 \text{ almost surely} \]

are satisfied if:

\[ \frac{n.s^2}{\ln(n)} \longrightarrow \infty \text{ almost surely} \]
Proof. We use the fact that the price is bounded. Because we know that \( p \in [p_{\min}, p_{\max}] \) then both the standard deviation and the average price are bounded. Indeed, we have that:

\[
\bar{p} \in [p_{\min}, p_{\max}] \text{ and } s^2 \in [0, (p_{\max} - p_{\min})^2].
\]

Then we have that

\[
(1 + \bar{p}^2 + s^2) \leq 1 + p_{\max}^2 + (p_{\max} - p_{\min})^2.
\]

Hence a sufficient condition for: \( \lambda_{\min} \longrightarrow \infty \) almost surely is:

\[
n.s^2 \longrightarrow \infty \text{ almost surely.}
\]

Moreover, in order to have: \( \frac{\log(\lambda_{\max})}{\lambda_{\min}} \longrightarrow 0 \) almost surely, we need:

\[
\frac{n.s^2}{\ln(n)} \longrightarrow \infty \text{ almost surely.}
\]

Since the second condition is more restrictive than the first one, it is enough to have:

\[
\frac{n.s^2}{\ln(n)} \longrightarrow \infty \text{ almost surely.}
\]

\[
\square
\]

Lai and Wei [22] mention in their paper that the first condition is sufficient for the case when the inputs are independent. Hence, as expected, the second condition is more restrictive. The power of this theorem is that it gives rise to a simple condition for the cases where the inputs are correlated to each other, which is what applies in our case because we wish to price optimally after observing the past prices.
2.3 Pricing algorithm

Assuming that demand is of the form \( d(p) = a - b \cdot p + \epsilon \) and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) of \( a \) and \( b \), we develop a pricing policy that satisfies the previous conditions in order to ensure consistency of the estimates.

The basic idea of this algorithm is to optimize the revenue over the interval \([p_{\text{min}}, p_{\text{max}}]\), where \( p_{\text{min}} \) and \( p_{\text{max}} \) are such that the price is not below a threshold and that the demand is typically nonnegative (at least with high probability). Moreover, we assume that we know based on historical demand data that the optimum should lie within \( M \) and \( N \) such that:

\[
p_{\text{min}} \leq M \leq N \leq p_{\text{max}}.
\]

Intuitively, we price most of the time between \( M \) and \( N \), but occasionally we offer a discount. The idea is that providing this discount will improve the learning of the demand parameters and satisfy the condition for the consistency of these parameters. Below, we describe the algorithm formally.

**Algorithm:**

1. Let \( a_n \) and \( b_n \) denote the parameters estimated through regression on the prices and corresponding observed demands thus far.

2. Set:

\[
p_n = \max \left( \min \left( \frac{b_n}{2a_n}, N \right), M \right)
\]

if there does not exist \( i \) such that \( n = \lfloor 2\sqrt{i} \rfloor \). Otherwise, set

\[
p_n = \max \left( \min \left( \frac{b_n}{2a_n}, N \right), M \right) - \gamma.
\]

3. Update the parameter estimates and repeat the procedure.

Note that the choice of prices is coherent with Equation (2.1). The intuition is that when
there is no discount, we choose the price that maximizes the expected revenue with the estimated demand parameters, ensuring at the same time that it lies within M and N. We give a discount \( \gamma \) at some time periods but this discount is offered less and less often as time goes by since learning has improved.

Throughout the remainder of this section we denote \( p_{\text{est}}(n) = \max(\min(\frac{b_n}{2a_n}, N), M) \). This corresponds to the estimate of the optimal price.

We provide a condition on the discount \( \gamma \) to guarantee convergence of the parameters and satisfy the constraint that the price should never lie below the threshold \( p_{\text{min}} \).

We have \( M \leq p_n \leq N \) when no discount is offered. We define \( \overline{p}_n = \frac{1}{n} \sum_{i=1}^{n} p_i \). It is easy to show that for all \( \eta > 0 \), for \( n \) big enough, we have: \( M - \eta \leq \overline{p}_n \leq N \). This is due to the fact that we discount a fixed amount less and less often hence the average discount goes to zero.

With this pricing algorithm, we prove in the next lemma that the previous consistency condition is satisfied.

**Lemma 2.3.1.** Assume that we have a demand function of the form \( d(p) = a - b.p + \epsilon \) and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) using linear regression. We pick the next price as:

\[
    p_n = \max \left( \min \left( \frac{b_n}{2a_n}, N \right), M \right) + \gamma_n,
\]

where

\[
    \gamma(n) = \begin{cases} 
    -\gamma & \text{if there exist } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \\
    0 & \text{otherwise}
    \end{cases}
\]

where \([N, M]\) is a price range within we want the price to lie most of the time and \( \gamma \) constant such that:

\[
    2(N - M) < \gamma \leq M - p_{\text{min}}.
\]
We also assume that the noise is such that:

$$\mathbb{E}(|\epsilon|^\alpha) \leq \infty \text{ a.s for some } \alpha > 2.$$  

Then we have:

$$\frac{n.s_n^2}{\ln(n)} \longrightarrow \infty \text{ a. s.}$$

Remark: This is the condition we wanted from Lemma 2.2.4.

Proof.

$$s_n^2 = \frac{1}{n} \sum_{i=1}^{n} [p_i - \bar{p}_n]^2$$

We can rewrite

$$n.s_n^2 = \frac{1}{n} \sum_{i=1}^{n} (p_i - \text{est}(i) + \text{est}(i) - \bar{p}_n)^2.$$  

Then by discarding the last square term:

$$n.s_n^2 \geq \sum_{i=1}^{n} (p_i - \text{est}(i))^2 + 2 \cdot (\text{est}(i) - p_i)(\bar{p}_n - \text{est}(i)).$$

For all n, there exist a $k_n$ such that:

$$[2^{\sqrt{k_n}}] \leq n \leq [2^{\sqrt{k_n}+1}].$$

We fix $\epsilon$. Then there exists $n_0$ such that for all $n \geq n_0$, for all i, we have $\bar{p}_n - \text{est}(i) \geq M - N - \epsilon.$
Hence we have for $n \geq n_0$

$$n.s_n^2 = \sum_{i=1}^{n} [p_i - \overline{p}_n]^2$$

$$\geq \sum_{i=1}^{n} (p_i - p_{est}(i))^2 + 2((p_{est}(i) - p(i))(\overline{p}_n - p_{est}(i)))$$

$$\geq (k_n - 3).[\gamma^2 + 2.\gamma.(M - N - \epsilon)]$$ (counting when the discount is offered)

Note that we have $k_n - 3$ and not $k_n$ in the equation above. It is due to the fact that $[2\sqrt{n}]$ may have the same value for different $n$ when $n$ is small, so we need to make sure not to overcount. Then we have that there exists $n_0$, such that for all $n \geq n_0$:

$$n.s_n^2 \geq (k_n - 3).[\gamma^2 + 2.\gamma.(M - N - \epsilon)].$$

Nevertheless, we want to make sure that the right hand side actually goes to infinity. Then we need: $\gamma^2 + 2.\gamma.(M - N - \epsilon) > 0$ hence the condition is $\gamma > 2(N - M)$, by choosing $\epsilon$ accurately.

The price has to be greater than the minimum price so we also want $M - \gamma \geq p_{min}$.

In summary, the conditions we need are:

$$2(N - M) < \gamma \leq M - p_{min}.$$ 

This implies that $N$ and $M$ need to be close enough such that

$$2(N - M) < M - p_{min}.$$ 

Therefore:

$$n.s_n^2 \geq (k_n - 3).C$$
with \( C = \gamma^2 + 2.\gamma.(M - N - \varepsilon) > 0 \).

Then we have:

\[
\frac{n \cdot s_n^2}{\ln(n)} \geq \frac{(k_n - 3).C}{\ln([2^{\sqrt{k_n+1}}])}
\geq \frac{(k_n - 3)C}{\ln(2^{\sqrt{k_n+1}})}
= \frac{(k_n - 3)C}{\ln(2).\sqrt{k_n + 1}}
\sim \frac{\ln(n).C}{[\ln(2)]^2}.
\]

We can conclude that the condition is satisfied because \( k_n \) goes to infinity.

\[\square\]

Then the following theorem applies. This is the main result of the thesis for the single product case.

**Theorem 2.3.2.** Assume that we have a demand function of the form \( d(p) = a - b.p + \varepsilon \), and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) using linear regression. Moreover, we pick the next price such that:

\[
p_n = \max \left( \min \left( \frac{b_n}{2a_n}, N \right), M \right) + \gamma_n
\]

where

\[
\gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = [2^{\sqrt{i}}] \\
0 & \text{otherwise}
\end{cases}
\]

where \( N \) and \( M \) is a price range within which we want to price most of the time. Furthermore, \( \gamma \) is such that:

\[
2(N - M) < \gamma \leq M - p_{\min}.
\]
We also assume that the noise is such that

\[ \mathbb{E}(|\epsilon|^\alpha) \leq \infty \text{ a.s for some } \alpha > 2. \]

Then the following holds:

1. The estimated demand parameters \(a_n\) and \(b_n\) converge almost surely to the true parameters \(a\) and \(b\). Moreover the convergence rate is \(\frac{1}{\ln(n)^{0.5}}\) which means that

\[
\max|a_n - a, b_n - b| = O\left(\frac{1}{\ln(n)^{0.5}}\right) \text{ a.s.}
\]

2. If the bounds are adequate, i.e. \(2(N - M) < M - p_{\min}\), the price converges in the Cesaro sense to the optimal price which means that the average price converges to the optimal price.

3. A subset \(\mathcal{A}(N) = \{n \mid \text{there exists no } i \text{ such that } n = \lfloor 2 \sqrt{i} \rfloor\}\) of the prices converges to the optimal price almost surely. Moreover, on this subset, the expected revenue also converges to the optimal revenue.

4. The average revenue converges also almost surely to the optimal revenue.

Proof. 1. It results directly from Theorem 2.2.2 since the conditions of Lai and Wei [22] hold. [22] also gives us the convergence rate of the parameters. Note that the convergence rate is slow.

2. We know that \(a_n \to a\) and that \(b_n \to b\) almost surely.

As a result, \(\frac{a_n}{b_n}\) converges to \(\frac{a}{b}\) almost surely. We assume that the upper and lower bounds have been fixed accordingly so that \(M \leq \frac{a}{b} \leq N\). Then we write:

\[
p_n = \max(\min\left(\frac{b_n}{2a_n}, N\right), M) + \gamma_n,
\]
where

$$\gamma(n) = \begin{cases} 
-\gamma & \text{if there exist i such that } n = \lfloor 2^{\sqrt{i}} \rfloor \\
0 & \text{otherwise}
\end{cases}$$

We are going to show that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} p_i = p^* \text{ a.s.}$$

We have that:

$$\frac{1}{n} \sum_{i=1}^{n} p_i = \frac{1}{n} \sum_{i=1}^{n} \max\{\min\left(\frac{b_i}{2a_i}, N\right), M\} + \gamma_i$$

$$= \frac{1}{n} \sum_{i=1}^{n} \max\{\min\left(\frac{b_i}{2a_i}, N\right), M\} + \frac{1}{n} \sum_{i=1}^{n} \gamma_i$$

The first part of the sum converges almost surely to $\frac{b}{2a}$ and the second part goes to zero, hence the result.

3. This is a direct consequence of Part 1.

4. The average revenue converges to the optimal revenue also almost surely

It follows that:

$$\frac{1}{n} \sum_{i=1}^{n} p_id_i = \frac{1}{n} \sum_{i=1}^{n} p_i(a - b.p_i + \epsilon_i)$$

$$= a\frac{1}{n} \sum_{i=1}^{n} p_i - b\frac{1}{n} \sum_{i=1}^{n} p_i^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_ip_i.$$
\[
\frac{1}{n} \sum_{i=1}^{n} p_i^2 = \sum_{i=1}^{n} \frac{1}{n} (\max(\min(\frac{b_i}{2a_i}, N), M) + \gamma_i)^2 \\
= \frac{1}{n} \left[ \sum_{i=1}^{n} (\max(\min(\frac{b_i}{2a_i}, N), M)^2 + 2 \sum_{i=1}^{n} (\max(\min(\frac{b_i}{2a_i}, N), M) \gamma_i + \sum_{i=1}^{n} \gamma_i^2) \right].
\]

The first part of the sum converges to \(\frac{a^2}{4b^2}\) and the two other parts go to zero because \(\max(\min(\frac{b_i}{2a_i}, N), M)\) is bounded and the sum goes to zero. Then we can conclude that

\[
\frac{1}{n} \sum_{i=1}^{n} p_i^2 \longrightarrow \frac{a^2}{4b^2} \text{ a.s.}
\]

Moreover we know that all the prices are bounded, for example by \([p_{\text{min}}, p_{\text{max}}]\).

Then we use Theorem 5.1.2 in [14].

\[
\sum_{i=1}^{n} \frac{1}{n} p_i \epsilon_i \longrightarrow 0 \text{ a.s.}
\]

Then we are able to conclude the proof since:

\[
\frac{1}{n} \sum_{i=1}^{n} p_i d_i = \frac{1}{n} \sum_{i=1}^{n} p_i (a - b.p_i + \epsilon_i) \\
= a \frac{1}{n} \sum_{i=1}^{n} p_i - b \frac{1}{n} \sum_{i=1}^{n} p_i^2 + \frac{1}{n} \sum_{i=1}^{n} \epsilon_i p_i \\
\xrightarrow{n \to \infty} a \frac{a}{2b} - b \frac{a^2}{4b^2} \\
= \frac{a^2}{4b}.
\]
Note that in practice, on an infinite horizon, the notion of an average revenue may not be relevant and a discount may need to enter into consideration.

So far in this chapter, we proposed a pricing strategy for the linear demand case that enables both the average revenue and the average price to converge almost surely. Moreover, if we restrict \( n \in \mathbb{N} \) to a subsequence, then \( p_n \) converges almost surely.

We note that the results hold when, instead of providing a discount, a premium is charged as long as the premium is still big enough.

\[ \text{2.4 Single product with capacity} \]

\[ \text{2.4.1 Model} \]

In this part of the thesis, we consider the single product case with an extra capacity constraint. That is, we also require the expected demand to be restricted by some capacity. Moreover, as before the parameters are unknown.

Mathematically, the objective is to maximize the expected revenue subject to this extra constraint. We want to solve:

\[
\max \ p \cdot \mathbb{E}d(p) \\
\text{s.t } p_{\text{min}} \leq p \leq p_{\text{max}} \\
\mathbb{E}d(p) = a - b \cdot p \leq d_{\text{max}}
\]
This is equivalent to:

\[
\max p.(a - b.p) \\
\text{s.t } \max(p_{\text{min}}, \frac{a - d_{\text{max}}}{b}) \leq p \leq p_{\text{max}}.
\]

**Lemma 2.4.1.** The solution of the problem above is:

\[
p^* = \begin{cases} 
    p_{\text{max}} & \text{if } \frac{a}{2b} \geq p_{\text{max}} \\
    \frac{a}{2b} & \text{if } \max(p_{\text{min}}, \frac{a - d_{\text{max}}}{b}) \leq \frac{a}{2b} \leq p_{\text{max}} \\
    \max(p_{\text{min}}, \frac{a - d_{\text{max}}}{b}) & \text{if } \frac{a}{2b} \leq \max(p_{\text{min}}, \frac{a - d_{\text{max}}}{b})
\end{cases}
\]

**Proof.** This is an easy application of the KKT Conditions.

As before, the principal difficulty is that the demand parameters are unknown. Moreover, an additional difficulty arises from the fact that the capacity constraint can be binding.

### 2.4.2 Perturbation pricing

To solve the problem with a capacity constraint, we use a very similar method as in the problem without capacity (see Section 2.3). At every step, \(a_n\) and \(b_n\) are estimated using linear regression. We denote \(p^*_n\) as the solution of the optimization problem using the estimated parameters. As in the single product case without any capacity, we assume that we know that the optimal price lies within \(M\) and \(N\). We use the algorithm described below.

**Algorithm:**

1. Let \(a_n\) and \(b_n\) denote the parameters estimated through regression on the prices and corresponding observed demands thus far.

2. Set:

\[
p_n = \max (\min(p^*_n, N), M)
\]
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if there does not exist $i$ such that $n = \lfloor 2\sqrt{i} \rfloor$. Otherwise, set

$$p_n = \max (\min(p^*_n, N), M) - \gamma.$$

3. Update the parameter estimates and repeat the procedure.

Then we have the following theorem:

**Theorem 2.4.2.** Assume that we have a demand function of the form $d(p) = a - b \cdot p + \epsilon$, and that at every step we compute the estimated parameters $a_n$ and $b_n$ using linear regression. We set the next price such as:

$$p_n = \max (\min(p^*_n, N), M) + \gamma_n$$

where

$$\gamma_n = \begin{cases} 
\gamma & \text{if there exist } i \text{ such that } n = \lfloor 2\sqrt{i} \rfloor \\
0 & \text{otherwise}
\end{cases}$$

where $N$ and $M$ is a price range within we want to be most of the time. Furthermore, $\gamma$ is such that:

$$2(N - M) < \gamma \leq p_{max} - N.$$

We also assume that the noise is such that

$$\mathbb{E}(|\epsilon|^\alpha) \leq \infty \text{ a.s for some } \alpha > 2.$$

Then the following holds:

1. The demand parameters $a_n$ and $b_n$ converge almost surely to true real parameters $a$ and $b$.

2. If the bounds $M$ and $N$ are adequate, i.e. $2(N - M) < M - p_{min}$ the price converges in the Cesaro sense to the optimal price which means that the average price converges to the optimal price.
3. A subset $\mathfrak{A}(N) = \{n \mid \text{there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \}$ of the prices converges to the optimal price almost surely. Moreover on this subset the revenue also converges to the optimal revenue.

4. The average revenue converges also almost surely to the optimal revenue.

Proof. The proof is similar to the single product case without capacity. The only difference is that the optimal price is different. We first show that the demand parameters converge almost surely and everything follows. Note that we charge a premium instead of providing a discount. This is in order to make sure that the capacity constraint is not violated. 

Note that we still need the condition

$$\gamma > 2(N - M).$$

Hence M and N must be known with enough precision in order to avoid too big discounts.

2.5 Conclusions

This pricing method we proposed is useful because it guarantees joint learning and pricing. In Chapter 4 we extend this method to a multi product setting.

This policy makes sense in practice. On a new product we provide frequent discounts when it is launched in order to enable customers to get familiar with the product. As time goes by, the discounts on the product are less and less frequent because the consumers are really familiar with the product and the suppliers do not need to learn the demand function anymore.

The setting with no capacity constraints is realistic for “make to order” firms assuming that they can serve any demand without any backlogging as well as for firms who do not sell “physical goods” such as buying songs on Itunes.com or downloading movies on Netflix.com.
The capacitated case applies when there is a limitation on the number of goods that can be supplied.

In the next chapter, we will see through simulations that this algorithm performs well for a variety of noise distributions. We also illustrate the correlation between accuracy of the solution and length of the learning phase as well as variance of the demand noise. One caveat is that we need precise bounds N and M on the prices. Nevertheless, in practice we can enhance the method and get rid of this requirement.
Chapter 3

Simulations: Affine demand, single product case

In this chapter, we run simulations to see how well the pricing algorithm we propose works in practice.

3.1 Different Algorithms

3.1.1 Standard algorithm

First we test our algorithm for the following demand function

\[ d(p) = 300 - p + \varepsilon. \]

The noise \( \varepsilon \) has a Normal distribution with mean zero and standard deviation 10. Moreover, we use as starting prices \( P_1 = 130 \) and \( P_2 = 140 \). We assume that we know that the optimal price lies within the following bounds: \( M = 130 \) and \( N = 170 \). The expected optimal revenue is \( E(\Pi^*) = 150 \cdot 150 = 22,500 \).

On Figure 3-1, we can see a typical output for the algorithm and in particular at step \( n \)
the behavior of

- the price set, the corresponding unperturbed price, and the average price \( \frac{1}{n} \sum_{i=1}^{n} p_i \).

- the revenue as well as the average revenue \( \frac{1}{n} \sum_{i=1}^{n} p_i \cdot d_i \).

Now we repeat the algorithm 10 times. We plot the estimates of the demand parameters on Figures 3-2 and 3-3. Table 3.1 represents the demand estimates as well as prices and revenue at different steps of the algorithm. We can see that the learning of the parame-
Figure 3-2: Estimates of the slope

ters, as well as of the optimal price, improves. However, this algorithm might seem hard to implement in practice because precise bounds on the optimal price are required and the perturbation added on the price is significant.

We now present an algorithm, that does not need bounds on the optimal price.
Figure 3-3: Estimates of the intercept

Table 3.1: Standard algorithm

<table>
<thead>
<tr>
<th></th>
<th>Iteration 100</th>
<th>Iteration 1000</th>
<th>Iteration 10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Intercept)</td>
<td>298.4258819</td>
<td>299.7966774</td>
<td>299.8311603</td>
</tr>
<tr>
<td>STD(Intercept)</td>
<td>2.952332878</td>
<td>2.365947719</td>
<td>1.82854929</td>
</tr>
<tr>
<td>Mean(Slope)</td>
<td>-0.986503323</td>
<td>-0.998507603</td>
<td>-0.998871602</td>
</tr>
<tr>
<td>STD(Slope)</td>
<td>0.023383146</td>
<td>0.017198974</td>
<td>0.012401486</td>
</tr>
<tr>
<td>Mean(Price)</td>
<td>151.3437163</td>
<td>150.1286527</td>
<td>150.0951805</td>
</tr>
<tr>
<td>STD(Price)</td>
<td>2.3953609</td>
<td>1.397586458</td>
<td>0.951329084</td>
</tr>
<tr>
<td>Mean(Exp. revenue)</td>
<td>22493.03045</td>
<td>22498.22553</td>
<td>22499.17642</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>9.53030223</td>
<td>1.515791532</td>
<td>0.804847111</td>
</tr>
</tbody>
</table>
3.1.2 Improved algorithm with transient phase.

In this section, we tackle the same problem when the bounds we have on the prices are too loose to enable us to use the random perturbation method right away.

The idea is that if we have no indication about the optimal price, the bounds are

\[ M = P_{\min} = c \quad \text{and} \quad N = P_{\max} = d. \]

We split this interval into \( j \) subintervals such that

\[ M(k) = c + \frac{k.(d - c)}{j} \quad \text{and} \quad N(k) = c + \frac{(k + 1)(d - c)}{j} \quad \text{with} \quad 0 \leq k \leq j - 1. \]

Then we start pricing in the first interval with bound \( M(0) \) and \( N(0) \). As soon as the optimal price reaches the upper bound \( N(0) \) \( m \) times (with \( m \) an arbitrary number which is the parameter of the algorithm), we assume that we can conclude that the optimal price is in an upper interval. The intuition is that when we hit the upper boundary many times, the optimal price will be above this boundary. Then we move up and price using the bounds \( M(1) \) and \( N(1) \) and repeat the same procedure. This phase before we reach the optimal interval is \textit{the transient phase}.

It makes sense that for \( m \) big enough, this algorithm is going to converge to the optimal price. In the next simulations, we will show numerically that even a small \( m \) guarantees convergence in practice. We will use \( m=20 \).

We run again simulations for the same demand functions and noises as before. Figure 3-4 shows a typical output for the algorithm. Note the transient phase at the beginning as well as the much smaller magnitude of the perturbation. As before, Table 3.2 gives the prices and expected revenue of this algorithm.

Note that at iteration 100, we are still in the transient phase. This algorithm does
Figure 3-4: Single product, improved algorithm

<table>
<thead>
<tr>
<th>Mean(Intercept)</th>
<th>Iteration 100</th>
<th>Iteration 1000</th>
<th>Iteration 10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD(Intercept)</td>
<td>299.5545713</td>
<td>299.8489679</td>
<td>299.809223</td>
</tr>
<tr>
<td>Mean(Slope)</td>
<td>4.026505575</td>
<td>0.774045259</td>
<td>0.79425532</td>
</tr>
<tr>
<td>STD(Slope)</td>
<td>-0.993759293</td>
<td>-0.997554443</td>
<td>-0.998339059</td>
</tr>
<tr>
<td>Mean(Price)</td>
<td>0.082585621</td>
<td>0.006283208</td>
<td>0.005636395</td>
</tr>
<tr>
<td>STD(Price)</td>
<td>74</td>
<td>150.2976043</td>
<td>150.1563104</td>
</tr>
<tr>
<td>Mean(Exp. revenue)</td>
<td>0</td>
<td>0.623281467</td>
<td>0.459431297</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>16724</td>
<td>22499.5618</td>
<td>22499.7856</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.434997087</td>
<td>0.275381129</td>
</tr>
</tbody>
</table>

Table 3.2: Improved algorithm
not require any bound on the optimal price and has similar performances to the previous algorithm. Hence, we will use it during most of our simulations.

3.1.3 Capacitated case algorithm

The last case is the algorithm in the presence of capacity constraints. We assume that we do not know precise bounds on the optimal price.

The observed demand function is

\[ d(p) = 300 - p + \varepsilon. \]

We will consider the following capacity constraint:

\[ \mathbb{E}d(p) = 300 - p \leq 130. \]

Hence we want \( p \geq 170 \). In this case, the optimal price is \( p^* = 170 \) and the maximal expected profit is

\[ \mathbb{E}\Pi(p^*) = p^* \cdot \mathbb{E}(d(p^*)) = 22,100. \]

In order to solve this case, we use an algorithm similar to the improved algorithm described above. But because we have the demand capacity constraint, instead of starting pricing from the lowest interval and increase the price, we will start pricing from the highest interval and decrease the price.

Following the notations above, we start pricing in the last interval with bounds \( M(j-1) \) and \( N(j-1) \). As soon as the optimal price for the demand constraint reaches the lower bound \( M(j-1) \) \( m \) times (with \( m \) an arbitrary number which is the parameter of the algorithm), we assume that we can conclude that the optimum is in a lower interval. Then we move down and price using the bounds \( M(j-2) \) and \( N(j-2) \) and repeat the same procedure.
Figure 3-5 represents a typical output of the algorithm. Note that instead of offering a discount, we charge a premium to make sure that the demand capacity constraint is never violated.

We then run the algorithm 10 times and on Table 3.7 give the value for the estimated parameters, prices as well as expected revenue. We see that the accuracy is of the same order as the noncapacitated case for revenue and prices.
### Table 3.3: Single product case with capacity

<table>
<thead>
<tr>
<th>Mean(Intercept)</th>
<th>Iteration 100</th>
<th>Iteration 1000</th>
<th>Iteration 10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>297.3647393</td>
<td>301.2906311</td>
<td>301.4223219</td>
<td></td>
</tr>
<tr>
<td>STD(Intercept)</td>
<td>9.449566541</td>
<td>4.66085273</td>
<td>5.008984546</td>
</tr>
<tr>
<td>Mean(Slope)</td>
<td>-0.989337712</td>
<td>-1.005833019</td>
<td>-1.007942529</td>
</tr>
<tr>
<td>STD(Slope)</td>
<td>0.037514594</td>
<td>0.024430805</td>
<td>0.029068429</td>
</tr>
<tr>
<td>Mean(Price)</td>
<td>205</td>
<td>170.2859381</td>
<td>170.0695446</td>
</tr>
<tr>
<td>STD(Price)</td>
<td>0</td>
<td>0.547175908</td>
<td>0.100124127</td>
</tr>
<tr>
<td>Mean(Exp. revenue)</td>
<td>19475</td>
<td>22088.21125</td>
<td>22097.20436</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>0</td>
<td>22.10664888</td>
<td>4.017414367</td>
</tr>
</tbody>
</table>

#### 3.2 Sensitivity analysis

We will conclude this chapter with performing some sensitivity analysis on some parameters: initial prices, slope and intercept of the demand function, variance and distribution of the noise as well as the capacity.

#### 3.2.1 Input: Initial prices

We consider the same demand function as before

\[ d(p) = 300 - p + \varepsilon, \]

where \( \varepsilon \) has a Normal distribution with mean zero and standard deviation \( \sigma = 10 \).

We consider the five following initial prices, which corresponds to the two first prices set for the algorithm.

\[ P = [5, 35], \ P = [3, 95], \ P = [5, 155], \ P = [5, 215] \text{ and } P = [5, 285]. \]

Note that because we have two parameters to estimate, we always need to start with two initial prices.
On Figure 3-6, we represent the unperturbed price and the expected revenue as a function of the number of iterations for the five stated scenarios. As before, we run each scenario ten times and then consider the average as well as the standard deviation of the price.

We can conclude that there is no clear dependence on the initial prices. Another interesting observation is that the standard deviation decreases very slowly over time. This is probably due to the bad convergence rate of the pricing algorithm.
Now we will change the slope and intercept of the demand function. We take \([P_1, P_2] = [3, 5]\) and the noise \(\varepsilon\) has a Normal distribution with mean 0 and standard deviation 10. We note \(d(p) = a - b.p + \varepsilon\). We consider the following cases: a fixed slope \(b = 1\) and intercepts \(a = 100, 300, 500, 700, 900\), intercept \(a = 1000\) and slopes \(b = 1, 2, 3, 4, 5\).

We use the improved version of the algorithm with the same size for all the subintervals. We represent the distance from the unperturbed price to the optimal price \(|P - P^*| \cdot 100\), and from the expected revenue to the optimal revenue \(|\mathbb{E}[\Pi(P)] - \mathbb{E}[\Pi(P^*)]| \cdot 100\) as function of the number of iterations.

We see on Figures 3-7 and 3-8 that the transient phase gets longer when the intercept increases and when the slope decreases. This is due to the fact that the optimal price gets farther away from the original interval.

Moreover, the longer the transient phase, the more accurate the final solution is eventually. This is intuitive because the longer the learning phase, the more spread out the inputs are. For example, for different values of the intercept, Table 3.4 provides the accuracy of the final price and of the final revenue.

### Table 3.4: Sensitivity to the intercept

<table>
<thead>
<tr>
<th>Intercept</th>
<th>100</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(D p-opt p)(^a)(%)</td>
<td>1.94313</td>
<td>0.144674</td>
<td>0.104305</td>
<td>0.082584</td>
<td>0.024464</td>
</tr>
<tr>
<td>STD(D p-opt p)(%)</td>
<td>0.739274</td>
<td>0.140144</td>
<td>0.085162</td>
<td>0.05029</td>
<td>0.014748</td>
</tr>
<tr>
<td>Mean(D exp r-opt r)(^b)(%)</td>
<td>0.042676</td>
<td>0.000386</td>
<td>0.000174</td>
<td>9.1E-05</td>
<td>7.94E-06</td>
</tr>
<tr>
<td>STD(D exp r-opt r) (%)</td>
<td>0.027837</td>
<td>0.000512</td>
<td>0.000242</td>
<td>7.99E-05</td>
<td>6.7E-06</td>
</tr>
</tbody>
</table>

\(^a\)Distance price-optimal price  
\(^b\)Distance expected revenue-optimal revenue
Figure 3-7: Sensitivity to the intercept
Figure 3-8: Sensitivity to the slope
Table 3.5: Sensitivity to the standard deviation of the noise

3.2.3 Noise: Standard deviation and distribution

Finally for

\[ d(p) = 300 - p + \varepsilon, \]

we change the standard deviation of the noise. The noise is Normal and we vary the standard deviation from 11, 21, 31, 41.

We see in Table 3.7 that the accuracy worsens when we increase the standard deviation.

Then, we try different distributions for the noise

- Normal distribution with standard deviation 1 and 10,
- Lognormal distribution with standard deviation 1 and 10,
- Pareto distribution with an infinite standard deviation.

Note that for all these distribution, we have to make sure also that the mean of the noise is zero by subtracting the mean. Moreover, the Pareto distribution has infinite variance, hence the results by Lai and Wei [22] do not apply. Hence, for this case we have no theoretical guarantee of convergence. Table 3.6 represents the results. We see that the accuracy is of the same level for the Normal and lognormal distribution when the variance is the same. Even for the Pareto distribution, the accuracy is satisfactory.
## Table 3.6: Sensitivity to the distribution of the noise

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Nor.(1)</th>
<th>Nor.(10)</th>
<th>Logn.(1)</th>
<th>Logn.(10)</th>
<th>Par.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn(P-o p)(%)</td>
<td>0.022305978</td>
<td>0.196098573</td>
<td>0.018599859</td>
<td>0.31834482</td>
<td>0.05562</td>
</tr>
<tr>
<td>STD(P-o p)(%)</td>
<td>0.016884704</td>
<td>0.122235608</td>
<td>0.014819237</td>
<td>0.403650006</td>
<td>0.031582</td>
</tr>
<tr>
<td>Mn(E r-o r)(%)</td>
<td>7.54141E-06</td>
<td>0.00051902</td>
<td>5.43604E-06</td>
<td>0.002479834</td>
<td>3.99E-05</td>
</tr>
<tr>
<td>STD(E r-o r) (%)</td>
<td>7.09338E-06</td>
<td>0.000528562</td>
<td>6.2115E-06</td>
<td>0.006018316</td>
<td>3.27E-05</td>
</tr>
</tbody>
</table>

*aMean(Distance price-optimal price)*

*bMean(Distance expected revenue-optimal revenue)*

## Table 3.7: Sensitivity to the capacity

<table>
<thead>
<tr>
<th>Capacity</th>
<th>30</th>
<th>78</th>
<th>126</th>
<th>174</th>
<th>222</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Dist price-opt p) (%)</td>
<td>0.11131</td>
<td>0.095257</td>
<td>0.176728</td>
<td>0.072993</td>
<td>0.071025</td>
</tr>
<tr>
<td>STD(Dist price-opt p) (%)</td>
<td>0.053367</td>
<td>0.066147</td>
<td>0.185167</td>
<td>0.051513</td>
<td>0.059526</td>
</tr>
<tr>
<td>Mean(Dist E. rev.-o. rev) (%)</td>
<td>0.89038</td>
<td>0.175951</td>
<td>0.068148</td>
<td>7.72E-05</td>
<td>8.23E-05</td>
</tr>
<tr>
<td>STD(Dist E. rev.-o. rev) (%)</td>
<td>0.427038</td>
<td>0.122304</td>
<td>0.072215</td>
<td>9.39E-05</td>
<td>0.000134</td>
</tr>
</tbody>
</table>

*aDistance price-optimal price*

*bDistance expected revenue-optimal revenue*

### 3.2.4 Capacity

Finally, we vary the value of the capacity constraint and study the consequences on the accuracy of the price. As before, we consider the demand $d(p) = 300 - p + \varepsilon$. $\varepsilon$ has mean zero and standard deviation 10. The capacity constraints we consider are

$$\text{capacity} = 30, 78, 126, 174, 222.$$  

Note that the last two capacities are not tight when solving the optimization problem.

Table 3.7 represents the results. As expected, for the last two capacity constraints, the results are pretty similar. Overall, the accuracy is of the same level for the different capacities.
3.3 Insights

Despite the fact that in theory our algorithm needs precise bounds on the optimal price, we presented an heuristic with good performance in practice that gets rid of this requirement. The underlying idea is that this heuristic learns bounds on the localization of the optimal price during a transient phase. The same method can also be used under capacity constraints. We saw that the performance of the heuristic does not appear to depend on the initial price or the value of the capacity constraint. However, two critical factors are the length of the transient phase and the standard deviation of the demand noise.
Chapter 4

Multi-product case

In this chapter, we discuss how the approach we introduced in the single product case extends to the multi-product case. The multi-product case is much more realistic in practice, as a company typically sells several products. However, it is far more difficult to establish theoretical guarantees for an algorithm which jointly learns the demand parameters through least squares estimation and optimizes revenue. In particular, the conditions we need from [22] are much harder to establish. Hence, we will introduce a pricing strategy that uses the algorithm for the single product case as a subroutine in order to solve the multi-product case.

4.1 Demand model

4.1.1 Model

We consider a monopolistic setting where a firm offers m substitutable products. All the inequalities between vectors in the following assumptions will be considered componentwise. We impose the following assumptions:

Assumption 1: The demand function is an affine function with an additive noise.
We denote for each product $i$ its price $P_i$ and the corresponding demand $D_i$. Let $\mathbf{P}$ and $\mathbf{D}$ denote the $m$ dimensional vector of price and demand respectively. Then the demand function is of the form:

$$\mathbf{D}(\mathbf{P}) = \mathbf{A} - \mathbf{B} \mathbf{P} + \mathbf{\varepsilon},$$

where

- $\mathbf{A}$ is the vector of demand when all the prices are zero.
- $-\mathbf{B}$ is the symmetric matrix of demand sensitivities to price changes. For example $-B_{ij}$ denotes the demand change for product $i$ as the result of an increase of one unit of the price for product $j$.
- $\mathbf{\varepsilon}$ is the $m$ dimensional vector of noises of mean zero. We denote it by

$$\mathbf{\varepsilon} = \begin{pmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_m \end{pmatrix}.$$

**Assumption 2:** $\mathbf{P}_{\text{min}} \leq \mathbf{P} \leq \mathbf{P}_{\text{max}}$, where $\mathbf{P}_{\text{min}}$ and $\mathbf{P}_{\text{max}}$ are $m$ dimensional vectors.

This is to make sure that we never price too low or too high.

**Assumption 3:** For all $\mathbf{P}_{\text{min}} \leq \mathbf{P} \leq \mathbf{P}_{\text{max}}$, $\mathbf{D}(\mathbf{P}) \geq 0$ almost surely.

This assumption guarantees that the demand never becomes negative. This condition is easy to check when the prices are bounded and the noise has finite support. However in practice we will be able to run the algorithm with bounded prices and unbounded noise. The only restriction will be in this case that the standard deviation should be small enough
to ensure a non negative demand with high probability.

Assumption 4: \( \text{diag}(B) > 0 \) and \( \text{offdiag}(B) < 0 \).

This is a common assumption in the literature to ensure that products are gross substitutes. If the price for a product increases and the other prices remain constant, then the demand for this product strictly decreases and the demand for its substitutes increases.

Assumption 5: \( B \) is column strictly diagonally dominant ie \( |B_{ii}| > \sum_{j \neq i} |B_{ji}| \). The degree of diagonal dominance of the sensitivity matrix is:

\[
r = \max_{i=1..m} \frac{\sum_{j \neq i} |B_{ij}|}{B_{ii}}.
\]

For strict diagonal dominance, \( r < 1 \).

Intuitively this condition means that if all the prices increase by one unit then the total demand decreases for all the products. In the market, when \( r \) is close to zero, then the total demand decreases by a lot with a price increase. When \( r \) is close to one, then the total demand decreases only slightly with a price increase.

4.1.2 Existence and uniqueness of the optimum

Theorem 4.1.1. Under Assumptions 1-5, the expected profit is a strictly concave function.

Proof. We write

\[
\mathbb{E}(\Pi(P)) = P^T(A - B.P).
\]

The expected profit is a continuous twice differentiable function. The Hessian matrix is \( H = -2.B \), thus it is a strictly diagonally dominant matrix. Using Gershgorin circle theorem [29], we can conclude that all the eigenvalues of the matrix \( \Pi(P) \) are strictly positive. Hence the function is strictly concave. \( \square \)
Theorem 4.1.2. If we maximize the profit on a compact set, the maximum exists and is unique.

Proof. The feasible region is a compact set and the objective function is a continuous function. Therefore there exists at least one maximum solution. Because the expected profit is a strictly concave function, the maximum solution is unique.

4.2 Uniform demand

4.2.1 Additional assumptions

Assumption 6: \( B = (1+x)I - xH \) where 
\[
I = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}
\]
and 
\[
H = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}
\]

Assumption 7: \( A = A \)
\[
A = \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{pmatrix}
\]

Assumption 8: \( P_{\min} \) and \( P_{\max} \) are \( m \) dimensional constant vectors with all components equal to the constants \( P_{\min} \) and \( P_{\max} \) respectively.

These assumptions are will be important in our analysis in this subsection. Assumption 6 means that all the products have the demand sensitivities to their prices scaled without
loss of generality to -1 and demand sensitivities for the other products all equal to x. In other words, the demand for a product is sensitive to the average price of the other products. Moreover, all the demands when the prices are zero are equal. This model is called a uniform demand model [30].

Moreover, to satisfy the diagonal dominance condition with negative offdiagonals, we need:

\[ 0 \leq x < \frac{1}{m-1} \]

Notice that: \( r = (m - 1) \cdot x \).

We consider as in the previous chapter the case where the parameters of the demand function are unknown and are estimated from the data. The goal, as in the previous chapter, is to optimize the profit and learn the parameters of the demand function.

4.2.2 Optimization

Throughout this section we will assume that the demand parameters are known. Our goal is to set prices in order to maximize the profit. We also assume that all the prices have to be within the lower bound \( P_{\text{min}} \) and the upper bound \( P_{\text{max}} \).

Note that we assume that the upper bound \( P_{\text{max}} \) on the price guarantees that the demand will be nonnegative with high probability (see Assumption 3).

Then we want to solve the following problem:

\[
\begin{align*}
\text{maximize} & \quad P^T \cdot E[D(P)] \\
\text{s.t.} & \quad P_{\text{min}} \leq P \leq P_{\text{max}}
\end{align*}
\]

Since \( E[D(P)] = A - B.P \), then this optimization formulation is equivalent to:

\[
\begin{align*}
\text{maximize} & \quad P^T \cdot (A - B.P) \\
\text{s.t.} & \quad P_{\text{min}} \leq P \leq P_{\text{max}}
\end{align*}
\]
Moreover, the $B$ matrix satisfies the uniform demand model assumptions (see Assumption 6). Then there exists an analytical expression for its inverse. This expression will be useful for the solution of the optimization problem.

**Lemma 4.2.1.** If $B = (1+x)I-xH$ then:

$$B^{-1} = \frac{1}{1+x}(I + \frac{x}{1-r}H).$$

**Proof.** We write

$$B^{-1} = \frac{1}{1+x}(I - \frac{x}{1+x}H)^{-1}$$

The spectral radius of $\frac{x}{1+x}H$ is less than 1 because $r = (m-1): x < 1$. Hence, we can express the inverse as an infinite sum:

$$B^{-1} = \frac{1}{1+x} \sum_{i=0}^{\infty} (\frac{x}{1+x})^i H^i$$

$$= \frac{1}{1+x} \left( I + \frac{x}{1+x} \sum_{i=1}^{\infty} \left( \frac{x}{1+x} \right)^i m^{i-1} H \right) \quad \text{(because } H^i = m^i H)$$

$$= \frac{1}{1+x} \left( I + \frac{x}{1-r}H \right).$$

We then will use the following lemma:

**Lemma 4.2.2.** The solution to the quadratic optimization formulation:

$$\text{maximize } P^T \cdot (A - B_P)$$

subject to $P_{\min} \leq P \leq P_{\max}$

is

$$P = \begin{cases} 
\frac{B^{-1}A}{2} & \text{if } P_{\min} \leq \frac{B^{-1}A}{2} \leq P_{\max} \\
P_{\min} & \text{if } \frac{B^{-1}A}{2} \leq P_{\min} \\
P_{\max} & \text{if } \frac{B^{-1}A}{2} \geq P_{\max}
\end{cases}$$
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Proof. This is a classical application of the KKT Conditions. Note that due to the expression of $B^{-1}$ and $A$, $\frac{B^{-1}A}{2}$ as well as $P_{\text{min}}$ are constant vectors. Hence the inequalities between vectors are well defined.

This leads to the following lemma.

**Lemma 4.2.3.** At the optimal solution, we must have

$$P_1 = P_2 = \ldots = P_m$$

**Proof.** It follows directly from the expression of $P$ in the previous lemma.

### 4.2.3 Convergence algorithm

We consider the model described previously for a firm selling $m$ products. We assume that the demand function is of the form

$$D(P) = A - B \cdot P + \varepsilon,$$

where

$$B = (1 + x)I - xH.$$  

Due to the previous part, at every step all the prices are set to some value. This price will be denoted by $P$. Then the demand for product $i$ will be

$$D_i(P) = A - (1 - x(m - 1)).P + \varepsilon_i.$$  

The total profit will be:

$$\Pi(P) = m.(A - (1 - x(m - 1)).P) + P \sum_{i=1}^{m} \varepsilon_i.$$
Notice that this formulation has a similar form to the single product case. Then at every step we are going to estimate the parameters and solve the following profit optimization problem:

$$
\text{maximize} \quad \Pi(P) = m.P(A - (1 - x.(m - 1)).P) + P.\sum_{i=1}^{m} \varepsilon_i \\
\text{s. t.} \quad P_{\text{min}} \leq P \leq P_{\text{max}}
$$

We use the same approach as for the single product case. In this part, we will use the following notations:

- $P_{\text{min}}$ is the lower bound for all the prices of the different products
- $P_{\text{max}}$ is the upper bound for all the prices of the different products
- $P^n$ is the price set by the firm for all the products at stage $n$

We use the same approach as in the single product case. Assuming that we have $D'(P) = m.(A - (1 - x.(m - 1)).P) + \sum_{i=1}^{m} \varepsilon_i$ ($D'(P)$ is the total demand and is such that $P \cdot D'(P)$ corresponds to the total profit). At every step $n$, we compute the estimated parameters $A^n$ and $x^n$ of the parameters $A$ and $x$ of the demand using linear regression between $D'(P)$ and $P$.

The basic idea of this algorithm is that we want to optimize the revenue over $[P_{\text{min}}, P_{\text{max}}]$ but that we know with a very good likelihood that the optimal price should lie between $M$ and $N$ with

$$
P_{\text{min}} \leq M \leq N \leq P_{\text{max}}.
$$

As a result, we will price most of the time between $M$ and $N$ and sometimes we will offer a discount which will make the price between $P_{\text{min}}$ and $M$.

We want the price to be between $M$ and $N$ when no discount is offered. We also need to make sure to have a nonnegative demand and price. We use the following algorithm:

Algorithm:
1. Let \( x^n \) and \( A^n \) discussed above denote the parameters estimated through regression on the prices and corresponding observed demands thus far.

2. Set:

\[
P^n = \max(\min(\frac{A^n}{2((1-x^n.(m-1)))}, N), M),
\]

if there exists no \( i \) such that \( n = \lfloor 2^{\sqrt{i}} \rfloor \). Otherwise, set:

\[
P^n = \max(\min(\frac{A^n}{2((1-x^n.(m-1)))}, N), M) - \gamma.
\]

3. Update the parameter estimates and repeat the procedure.

The theorem below follows:

**Theorem 4.2.4.** We consider the Assumptions 1-7 and assume that at every step \( n \) we compute the estimated parameters \( A^n \) and \( x^n \) using linear regression. We pick the price at step \( m \) such as:

\[
P^n = \max(\min(\frac{A^n}{2((1-x^n.(m-1)))}, N), M) + \gamma_n
\]

where

\[
\gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \\
0 & \text{otherwise}
\end{cases}
\]

where \( N, M \) and \( \gamma \) are such that \( \gamma > 2(N-M) \) and \( M - \gamma > P_{\min} \).

We assume that the noise is such that:

\[
\mathbb{E}(\sum_{i} |\varepsilon_i|^\alpha) \leq \infty \text{ a. s for some } \alpha > 2
\]

Then the following holds:

1. The parameters \( A^n \) and \( x^n \) converge almost surely to the true parameters \( A \) and \( x \).

2. The price converges in the Cesaro sense to the optimal price which means that the average price converges to the optimal price.
3. A subset $\mathfrak{A}(\mathbb{N}) = \{n | \text{there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor\}$ of the prices converges to the optimal price almost surely.

4. The average revenue converges also almost surely to the optimal revenue.

Proof. The proof is similar to the single product case. The only difference is the condition on the noise.

Moreover we can simplify the condition on the noise:

Lemma 4.2.5. If there exist $\alpha > 2$ integer such that for all $i$:

$$E(|\varepsilon_i|^\alpha) \leq \infty$$

then we have

$$E(|\sum \varepsilon_i|^\alpha) \leq \infty$$

Proof. Notice that: $E(|\sum \varepsilon_i|^\alpha) \leq E((\sum |\varepsilon_i|)^\alpha)$

Then this sum is a sum a products which correspond to $j$-th orders, with $j \leq \alpha$, of $\varepsilon_i$ which are known to be finite because the $\alpha$-th order is finite.

Hence the uniform demand case can be solved using similar techniques as the single product case. The results can be extended to a slightly more general demand function: the “semi-uniform” demand model. The demand form is the same as before with a difference on the form of vector $A$ and $B$ (Assumption 1-5 remain the same.) That is:

Assumption 6’:

$$B = \begin{bmatrix} B_1 & -1 & -1 & \cdots & -1 \\ -1 & B_2 & -1 & \cdots & -1 \\ \vdots \\ -1 & -1 & -1 & \cdots & B_m \end{bmatrix}$$
**Assumption 7’:**

\[
A = \begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_m
\end{pmatrix}
\]

The interpretation is that the demand is still sensitive to the average price of the other products but for different products, the intercept and the sensitivity to their own prices may be different. The proof technique is similar as before. It is based on the fact that for each product, we just have two demand parameters to learn and that these parameters do not depend on the prices of the other products. The proof is omitted for the sake of brevity.

In what follows, we will focus on the general demand case.

### 4.3 General symmetric demand case

We assume that Assumptions 1-5 still hold. We further relax Assumptions 6 and 7 on the form of the demand function. We assume that the demand has the general form:

\[
D(P) = A - B \cdot P + \varepsilon,
\]

where

- \(P\) is a vector of \(n\) prices.
- \(A\) is the vector of demand when all the prices are zero.
- \(-B\) is a symmetric matrix of demand sensitivities to price changes. For all \(i\), \(B_{ii} > 0\) and, if the products are substitute, \(B_{ij} < 0\) for all \(j \neq i\). For example \(-B_{ij}\) denotes the change in demand for product \(i\) as the result of an increase of one unit of the price.
of product j. The symmetry of matrix $B$ is an assumption often used in the literature. Sing and Vives in [35] show that if a representative consumer maximizes a quadratic utility, then the corresponding demand function is symmetric.

- $\varepsilon$ is the $m$ dimensional vector of noises of mean zero.

Throughout this part we will use the following notation:
For a vector $\mathbf{x}$ with $m$ components $x_i$ we define the following norm:

$$||\mathbf{x}|| = \max_{i=1..m} |x_i|$$

It corresponds to the maximum norm. Note that all the norms are equivalent because the space dimension is finite.

For time period $n$, the price set for product $i$ is denoted by $P^n_i$.

4.3.1 Subroutine focusing on one product

We will use throughout this part the following subroutine. For a given product, given that the prices for the other products are fixed, we wish to learn the price for this product that optimizes the total revenue for all products. In the next section, we will show that repeating this subroutine iteratively on every product returns a price vector that converges to the global optimal price.

Description of the problem

We give an expression for the price that maximizes the total profit given that the prices of the other products are fixed.

**Theorem 4.3.1.** Consider a product $i$. Suppose that the prices for all products $j \neq i$ are fixed at value $P_j$. We know that the demand for any product $i$ will then be:

$$D_i(P_i, P_{-i}) = A_i - \sum_{j \neq i} B_{ij}P_j - B_{ii}P_i + \varepsilon_i.$$
We assume that $E(|\varepsilon_i|^\alpha) \leq \infty$ a.s for some $\alpha > 2$, and that there exists $(P_{\text{min}})_i$ and $(P_{\text{max}})_i$ such that for all $n$

$$(P_{\text{min}})_i \leq P_i^n \leq (P_{\text{max}})_i.$$ 

Then the price for product $i$ that maximizes the total profit is:

$$P^*_i = \begin{cases} 
\frac{A_i - \sum_{j \neq i} 2B_{ij}P_j}{2B_{ii}} & \text{if } (P_{\text{min}})_i \leq \frac{A_i - \sum_{j \neq i} 2B_{ij}P_j}{2B_{ii}} \leq (P_{\text{max}})_i \\
(P_{\text{min}})_i & \text{if } \frac{A_i - \sum_{j \neq i} 2B_{ij}P_j}{2B_{ii}} \leq (P_{\text{min}})_i \\
(P_{\text{max}})_i & \text{if } \frac{A_i - \sum_{j \neq i} 2B_{ij}P_j}{2B_{ii}} \geq (P_{\text{max}})_i 
\end{cases}$$

\textbf{Proof.} The total profit is:

$$\Pi(P) = \sum_{i=1..m} P_i(A_i - B_{ii}P_i - \sum_{j \neq i} B_{ij}P_j).$$

Hence, if we assume that the constraints are not binding, by taking the partial derivative with respect to $i$, the optimality condition is

$$(A_i - \sum_{j \neq i} 2B_{ij}P_j) - 2B_{ii}P_i = 0.$$ 

Hence

$$P^*_i = \frac{A_i - \sum_{j \neq i} 2B_{ij}P_j}{2B_{ii}} \quad (4.1)$$

The result follows when the constraints are binding by using the KKT conditions. \hfill \square

We want to use our results on the single product case to solve this problem when the demand parameters are unknown. However, using the Algorithm of Chapter 2 will return a price that maximizes the revenue on product $i$, and not the total revenue as shown in the next part. Note that the numerator of (4.1) is equal to twice the intercept for the demand for product $i$ when the other products are fixed minus the value $A_i$, which is unknown.
Optimization of the revenue for this product

For a product, given that the prices of the other products are fixed, if we only want to optimize the revenue for this product and not the total revenue, then the problem becomes equivalent to the single product case.

Note that if we focus on product $i$, given that $P_j, j \neq i$ are fixed, if the demand for $i$ is

$$D_i(P_i, \mathbf{P_{-i}}) = A_i - \sum_{j \neq i} B_{ij} P_j - B_{ii} P_i + \varepsilon_i,$$

where $B_{ij} \leq 0$ and $B_{ii} > 0$, then the price that optimizes the profit on product $i$ is:

$$P_i = \frac{A_i - \sum_{j \neq i} B_{ij} P_j}{2B_{ii}}. \quad (4.2)$$

This is the direct analog to the single product case. Given that the demand parameters are unknown, the theorem below follows:

**Theorem 4.3.2.** Consider a product $i$. If the prices for all products $j \neq i$, are fixed at the value $P_j$, then the demand for product $i$ is

$$D_i(P_i, \mathbf{P_{-i}}) = A_i - \sum_{j \neq i} B_{ij} P_j - B_{ii} P_i + \varepsilon_i.$$

We assume that $\mathbb{E}(|\varepsilon_i|^\alpha) \leq \infty$ a. s. for some $\alpha > 2$. There exists $(P_{\min})_i$ and $(P_{\max})_i$ such that for all $n$:

$$(P_{\min})_i \leq P^n_i \leq (P_{\max})_i.$$

Moreover, there exists $M$ and $N$ such that:

$$M \leq P_i \leq N.$$

We assume that

$$M - 2(M - N) > (P_{\min})_i.$$
We use the same algorithm as for the single product case to optimize the revenue for product $i$ and learn its demand given the prices for the other products. We get at step $n$, $P^n_i$, $(A_i - \sum_{j \neq i} B_{ij} P_j)^n$, $B^n_{ii}$ such that:

$$(A_i - \sum_{j \neq i} B_{ij} P_j)^n \rightarrow A_i - \sum_{j \neq i} B_{ij} P_j \text{ almost surely}$$

$$(A_i - \sum_{j \neq i} B_{ij} P_j)^n \rightarrow A_i - \sum_{j \neq i} B_{ij} P_j \text{ almost surely}$$

$$P^n_i \rightarrow \frac{A_i - \sum_{j \neq i} B_{ij} P_j}{2B_{ii}} \text{ almost surely for } n \in \mathbb{A}(N) = \{n| \text{there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \}.$$

Proof. The algorithm is the same as for the single product case. Note that in practice, we can get rid of the bounds $M$ and $N$ as shown in the previous chapter.

The output of the subroutine is the price that maximizes the revenue for this particular product given fixed prices on the other products. Note that the optimal price of this problem does not maximize the actual total expected revenue but only the revenue on product $i$. However, the expressions for the optimal prices for the two cases above ((4.1) and (4.2)) are similar. The only difference is in the numerator, where we have a coefficient 1 in front of $B_{ij}, j \neq i$, in the sum and we need a coefficient 2 for the subroutine. This similarity enables us to use the above algorithm to solve the subroutine.

The subroutine algorithm

In this part, we connect the two cases above (4.1) and (4.2). To show how the subroutine can be solved, we will first assume that the demand intercept vector $A$ is known and then show how we can learn $A$.

For now assume that the demand intercept vector $A$ is known. We use the following algorithm:
Algorithm:

1. For every product $i$, given that the prices for the products $j \neq i$ are set at $P_j$, let $(A_i - \sum_{j \neq i} B_{ij} P_j)^n$ and $B_{ii}^n$ denote the parameters estimated through regression on the prices $P_i$ and corresponding observed demands $D_i$ thus far.

2. Set for every product $i$,

$$P_i^n = \max\left(\min\left(\frac{2(A_i - \sum_{j \neq i} B_{ij} P_j)^n - A_i}{2B_{ii}^n} - , N\right), M\right) + \gamma_n$$

where

$$\gamma_n = \begin{cases} -\gamma & \text{if there exists } i \text{ such that } n=\left\lfloor 2^{\sqrt{i}} \right\rfloor \\ 0 & \text{otherwise} \end{cases}$$

3. Update the parameter estimates and repeat the procedure.

Then the following theorem applies:

**Theorem 4.3.3.** Consider a product $i$. All the prices all the products $j \neq i$ are fixed at the value $P_j$. The demand for product $i$ will then be:

$$D_i(P_i, P_{-i}) = A_i - \sum_{j \neq i} B_{ij} P_j - B_{ii} P_i + \varepsilon_i,$$

with $\mathbb{E}(|\varepsilon_i|^\alpha) \leq \infty$ a. s. for some $\alpha > 2$. For every product $i$ at iteration $n$, there exists $(P_{\min})_i$ and $(P_{\max})_i$ such that

$$(P_{\min})_i \leq P_i^n \leq (P_{\max})_i.$$  

Moreover, there exists $M$ and $N$ such that:

$$M \leq P_i^* \leq N.$$  

We assume that

$$M - 2(N - M) > (P_{\min})_i.$$  
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At every step \( n \) the estimated demand intercept \( (A_i - \sum_{j \neq i} B_{ij} P_j)^n \) and slope \( B_{ii}^n \) are computed using linear regression between \( D_i \) and \( P_i \).

We price at the value:

\[
P_i^n = \max(\min(\frac{2(A_i - \sum_{j \neq i} B_{ij} P_j)^n - A_i}{2B_{ii}^n}, N), M) + \gamma_n
\]

where

\[
\gamma_n = \begin{cases} 
  -\gamma & \text{if there exists } i \text{ such that } n = \lfloor 2\sqrt{i} \rfloor \\
  0 & \text{otherwise}
\end{cases}
\]

where \( N, M \) and \( \gamma \) are such that \( \gamma > 2(N - M) \) and \( M - \gamma > (P_{\min})_i \).

Then the following holds:

\[
2(A_i - \sum_{j \neq i} B_{ij} P_j)^n - A_i \to A_i - \sum_{j \neq i} 2B_{ij} P_j \text{ almost surely}
\]

\[
B_{ii}^n \to B_{ii} \text{ almost surely}
\]

\[
P_i^n \to \frac{A_i - \sum_{j \neq i} 2B_{ij} P_j}{2B_{ii}} \text{ almost surely for } n \text{ in } \mathcal{A}(N) = (n \mid \text{there exists } i \text{ such that } n = \lfloor 2\sqrt{i} \rfloor) .
\]

Proof. The proof is the same as for the single product case. The only difference is the value we set for the price. Notice that we use the true value of the parameter \( A_i \) for the price. \( \square \)

Although in theory, we need precise bounds \( N \) and \( M \) on the optimal solutions, in practice they are not required. At this point, we discussed how to compute the optimal price when the vector \( A \) is known. But in a more general setting \( A \) is unknown but can be learned. The learning phase for product \( i \) is summarized in Algorithm 1 below assuming without loss
of generality that

\[ P_{\text{max}} \geq 1.5P_{\text{min}}. \]

**Algorithm 1** Learning phase during N steps

**Input:** Number of steps \( N \).

**Output:** Estimate \( A_i^N \) of \( A_i \).

At every even step of the learning phase, the prices \( P_{-i} \) are fixed at the value \((P_{\text{min}})_{-i}\).

At every odd step, the prices \( P_{-i} \) are fixed at the value \( 1.5(P_{\text{min}})_{-i} \).

\( n \leftarrow 1 \)

\( \text{Intercept}_{\text{even}} = 0 \)

\( \text{Intercept}_{\text{odd}} = 0 \)

**repeat**

if \( n=2.l \) even then

\[
P_i^{2l} = \begin{cases} 
(P_{\text{min}})_i & \text{if } l \text{ even} \\
(P_{\text{max}})_i & \text{otherwise}
\end{cases}
\]

\( \text{Intercept}_{\text{even}} = (A_i - \sum_{j \neq i} B_{ij} (P_{\text{min}})_j)^n \) and slope \( B^n_{ii} \) computed using linear regression between \((P_i^{2k}, k \leq l)\) and \((D_i^{2k}, k \leq l)\), i.e. by restricting the linear regression between price and demand to the even steps.

end if

if \( n=2.l+1 \) odd then

\[
P_i^{2l+1} = \begin{cases} 
(P_{\text{min}})_i & \text{if } l \text{ even} \\
(P_{\text{max}})_i & \text{otherwise}
\end{cases}
\]

\( \text{Intercept}_{\text{odd}} = (A_i - \sum_{j \neq i} B_{ij} \cdot 1.5 \cdot (P_{\text{min}})_j)^n \) and slope \( B^n_{ii} \) computed using linear regression between \((P_i^{2k+1}, k \leq l)\) and \((D_i^{2k+1}, k \leq l)\), i.e. by restricting the linear regression between price and demand to the even steps.

end if

\( A_i^n = 2 \cdot [1.5 \cdot \text{Intercept}_{\text{even}} - \text{Intercept}_{\text{odd}}] \)

\( n \leftarrow n + 1 \)

**until** \( n = N \)

The following theorem applies:

**Theorem 4.3.4 (Learning phase).** We assume without loss of generality that:

\[ P_{\text{max}} \geq 1.5P_{\text{min}}. \]
Consider a product $i$. At every even step of the subroutine, the prices $\mathbf{P}_{-i}$ are fixed at the value $(\mathbf{P}_{\min})_{-i}$. At every odd step, the prices $\mathbf{P}_{-i}$ are fixed at the value $1.5(\mathbf{P}_{\min})_{-i}$.

There exists $(\mathbf{P}_{\min})_i$ and $(\mathbf{P}_{\max})_i$ such that for all $n$, we want:

$$(\mathbf{P}_{\min})_i \leq P_i^n \leq (\mathbf{P}_{\max})_i.$$  

At every even step $2n$ the estimated demand intercept for product $i$, $(A_i - \sum_{j \neq i} B_{ij} (\mathbf{P}_{\min})_j)^{2n}$ and slope $B_{ii}^{2n}$ are computed using linear regression between $(P_i^{2k}, k \leq n)$ and $(D_i^{2k}, k \leq n)$, i.e. by restricting the linear regression between price and demand to the even steps.

Moreover, we price at the value:

$$P_i^{2n} = \begin{cases} (\mathbf{P}_{\min})_{i} & \text{if } n \text{ even} \\ (\mathbf{P}_{\max})_{i} & \text{otherwise} \end{cases},$$

At every odd step $2n+1$, the estimated demand intercept for product $i$, $(A_i - \sum_{j \neq i} B_{ij} 1.5 \cdot (\mathbf{P}_{\min})_j)^{2n+1}$ and slope $B_{ii}^{2n+1}$ are computed using linear regression between $(P_i^{2k+1}, k \leq n)$ and $(D_i^{2k+1}, k \leq n)$, i.e. by restricting the linear regression between price and demand to the odd steps.

Moreover, we price at the value:

$$P_i^{2n+1} = \begin{cases} (\mathbf{P}_{\min})_{i} & \text{if } n \text{ even} \\ (\mathbf{P}_{\max})_{i} & \text{otherwise} \end{cases},$$

Then:

$$2 \cdot \left[ 1.5 \cdot (A_i - \sum_{j \neq i} B_{ij} (\mathbf{P}_{\min})_j)^{2n} - (A_i - \sum_{j \neq i} 1.5 \cdot B_{ij} \cdot (\mathbf{P}_{\min})_j)^{2n+1} \right] \text{ converges a.s. to } A_i.$$
Moreover, the converge rate is \( \frac{\ln(n)^{0.5}}{n^{0.5}} \) which means

\[
|A^n_i - A_i| = O\left(\frac{\ln(n)^{0.5}}{n^{0.5}}\right) \text{ a.s.}
\]

Proof. We know that the demand estimates will converge to the true value almost surely since the condition by Lai and Wei [22] holds. The convergence rate is

\[
O\left(\frac{\ln(n)^{0.5}}{n^{0.5}}\right) = O\left(\frac{\ln(n)^{0.5}}{n^{0.5}}\right)
\]

Note that this rate of convergence is much faster than in Chapter 2 because the prices we set for product \( i \) are independent and just take two values. In conclusion, the previous algorithm can be used also for an unknown demand intercept vector \( \mathbf{A} \) after a preliminary step is applied. Hence, we have a way of solving the subroutine for the general case.

4.3.2 Tatonnement algorithm

In this section, we introduce an algorithm for optimizing the total profit and learning the demand for the total product. The difficulty arises from the fact that for the multi-product case, the consistency conditions by Lai and Wei [22] are difficult to check directly. Hence, we use the following idea using the results we have established for the subroutine. At each step, the price for each product is updated assuming that the other products have the same price as in the last step. To implement this strategy, we will use the subroutine we discussed in the previous subsection. For a product \( i \) at iteration \( n \), given that the prices for the other products at iteration \( n-1 \) were \( P_{-i}^{(n-1)} \), we denote by \( P_i^{(n)} = SR(P_{-i}^{(n-1)}) \) the price which optimizes the total profit given that \( P_j, j \neq i \) are fixed.

Learning the optimal prices will be achieved when the vector of prices between iteration \( n \) and iteration \( n+1 \) do not differ by more than a small constant \( \eta > 0 \) so we stop when

\[
||P^{n+1} - P^n|| \leq \eta
\]
The tatonnement algorithm is summarized in Algorithm 2 below.

**Algorithm 2 Tatonnement algorithm**

**Input:** Set of initial values for the prices $P_j^0, j = 1, \ldots, m$.

**Output:** Set of prices.

$n = 0$

for $i = 1 \ldots m$

Initialize $P_i \leftarrow P_i^0$.

$A_i$ given or computed using the learning algorithm 4.3.4.

end for

repeat

for $i = 1 \ldots m$

$P_i^{(n)} = SR(P_{-i}^{(n-1)})$

Set $P_i^{(n)} \leftarrow SR(P_{-i}^{(n-1)})$

end for

$n \leftarrow n+1$

until $||P^{n+1} - P^n|| \leq \eta$

We use the subroutine for product $i$ at step $n$ with the prices for the other products $j \neq i$ fixed at $P_j^{(n-1)}$. This will return a price $P_i^n$, as well as estimates of $A_i - \sum_{j \neq i} 2B_{ij}P_j^{n-1}$ and of $B_{ii}$. The price as well as the estimates converge almost surely to the optimal price and true parameters respectively. Note that even if we have an estimate of $[A_i - \sum_{j \neq i} B_{ij}P_j^{n-1}]$ converging to the true sum we still do not have an estimate of the individual parameters $A_i$ and $B_{ij}$.

**Theorem 4.3.5.** Assume that Assumptions 1-5 hold. If the initial price is fixed for every product $i$ at the value $P_i^0$. At every step $n$, we use $P_i^{(n)} = SR(P_{-i}^{(n-1)})$.

Moreover we assume that

$$\mathbb{E}(||\varepsilon||^\alpha) \leq \infty \text{ a.s for some } \alpha > 2.$$ 

Then:

$$P^n \rightarrow P^* \text{ almost surely}$$

$$\mathbb{E}(\Pi^n) \rightarrow \Pi^*.$$
The convergence is geometric i.e., $||P^{n+1} - P^*|| \leq a.||P^n - P^*||$, with $a < 1$ (assuming that the subroutine described in the previous subsection is a black box). Recall that the norm is the max norm.

**Proof.** We compute $P^n_i = SR(P^{n-1}_i)$. That is:

$$P^n_i = \frac{A_i - \sum_{j \neq i} 2B_{ij}P^{n-1}_j}{2B_{ii}}$$

At the optimal solution, we have that:

$$P^*_i = \frac{A_i - \sum_{j \neq i} 2B_{ij}P^*_j}{2B_{ii}}.$$

Then we have

$$P^{n+1}_i - P^*_i = \frac{\sum_{j \neq i} -2B_{ij}(P^n_j - P^*_j)}{2B_{ii}},$$

which implies that

$$|P^{n+1}_i - P^*_i| \leq \frac{\sum_{j \neq i} 2|B_{ij}||P^n - P^*|}{2B_{ii}}$$

(using definition of the max norm.)

It follows that:

$$|P^{n+1}_i - P^*_i| \leq r.||P^n - P^*||$$

(where $r = \max_{i=1..m} \frac{\sum_{j \neq i} |B_{ij}|}{B_{ii}}$.)

Then we are able to conclude:

$$||P^{n+1} - P^*|| = \max_{1 \leq i \leq m} |P^{n+1}_i - P^*_i|$$

$$\leq r.||P^n - P^*||.$$
It follows that

$$||P^n - P^*|| \leq r^n.||P^0 - P^*||.$$  

As a result, the vector of prices converges to a vector of prices \(P^*\) and the convergence is geometric.

We can also show in a similar way that

$$||P^{n+1} - P^n|| \leq r.||P^n - P^{n-1}||$$

This will be useful for the computations since the optimal solution \(P^*\) is unknown.

Moreover the expected profit also converges almost surely. We have that:

$$E(\Pi(P)) = \sum_{1 \leq i \leq m} P_i.D_i(P_i, P_{-i})$$

$$= \sum_{1 \leq i \leq m} (P_i.((A_i - B_i.P_i - B_{-i}.P_{-i})).$$

Since \(P^n_i\) and \(P^n_{-i}\) converge to the optimal solution, the expected profit also converges to the optimal solution.

\[\Box\]

Note that an important aspect of this algorithm is that if enough subroutines are run, the true demand parameters can be learned. For example, for \(m\) products, we need to run \(m - 1\) subroutines for each product. Then for product \(i\), \(A_i\) will be known after the learning phase, and at step \(n\), \(B_{ii}\) as well as \(\sum_{j \neq i} B_{ij} \cdot P_j^{n-1}\) are learned. Hence, if the price vectors are linearly independent, the \(m - 1\) unknown parameters \(B_{ij}, j \neq i\) can be learned by solving a system of equations after \(m - 1\) subroutines for each product.

Moreover, the convergence rate has the following interesting interpretation. Recall that:

$$r = \max_{i=1..m} \frac{\sum_{j \neq i} |B_{ij}|}{B_{ii}}.$$
When $r=0$, hence for all $i \neq j$ $B_{ij} = 0$. Then the convergence is very fast, i.e. we apply the subroutine once for each product. This makes sense because in this case the prices of the products do not affect each other demand. (i.e. the products are independent). Then for each product, the subroutine solves the problem directly.

In the worst case scenario, $r$ will be close to 1 and hence the convergence will be slow.

We test all this numerically in Chapter 5. Notice that the proof holds for any strictly diagonally dominant matrix, hence we are not restricted to the substitutable products case.

### 4.3.3 Algorithm in practice

The previous algorithm assumed that the problem was solved exactly, which means that the subroutine is run an infinite number of times. In practice, we will show that this algorithm also works if we run the subroutine only within an accuracy $\varepsilon$ to the optimal solution.

Learning the optimal price will be achieved when the vector of best response prices between step $n$ and step $n+1$ do not differ by more than a small constant $\eta > 0$. That is, when

$$||P^{n+1} - P^n|| \leq \eta.$$ 

Recall that:

$$r = \max_{i=1..m} \frac{\sum_{j \neq i} |B_{ij}|}{B_{ii}}$$

Let us assume without loss of generality that demand vector $A = D(0)$ is known.

Let: $T = ||P_{\text{max}} - P_{\text{min}}||$ and $H = \left\lfloor \frac{\ln(\frac{\eta}{T})}{\ln(\frac{1 + r^2}{2})} \right\rfloor + 2$. This choice will be justified later.

For every $n \leq H$, we define:

$$\psi^n = \frac{1 - r}{4} T \cdot \left( \frac{1 + r}{2} \right)^{n-2},$$

therefore

$$||P^{n+1} - P^n|| \leq \eta.$$
Algorithm: For product i at step n, let \( P_i^n = SR(P_{m}^{n-1}) \). We run \( SR(p_i^{n-1}) \) as many iterations required to be within \( \psi^n \) of the optimum. We call SR’ this approximate subroutine price and we note \( P_i^n = SR'(P_i^{n-1}) \).

Algorithm 3 Tattonnement algorithm in practice

- **Input:** Set of initial values for the prices during 2 consecutive iterations \( P^0 \) and \( P^1 \).
- **Output:** Set of prices.

\[
\text{n} \leftarrow 2
\]

**repeat**

\[
\text{for } i=1..m \text{ do}
\]

\[
\text{Compute } SR'(P_{i}^{(n-1)})
\]

\[
\text{Set } P_i^{(n)} \leftarrow SR'(P_i^{(n-1)})
\]

**end for**

\[
\text{n} \leftarrow n+1
\]

until \( ||P^{n+1} - P^n|| \leq \eta \)

**Theorem 4.3.6.** We assume that Assumptions 1-5 hold. Then the price vector converges almost surely to the optimal price. Furthermore, the expected profit converges to the optimal expected profit using the algorithm described above.

**Proof.** For product i at iteration n:

\[
\frac{A_i - \sum_{j \neq i} B_{ij} P_j^{n-1}}{2B_{ii}} - \psi^n \leq P_i^n \leq \frac{A_i - \sum_{j \neq i} B_{ij} P_j^{n-1}}{2B_{ii}} + \psi^n
\]

\[
\frac{A_i - \sum_{j \neq i} B_{ij} P_j^{n-2}}{2B_{ii}} - \psi^{n-1} \leq P_i^{n-1} \leq \frac{A_i - \sum_{j \neq i} B_{ij} P_j^{n-2}}{2B_{ii}} + \psi^{n-1}
\]

where \( \psi^{n-1} \geq \psi^n \).

Then it is easy to show that for \( n \geq 3 \):

\[
||P^n - P^{n-1}|| \leq r.||P^{n-1} - P^{n-2}|| + 2.\psi^{n-1}
\]

\[
\leq r.||P^{n-1} - P^{n-2}|| + \frac{1-r}{2}.T.(\frac{1+r}{2})^{n-3}.
\]
Note that $||P^1 - P^0|| \leq T$ and $||P^2 - P^1|| \leq T$. Therefore:

$$
||P^3 - P^2|| \leq r.||P^2 - P^1|| + \frac{T.(1-r)}{2}
$$

$$
\leq r.T + \frac{T.(1-r)}{2}
$$

$$
\leq \frac{1+r}{2} T.
$$

Hence using an easy recursion, it follows that

$$
||P^{n+1} - P^n|| \leq \left(\frac{1+r}{2}\right)^{n-1} T.
$$

This implies that $P$ converges almost surely.

We stop when

$$
||P^{n+1} - P^n|| \leq \eta.
$$

This holds for

$$
n \geq \frac{\ln \eta}{\ln \frac{1+r}{2}} + 1.
$$

steps. Hence the choice of $H = \left\lfloor \frac{\ln(\frac{\eta}{2})}{\ln(\frac{1+r}{2})} \right\rfloor + 2$ is justified.

As before, we can show that the expected profit converges almost surely to the optimal profit.

In practice, we will not be able to run the subroutine and have a guarantee on the number of iterations necessary to stop within any desired accuracy of the optimum. However, the above computations suggest that, even when the subroutine is stopped after a finite number of iterations, the general algorithm is still robust. 
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4.4 Conclusions

In this chapter, we extended the learning and optimization approach from the single product case to the uniform multi-product case as well as to the general multi-product case as long as demand is an affine function of the price. Because we cannot find consistency conditions for the demand parameters when $m > 1$, we introduced an algorithm that uses the single product case algorithm, where consistency conditions are easier to check, as a subroutine. In the next chapter, we will test the algorithm in practice by running simulations.
Chapter 5

Simulations: Affine demand, multi-product case.

5.1 General algorithm

We now run simulations for the multi-product case, using the single product case as a subroutine as described in the previous Chapters. For the subroutine, we do not assume that precise bounds on the optimal prices are known. Hence, we will use the “improved version” of the single product case algorithm (see Chapter 3).

We consider as a base case a two product case setting. The demand functions are of the following form:

\[ D_1(P_1, P_2) = 200 - P_1 + 0.5P_2 + \epsilon_1, \]
\[ D_2(P_1, P_2) = 150 + 0.5P_1 - P_2 + \epsilon_2. \]

Hence, in the matrix form:

\[ D(P) = A - B.P + \epsilon, \quad \text{with} \quad A = \begin{bmatrix} 200 \\ 150 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & -0.5 \\ -0.5 & 1 \end{bmatrix} \]
Notice that Assumptions 1-5 are satisfied. For Assumption 2, we use \( \mathbf{P}_{\text{min}} = [100; 100] \) and \( \mathbf{P}_{\text{max}} = [250; 250] \). The matrix is diagonal dominant with \( r = 0.5 \). The optimal price is vector \( \mathbf{P}^* = \frac{\mathbf{B}^{-1} - \mathbf{A}}{2} \). Hence \( P_1^* = 183.33 \) and \( P_2^* = 166.67 \). The optimal expected profit is \( \Pi(P_1, P_2) = 30,833 \).

In the simulations, we assume that the vector \( \mathbf{A} \) is known and that \( \varepsilon_1 \) and \( \varepsilon_2 \) follow a Normal distribution with mean zero and standard deviation 10. We run 10 subroutines and every subroutine is stopped after 1,000 iterations. Figure 5-1 shows the typical output of the algorithm. Note that because vector \( \mathbf{A} \) is known, each subroutine will give us an estimated value of the demand sensitivity matrix \( \mathbf{B} \). Hence after having run \( k \) subroutines, we will have a precise estimate of the demand sensitivity matrix \( \mathbf{B} \) by taking the average of the estimated the demand sensitivity matrix \( \mathbf{B} \) returned after each subroutine.

We can see on Figure 5-1 above phases where one the prices is constant. This is due to the nature of the general algorithm, which set the prices of all the products but one at a constant value. Moreover, when for example price \( P_1 \) is fixed, price \( P_2 \) converges similarly as in the single product case. This is due to the nature of the subroutine algorithm.

We repeat the procedure 10 times and give in Table 5.1 the mean and standard deviation of the estimated demand matrix \( \mathbf{B} \), unperturbed prices and expected revenues. Note that the standard deviation of the output is smaller than in the single product case. This might be due to the robustness of the algorithm to the errors in the subroutine, as explained in Chapter 4.

### 5.2 Sensitivity analysis: Learning phase.

We presented in Chapter 4 a way of learning the demand intercept vector \( \mathbf{A} \) when it is unknown. We test the performance of the algorithm for a demand function of the following
Figure 5-1: Output for the multi product case
Table 5.1: Output of the algorithm

<table>
<thead>
<tr>
<th>Num. subroutine calls</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean( B11 estimated)</td>
<td>0.996428751</td>
<td>1.001099</td>
<td>1.002126</td>
<td>1.000075</td>
<td>0.998847</td>
</tr>
<tr>
<td>STD( B11 estimated)</td>
<td>0.023598062</td>
<td>0.018683</td>
<td>0.00983</td>
<td>0.009711</td>
<td>0.008456</td>
</tr>
<tr>
<td>mean( B12 estimated)</td>
<td>-0.49482208</td>
<td>-0.49987</td>
<td>-0.50103</td>
<td>-0.49943</td>
<td>-0.49842</td>
</tr>
<tr>
<td>STD( B12 estimated)</td>
<td>0.025574815</td>
<td>0.019415</td>
<td>0.009903</td>
<td>0.009453</td>
<td>0.007988</td>
</tr>
<tr>
<td>mean( B21 estimated)</td>
<td>-0.50547756</td>
<td>-0.50279</td>
<td>-0.5014</td>
<td>-0.50392</td>
<td>-0.50497</td>
</tr>
<tr>
<td>STD( B21 estimated)</td>
<td>0.022959761</td>
<td>0.013083</td>
<td>0.01304</td>
<td>0.008968</td>
<td>0.00956</td>
</tr>
<tr>
<td>mean( B22 estimated)</td>
<td>1.005155486</td>
<td>1.002559</td>
<td>1.001222</td>
<td>1.003574</td>
<td>1.004585</td>
</tr>
<tr>
<td>STD( B22 estimated)</td>
<td>0.018076563</td>
<td>0.011004</td>
<td>0.011668</td>
<td>0.008444</td>
<td>0.008619</td>
</tr>
<tr>
<td>mean(P1)</td>
<td>140.1180027</td>
<td>172.588</td>
<td>181.3565</td>
<td>183.5912</td>
<td>183.979</td>
</tr>
<tr>
<td>STD(P1)</td>
<td>0.433829631</td>
<td>0.449894</td>
<td>1.4283</td>
<td>0.826416</td>
<td>0.076365</td>
</tr>
<tr>
<td>mean(P2)</td>
<td>145.1885063</td>
<td>161.2221</td>
<td>165.9413</td>
<td>167.6073</td>
<td>167.4083</td>
</tr>
<tr>
<td>STD(P2)</td>
<td>0.529393976</td>
<td>0.491372</td>
<td>1.089493</td>
<td>0.550397</td>
<td>0.526768</td>
</tr>
<tr>
<td>mean(Exp. revenue)</td>
<td>29432.32773</td>
<td>30746.44</td>
<td>30828.8</td>
<td>30831.77</td>
<td>30832.6</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>28.18179636</td>
<td>7.135757</td>
<td>2.089378</td>
<td>1.624393</td>
<td>0.517264</td>
</tr>
</tbody>
</table>

form:

\[ D_1(P_1, P_2) = 100 - P_1 + 0.5P_2 + \varepsilon_1, \]

\[ D_2(P_1, P_2) = 100 + 0.5P_1 - P_2 + \varepsilon_2. \]

where \( \varepsilon_1 \) and \( \varepsilon_2 \) both follow the Normal distribution with mean zero and standard deviation 10.

We have \( A = \begin{bmatrix} 100 \\ 100 \end{bmatrix} \).

Table 5.2 represents the mean and standard deviation for the demand intercept at different steps of the algorithm over 10 runs. We see that the accuracy is satisfactory and moreover, the standard deviation of the error decreases rapidly. This is probably due to the good convergence rate.

In the next part, we will consider that the vector \( A \) is known in order to measure the performance of the tatonnement algorithm.
### Table 5.2: Learning phase

<table>
<thead>
<tr>
<th>Step</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
<th>8000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean(A1)</td>
<td>100.1538346</td>
<td>100.2332</td>
<td>100.4497</td>
<td>99.41243</td>
<td>99.79282</td>
</tr>
<tr>
<td>STD(A1)</td>
<td>1.6191181</td>
<td>1.4591</td>
<td>1.027497</td>
<td>1.205294</td>
<td>0.612911</td>
</tr>
<tr>
<td>STD(A2)</td>
<td>1.97974574</td>
<td>1.19969</td>
<td>0.969969</td>
<td>0.822882</td>
<td>0.466183</td>
</tr>
</tbody>
</table>

#### 5.3 Sensitivity analysis: Tatonnement algorithm.

As for the single product case, we test the sensitivity of our algorithm to different parameters: standard deviation of the noise, degree of diagonal dominance of the matrix as well as number of products. In all these simulations, we want to measure the accuracy of the tatonnement algorithm and not of the learning phase. Hence, we will assume that the demand intercept vector $A$ is known a priori.

##### 5.3.1 Standard deviation of the noise

We consider the two products case. The demand functions are of the following form:

\[
D_1(P_1, P_2) = 100 - P_1 + 0.5P_2 + \varepsilon_1
\]

\[
D_2(P_1, P_2) = 100 + 0.5P_1 - P_2 + \varepsilon_2
\]

$\varepsilon_1$ and $\varepsilon_2$ both follow the same normal distribution with mean zero and some standard deviation $\sigma$. The optimal price vector is $P^* = [100, 100]$ and the optimal expected profit is $\mathbb{E}\Pi(P^*) = 10,000$. We will consider the values:

\[
\sigma = 1, 11, 21, 31, 41.
\]

For every value of the standard deviation, we run the algorithm stopping after 10 runs of the subroutine for every product, which means 20 runs in total. Each time, the subroutine is run 1000 steps. We repeat the procedure 10 times and plot on Figure 5-2 the average and standard deviation of the price vector returned after each run of the subroutine.
Figure 5-2: Sensitivity to the noise standard deviation
Table 5.3: Sensitivity to the standard deviation of the noise

Hence, when the variance gets significantly bigger, the precision worsens significantly. However, we see in Table 5.3 that when the standard deviation of the noise increases significantly, the error on the price stays pretty limited.

5.3.2 Number of iterations of the subroutine

Consider the same case as above with demand functions of the following form:

\[ D_1(P_1, P_2) = 100 - P_1 + 0.5P_2 + \varepsilon_1, \]
\[ D_2(P_1, P_2) = 100 + 0.5P_1 - P_2 + \varepsilon_2, \]

where \( \varepsilon_1 \) and \( \varepsilon_2 \) both follow the Normal distribution with mean zero and a fixed standard deviation 10.

We vary the number of iterations \( n \) we run the subroutine. We consider

\[ n = 1000, 3000, 5000, 7000. \]

As before, we run 10 subroutines and measure the accuracy of the mean and standard deviation of the final solution over 10 runs on Table 5.4.

There does not seem to be a significant increase in the accuracy when we increase the number of iterations for each subroutine. This is probably due to the bad convergence rate of the subroutine.
<table>
<thead>
<tr>
<th>Steps Subroutine</th>
<th>1000</th>
<th>3000</th>
<th>5000</th>
<th>7000</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean(P1 final)</td>
<td>100.3849037</td>
<td>101.0671</td>
<td>101.2989</td>
<td>100.5613</td>
</tr>
<tr>
<td>STD(P1 final)</td>
<td>0.895537321</td>
<td>1.637912</td>
<td>1.292169</td>
<td>0.855578</td>
</tr>
<tr>
<td>mean(P2 final)</td>
<td>100.2297109</td>
<td>100.6475</td>
<td>100.9752</td>
<td>100.2386</td>
</tr>
<tr>
<td>STD(P2 final)</td>
<td>0.581486868</td>
<td>1.347666</td>
<td>1.208428</td>
<td>0.429011</td>
</tr>
<tr>
<td>mean(Exp. revenue)</td>
<td>9999.2752</td>
<td>9996.899</td>
<td>9996.656</td>
<td>9999.248</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>1.261703654</td>
<td>5.857363</td>
<td>4.730333</td>
<td>1.341156</td>
</tr>
</tbody>
</table>

Table 5.4: Sensitivity to the number of iterations of the subroutine

5.3.3 Degree of diagonal dominance

We showed in Chapter 4 that the degree of diagonal dominance of the matrix $r$ plays a significant role. We will now check it in practice.

We consider the two product case. The demand functions are of the following form:

$$D_1(P_1, P_2) = 100 - P_1 + r.P_2 + \varepsilon_1$$
$$D_2(P_1, P_2) = 100 + r.P_1 - P_2 + \varepsilon_2$$

$\varepsilon_1$ and $\varepsilon_2$ both follow the Normal distribution with mean zero and a fixed standard deviation $\sigma = 10$.

$r$ is the degree of diagonal dominance of the matrix. We consider values:

$$r = 0.2, 0.4, 0.6, 0.8, 0.98$$

For every value of the standard deviation, we run the algorithm stopping after 10 runs of the subroutine for every product, which means 20 runs in total. Each time, the subroutine is run 1000 steps.

We define the relative distance between price vector $P$ and the optimal price $P^*$ as $\frac{\|P - P^*\|}{\|P^*\|} \cdot 100$. Note that the norm is the max norm.

In a similar way, the distance between the expected revenue $\mathbb{E}\Pi(P)$ and the optimal expected revenue $\mathbb{E}\Pi(P^*)$ is: $\frac{|\mathbb{E}\Pi(P) - \mathbb{E}\Pi(P^*)|}{\mathbb{E}\Pi(P^*)} \cdot 100$. We repeat the procedure 10 times and plot the
average and standard deviation of the relative distance of the price vector to the optimal price returned after each run of the subroutine.

We see that the convergence is geometric, as expected. Moreover, when $r$ gets bigger, the convergence rate of the algorithms worsens significantly. This is particularly visible for $r$ bigger than 0.95.

The next tables show the difference in the output for different values of $r$. 

Figure 5-3: Sensitivity to the degree of diagonal dominance
<table>
<thead>
<tr>
<th>Number of subroutine calls</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean(Dist p-opt p)(^a) (%)</td>
<td>0.425017746</td>
<td>0.370406</td>
<td>0.44385</td>
<td>0.413307</td>
<td>0.517072</td>
</tr>
<tr>
<td>STD(Dist p-opt p)(^a) (%)</td>
<td>0.405485612</td>
<td>0.277166</td>
<td>0.350496</td>
<td>0.341577</td>
<td>0.359642</td>
</tr>
<tr>
<td>mean(Dist e r-opt rev)(^b) (%)</td>
<td>0.002238746</td>
<td>0.001369</td>
<td>0.002087</td>
<td>0.002014</td>
<td>0.003083</td>
</tr>
<tr>
<td>STD(Dist e r-opt rev)(^b) (%)</td>
<td>0.00370424</td>
<td>0.001698</td>
<td>0.002797</td>
<td>0.002707</td>
<td>0.003685</td>
</tr>
</tbody>
</table>

\(^a\)Distance price-optimal price  
\(^b\)Distance expected revenue-optimal revenue

Table 5.5: Output for r=0.2

<table>
<thead>
<tr>
<th>Number of subroutine calls</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean(Dist p-opt p)(^a) (%)</td>
<td>13.35177517</td>
<td>1.498013</td>
<td>0.408528</td>
<td>0.758367</td>
<td>0.445403</td>
</tr>
<tr>
<td>STD(Dist p-opt p)(^a) (%)</td>
<td>0.343555283</td>
<td>0.412995</td>
<td>0.20385</td>
<td>0.763371</td>
<td>0.268846</td>
</tr>
<tr>
<td>mean(Dist e r-opt rev)(^b) (%)</td>
<td>1.446126146</td>
<td>0.019715</td>
<td>0.001769</td>
<td>0.009076</td>
<td>0.003382</td>
</tr>
<tr>
<td>STD(Dist e r-opt rev)(^b) (%)</td>
<td>0.097680391</td>
<td>0.010934</td>
<td>0.001778</td>
<td>0.019402</td>
<td>0.002857</td>
</tr>
</tbody>
</table>

\(^a\)Distance price-optimal price  
\(^b\)Distance expected revenue-optimal revenue

Table 5.6: Output for r=0.6

<table>
<thead>
<tr>
<th>Number of subroutine calls</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean(Dist p-opt p)(^a) (%)</td>
<td>92.60373514</td>
<td>85.408</td>
<td>85.408</td>
<td>85.408</td>
<td>85.408</td>
</tr>
<tr>
<td>STD(Dist p-opt p)(^a) (%)</td>
<td>0.020624199</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
</tr>
<tr>
<td>mean(Dist e r-opt rev)(^b) (%)</td>
<td>84.89700859</td>
<td>72.94526</td>
<td>72.94526</td>
<td>72.94526</td>
<td>72.94526</td>
</tr>
<tr>
<td>STD(Dist e r-opt rev)(^b) (%)</td>
<td>0.037832721</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
<td>1.5E-14</td>
</tr>
</tbody>
</table>

\(^a\)Distance price-optimal price  
\(^b\)Distance expected revenue-optimal revenue

Table 5.7: Output for r=0.98
<table>
<thead>
<tr>
<th>Num. products</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Running time)</td>
<td>19.61576</td>
<td>24.55999</td>
<td>29.89096</td>
<td>37.12812</td>
<td>44.11999</td>
</tr>
<tr>
<td>STD(Running time)</td>
<td>0.171212</td>
<td>0.20863</td>
<td>0.032755</td>
<td>0.087302</td>
<td>0.651396</td>
</tr>
<tr>
<td>Mean(dist. price-opt p)(%)</td>
<td>1.206223</td>
<td>0.709959</td>
<td>0.193776</td>
<td>0.343476</td>
<td>0.871809</td>
</tr>
<tr>
<td>STD(dist. price-opt p)(%)</td>
<td>0.016666</td>
<td>0.009886</td>
<td>0.010518</td>
<td>0.011491</td>
<td>0.006673</td>
</tr>
</tbody>
</table>

Table 5.8: Sensitivity to the number of products

5.3.4 Number of products

Finally, we measure the computation time and the precision of the algorithm as the number of products increase significantly. We introduce the parameter \( \text{dim} \), which corresponds to the number of products as well as to the dimension of the demand matrix.

The demand is of the following form

\[
D(P) = A - B \cdot P + \epsilon \quad \text{with,}
\]

\[
A = \begin{bmatrix}
5000 \\
5000 \\
\vdots \\
5000
\end{bmatrix},
B = \begin{bmatrix}
dim - 1 & -0.2 & -0.2 & \ldots & -0.2 \\
-0.2 & dim - 1 & \ldots & -0.2 & -0.2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-0.2 & -0.2 & \ldots & -0.2 & dim - 1
\end{bmatrix}
\]

\[
\text{and } P = \begin{bmatrix}
P_1 \\
P_2 \\
\vdots \\
P_{\text{dim}}
\end{bmatrix}.
\]

As before, all the noises follow the Normal distribution and standard deviation 10. We consider values

\[
dim = 10, 15, 20, 25, 30, 35, 40, 45, 50.
\]

For every value of \( \text{dim} \), the degree of diagonal dominance is \( r = 0.2 \). We consider for every component a Normal noise with mean zero and standard deviation 10. We run 5 subroutines of 1,000 iterations per product and we compute the running time as well as the distance between the final price and the optimal price. Then the algorithm is repeated 10 times and we take the mean and the standard deviation of the quantities defined above. The results are presented in Table 5.8 and 5.9 as well as in Figure 5-4.
<table>
<thead>
<tr>
<th>Num. products</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Running time)</td>
<td>52.13571</td>
<td>61.47441</td>
<td>71.89239</td>
<td>83.11926</td>
</tr>
<tr>
<td>STD(Running time)</td>
<td>0.095289</td>
<td>0.13143</td>
<td>0.321532</td>
<td>0.243009</td>
</tr>
<tr>
<td>Mean(dist. price-opt. price)(%)</td>
<td>1.423016</td>
<td>1.95963</td>
<td>2.49596</td>
<td>3.042724</td>
</tr>
<tr>
<td>STD(dist. price-opt. price)(%)</td>
<td>0.009432</td>
<td>0.00802</td>
<td>0.011469</td>
<td>0.009432</td>
</tr>
</tbody>
</table>

Table 5.9: Sensitivity to the number of products (continued)

Figure 5-4: Sensitivity to the number of products
Surprisingly, the accuracy of the final output improves when the number of products increases from 10 to 20 and then it worsens. The best accuracy is reached for $\dim = 20$.

5.4 Insights

Because the learning phase appeared to estimate the demand intercept accurately with a good convergence rate, we measured the performance of the tatonnement algorithm assuming that the intercept was known a priori. As expected, the accuracy of the solution decreases when the standard deviation of the noise on the demand increases, even if the algorithm seems somehow robust. A critical parameter is the degree of diagonal dominance of the demand sensitivity matrix. When this degree is above 0.95, the performance worsens significantly. Finally, as the number of products increase beyond a threshold, the accuracy decreases but remains satisfactory.
Chapter 6

Non linear parametric models

We conclude this thesis by showing how the same data-driven approach can be used for nonlinear parametric demand models. In this chapter, we focus on the loglinear and constant elasticity demand models.

6.1 Demand models

The demand models we consider are widely used in the revenue management literature. For a thorough description, we refer the reader to [37].

6.1.1 Loglinear demand

Single product case

For the single-product case, the assumptions are the same as for the linear demand single product case. The only difference is in the form of the demand function (see chapter 2).

In this case, a warehouse is selling a product at a price $p$, which has to be between $p_{\min}$ and $p_{\max}$. The demand function is of the form

$$d(p) = \varepsilon \cdot \exp(a - b \cdot p),$$
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where $a > 0$ and $b > 0$ are unknown demand parameters and the noise $\varepsilon \geq 0$ is multiplicative such that $\mathbb{E}(\varepsilon) = 1$. Under these conditions, the expected revenue is concave for $p \in [0, \frac{2}{b}]$ and the optimal price is $p^* = \frac{1}{b}$.

The time horizon is infinite. The goal of the firm is to define a pricing strategy in order to achieve the following objectives. (Theses are similar to the linear case demand in Chapter 2):

- Learn the demand parameters $a$ and $b$.
- Learn the optimal pricing strategy.

**Multi product case**

This model can be extended to the multi-product case also, in which a warehouse is selling $m$ products. The price for product $i$ is bounded by $P_i \in [(P_{\text{min}})_i, (P_{\text{max}})_i]$. The demand for product $i$ is

$$D_i(P) = \epsilon_i \exp(A_i - B_{ii}P_i + \sum_{j \neq i} B_{ij}P_j),$$

where for all $i$, $\epsilon_i \geq 0$ $\mathbb{E}(\epsilon_i) = 1$, $A_i > 0$, $B_{ii} > 0$ and for $j \neq i$, $B_{ij} > 0$. As before, the demand parameters are unknown.

The total expected revenue is given by the following

$$\mathbb{E}(\Pi(P)) = \sum_{i=1}^{m} [P_i \mathbb{E}(D_i(P))]$$

This model is popular in econometric studies and has several beneficial theoretical and practical properties. For example, demand is always positive.

As before, the time horizon is infinite and the goal of the firm is to maximize its total revenue as well as to learn its demand parameters. Note the importance of restricting the
prices to a constrained set.

6.1.2 Constant elasticity demand

Single-product case

The constant elasticity demand function in the single product case is of the form:

\[ d(p) = \varepsilon \cdot a \cdot p^{-b}, \]

where \( \varepsilon \geq 0, \mathbb{E}(\varepsilon) = 1, a > 0 \) and \( b \geq 0 \) are constant. As before, the prices will be bounded by \([p_{\text{min}}, p_{\text{max}}]\).

Note that the price that maximizes the revenue will be \( p_{\text{max}} \) if \( b < 1 \) and \( p_{\text{min}} \) if \( b > 1 \). From this standpoint, it is a somewhat ill-behaved demand model. To make the model more realistic, we will assume that there is a fixed per unit cost and that \( b > 1 \).

Then the expected profit \((p - c) \cdot \exp(d(p))\) is concave for \( p \leq \frac{(b+1)c}{b-1} \) and the optimal price is \( p^* = \frac{cb}{b-1} \).

Multi-product case

This model can also be extended to the multi-product case. A warehouse is selling \( m \) products and the price for product \( i \) is \( P_i \) bounded by \([\min(P_i), \max(P_i)]\).

The demand for product \( i \) is

\[ D_i(P) = \varepsilon_i A_i \cdot \frac{P_i^{B_{ii}}}{\prod_{j \neq i} P_j^{B_{ij}}}, \]

where for all \( i, \mathbb{E}(\varepsilon_i) = 1, A_i > 0, B_{ii} > 0 \), and for \( j \neq i, B_{ij} > 0 \).
The total expected revenue is given by

$$\mathbb{E}(\Pi(P)) = \sum_{i=1..m} [P_i \cdot \mathbb{E}(D_i(P))] .$$

6.2 Single-product case

6.2.1 Loglinear demand

Optimization and learning

Eventually, the firm wants to optimize its expected profit. Hence the optimal price $p^*$ is the solution of the following nonlinear program:

$$\max_{p \in [p_{min}, p_{max}]} p \cdot \mathbb{E}d(p).$$

Here the optimal price would be

$$p^* = \max \left( \min \left( \frac{1}{b}, p_{max} \right), p_{min} \right).$$

Note that unlike the linear demand case, the optimal price depends only on one of the demand parameters, namely $b$.

The underlying idea is to learn the demand parameters by linear regression after a change of variables. Hence, the same consistency theorem as in Chapter 2 will apply.

By taking the logarithm of the demand, we get

$$\ln(d(p)) = a - b.p + \ln(\varepsilon),$$

where $\ln(\varepsilon)$ is a noise. This is a similar form to the single product case for an affine demand
model. Note that using Jensen’s inequality because $\ln$ is a concave function

$$\mathbb{E}(\ln(\varepsilon)) \leq \ln(\mathbb{E}(\varepsilon)) = 0.$$ 

Therefore, a bias exists even if in practice, it will be close to zero.

We can write

$$\ln(d(p)) = a + \mathbb{E}(\ln(\varepsilon)) - b.p + [\ln(\varepsilon) - \mathbb{E}(\ln(\varepsilon))].$$

**Pricing algorithm**

Exactly as before, we assume that we have bounds on the optimal price. We know that the optimal price $p^*$ is such that

$$M \leq p^* \leq N$$

with

$$M - 2(N - M) > p_{\text{min}}.$$ 

We use the following algorithm:

**Algorithm:**

1. Let $a_n$ and $b_n$ denote the parameters estimated through regression on the prices and the logarithm of the corresponding observed demands thus far.

2. Set:

$$p_n = \max\left(\min\left(\frac{1}{b_n}, N\right), M\right)$$

   if there does not exist $i$ such that $n = \lfloor 2\sqrt{i} \rfloor$. Otherwise, set

   $$p_n = \max\left(\min\left(\frac{1}{b_n}, N\right), M\right) - \gamma.$$ 

3. Update the parameter estimates and repeat the procedure.
Then the following theorem applies:

**Theorem 6.2.1.** Assume that we have the loglinear demand function \( d(p) = \varepsilon \cdot \exp(a - b \cdot p) \) and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) using linear regression between the observed prices and the logarithm of the observed demands. Moreover we pick the next price such that:

\[
p_n = \max \left( \min \left( \frac{1}{b_n}, N \right), M \right) + \gamma_n
\]

where

\[
\gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \\
0 & \text{otherwise}
\end{cases}
\]

and \([M, N]\) is a price range within which we want to be most of the time.

We also assume that the noise is such that:

\[
\mathbb{E}(\lvert \ln(\epsilon) \rvert ^\alpha) \leq \infty \text{ a.s. for some } \alpha > 2,
\]

and that

\[
2.(N - M) < \gamma \leq M - p_{\text{min}}.
\]

Then the following holds:

1. The estimated demand parameters \( a_n \) and \( b_n \) converge almost surely to the true parameters \( a + \mathbb{E}(\ln(\epsilon)) \) and \( b \).

2. If the bounds are adequate, i.e. \( M - 2.(N - M) > p_{\text{min}} \), then the price converges in the Cesaro sense to the optimal price, which means that the average price converges to the optimal price.

3. A subset \( \mathcal{A}(N) = \{ n \mid \text{there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \} \) of the prices converges to the optimal price almost surely. Moreover on this subset the expected revenue also converges to the optimal revenue.
Proof. The proof is similar to the single product linear demand case. Note that the estimate $\hat{a}_n$ of the demand parameter $a$ will be biased because of the bias in the noise but $b_n$ is unbiased. However, it has no effect on the price, which is a function only of $b_n$. 

Single-product with demand capacity case

As for the single product case, we will now add a capacity constraint. We assume that at every time period, there is a demand capacity $d_{max}$. Hence, we must have

$$\mathbb{E}d(p) = \exp(a - b.p) \leq d_{max}.$$ 

Mathematically, the objective is to solve

$$\max \mathbb{E}(\Pi(p)) = p.\exp(a - b.p)$$

s.t. $p_{min} \leq p \leq p_{max}$

$$\mathbb{E}d(p) = \exp(a - b.p) \leq d_{max}$$

This optimization problem is equivalent to

$$\max p.\exp(a - b.p)$$

s. t $\max(p_{min}, \frac{a - \ln(d_{max})}{b}) \leq p \leq p_{max}$.

Lemma 6.2.2. The solution to the above problem is

$$p^*(a, b, d_{max}) = \begin{cases} 
 p_{max} & \text{if } \frac{1}{b} \geq p_{max} \\
 \frac{1}{b} & \text{if } \max(p_{min}, \frac{a - \ln(d_{max})}{b}) \leq \frac{1}{b} \leq p_{max} \\
 \max(p_{min}, \frac{a - \ln(d_{max})}{b}) & \text{if } \frac{1}{b} \leq \max(p_{min}, \frac{a - \ln(d_{max})}{b})
\end{cases}$$
Proof. This is an easy application of the KKT Conditions.

As before, the principal difficulty is that the demand parameters are unknown. To solve the problem with a capacity constraint, the methodology we use is very similar to the problem without capacity. At every step, \( a_n \) and \( b_n \) are estimated using linear regression. We denote by \( p^*(a_n, b_n, d_{\text{max}}) \) the optimal solution of the optimization problem using the estimated parameters.

As for the single product case without any capacity constraint, we assume that we know that the optimal price lies within \( M \) and \( N \). Then, we have the following algorithm:

We use the following algorithm:

Algorithm:

1. Let \( a_n \) and \( b_n \) denote the parameters estimated through regression on the prices and the logarithm of the corresponding observed demands thus far.

2. Set:

\[
p_n = \max(\min(p^*(a_n, b_n, d_{\text{max}}), N), M) + \gamma_n
\]

where

\[
\gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor \\
0 & \text{otherwise}
\end{cases}
\]

3. Update the parameter estimates and repeat the procedure.

Then the following theorem holds,

**Theorem 6.2.3.** Assuming that we have a loglinear demand function \( d(p) = e.exp(a - b.p) \), and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) using linear regression between \( \ln(d(p)) \) and \( p \). Moreover we pick the next price such that:

\[
p_n = \max(\min(p^*(a_n, b_n, d_{\text{max}}), N), M) + \gamma_n
\]
where
\[
\gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lfloor 2\sqrt{i} \rfloor \\
0 & \text{otherwise}
\end{cases}
\]

with \( \gamma > 2(N - M) \).

We also assume that the noise is such that,
\[
E(|\ln(\epsilon)|^\alpha) \leq \infty \text{ a. s for some } \alpha > 2
\]

and that
\[
2(N - M) < \gamma \leq M - p_{\min}.
\]

Then the following hold:

1. The parameters \( a_n \) and \( b_n \) converge almost surely to the parameters \( a + E(\ln(\epsilon)) \) and \( b \).

2. If the bounds are adequate, i.e. \( M - 2(N - M) > p_{\min} \), the price converges in the Cesaro sense to \( p^*(a + E(\ln(\epsilon)), b, d_{\max}) \), which means that the average price converges to \( p^*(a + E(\ln(\epsilon)), b, d_{\max}) \).

3. A subset \( \mathcal{A}(N) = (n | \text{there exists no } i \text{ such that } n = \lfloor 2\sqrt{i} \rfloor) \) of the prices converges to \( p^*(a + E(\ln(\epsilon)), b, d_{\max}) \) almost surely. Moreover on this subset the expected revenue converges to \( E(\Pi(p^*(a + E(\ln(\epsilon)), b, d_{\max})) \)

Proof. The proof is similar to the uncapacitated case. Unlike before, because \( a_n \) is biased, the price returned will be biased if the capacity is binding. Nevertheless, in practice, for small noises, the bias will not be significant.

\[\square\]

6.2.2 Constant elasticity demand

Optimization and learning

We assume that there is a fixed per unit cost \( c > 0 \). Eventually, the firm wants to optimize its expected profit. Hence, the optimal price \( p^* \) is the solution of the following nonlinear
program:

$$\max_{p \in [p_{\min}, p_{\max}]} (p - c) \cdot E d(p).$$

Here the optimal price would be

$$p^* = \max(\min(\frac{b.c}{b-1}, p_{\max}), p_{\min}).$$

By taking the logarithm of the demand, we get

$$\ln(d(p)) = \ln(a) - b \ln(p) + \ln(\varepsilon),$$

where \(\ln(\varepsilon)\) is a noise. Note that as for the loglinear demand case, there is also a bias.

**Pricing algorithm**

As before we assume that we have bounds on the optimal price. We know that the optimal price \(p^*\) is such that

$$M \leq p^* \leq N$$

with

$$\ln(M) - 2(\ln(N) - \ln(M)) > \ln(p_{\min}).$$

We use the following algorithm:

**Algorithm:**

1. Let \(a_n\) and \(b_n\) denote the parameters estimated through regression on the logarithm of the prices and the logarithm of the corresponding observed demands thus far.

2. Set:

$$\ln(p_n) = \ln \left[ \max(\min(\frac{c.b_n}{b_n - 1}, N), M) \right] + \gamma_n,$$
where

\[ \gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lceil 2^{\sqrt{i}} \rceil \\
0 & \text{otherwise}
\end{cases} \]

3. Update the parameter estimates and repeat the procedure.

Then the following theorem holds:

**Theorem 6.2.4.** Assume that we have the following demand function \( d(p) = \epsilon \cdot a \cdot p^b \) and that at every step we compute the estimated parameters \( a_n \) and \( b_n \) using linear regression between the logarithm of the observed price and the logarithm of the observed demand. Moreover, we pick the next price such that:

\[
\ln(p_n) = \ln \left[ \max(\min\left(\frac{c \cdot b_n}{b_n - 1}, N\right), M) \right] + \gamma_n,
\]

where

\[ \gamma_n = \begin{cases} 
-\gamma & \text{if there exists } i \text{ such that } n = \lceil 2^{\sqrt{i}} \rceil \\
0 & \text{otherwise}
\end{cases} \]

where \( N \) and \( M \) is a price range within which we want to be most of the time.

We also assume that the noise is such that:

\[ \mathbb{E}(|\ln(\epsilon)|^\alpha) \leq \infty \text{ a. s for some } \alpha > 2 \]

and that

\[ 2(\ln(N) - \ln(M)) < \gamma \leq \ln(M) - \ln(p_{\text{min}}). \]

Then the following points hold:

1. The estimated demand parameters \( \ln(a_n) \) and \( b_n \) converge almost surely to the parameters \( \ln(a) + \mathbb{E}(\ln(\epsilon)) \) and \( b \).

2. If the bounds are adequate, i.e. \( \ln(M) - 2(\ln(N) - \ln(M)) > \ln(p_{\text{min}}) \), the logarithm of the price converges in the Cesaro sense to the logarithm of the optimal price, which
means that the average logarithm of the price converges to the logarithm of the optimal price.

3. A subset $\mathcal{A}(N) = \{n | \text{there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor\}$ of the prices converges to the optimal price almost surely. Moreover, on this subset the expected revenue also converges to the optimal revenue.

Proof. The proof is similar to single product linear case, considering the logarithm of the price. Note that the estimate $a_n$ of the demand parameter $a$ will be biased because of the bias in the noise but $b_n$ is unbiased. However, it has no effect on the price, which is only a function of $b_n$ and $c$.

Note that as before, we could consider the constant elasticity demand model with a capacity constraint. For the sake of brevity, we do not present this case, as it is similar to the loglinear case with a capacity constraint.

### 6.3 Multi-product case

Finally, we consider is the multi-product case. When the demand is nonlinear, we do not know if the tatonnement algorithm works as we do not have simple theoretical conditions to guarantee that the price will converge to the optimal price. Hence, for this setting, we are unable to present a formal proof of the algorithm we proposed. Nevertheless, we provide a heuristic, explain it, and run simulations to test it in practice. This heuristic can be used both for the linear demand, loglinear demand and constant elasticity demand.

Overall, we have $m^2 + m$ unknown demand parameters. For every product, we have $(m+1)$ parameters to learn and we have $m$ products. As before, we will use linear regression to estimate the demand parameters. However, in the case of more than one product, we were not able to have consistency conditions for the demand parameters that are easy to check. Indeed, for this case, there exists no closed form expressions for the eigenvalues of
Nevertheless, we will be able to provide a heuristic method. For each product, in order to learn the $m + 1$ demand parameters, we need $m + 1$ points, which means estimating the exact demand without the noise for $m + 1$ prices. We will learn these price-demand vectors by perturbing the prices as in the affine demand case.

We start with an initial number of price vectors that corresponds to past prices. Using these past prices and their corresponding demand, for each product $i$, we compute the estimated demand parameters using linear regression after the adequate change of variables. With these estimated demand parameters, we compute the price vector that maximizes the total profit. Then, we use this vector as our price vector for the next time period and iterate the procedure. Additionally, at some periods, instead of pricing at this estimated optimal price, we will perturb one of the price components by a fixed scalar, as shown on Figure 6-1 for the two product case.

![Figure 6-1: Illustration of the perturbation](image-url)
Over the whole horizon, the estimated unperturbed optimal price is considered as a fixed price. The idea is that the demand estimates are not going to evolve by a large amount over time hence the price vector that optimizes the profit is not going to change significantly, and will be considered as a fixed price. As we price repeatedly at this “fixed price”, we expect that eventually, we learn the demand function “exactly” for this price. This is our first “exact price-demand vector”. Moreover, we have m other price-demand vectors, which correspond to the estimated optimal price with a perturbation on one of the price components. For these other “fixed prices”, the demand will also be learned “exactly”. Hence, intuitively, we will have m+1 price vectors for which the demand is known and the estimated demand parameters should be accurate.

The two questions remaining are:

- When do we need to add a perturbation?

- What are the conditions on the value of the perturbation?

For the single product case, we were able to answer these two questions exactly to guarantee strong consistency of the least square parameters (see Chapter 2).

For the multi product case, we do not have conditions that guarantee consistency anymore. We make the choice to add a perturbation at the same steps as the single product case. We will add the perturbation to every price component alternatively. The algorithm is described in Algorithm 4 defining as for the single product case:

\[ \mathcal{A}(N) = (n| \text{ there exists no } i \text{ such that } n = \lfloor 2^{\sqrt{i}} \rfloor) \].
Algorithm 4 Heuristic Approach for H steps with perturbation $\gamma$.

**Input:** For every product $1 \leq i \leq m$ and $n_0 \geq m + 1$, be input a set of initial prices $P^k_i$ and observed demands $D^k_i$, with $1 \leq k \leq n_0$.

**Output:** Set of prices.

$n \leftarrow n_0 + 1$

indicator $\leftarrow 1 \pmod{m}$

repeat
  for $i=1,..,m.$ do
    Compute $A^n_i, B^n_{ij}$ for all $1 \leq j \leq m$ using linear regression.
  end for
  for $i=1,..,m.$ do
    Compute $P^{(n)*}_i$ that maximizes the total profit.
  end for
  if $n \notin \mathcal{A}(N)$ then
    for $i=1..m$ do
      $P^n_i \leftarrow P^{(n)*}_i$
    end for
  else
    $P^n_{\text{indicator}} \leftarrow P^{(n)*}_{\text{indicator}} - \gamma$
    for $i=1,..,m.$ do
      if $i \neq \text{indicator}$ then
        $P^n_i \leftarrow P^{(n)*}_i$
      end if
    end for
    indicator $\leftarrow \text{indicator} + 1 \pmod{m}$
  end if
  n $\leftarrow n + 1$
until $n = H$
6.4 Conclusions

In this chapter, we showed how for the single product case, the results extend naturally to nonlinear demand models. For the multi product case, there is no simple way of extending the results of Chapter 4. However, we introduced a heuristic method based on the results of the single product case.

This heuristic is tested in the next chapter through simulations. Moreover, because the heuristic works also for the linear demand case in the multiple product setting, we will compare it to the tatonnement algorithm developed in Chapter 4.
Chapter 7

Simulations: Nonlinear case and heuristic

We test the quality of our algorithms when the demand is nonlinear, as well as the performance of the heuristic.

7.1 Single product case

7.1.1 Loglinear demand

Sensitivity to the standard deviation of the noise

We consider the following demand function

\[ d(p) = \varepsilon \cdot \exp(6 - \frac{p}{100}). \]

Then, \( \ln(d(p)) = (6 - \frac{p}{100}) + \ln(\varepsilon) \).

The optimal price is \( p^* = 100 \) and the optimal expected profit is

\[ \mathbb{E}\Pi(p^*) = p^* \cdot \mathbb{E}d(p) = 14,841. \]
Since we may not know precise bounds on the optimal price, we use the improved version of the algorithm described in Chapter 3. We assume that \( \varepsilon \) has a lognormal distribution with mean 1 and standard deviation 0.1. On Figure 7-1, we plot a typical output of the algorithm. It is very similar to the output for the affine single product case.

In what follows, we investigate the sensitivity of the algorithm with respect to changes in the standard deviation of the noise. The demand noise \( \varepsilon \) has a lognormal distribution with
Table 7.1: Loglinear demand: sensitivity to the standard deviation of the noise

<table>
<thead>
<tr>
<th>Std. dev</th>
<th>0.05</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Price)</td>
<td>99.84273</td>
<td>99.56549</td>
<td>97.81713</td>
<td>99.82887</td>
<td>102.4261</td>
</tr>
<tr>
<td>STD(Price)</td>
<td>1.396352</td>
<td>2.453313</td>
<td>5.147222</td>
<td>3.501324</td>
<td>4.597305</td>
</tr>
<tr>
<td>Mean(Exp. revenue)</td>
<td>14839.99</td>
<td>14837.11</td>
<td>14819.38</td>
<td>14833.2</td>
<td>14823.4</td>
</tr>
<tr>
<td>STD(Exp. revenue)</td>
<td>1.395046</td>
<td>4.946095</td>
<td>16.30882</td>
<td>8.597226</td>
<td>14.93737</td>
</tr>
</tbody>
</table>

We run the algorithm 10,000 steps. Table 7.1 represents the price returned and expected revenue at the end of the algorithm over 10 runs.

As expected, the accuracy worsens significantly when the standard deviation of the noise increases. Note that even if the standard deviation might seem small, it is actually significant compared to the dependence between the expected demand and price, because \( \mathbb{E} [\ln(d(p))] = (6 - \frac{p}{100}) \). This means that if the price increases by one unit, the expected demand will only increase by \( \frac{1}{100} \) of a unit.

**Sensitivity to the parameters of the demand**

Remember that if the demand function is \( d(p) = \varepsilon.exp(a - b.p) \), the optimal price is a function of only parameter \( b \). We test the sensitivity to this parameter \( b \) when \( \varepsilon \) follows a lognormal distribution with mean 1 and standard deviation 0.1, and \( a = 6 \).

We consider the following values for \( b \):

\[
\begin{align*}
    b &= \frac{1}{60}, \\
    b &= \frac{1}{90}, \\
    b &= \frac{1}{120}, \\
    b &= \frac{1}{150}, \text{ and } b &= \frac{1}{180}.
\end{align*}
\]

As in Chapter 3 for the linear case, we use the improved version of the algorithm with the same size for all the subintervals. We represent the distance from the unperturbed price to the optimal price \( \left| \frac{P - P^*}{P^*} \right| \cdot 100 \), and from the expected revenue to the optimal revenue \( \left| \frac{\mathbb{E}[\Pi(p)] - \mathbb{E}[\Pi(P^*)]}{\mathbb{E}[\Pi(P^*)]} \right| \cdot 100 \) as a function of the number of iterations after 10 runs.
We see on Figure 7-2 that the transient phase gets longer when the slope decreases. This is due to the fact that the optimal price gets farther away from the original interval. Moreover, we notice in Table 7.2 that the longer the transient phase, the more accurate the final solution is. It is particularly visible for the revenue and confirms the results of Chapter 3.
### 7.1.2 Loglinear demand with capacity

The next case we consider is when there is a demand capacity for the loglinear demand case. Remember that if the expected demand function is $\mathbb{E}(d(p)) = \exp(a - b \cdot p)$, and the capacity is $d_{\text{max}}$, the optimal price will be

$$p^* = \max \left( \frac{1}{2b}, \frac{a - \ln(d_{\text{max}})}{b} \right).$$

As before $a = 6$, $b = \frac{1}{100}$. The noise $\varepsilon$ is lognormal with mean 1 and standard deviation 0.05. We consider the following capacities:

$$\text{capacity} = \exp(4), \exp(4.5), \exp(5.5) \text{ and } \exp(6).$$

The last two capacity constraints are not binding. As before, for every capacity, we run the algorithm 10,000 iterations. Then, we repeat the procedure 10 times.
Table 7.4: Constant-elasticity demand: sensitivity to the standard deviation of the noise

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>0.025</th>
<th>0.05</th>
<th>0.075</th>
<th>0.1</th>
<th>0.125</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Price)(%)</td>
<td>98.50543</td>
<td>107.7798</td>
<td>102.2443</td>
<td>110.4749</td>
<td>115.7419</td>
</tr>
<tr>
<td>STD(Price)(%)</td>
<td>5.333876</td>
<td>17.56673</td>
<td>18.31435</td>
<td>22.27893</td>
<td>33.75063</td>
</tr>
<tr>
<td>Mean(Exp. rev.)(^a)(%)</td>
<td>4984.601</td>
<td>4906.455</td>
<td>4908.712</td>
<td>4829.528</td>
<td>4632.056</td>
</tr>
<tr>
<td>STD(Ex. rev.)(%)</td>
<td>18.1275</td>
<td>165.9394</td>
<td>171.3542</td>
<td>173.3315</td>
<td>199.6612</td>
</tr>
</tbody>
</table>

\(^a\)Expected revenue

We see in Table 7.4 that the errors are typically of the same order. Surprisingly, the accuracy seems to be better when the capacity is binding whereas, in this case, we were expecting a bias on the price (see Chapter 6) but this bias must be pretty insignificant.

### 7.1.3 Constant elasticity demand

#### Sensitivity to the standard deviation of the noise

We consider the following demand form:

\[ d(p) = \varepsilon \cdot 100 \cdot \left( \frac{100}{p} \right)^2. \]

Remember that for this case we assume that there is a fixed per unit cost \( c = 50 \). Then the optimal price is \( p^* = 100 \) and the optimal expected profit is

\[ \mathbb{E}(\Pi(P^*)) = (p^* - c) \cdot \mathbb{E}(d(p^*)) = 50,000. \]

The demand noise \( \varepsilon \) has a log normal distribution with mean 1 and standard deviation \( std \), where

\[ std = 0.025, 0.05, 0.075, 0.1, 0.125. \]

As in the loglinear demand case, for every standard deviation of the noise, we run the algorithm 10,000 iterations and repeat the procedure 10 times. We see in Table 7.4 the results for the price as well as the expected revenue.
The accuracy is worse compared to the loglinear demand, even for smaller noises. This is probably due to the fact that, for constant elasticity demand, the regression is performed for variables $y = \ln d(p)$ and $x = \ln(p)$. Then we have to consider the exponent of $x$ to get the actual price, hence the errors inflate.

<table>
<thead>
<tr>
<th>Slope</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(Dist price-opt p)$^a$(%)</td>
<td>0.055541</td>
<td>0.053392</td>
<td>0.081149</td>
<td>0.247475</td>
<td>0.25073</td>
</tr>
<tr>
<td>STD(Dist price-opt p)(%)</td>
<td>0.043052</td>
<td>0.031305</td>
<td>0.054312</td>
<td>0.064022</td>
<td>0.13004</td>
</tr>
<tr>
<td>Mean(Dist e r-o r)$^b$(%)</td>
<td>0.151005</td>
<td>0.194772</td>
<td>0.213248</td>
<td>0.223403</td>
<td>0.277234</td>
</tr>
<tr>
<td>STD(Dist e r-o r) (%)</td>
<td>0.130805</td>
<td>0.127968</td>
<td>0.162896</td>
<td>0.125098</td>
<td>0.214487</td>
</tr>
</tbody>
</table>

$^a$ Distance price-optimal price

$^b$ Distance expected revenue-optimal revenue

Table 7.5: Constant elasticity demand: sensitivity to the demand parameters

Sensitivity to the parameters of the demand

Assuming a constant elasticity demand function $d(p) = \varepsilon \cdot a.p^{-b}$ and a per unit cost $c$, the optimal price is $p^* = \frac{c.b}{b-1}$. Hence, it depends on only the parameter $b$. We test the sensitivity to this parameter when $\varepsilon$ is lognormal with mean 1 and standard deviation 0.025 and $a = 100^3$. The parameter $b$ takes the following values

$$b = 2, b = 3, b = 4, b = 5 \text{ and } b = 6.$$ 

Table 7.5 represents the accuracy of the final price and the final expected revenue for different values of the parameter $b$. We see that when $b$ increases, the accuracy decreases. As in the loglinear demand case, this is probably due to the fact that when $b$ increases, the transient phase is getting shorter because the optimal price decreases. This confirms that our observations for the linear demand model extends to other nonparametric models.
7.2 Performance of the heuristic

We will conclude by testing the performance of our heuristic method on two demand models for the multiproduct setting: the loglinear demand model as well as the linear demand model. Note that this heuristic can be used for a constant elasticity demand as well, but we do not consider this case for the sake of brevity.

7.2.1 Loglinear case

We consider the following demand functions for two products:

\[ D_1(p) = \varepsilon_1 \cdot \exp(2 - \frac{1}{100}p_1 + \frac{1}{1000}p_2) \]
\[ D_2(p) = \varepsilon_2 \cdot \exp(2 - \frac{1}{100}p_2 + \frac{1}{1000}p_1) \]

We will restrict the price domain to \( \Omega = [0, 300]^2 \). On Figure 7-3, we can see the corresponding total profit on this domain. We find numerically that the optimal price is

\[ P^* = [111.11, 111.11] \]

We assume that both \( \varepsilon_1 \) and \( \varepsilon_2 \) follow the lognormal distribution with mean 1 and standard deviation 0.1.

Figure 7-4 shows the output. Note that the perturbation is added alternatively on \( P_1 \) and \( P_2 \).

Next we study the accuracy of the output with respect to the value of the perturbation. We consider the following values for the perturbation

\[ \text{perturbation} = 10, 20, 30, 40 \text{ and } 50. \]
Figure 7-3: Revenue for the loglinear demand case
Figure 7-4: Heuristic: loglinear demand, 2 products
<table>
<thead>
<tr>
<th>Perturbation</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean( Dist price-o p)(^a)(%)</td>
<td>2.47269</td>
<td>1.047856</td>
<td>0.63113</td>
<td>2.165485</td>
<td>1.497494</td>
</tr>
<tr>
<td>STD( Dist price-o p)(%)</td>
<td>1.541931</td>
<td>0.573952</td>
<td>0.593555</td>
<td>0.760837</td>
<td>1.123673</td>
</tr>
<tr>
<td>Mean( Dist e r-o r)(^b)(%)</td>
<td>0.075047</td>
<td>0.016801</td>
<td>0.010816</td>
<td>0.021392</td>
<td>0.013573</td>
</tr>
<tr>
<td>STD( Dist e r-o r)(%)</td>
<td>0.076452</td>
<td>0.011883</td>
<td>0.013466</td>
<td>0.010691</td>
<td>0.011658</td>
</tr>
</tbody>
</table>

\(\text{aDistance price-optimal price}\)
\(\text{bDistance expected revenue-optimal revenue}\)

Table 7.6: Sensitivity to the value of the perturbation

We see in Table 7.6 that when we increase the value of the perturbation, the accuracy increases. But surprisingly, after a threshold at \(\text{perturbation} = 30\), the accuracy does not improve anymore and seems to worsen for the price.

Last but not least, we show the significance of adding a perturbation. Using the notations of Chapter 2 (see Theorem 2.2), we plot \(\lambda_{\text{min}}\) and \(\frac{\log(\lambda_{\text{max}})}{\lambda_{\text{min}}}\). Note that in order to satisfy the consistency conditions, \(\lambda_{\text{min}}\) needs to converge to \(\infty\) and \(\frac{\log(\lambda_{\text{max}})}{\lambda_{\text{min}}}\) to zero. Figure 7-5 plots these quantities when there is no perturbation and Figure 7-6 when the perturbation is 30. We see that \(\frac{\log(\lambda_{\text{max}})}{\lambda_{\text{min}}}\) seems numerically to converge to zero when there is a perturbation whereas it keeps increasing under no perturbation. This seems to justify the heuristic we consider.

### 7.2.2 Linear demand case

Comparison of heuristic versus tatonnement algorithm

For the multi-product linear case, we can apply the heuristic described in Chapter 6 or the tatonnement method described in Chapter 4. We will compare the performances of these two pricing algorithms and the strategies they induce.

We consider a setting with two products. We consider the following demand functions:

\[D_1(P_1, P_2) = 100 - P_1 + 0.5P_2 + \varepsilon_1,\]
Figure 7-5: Conditions by Lai and Wei without a perturbation
Figure 7-6: Conditions by Lai and Wei with a perturbation
\[ D_2(P_1, P_2) = 100 + 0.5P_1 - P_2 + \varepsilon_2. \]

We use \( P_{\text{min}} = [100; 100] \) and \( P_{\text{max}} = [250; 250] \). The matrix is diagonal dominant with \( r = 0.5 \). The optimal price is the vector: \( P_1^* = 100 \) and \( P_2^* = 100 \). The optimal expected profit is \( \Pi(P_1, P_2) = 10,000 \).

We assume that \( \varepsilon_1 \) and \( \varepsilon_2 \) follow the Normal distribution with mean zero and standard deviation \( std \), where

\[ std = 10, 20, 30, 40 \text{ and } 50. \]

For each standard deviation, we run the heuristic 10,000 times and repeat the procedure 10 times. We take \( \text{perturbation} = 30 \). The reason for this choice is that it was shown to be the best one for the loglinear demand case. For the algorithm described in Chapter 4, assuming that the demand parameter \( A \) is known, we will run 5 subroutine calls on every product (10 in total) and for each subroutine, we will have 1,000 iterations. Hence, the total number of iterations for both algorithms is the same. As in the heuristic method, we repeat the algorithm 10 times. However, one might argue that the comparison is not fair because \( A \) is assumed to be known for the tatonnement algorithm but not for the heuristic. So we also run the heuristic assuming that \( A \) is known.

In Tables 7.7, 7.8 and 7.9 we give the results for the accuracy of the prices and expected revenue for the two algorithms at different steps.

We notice that after 10,000 iterations the heuristic performs generally worse than the algorithm developed in Chapter 4. However, at 2000 iterations, for most of the noises, the accuracy of the heuristic is better. In the short run, the heuristic will have prices closer to the optimal than the tatonnement algorithm. In the long run, however, the heuristic will eventually be outperformed by the algorithm of Chapter 4. Moreover, the heuristic with \( A \) known performs extremely well, far better than the heuristic without this additional assumption.
<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>1</th>
<th>11</th>
<th>21</th>
<th>31</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD(D pr-opt p(a)(%))(2000)</td>
<td>0.034854</td>
<td>0.269049</td>
<td>0.91717</td>
<td>2.007376</td>
<td>3.730468</td>
</tr>
<tr>
<td>Mean(D pr-opt p(b)(%))(5000)</td>
<td>1.26638</td>
<td>1.380156</td>
<td>2.203203</td>
<td>3.380276</td>
<td>3.392044</td>
</tr>
<tr>
<td>STD(D pr-opt p(b)(%))(5000)</td>
<td>0.027355</td>
<td>0.482791</td>
<td>1.275962</td>
<td>1.009709</td>
<td>1.288211</td>
</tr>
<tr>
<td>Mean(D pr-opt p(a))(10,000)</td>
<td>0.054601</td>
<td>0.323809</td>
<td>2.098615</td>
<td>3.341647</td>
<td>4.424708</td>
</tr>
<tr>
<td>STD(D pr-opt pr(a))(10,000)</td>
<td>0.032931</td>
<td>0.238552</td>
<td>1.275962</td>
<td>1.009709</td>
<td>1.288211</td>
</tr>
<tr>
<td>Mean(D ex r-o r (a)(%))(2000)</td>
<td>0.749206</td>
<td>0.751008</td>
<td>0.767109</td>
<td>0.70798</td>
<td>0.604736</td>
</tr>
<tr>
<td>STD(D ex r-o r(a)(%))(2000)</td>
<td>0.005239</td>
<td>0.040443</td>
<td>0.149809</td>
<td>0.226238</td>
<td>0.356941</td>
</tr>
<tr>
<td>Mean(D ex r-o r(b)(%))(5000)</td>
<td>0.012042</td>
<td>0.01719</td>
<td>0.052773</td>
<td>0.120857</td>
<td>0.126987</td>
</tr>
<tr>
<td>STD(D ex r-o r(b)(%))(5000)</td>
<td>0.000516</td>
<td>0.009555</td>
<td>0.057981</td>
<td>0.064146</td>
<td>0.065791</td>
</tr>
<tr>
<td>Mean(D ex r-o r(a))(10,000)</td>
<td>3.44E-05</td>
<td>0.001585</td>
<td>0.064639</td>
<td>0.119724</td>
<td>0.210804</td>
</tr>
<tr>
<td>STD(D ex r-o r(a))(10,000)</td>
<td>3.2E-05</td>
<td>0.001816</td>
<td>0.074721</td>
<td>0.060797</td>
<td>0.308474</td>
</tr>
</tbody>
</table>

\(a\)Distance price-optimal price  
\(b\)Distance expected revenue-optimal revenue

Table 7.7: Accuracy of the tatonnement algorithm

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>1</th>
<th>11</th>
<th>21</th>
<th>31</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(D pr-opt p(a)(%))(2000)</td>
<td>0.482279</td>
<td>4.811901</td>
<td>7.450708</td>
<td>10.40315</td>
<td>10.18355</td>
</tr>
<tr>
<td>STD(D pr-opt p(a)(%))(2000)</td>
<td>0.283737</td>
<td>1.590703</td>
<td>6.710295</td>
<td>4.71741</td>
<td>7.86455</td>
</tr>
<tr>
<td>Mean(D pr-opt p(b)(%))(5000)</td>
<td>0.498971</td>
<td>4.052615</td>
<td>5.589561</td>
<td>10.55027</td>
<td>7.188381</td>
</tr>
<tr>
<td>STD(D pr-opt p(b)(%))(5000)</td>
<td>0.334517</td>
<td>1.806168</td>
<td>2.720864</td>
<td>5.998122</td>
<td>7.028261</td>
</tr>
<tr>
<td>Mean(D pr-opt p(a))(10,000)</td>
<td>0.435673</td>
<td>3.024379</td>
<td>5.131065</td>
<td>6.739073</td>
<td>6.138692</td>
</tr>
<tr>
<td>STD(D pr-opt p(a))(10,000)</td>
<td>0.305311</td>
<td>1.133411</td>
<td>3.234801</td>
<td>4.504129</td>
<td>5.2444</td>
</tr>
<tr>
<td>Mean(D ex r-o r(a))(2000)</td>
<td>0.002533</td>
<td>0.237137</td>
<td>0.826589</td>
<td>1.252055</td>
<td>1.331634</td>
</tr>
<tr>
<td>STD(D ex r-o r(a))(2000)</td>
<td>0.002356</td>
<td>0.140808</td>
<td>1.083411</td>
<td>0.952839</td>
<td>1.889347</td>
</tr>
<tr>
<td>Mean(D ex r-o r(a))(5000)</td>
<td>0.00301</td>
<td>0.173088</td>
<td>0.304522</td>
<td>0.575972</td>
<td>0.510685</td>
</tr>
<tr>
<td>STD(D ex r-o r(a))(5000)</td>
<td>0.003703</td>
<td>0.32051</td>
<td>0.618626</td>
<td>0.873158</td>
<td></td>
</tr>
</tbody>
</table>

\(a\)Distance price-optimal price  
\(b\)Distance expected revenue-optimal revenue

Table 7.8: Accuracy of the heuristic
<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>1</th>
<th>11</th>
<th>21</th>
<th>31</th>
<th>41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(D pr-opt p(^a))(2000)</td>
<td>0.048485</td>
<td>0.483078</td>
<td>0.865686</td>
<td>0.93888</td>
<td>1.55489</td>
</tr>
<tr>
<td>STD(D pr-opt p%(2000)</td>
<td>0.035611</td>
<td>0.281482</td>
<td>0.705084</td>
<td>1.12561</td>
<td>0.93651</td>
</tr>
<tr>
<td>Mean(D pr-opt p%(5000)</td>
<td>0.019479</td>
<td>0.238601</td>
<td>0.531142</td>
<td>0.451335</td>
<td>1.285791</td>
</tr>
<tr>
<td>STD(D pr-opt p%(5000)</td>
<td>0.009289</td>
<td>0.097713</td>
<td>0.262493</td>
<td>0.248246</td>
<td>0.593023</td>
</tr>
<tr>
<td>Mean(D pr-opt p%(10,000)</td>
<td>0.011718</td>
<td>0.116695</td>
<td>0.251371</td>
<td>0.669098</td>
<td>0.790115</td>
</tr>
<tr>
<td>STD(D pr-opt p%(10,000)</td>
<td>0.008005</td>
<td>0.10144</td>
<td>0.173874</td>
<td>0.192253</td>
<td>0.44517</td>
</tr>
<tr>
<td>Mean(D ex r-o r%(2000)</td>
<td>2.82E-05</td>
<td>0.00259</td>
<td>0.010715</td>
<td>0.016294</td>
<td>0.028307</td>
</tr>
<tr>
<td>STD(D ex r-o r%(2000)</td>
<td>3.43E-05</td>
<td>0.002553</td>
<td>0.019176</td>
<td>0.031884</td>
<td>0.031625</td>
</tr>
<tr>
<td>Mean(D ex r-o r%(5000)</td>
<td>4.74E-06</td>
<td>0.000566</td>
<td>0.002962</td>
<td>0.002223</td>
<td>0.017266</td>
</tr>
<tr>
<td>STD(D ex r-o r%(5000)</td>
<td>3.75E-06</td>
<td>0.000421</td>
<td>0.002666</td>
<td>0.001958</td>
<td>0.013144</td>
</tr>
<tr>
<td>Mean(D ex r-o r%(10,000)</td>
<td>1.93E-06</td>
<td>0.000202</td>
<td>0.000945</td>
<td>0.003932</td>
<td>0.007187</td>
</tr>
<tr>
<td>STD(D ex r-o r%(10,000)</td>
<td>1.83E-06</td>
<td>0.000288</td>
<td>0.001019</td>
<td>0.001916</td>
<td>0.00604</td>
</tr>
</tbody>
</table>

\(^a\)Distance price-optimal price  
\(^b\)Distance expected revenue-optimal revenue

Table 7.9: Accuracy of the heuristic with A known

This is particularly visible in Figure 7-7, which represents the accuracy of the price returned when the standard deviation is 11 for the three algorithms. It is clear that the geometric convergence of the tatonnement algorithm is much faster. The heuristic has a better estimate at the beginning but a slower convergence. Overall, this confirms our theoretical results.

Sensitivity to the number of products

We saw that knowing vector A was enhancing significantly the performance of the heuristic in the two product case. We now check if the same performance enhancement occurs with a higher number of products. As in Chapter 5, \(dim\) is the number of products and the demand is of the following form

\[
D(P) = A - B.P + \epsilon \text{ with,}
\]

\[
A = \begin{bmatrix}
5000 \\
5000 \\
\vdots \\
5000 \\
\end{bmatrix}, \quad B = \begin{bmatrix}
dim - 1 & -0.2 & -0.2 & \ldots & -0.2 \\
-0.2 & dim - 1 & \ldots & -0.2 & -0.2 \\
\end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix}
P_1 \\
P_2 \\
\vdots \\
P_{dim} \\
\end{bmatrix}
\]
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Figure 7-7: Comparison Heuristic-Tatonnement algorithm
Table 7.10: Sensitivity of the heuristic to the number of products

<table>
<thead>
<tr>
<th>Num. products</th>
<th>10</th>
<th>15</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HEURISTIC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean(Running time)</td>
<td>2.268708</td>
<td>3.872018</td>
<td>18.28688</td>
<td>41.27315</td>
<td>88.49795</td>
</tr>
<tr>
<td>STD(Running time)</td>
<td>0.006075</td>
<td>0.010141</td>
<td>0.275396</td>
<td>0.582921</td>
<td>9.450284</td>
</tr>
<tr>
<td>Mean(dist. price-opt p)(%)</td>
<td>0.224526</td>
<td>1.067138</td>
<td>0.066204</td>
<td>0.035095</td>
<td>0.023785</td>
</tr>
<tr>
<td>STD(dist. price-opt p)(%)</td>
<td>0.052457</td>
<td>0.33036</td>
<td>0.008484</td>
<td>0.007171</td>
<td>0.00309</td>
</tr>
<tr>
<td><strong>HEURISTIC (A KNOWN)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean(Running time)</td>
<td>2.279288</td>
<td>3.776987</td>
<td>17.00401</td>
<td>38.66978</td>
<td>78.66963</td>
</tr>
<tr>
<td>STD(Running Time)</td>
<td>0.240355</td>
<td>0.028699</td>
<td>0.566754</td>
<td>1.000758</td>
<td>1.865845</td>
</tr>
<tr>
<td>Mean(dist. price-opt p)(%)</td>
<td>0.016265</td>
<td>0.024463</td>
<td>0.022395</td>
<td>0.024676</td>
<td>0.021732</td>
</tr>
<tr>
<td>STD(dist. price-opt p)(%)</td>
<td>0.005652</td>
<td>0.002858</td>
<td>0.005514</td>
<td>0.004463</td>
<td>0.002507</td>
</tr>
</tbody>
</table>

As before, all the noises follow a Normal distribution with mean 0 and standard deviation 10. We take

\[ \text{dim} = 10, 15, 20, 25, 30, 35, 40, 45, 50. \]

For each value of \( \text{dim} \), we run the two heuristics 1000 times and repeat the procedure 10 times. In Table 7.10 and Figure 7-8, we plot the running time and accuracy of the final price. We notice that knowing the value of the vector \( \mathbf{A} \) is of little importance for a big number of products but does make a significant difference for \( \text{dim} \leq 25 \). This is intuitive, because when the number of demand parameters increase, the interest of knowing one parameter beforehand decreases.

### 7.3 Insights

The simulations for the nonlinear demand models in the single product case confirmed our observations drawn from Chapter 3 on the importance of the length of the transient phase and the standard deviation of the noise of the demand function. The heuristic method was tested for the loglinear demand case and seemed numerically to check the consistency conditions by Lai and Wei [22]. The comparison with the tatonnement algorithm for the linear demand case was particularly insightful. The tatonnement algorithm has a better convergence rate but performs poorly at the beginning of the selling horizon. Moreover,
Figure 7-8: Sensitivity of the heuristic to the number of products
assuming that the demand intercept was known enhanced the performance of the heuristic. This was particularly significant for a small number of products.
Chapter 8

Conclusions

In this thesis, we developed a joint pricing and learning method for different parametric forms of the demand with unknown parameters. We focused on a monopoly setting.

In the first part, we considered a linear demand model for a single product. By using the framework of least-squares techniques, we presented a pricing algorithm that guarantees almost sure convergence of the estimated parameters to the true parameters. Moreover, this algorithm prices optimally in some sense.

In the second part, we showed how this algorithm can be extended to the multi-product setting assuming that the demand is affine. We established that a key parameter was the degree of diagonal dominance of the demand sensitivity matrix, and illustrated this point through simulations.

Finally, we considered some more general nonlinear parametric forms of demand for the single and the multi-product case. We introduced a heuristic for the multi product setting and compared its performance to the algorithm introduced in the second part for the linear demand case.

We could consider several extensions of this model as future research directions. These include:

1. Extending the algorithm to other parametric forms of demand or to nonparametric
forms using linear approximations.

2. Including capacity constraints for the multi-product case.

3. Analyzing the effect of competition on the pricing strategy in a Cournot setting (quantity competition).

4. Making the model more complex by adding purchase costs, as well as backlogging costs.
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