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Abstract

This thesis describes a method to classify colorectal polyps in vivo. The two types of polyps under consideration are hyperplastic polyps (non-neoplastic) and adenomatous polyps (neoplastic). Neoplastic polyps are potentially malignant. Non-neoplastic polyps are benign. The proposed method described herein is a safer and more cost effective alternative to current histologic techniques, since no excision of the polyp needs to be performed. To obtain the information to classify the polyp, we calculate a set of features describing the polyp. The features considered are the texture and color of the polyp's surface, the polyp's size, the location of the polyp in the colon, and the age of patient. These features are either known a priori or are obtained from a digital image of the polyp acquired during endoscopy. The features acquired from a set of training images were used to calculate the weights for a linear discriminant function. Once the weights of this function were calculated, the function was applied to a set of test images and the performance of the algorithm was evaluated for both the test set and the training set. From this calculation, different sized subsets of the features were considered in order to determine the reduced feature set which provided the optimal discrimination. It was found that texture played the most important role in the discrimination. While the work described herein can benefit from having a larger sample of images, we nonetheless found that we were able to classify correctly 65% to 82.5% of the images viewed in the training set.
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Chapter 1

Introduction

1.1 Overview

Excluding nonmelanoma skin cancer, colorectal cancer is the second most common form of cancer in the United States, and, globally, it is the third most common in males and fourth most common in females. It is estimated that 6% of the American population will eventually develop colorectal cancer, and 6 million Americans will die from the disease [68]. One of the precursors of this disease is the presence of adenomatous polyps in the colon. Current medical evidence supports the theory that virtually all colorectal cancers develop from adenomas [81]. If these adenomatous polyps can be located and removed before they become cancerous, then many of these early deaths could be avoided.

Case control studies have shown the benefits of screening for colon cancer [65, 52]. During colorectal screening, the interior of the colon is inspected for the presence of adenomatous polyps. However, not all polyps viewed in the colon are adenomatous. Unfortunately, it is usually difficult or impossible for a doctor using a colonoscope to
discriminate visually between different types of polyps. Because visual discrimination of polyps is so difficult, most doctors remove all polyps and biopsy them, although in many cases the excised polyp was not cancerous and did not need to be removed. It is not desirable to remove a polyp unless it poses a threat to the patient.

Currently, the only clinically validated method of determining the classification of colorectal polyps is through a histological examination of biopsied tissue samples [3]. In this technique, the polyp is removed, and its microscopic structure is examined in order to determine what type of polyp it is. An in vivo method of diagnosing colorectal polyps would reduce the number of biopsies needed. As a consequence of this, costs for colorectal cancer screening would decrease and patient care would be improved. A number of non-invasive techniques have been proposed to enable in vivo diagnosis of polyps. These include such methods as magnifying colonoscopy using dyes, spectroscopy, confocal microscopy, optical coherence tomography, and ultrasonography. All of these techniques require additional equipment, some very expensive, for the diagnostic process. This thesis describes a method to classify polyps in vivo without the need for special equipment or dyes.

During colorectal cancer screening procedures, if the physician observes a polyp in the colon, he typically takes a digital image of the polyp and resects it for biopsy. The image is placed in the patient’s records for follow-up screening purposes. We use the information in this image to create an algorithm which will classify the polyp. The diagnosis provided by this algorithm would become available to the physician during the examination so that he will be able to make a more informed decision on whether the polyp is adenomatous and should be removed, or if it is hyperplastic and excision is not required.

Some examples of polyp features that may be of use in classifying the polyp are
the patient’s age, sex, and history of previous polyps. These four features are known before the patient’s examination. Features that become known during the procedure include the size of the polyp and its location in the colon. In this thesis, size information was known from biopsy data, not from measurements taken during the endoscopic examination. However, size can be estimated in vivo and is an important indicator for the classification of polyps. For these reasons, it was included in the discrimination.

Researchers have attempted to determine what information may be culled from the image of a polyp. They have found a strong correlation between the texture of a polyp, its color, and its probability of malignancy [28, 29, 3, 40, 32, 39, 54]. However, there is no consensus on a method to quantify these features. In this thesis, we will attempt to quantify the texture and color of neoplastic and non-neoplastic polyps so that additional features may be used to classify polyps. When quantifying these features, we will need to take into account the fact that in clinical practice, polyp images are taken from different camera positions, under different lighting conditions, and at different distances between the camera and the polyp. Therefore, features used to classify the observed polyps must be robust under these varying conditions. The features used in this thesis, including radial frequency response and fractal dimension, were chosen for their robustness under these varying conditions.

In our approach, the available polyp images have been split into two sets: a training set for the classifier and a test set. Once the feature vectors were calculated for the training data, they were used to generate the weights for a linear discriminant function. This function was then used to evaluate the algorithm’s performance for the series of test images for different size subsets of the feature set.
1.2 History

There is a demand in medicine today for techniques that will allow precise diagnosis and shorten patients’ recovery times [6]. A technique known as minimally invasive surgery (MIS) is helping doctor’s meet these demands. One method of MIS, endoscopy, involves the use of a flexible tube to inspect the body’s internal organs and cavities. The use of endoscopy has many benefits for both the patient and the doctor. Since endoscopes can be inserted through a small incision or natural body opening, they allow surgical procedures to be performed in the least invasive manner possible. This greatly reduces the patient’s recovery time and discomfort [50, 6]. Furthermore, endoscopy allows the doctor to get a much better view of a disease in its natural environment than he would have without this technique.

Endoscopy first began in the early 1800s. The first endoscope, an open-tube system using candle-light for illumination, was introduced in 1806. During the 1870s, telescopic tube systems using glass rods and lenses were developed to look deeper into the body. One problem with these systems however was that they were rigid and not able to peer into tortuous tracts, such as the colon [6]. Modern endoscopy began in 1958 with the advent of the fiber-optic endoscope. This was a major improvement over the previous systems. The fiber-optic endoscope was composed of a slim, plastic tube with a lens at one end and a bundle of optical glass fibers to carry the image to an eyepiece. The tubes were coupled with a light source to illuminate the interior of the body [5]. The flexible construction enabled the doctor to gain a much better view of the interior of the patients body than had been allowed by previous systems.
The next breakthrough for endoscopy occurred in 1983 when Welch-Allyn, an instrument maker in New York State, first produced CCD (charge-couple device) endoscopes. Though similar in construction to the old fiberoptic endoscopes, there were several important differences. These new endoscopes had a tiny CCD camera mounted at the instrument’s tip connected by wires to the doctor’s end of the scope. The CCD consists of a 2D array of Silicon photodetectors which convert optical images to electrical signals. A video processor converts analog electronic signals to digital signals (A/D conversion). However, using red, green, and blue colored optical filters or color CCD technology, these new instruments allowed full color imaging [21, 77]. This new technology also enabled the image to go directly to a computer or video screen [5].

Since fiberscopes had been used successfully for so many years, physicians at first doubted that this new technology would have any clinical use [37]. However, studies have shown that electronic endoscopes can perform at least as well as fiber endoscopes, and in recent years, the performance of the video endoscope has exceeded that of the old fiberscope [37, 66]. The advent of the videoendoscope in endoscopy has provided several important advantages. First, unlike the old fiberscopes, the video endoscope does not easily break after prolonged use. Second, because the doctor is no longer tied to an eyepiece, both the doctor and the patient can view an endoscope procedure on a video monitor, making the procedure easier for both of them. Third, the quality of the images obtained is better than those seen through the traditional fiberscope, and, since they are digital images, different digital image processing techniques may be applied to the images [37]. Although there have been no reported incidents in which anything invisible to the naked eye has been made visible with this technology, image processing may accentuate weak features that would
normally only be visible to experts [20, 21]. Finally, and most importantly, videoendoscopy enables the images to be stored digitally so that a record of patients' examinations may be kept. This enables doctors to store and transmit the images if a referral is necessary. A large database of these images provides better tracking of the patients condition [59]. The combination of high quality images and the accumulation of a large database of such images makes large-scale studies to determine automatically the classification of a colorectal polyp, such as discussed in this thesis, an important new area of research.

1.3 The Problem

The presence of adenomatous polyps can be detected through a number of methods. These include fecal occult blood testing, barium enema in combination with radiography, and endoscopy [81]. However, there are less choices available for polyp diagnosis. The gold standard for polyp diagnosis is through histology. The only method to remove a polyp for biopsy without performing major surgery is through colonoscopy. In this method, the physician uses a video colonoscope to survey the interior of the patients colon. If the physician observes a polyp or other anatomical anomaly, he will take an image of the structure, and if it is a polyp, will resect it. Resected polyps are sent to pathology, and the histological findings are then used to diagnose the polyp. Table 1.1 names and categorizes the types of polyps which occur in the colon [68]. Adenomatous polyps are a category of neoplastic polyp, which also include the carcinomas (cancers). Hyperplastic polyps are a subset of non-neoplastic polyps. Although hyperplastic polyps may rarely (less than 1% of the time) become focuses of adenomatous change, it is assumed that hyperplastic polyps
will not become malignant [3]. For the purpose of this research, we are only attempting to classify these two types because, together, they account for 80%-90% of all polyps [81].

There are a number of other methods in development which would potentially allow in vivo polyp diagnosis during endoscopy. Current diagnostic research falls into three categories: spectroscopy (including fluorescence and Raman scattering), imaging (including optical tomography and confocal microscopy), and ultrasonography. In the method of optical spectroscopy, tissue is probed using light delivered by optical fibers inserted through the instrument channel of the endoscope. The measured optical response provides information about the local tissue biochemistry and morphology [67, 34]. This information can
be used to diagnose pre-malignancies with good accuracy. Numerous papers have been written on the potential for fluorescence spectroscopy to distinguish between normal and potentially malignant colorectal tissue [33, 13, 47, 48, 82, 7]. Frank used Raman techniques to differentiate between normal and diseased human breast tissue [19].

Two other techniques being examined for in vivo polyp diagnosis are optical coherence tomography [70, 9] and ultrasonography [53, 10]. Both of these techniques allow high-resolution imaging of tissue microstructure. Optical coherence tomography works “by focusing an optical beam onto the tissue, the echo time delay of light reflected from the internal microstructure at different depths is measured by interferometry. Image information is obtained by performing repeated axial measurements at different transverse positions as the optical beam is scanned across the tissue. The resulting data constitute a two-dimensional map of the intensity of light backscattering from internal architectural morphology and cellular structures in the tissue.” [70] Ultrasonography uses a similar method to obtain images of the tissue’s microstructure except acoustic waves instead of infrared lightwaves are used [70]. Lastly, there is a technique known as confocal microscopy. This technique employs optical sectioning to image through optically thick samples to observe the microstructure of an area.

All the methods described above are based on attaching additional pieces of equipment to the traditional endoscope or using special equipment that is passed through the instrument channel of the colonoscope. This equipment is not normally used during colon cancer screening. A method which utilized current technology and took very little or no training to operate would be very beneficial, especially if it could work for the physician in real-time, providing the doctor with immediate feedback.
1.4 Proposed Approach

Endoscopists are working toward the goal of histological diagnosis during endoscopy [40]. Results so far have been mixed. Besides the techniques mentioned above, the efforts of researchers have moved in two directions. These are the enhancement of the ability of the physician to make in vivo diagnosis and the development of an automatic classification technique.

Two classes techniques have been developed to attempt to enhance the ability of doctors to make in vivo diagnosis. In one class of techniques, image enhancement algorithms are applied to the available digital endoscopic images in order to enhance those features which doctors feel allow them to make diagnoses. This has been used to make detecting cancers on the bronchus surface easier [55], to accentuate the appearance of peptic ulcers [62], and to enhance mucosal surface structure [20]. However, despite the considerable amount of work that has been done in this area, image processing techniques have not been found to have any effect on clinical diagnosis [69, 11, 21]. The other class of techniques to enhance images involves the use of more expensive equipment. Doctors have begun to use magnifying endoscopes and dyes in investigations. The dyes are used to make the texture of polyps more clearly visible, and the magnifying endoscope is used to look more closely at the polyp’s surface structure [40]. These techniques have met with a fair degree of success.

Doctors also have attempted to discover if pattern recognition techniques could be applied to endoscopic images in order to enable automatic polyp diagnosis. One study by Kohsen compared the line structures of images of gastric polyps, carcinoma, and mucosa and claimed to see a difference—though a differential diagnosis could not be made [38].
More efficient techniques have been proposed by Cross and Verhest. These techniques each use multiple features in attempting to classify polyps. Cross investigated the relationship among different polyp types and the characteristics of patient's age and sex, size and form factor of the polyp, and fractal dimension of the image of the polyp's surface. He found that fractal dimension was useful in distinguishing between different polyp types [15]. Verhest distinguished between different types of polyps based on different morphonuclear image parameters [80]. These studies, though promising, did not attempt to distinguish among types of polyps in vivo. In each case, images of ex vivo samples of stained and magnified tissue were used in the discrimination.

It is the hypothesis of this thesis that pattern recognition techniques applied to biopsy samples and morphonuclear images can also be applied to images taken of polyps in vivo. Unlike the previous research in this area, the images used in this thesis were not taken in a controlled environment. The features in the discriminant must be able to account for different viewpoints of the polyp, different sources of illumination, and different imaging distances. Therefore, for this research, we developed a method to extract a robust set of features (metrics) from the images of polyps acquired in vivo, devised an algorithm to evaluate a polyp based on these metrics, and evaluated the performance of the algorithm. The features under consideration are measures of size, location, color, texture, and shape of the polyp, as well as the age of the patient. To accomplish this, first, the endoscopic images were processed to mark areas of glare. Then, the image was processed to accentuate the features of interest (in our case, texture and color). Features were calculated from manually selected regions of interest in the processed images. Finally, these features were used in a linear discriminant function to perform an objective automatic classification of the polyp.
Previous research has focused on evaluating these classes of features in isolation. In this thesis, features from all the classes were evaluated in order to determine the optimal reduced feature set.

1.5 Contributions and Benefits

The objective of this thesis was to create a diagnostic tool that could be used to classify colorectal polyps in vivo. As mentioned previously, since there is no current non-invasive technique to do this, many unnecessary polyp excisions and biopsies are performed. The cumulative costs of these procedures are rapidly rising as the population of the United States ages. The American Cancer Society has recommended that all persons past the age of 50 undergo screening sigmoidoscopy every 3 to 5 years [45]. It has been estimated that 60 million people past the age of 50 would be eligible for screening every 5 years [60]. If only 15% of patients were found to have hyperplastic polyps that needed biopsy for diagnosis or subsequent colonoscopy, the screening cost would exceed $100 million [3]. A visual determination to classify polyps would not only help lower these costs, it would also raise the quality of patient care by preventing the need for unnecessary medical procedures.

A secondary objective of this project was to create a tool that could be incorporated into a doctor’s normal procedures during colorectal screening with a minimum of additional time taken during the procedure and a minimum of additional software required. The work in this thesis represents an important first step in the development of such a tool. For this reason, the data analyzed by the algorithm consists of the images taken by a gastrointestinal endoscopist during standard colonoscopy sessions. Also, unlike the dif-
ferent techniques such as spectroscopy, ultrasonography, and so on, doctors could benefit from this procedure without needing to obtain additional hardware.

Finally, this algorithm could be executed in real-time system with a minimum amount of additional work to be done by the examining physician or by the physician’s assistant. This would provide the doctor with immediate feedback regarding the classification of an observed polyp. This will give the doctor an additional piece of information to aid him in gauging a polyp’s potential malignance. Hopefully, this technique will give doctors enough information to make a diagnosis on the polyp in vivo, but, even if it does not, it may provide a useful way to determine if some other non-invasive diagnostic method should be applied (such as spectroscopy, optical coherence tomography, et al).

1.6 Organization

The organization of this thesis is as follows. In chapter 2, we explore the different features which may be used to classify the malignancy of a polyp and how they may be extracted from the available data. In chapter 3, we discuss decision theory and how the method of linear discriminant analysis can be used to differentiate between two disparate groups of data given a number of observations. In chapter 4, the ideas from chapters 2 and 3 are combined and used to classify polyps from endoscopic images based on the features discussed in chapter 3. The performance of the algorithm is evaluated for different combinations of features. Chapter 5 offers suggestions for future work and summarizes the work contained in this thesis.
Chapter 2

Features and Feature Extraction

2.1 Overview of all Features

A polyp is defined as “any tissue protrusion above the mucosal surface. Polyps may assume varying size and shapes. A polyp can be described by the texture of its mucosal surface, color, presence of a stalk, ulcerations, or bleeding.” [81] Many researchers have investigated the characteristics of polyps and how these characteristics may be used to identify the type of polyp being observed. The two most widely studied polyps are also the most common: adenomatous polyps which are neoplastic and the most common form of non-neoplastic polyp, the hyperplastic polyp. Together, these two types make up more than 80% of all polyps found during endoscopic examination [81]. In the following sections, we discuss the correlation of different features with the potential malignance of colorectal polyps. We also discuss methods of quantifying these features.
Table 2.1: Non-image Based Features Considered in the Discrimination

<table>
<thead>
<tr>
<th>FEATURE CLASS</th>
<th>FEATURE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Patient’s Age</td>
</tr>
<tr>
<td>Size</td>
<td>Volume of Polyp</td>
</tr>
<tr>
<td>Location</td>
<td>Location Found in the Colon</td>
</tr>
</tbody>
</table>

2.2 Features not Gained from the Images

2.2.1 Overview

Several examples of features of colorectal polyps that researchers have investigated are the sex of the patient, the patient’s age, the location of the polyp in the patient’s colon, and the size of the polyp. The correlation between the sex of the patient and the presence of adenomatous polyps is not detailed here because adenoma polyp occurrence is roughly the same in men and women [81]. Some researchers have found that these features depend on the geographic location of the patient. A study by Cronstedt investigating adenomatous polyp frequency in different areas of Sweden found that there were regional differences in the age of patients who developed adenomas and in the distribution of adenomatous polyps in the colon [14]. If these features are part of a classifier, the operator should ensure that the training data and the test data come from the same geographic area. Accounting for possible geographic differences and different types of polyps is beyond the scope of this thesis. The features considered in this section are shown in Table 2.1.
2.2.2 Age

It is widely believed that the frequency of adenomatous polyps increases with age [81]. However, when Cross attempted to use age information in a discriminant function, he found that age added no new information to his discriminant [15]. Therefore, the exact correlation between age and the frequency of adenomatous polyps is still inconclusive. Is it the case that older people more likely to have polyps with an equal chance of adenomatous or hyperplastic types? Or is it the case that polyps found in older people are more likely to be adenomatous? In order to see if age provided any discriminatory power to our discriminant, age was included in the discrimination analysis of this thesis. As a feature, the age was used directly, i.e. if a person was 62 years old, 62 was used as a feature for his polyp. If older people are more likely to possess adenomatous polyps, then a larger value for age should bias the discriminant towards choosing adenoma as the diagnosis.

2.2.3 Size

Doctors have known for many years that there is a link between the size of a polyp and the likelihood of it containing pre-malignant tissue. In research by Kronberg, researchers found that of all stalked polyps greater than 5mm in size 82% were adenomas [39]. Norfleet and Iida also found a link between size and potential malignancy [54, 28]. Luk reports that of all polyps, 75% are adenomatous, and of polyps less 5mm, 50% are adenomas, which indicates that polyps larger than 5mm in size were more likely to be adenomatous than hyperplastic [81]. As late as 1995, Jaramillo reported a link between the probability of a polyp being potentially malignant and its size [32]. Obviously, size is less effective in
distinguishing between small adenomas and hyperplastic polyps. However, the size feature does provide an easy way to separate out those large polyps which would be excised by the physician regardless of their classification.

Research has been done on the effectiveness of estimating polyp size in vivo. Usually the physician estimates the size of a polyp by comparing it with the known opening width of a set of tweezers passed through the instrument channel of the colonoscope. This is accomplished by putting both the tweezers and the polyp in the field of view and estimating the size of the polyp by eye. Although some research had shown that polyps were estimated to be consistently smaller than their true size [49], other research has shown that the size of objects can be measured accurately with an endoscope [25, 77]. Moreover, Vakil made the technique more accurate by correcting for the distortion of the lens of the colonoscope [77]. The technique for correcting for the lens’s distortion is discussed further under shape measurements. Since it is possible to estimate polyp size in vivo, we decided to include the feature in the discriminant to observe its effect.

Unfortunately, in the data available for this thesis, size was not estimated during the examination. It only became available post extraction, during the biopsy procedure. Due to this, error entered into the size measurements from two sources. First, during polypectomy, the doctor tends to remove some of the tissue around the polyp in order to verify that the polyp has not spread into the surrounding area. Therefore, measured size of the polyp may be larger than its actual size. Second, sometimes polyps break apart during resection and only pieces are available during biopsy. The aggregate size of the reconstructed polyp may not be completely accurate. Nonetheless, we decided to use the total volume of all the pieces of the polyp (in \( \text{mm}^3 \)) as a feature. Greater volume should
Table 2.2: Anatomic Distribution of Colonic Adenomas

<table>
<thead>
<tr>
<th>Location</th>
<th>Colonoscopy (all adenomas)</th>
<th>Autopsy (adenomas &gt; 1cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascending</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Transverse</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>Descending</td>
<td>30%</td>
<td>15%</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>45%</td>
<td>15%</td>
</tr>
<tr>
<td>Rectum</td>
<td>5%</td>
<td>20%</td>
</tr>
</tbody>
</table>

indicate a greater chance of being an adenoma.

2.2.4 Location

The exact correlation between a polyp’s location in the colon and its potential malignance is inconclusive. Most of the research has shown that a majority of polyps have been found in the left side of the colon (the proximal end of the colon is considered to be the end of the colon nearest the small intestine), though this changes with age. Hyperplastic polyps are usually found in the rectosigmoid area. Common wisdom says that this occurs because polyps are more easily accessible in this area during colonoscopy and sigmoidoscopy (and hence more easily seen and reported on) [81].

As table 2.2 [81] shows, autopsy results demonstrate an even spread of adenomatous polyps throughout the colon; which seems to disprove the theory that adenomatous polyps are more prevalent in one area than another [81]. Newer research does seem to indicate that there is some correlation between the location of a polyp and the probability that it is an adenoma. Norfleet reported that hyperplastic polyps were located closer to the rectum than adenomas. Axelrad reported that of all the polyps in his study that most hyperplastic polyps were found in the rectum and sigmoid. Adenomas were most likely to
be seen in the proximal colon and the splenic flexure [3]. Another study found that 60% to 79% of all polyps near the splenic flexure were neoplastic, compared with 8% to 28% elsewhere [32]. From these results, one may observe that there is a relationship between polyp location and its classification, but the exact relationship is still undetermined.

Unfortunately, it is generally very difficult to estimate the location of a polyp during colonoscopy. The distinction between different sections of the colon is not always readily apparent due to the twists and folds of the large intestine. Often times, the doctor must make an educated guess as to a polyp's location. By necessity, this type of measurement will be imprecise. During an autopsy, this error does not arise, since the whole colon can be removed and immobilized in clamps. In the pathology data available to us, the doctor reported the location of the polyp. The different regions of the colon were labeled as noted in Table 2.3 and this was used as the location feature. For example, if a polyp was found in the rectum, it was assigned the number 15 as a feature.

2.3 Features Calculated from the Images

2.3.1 Overview

Once all features are extracted from the images of the polyps, the conditions under which the image was acquired must be examined. The image of a particular object may change quite a bit if viewed from different attitudes or different distances from the camera to the object or even under different lighting conditions. In many pattern recognition algorithms, one or more of these factors may be considered to be constant in the images. This is not
Table 2.3: Major Areas of the Colon and Numbering Scheme

<table>
<thead>
<tr>
<th>Name of Area</th>
<th>Assigned Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROXIMAL ASCENDING</td>
<td>1</td>
</tr>
<tr>
<td>MID ASCENDING</td>
<td>2</td>
</tr>
<tr>
<td>DISTAL ASCENDING</td>
<td>3</td>
</tr>
<tr>
<td>HEPATIC FLEXURE</td>
<td>4</td>
</tr>
<tr>
<td>PROXIMAL TRANSVERSE</td>
<td>5</td>
</tr>
<tr>
<td>MID TRANSVERSE</td>
<td>6</td>
</tr>
<tr>
<td>DISTAL TRANSVERSE</td>
<td>7</td>
</tr>
<tr>
<td>SPLENIC FLEXURE</td>
<td>8</td>
</tr>
<tr>
<td>PROXIMAL DESCENDING</td>
<td>9</td>
</tr>
<tr>
<td>MID DESCENDING</td>
<td>10</td>
</tr>
<tr>
<td>DISTAL DESCENDING</td>
<td>11</td>
</tr>
<tr>
<td>PROXIMAL SIGMOID</td>
<td>12</td>
</tr>
<tr>
<td>MID SIGMOID</td>
<td>13</td>
</tr>
<tr>
<td>DISTAL SIGMOID</td>
<td>14</td>
</tr>
<tr>
<td>RECTUM</td>
<td>15</td>
</tr>
</tbody>
</table>

The images were acquired under a variety of lighting conditions, distances, and polyp poses. Since our features of texture and color do not vary based on the pose of the polyp, pose does not present a problem to us. However, the conditions of lighting and distance from polyp to camera do affect our measurements. Distance is a problem because many times the surface details of the polyp can only be seen within a certain range. This optimal viewing distance depends on the optics of the endoscope, but it is generally about 1 cm. These details will become blurred and disappear if the image is acquired outside that range. Since the apparent size of features will change depending on viewing distance, this implies that scale will be a problem.

Changing lighting from one image to the next is also a problem. Lighting changes may occur because the light source is different on different endoscopic cameras. This
changes the amount of energy reflected by the surface under inspection which in turn changes the amount of energy absorbed by the CCD in the camera. This alters the value recorded for the pixel value in the image. This means that from one image to another that the pixel values will be altered by some non-linear scale, which is not known.

Another problem arises from specular reflection in the image. Specular reflection (or glare) is produced when the light from the camera is reflected by mucous or some other substance coating the sides of the colon. When the CCD is saturated by a region reflecting too much light, the value recorded is its highest value which appears as white in the image. Also, unsaturated pixels adjacent to the saturated pixel may be affected by “blooming”–spill off counts. Areas of glare in the image contain no information about the polyp’s surface characteristics, making it impossible to calculate the value of a feature in this area. For this thesis, an algorithm was developed to find the regions of the image affected by glare. The glare detection algorithm defines an image, MAP, of the same size as the input image. Each pixel in MAP corresponds to a pixel in the input image. MAP’s pixels have the value 1 for those pixels in the input image affected by glare and 0 for those pixels not affected by glare. The MAP image was used to indicate what pixels should be involved in the feature calculations. If glare affected the calculation of a particular feature, the change in the algorithm to deal with the glare is noted below. Generally, this meant that that pixel was excluded from the feature calculation. The algorithm used to generate the MAP image is described in Chapter 4.
2.3.2 Texture Features

In this thesis, we attempt to distinguish between two types of polyps: adenomatous polyps and hyperplastic polyps. These polyps have markedly different morphological structures which is how they are differentiated histologically under microscopic viewing. These differences have been highlighted in several electron microscope studies [1, 2]. Of course, a difference in microscopic structure does not necessarily imply a useful difference in the macroscopic structure visible to the camera. Fortunately, studies have found that visible surface structure under magnifying endoscopy may be used as a useful discriminant in separating different classes of polyps. These studies have shown that hyperplastic polyps have a pattern of dots of generally less than 100μm in size and that adenomatous polyps do not [3, 40, 81, 2]. The features on adenomatous polyps could be over six times as large [1]. The appearance of adenomatous polyps ranges from a nodular (grooved) surface to a granular surface, depending on the degree of villous structure [28, 29]. In these studies, the researchers used high-magnification endoscopes with dye to observe the fine details of the surface structure. In order to pick out specific details, 100x magnification was needed. However, differences between differently textured polyps could still be appreciated at normal magnifications using dye to improve contrast [40, 3]. Compared with stereomicroscopic diagnosis, Kudo identified 81.5% of all polyps correctly utilizing a magnifying endoscope and dye. Kudo was able to sketch the gross surface structure of the major types of colorectal polyps [40]. He found that the exophytic (rising above the surface of the colon) hyperplastic polyps had dots on their surface and adenomatous polyps had a series of grooves.

In the polyp images obtained for this thesis, we observed that the characteristic
surface structures of both the adenomatous polyps and the hyperplastic polyps were at the limit of the camera’s resolution. Typically, endoscopic cameras may distinguish features as small as 100\(\mu\)m. However, the hyperplastic surface structure tended to be smaller and harder to see than the gross surface structure of the adenomatous polyps. This means that the hyperplastic polyp had no visible features which were characteristic of all the images. On the other hand, adenomatous polyps had a grooved or villous structure that was readily seen in many of the images. Examples of these types of surfaces are shown in Figure 2.1 and Figure 2.2. For this reason, the assumption was made that any calculation of texture would need to take into account the limits of the resolution, and it could be assumed that the hyperplastic polyp would appear smoother than the adenomatous polyps. Therefore, the texture measures attempt to characterize the “roughness” of the polyp’s surface. The features considered in the texture analysis are listed in Table 2.4.

<table>
<thead>
<tr>
<th>FEATURE CLASS</th>
<th>FEATURE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texture</td>
<td>Fractal Dimension</td>
</tr>
<tr>
<td>Texture</td>
<td>Radial Frequency Bins</td>
</tr>
<tr>
<td>Texture</td>
<td>Normal Dispersion</td>
</tr>
<tr>
<td>Texture</td>
<td>Textural Edgeness-Sobel</td>
</tr>
<tr>
<td>Texture</td>
<td>Textural Edgeness-Laplacian</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Dispersion</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Variance</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Energy</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Skewness</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Kurtosis</td>
</tr>
<tr>
<td>Texture</td>
<td>Histogram-Entropy</td>
</tr>
</tbody>
</table>
Fractal Dimension

For disordered surfaces (surfaces with no regular pattern or direction), fractal dimension is a useful measure to discriminate one type of surface from another [61]. Research has shown that fractal dimension of a surface matches well with our perception of roughness. In general, as the computed fractal dimension of a surface increases, a human observer will perceive it as becoming rougher [58].

The fractal dimension of a surface has been used to detect edges and to classify liver images [12], to evaluate the topography of Oregon [26], to distinguish between colorectal polyp tissue [15], to analyze cervical cells [46], to find tanks [23], and to quantify chaos [71]. In Cross's study, fractal dimension was found to be a useful metric in separating different types of polyps [15]. However, this evaluation was done under very controlled
conditions (the images were of stained tissue under a microscope) so it is unclear whether fractal dimension will be as useful when applied in this study. The calculation of fractal dimension has been found to be robust under a range of conditions for noise, variable contrast, and brightness [18]. This is an important quality because the images available in this study have variable brightness and contrast.

In image analysis, relationships have been found among fractal dimension, scaling, power spectrum, area size, and intensity differences [12]. A number of techniques to estimate fractal dimension have been devised in order to take advantage of these relationships. Pentland used the power spectrum of an image to estimate its fractal dimension [58]. Peleg used the size of the intensity surface area at different scales [56]. Gagnepain developed the reticular cell counting method [22], Dubuc used a variation method, [17], and
Schepers investigated relative dispersion, correlation, rescaled range, and Fourier analysis [64]. Peli described the covering blanket approach [57].

Care should be taken in choosing a method to calculate the fractal dimension for a particular problem. Research has found that the calculation of fractal dimension using box counting and variation may not be very accurate in some cases [27]. A researcher concerned with the true fractal dimension of a surface may not be satisfied with the results obtained using these techniques. However, it has been found that estimates of fractal dimension for these techniques do vary monotonically with the true fractal dimension under consideration. Therefore, the results may be useful for surface characterization. In this thesis, we are examining the relative roughness of surfaces and so we are not concerned about a rigorous evaluation of the fractal dimension of a surface; a general estimate of the roughness of a surface should be sufficient. The algorithm described below was tested on a series of images. The first image began as a flat surface and later images in the series had increasing amounts of noise added to them. The calculated fractal dimension versus the magnitude of the noise is shown in Figure 2.3. The behavior is monotonic.

The technique we employed is based upon the reticular cell counting method described in Rao [61]. The input to the algorithm is a section of an $M \times N$ region of the input image specified by the operator to lie on the polyp’s surface. Given the input image, $x(n_1, n_2)$ specified to have $Q$ gray levels, where $n_1 = 1, 2, ..., M$ and $n_2 = 1, 2, ..., N$, we can calculate the surface’s fractal dimension. The input image has dimensions $M \times N \times Q$. We want to put the image into a cubic 3D space of dimensions $P \times P \times P$. To perform this transformation, we have to choose a value for $P$. This can be done by calculating $P = \min(M, N)$, where $P$ is the minimum dimension of the image. Then, we resample
the surface and the surface’s gray levels so that it becomes a region of size $P \times P$ with $P$ gray levels. The image now resides in a cubic space. We now define a cubic array, $C$, of dimensions $P \times P \times P$. In $C$, there are $P^3$ subcubes that correspond to every 3D position in the cubic space into which a gray level could be mapped. $C$ has zeros in all these subcubes except for those which correspond to a gray level which the discrete pixel points of $x(n_1, n_2)$ have been mapped. These subcubes contain ones.

At this point, the cubic array, $C$, contains a discrete set of points. In order to find the fractal dimension, we need to find the surface which connects these discrete points. To put this another way, it is necessary to find the subcubes of $C$ through which the surface connecting the points from the resampled image passes through. The method used in this thesis proceeds as follows. We begin processing in the top left corner of the
image. This corresponds to position $x(1, 1)$ in the resampled image. The $C$ array has a 1 in position $(1,1,N_1)$ representing the pixel’s gray level. We desire to connect this position with those below it and to its right. These positions correspond to $x(2, 1)$ and $x(1, 2)$ in the resampled image with ones in $C$ at positions $(2,1,N_2)$ and $(1,2,N_3)$, respectively. $N_1$, $N_2$, and $N_3$ are integer numbers between 1 and $P$ representing the different levels into which a gray level from $x(n_1,n_2)$ could be mapped. We wish to connect these discrete points in $C$. The following two rules are used to connect the discrete points. To connect a point with a point to its right, we fill all the points in $C$ between $(1,2,N_1)$ and $(1,2,N_3)$ with ones. To connect a point with the point below it, we fill all the points in $C$ between $(2,1,N_1)$ and $(2,1,N_2)$ with ones. We use these two rules to process every point in $C$. In the end, all the subcubes which the surface passes through should be filled with a one; all other subcubes should contain zeros. We can add up all the subcubes that have a one in them, and we will call this result, $P_1$.

After this result is obtained for the cube of side $P$, we repeat the process for a resampled cube of side length $\frac{2}{3}P$. We continue this process until we have two vectors of length 4. One is defined as $P=[P_1, P_2, P_3, P_4]$ which contains the number of subcubes which the surface passes through on each iteration. The other, $R$, is defined as $R=[1, \frac{3}{2}, \left(\frac{3}{2}\right)^2, \left(\frac{3}{2}\right)^3]$ which contains the length of the side of a single subcube for a particular iteration, where the size of a subcube on the first iteration has been normalized to 1. We can write the following relation [61]:

$$N(\lambda) = \lambda^{-fd} \quad (2.1)$$

where $N(\lambda)$ is the number of subcubes through which a surface passes for a particular cube
edge size $\lambda$. $fd$ is the fractal dimension of the surface. By taking the log of this relationship, we can derive

$$fd = -\frac{\log N(\lambda)}{\log \lambda} \tag{2.2}$$

This gives us a way to measure the fractal dimension of a surface. By fitting a line through the points given in the $P$ and $R$ vectors, we will find that the fractal dimension is equal to the slope. We can write a vector equation to relate the two sets of points in the form of $Ax = b$ where $x = [m, b]$, $m$ is the slope of the line and $b$ is the intercept. $A$ and $b$ are defined below.

$$A = \begin{bmatrix}
\log (R_1) & 1 \\
\log (R_2) & 1 \\
\log (R_3) & 1 \\
\log (R_4) & 1 \\
\end{bmatrix} \tag{2.3}$$

and

$$b = \begin{bmatrix}
\log (P_1) \\
\log (P_2) \\
\log (P_3) \\
\log (P_4) \\
\end{bmatrix} \tag{2.4}$$

Then, $x$ can be solved for using

$$x = (A^TA)^{-1}A^Tb \tag{2.5}$$

where $m = x(1)$. Fractal Dimension is equal to $-m$.

For every input image, the fractal dimension was calculated. Since the surface of an adenomatous polyp is assumed to be rougher than that of a hyperplastic polyp, the
calculated fractal dimension of an adenomatous polyp should be higher.

**Radial Frequency Response**

All the texture information in an image can be captured by its frequency response. The frequency response can be used to derive various measures that will give us information about the texture being observed. One of these measures is called the radial frequency response of the signal. In this measure, the frequency response is separated into radial bins emanating out from the origin of the signal in the frequency plane. The total signal power falling into each bin can be calculated and used as a feature [4]. Then, each bin can be normalized by the sum of the energy that fell into all the bins. This will provide the percentage of the signal energy that fell into each bin. Another piece of information that can be taken from the frequency response is the directionality of the texture. The polyp texture was not observed to have a dominant direction so this property of the frequency response was not explored.

Three types of textures were observed in the images. The first two were found on the adenomatous polyps, and they corresponded to either a granular or a nodular appearance. The third texture was found on the hyperplastic polyps, and it corresponded to a smooth appearance. A general rule of thumb when evaluating signals is that the more changes that occur in a time signal (or in a spatial signal such as an image), the greater the percentage of the signal energy which will fall into the higher frequency components. This means that the rougher images will have a higher percentage of their energy falling into the bins corresponding to high frequency and the smooth images will have more energy falling into the low frequency bins. This is the behavior we hope to capture. A description of how
the radial frequency response is calculated is provided below.

Given a discrete input signal, \( x(n_1, n_2) \), where \( n_1 = 1, 2, \ldots, M \) and \( n_2 = 1, 2, \ldots, N \), we can use the Fourier transform to return \( X(\omega_1, \omega_2) \).

\[
X(\omega_1, \omega_2) = FFT_{p \times p}(x(n_1, n_2)) \tag{2.6}
\]

where, for simplicity, the frequency response has been made square by setting \( P = \max(M, N) \).

The DT frequency response of the two-dimensional signal runs from \(-\pi\) to \(+\pi\) in \( \omega_1 \) and from \(-\pi\) to \(+\pi\) in \( \omega_2 \) in \( P \) steps. Then, the dc response may be shifted to the center of the spectrum by setting

\[
X_1(\omega_1, \omega_2) = X(\omega_1 - \pi, \omega_1 - \pi) \tag{2.7}
\]

Once the signal has been shifted, we know that the DC (zero frequency) portion of the signal lies at the coordinate \((\frac{P+1}{2}, \frac{P+1}{2})\) in the matrix. We set this component to 0 in order to prevent a DC bias from effecting our results. This DC coordinate will be the origin for our radial frequency response. We now want to define a series of disks radiating out from that point. Each of these disks will correspond to a particular set of radially separated frequencies, the frequency “bins”. \( B \) will be defined to be the number of bins.

Before we can sum the percentage of the signal that falls into each bin, we must first find the power spectrum of the signal. This is defined as the following value:

\[
X_p(\omega_1, \omega_2) = |X_1(\omega_1, \omega_2)|^2 \tag{2.8}
\]

Since we know what frequency corresponds to which pixels of the transformed signal, we
can use pixel coordinates to separate the frequencies. The set of radii to do this can be defined using the following relationship:

\[ b_i = \frac{(P/2)}{B} \times i \]  

(2.9)

where \( i = 0, 1, \ldots, B \). Using these radii, we can sum up the pixels which belong to each disk using the following equation:

\[ bin_j = \sum_{k_1=1}^{P} \sum_{k_2=1}^{P} X_2(k_1, k_2) \]  

(2.10)

where

\[ X_2(k_1, k_2) = \begin{cases} 
X_p(k_1, k_2) & \text{for } b_j < \left( (k_1 - \frac{(P+1)}{2})^2 + (k_2 - \frac{(P+1)}{2})^{\frac{3}{2}} \right) < b_{j+1} \\
0 & \text{elsewhere}
\end{cases} \]  

(2.11)

We can find the percentage of the signal power which fell into each band by using

\[ \overline{bin}_j = \frac{bin_j}{\sum_{i=1}^{nbins} bin_i} \]  

(2.12)

where \( j = 1, 2, 3, \ldots, B \). The percentage of energy that fell into each bin may be used as a feature in the feature vector. Rougher images (corresponding to regions taken from adenomatous polyps) will have a greater percentage of their energy contained in the bins corresponding to the upper frequency bands.
Textural Edgeness

One way of measuring the roughness of an image, is to measure the average edge strength across the image [24]. A rougher image will have more edges and, except in pathological cases, a higher average edge strength. One way of finding the edges in an image is to convolve it with a derivative operator over the image. The output is the edge strength at every pixel in the image. Those pixels whose calculation were effected by glare must be discarded.

Given an input signal \( x(n_1, n_2) \) where \( n_1 = 1, 2, ..., M \) and \( n_2 = 1, 2, ..., N \), two different methods were used to estimate the strength of the edges across the image. The first method uses Sobel’s edge masks, defined as

\[
S_x = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix} \tag{2.13}
\]

which will detect the vertical edges in the image and

\[
S_y = \begin{bmatrix} 1 & 2 & 1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix} \tag{2.14}
\]

which will find the horizontal edges in the image.

These masks may be convolved with the input image, \( x(n_1, n_2) \), to obtain an
output edge image, (where * denotes convolution)

\[ OS_x = x(n_1, n_2) \ast Sx \]  \hspace{1cm} (2.15)

\[ OS_y = x(n_1, n_2) \ast Sy \]  \hspace{1cm} (2.16)

These two edge images can be combined to demonstrate the total edge strength at each pixel.

\[ Edge(n_1, n_2) = (OS_x^2(n_1, n_2) + OS_y^2(n_1, n_2))^{\frac{1}{2}}, \forall n_1, n_2 \]  \hspace{1cm} (2.17)

where \( Edge(n_1, n_2) \) contains the edge strength at each pixel. Normally, we could just take the sum of all the values in this image and then divide by the total number of pixels in order to obtain the average edge strength. However, we must still take into account the affect of glare in the image.

In order to define the pixels effected by glare, we will need to define another matrix, the identity matrix \( E \), which has the same region of support as the sobel masks used for calculation.

\[
E = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{bmatrix}
\]  \hspace{1cm} (2.18)

We can then state

\[ EDGE_{map}(n_1,n_2) = MAP(n_1,n_2) \ast E \]  \hspace{1cm} (2.19)

All the non-zero pixels of \( EDGE_{map}(n_1,n_2) \) will denote pixels that are effected by glare.
We will now define another matrix,

\[
\text{MAP2}(n_1,n_2) = \begin{cases} 
1 & \text{if } \text{EDGE}_{\text{map}}(n_1,n_2) = 0 \\
0 & \text{elsewhere}
\end{cases}
\]  

(2.20)

This provides a matrix that has zeros where \( \text{EDGE}_{\text{map}} \) is effected by glare and ones elsewhere. Now, it is possible to column stack \( \text{Edge}(n_1,n_2) \) and \( \text{MAP2}(n_1,n_2) \). The final average edge value may be found by

\[
\text{SOBEL}_{\text{aes}} = \frac{\text{Edge}^T \ast \text{MAP2}}{MN - \sum_{n_1=1}^{M} \sum_{n_2=1}^{N} \text{MAP2}(n_1,n_2)}
\]  

(2.21)

For completeness, a second method was used to calculate the edge strength at each pixel. The Laplacian, a second derivative operator, is defined by

\[
L2 = \begin{bmatrix} 
1 & 4 & 1 \\
4 & -20 & 4 \\
1 & 4 & 1
\end{bmatrix}
\]  

(2.22)

Then, using an argument similar to the one detailed above for the SOBEL edge masks one may arrive at another estimate of the average edge strength in the image, \( \text{LAP}_{\text{aes}} \).

**Histogram techniques**

Another way to evaluate the distribution of pixels in an image is through the histogram technique. These measurements require that one first builds a probability function for the pixel distribution in the image. The following algorithm may be used to do that.
Suppose the input signal \( x(n_1, n_2) \) where \( n_1 = 1, 2, ..., M \) and \( n_2 = 1, 2, ..., N \) has \( L \) gray levels \( g_i \), where \( i = 0, 1, 2, ..., L - 1 \) with probability density, \( p_u(g_i) \). \( g_{L-1} \) is the highest pixel value that is not associated with glare. The probability density can be estimated from, \( h(g_i) \), where \( h(g_i) \) is the number of pixels with gray level value \( g_i \). The probability density function is given by [31]:

\[
p_u(g_i) = \frac{h(g_i)}{\sum_{i=0}^{L-1} h(g_i)}
\]

where \( i = 0, 1, 2, ..., L - 1 \). One can then evaluate the characteristics of this array in order to get information about the distribution of the pixels in the input image. For reference, \( m_1 \) is the mean of the distribution defined as

\[
m_1 = E[u] = \sum_{i=0}^{L-1} g_i p_u(g_i)
\]

Dispersion is a measure of the absolute spread of values about the mean. For a low value of dispersion, the pixels are clustered close to the mean [31]. (The image will be smoother.)

\[
\text{dispersion} = \sum_{i=0}^{L-1} |g_i - m_1| p_u(g_i)
\]

A measure of variance carries information about the contrast of the image. It describes the spread of the data so a high variance image will have high contrast. The image will tend
to be rougher for higher values [31, 75].

\[
\text{variance} = \sum_{i=0}^{L-1} (g_i - m_1)^2 p_u(g_i)
\]

(2.26)

The energy value has a maximum of 1 for an image with a constant value and gets smaller as the pixel values are distributed across more gray levels. If the energy is high, the number of gray levels is few [75].

\[
\text{energy} = \sum_{i=0}^{L-1} (p_u(g_i))^2
\]

(2.27)

Skewness measures the asymmetry about the mean in the gray-level distribution [31].

\[
\text{skewness} = \sum_{i=0}^{L-1} (g_i - m_1)^3 p_u(g_i)
\]

(2.28)

Kurtosis is defined as [31]

\[
\text{kurtosis} = \sum_{i=0}^{L-1} (g_i - m_1)^4 p_u(g_i) - 3
\]

(2.29)

As the pixel values in the image are distributed among more gray levels, the entropy increases. Entropy varies inversely with energy [75].

\[
\text{entropy} = - \sum_{i=0}^{L-1} p_u(g_i) \log_2(p_u(g_i)) \text{ bits}
\]

(2.30)

These values were calculated for each image and used as inputs to the discriminant function. In general humans may appreciate the first and second order statistics of data. However,
the higher order statistics may capture a feature of the data not readily apparent to the naked eye [8].

Normal Dispersion

Another method of estimating the roughness of the image is to find the average dispersion of the intensity surface normals across the image. The surface normal is defined as a line perpendicular to a surface at a particular point. For an intensity image, a surface can be fitted to a local group of pixels, and a normal to this intensity surface may be calculated. In order to find the average dispersion of surface normals, the surface normals at each pixel were calculated and compared to the surface normals at other pixels in the surrounding area. The area of the neighborhood was variable. For our images, we chose a 3×3 neighborhood of pixels. The image was separated into these 3 pixel by 3 pixel blocks with no overlap between the different blocks. Each 3×3 section was checked against the MAP image. If there were any pixels within the block that were shown to lie within a glare region, no calculation was done for that pixel block, since the whole region was assumed to be affected by glare.

For all the blocks not affected by glare, the following calculation was done for
each block. For each pixel in the block except those in the last row and column, we fit a plane to three points. The normal to the plane is the surface normal. For instance, the point in the top left corner of the above matrix is $P_{1,1}$. (see Figure 2.4) The normal vector was determined by the vectors $V_1$ and $V_2$. $P_{1,1}$ is located at $(1, 1, P_{11})$, $P_{1,2}$ is located at $(1, 2, P_{12})$, and $P_{2,2}$ is located at $(2, 2, P_{22})$ where the first number is the row position, the second is the column position, and the last is the pixel value at that point. Therefore, the vector $V_1$ equals $(0, 1, P_{12} - P_{11})$ and $V_2$ equals $(1, 1, P_{22} - P_{11})$. With two non-parallel lines, we can define a plane by taking the cross product of the two lines. Therefore, $N$ equals $V_1 \times V_2$ where $\times$ indicates the cross product. We normalized the calculated normal vector in order to obtain a unit vector.

$$\hat{N} = \frac{N}{\sqrt{N^TN}}$$  \hspace{1cm} (2.31)

Once all the unit surface normals in a patch are calculated, the average direction for all surface normals in the patch could be obtained. Using the dot product, the angle between each surface normal and the average surface normal for a $3 \times 3$ patch can be calculated. Finally, the average average of these angles was calculated.

This process is repeated for each patch. The average angle calculated from all the patches may be used as a feature. It will be larger for rougher surfaces.

2.3.3 Color Features

Color is important in endoscopy because subtle alterations in color are often used to determine a site for biopsy [76]. Physicians have observed that adenomatous polyps are
"redder" than their surroundings, while hyperplastic polyps tend to be the same color as their surroundings. While researching polyps less than 5mm in size, Kronberg noted that hyperplastic polyps were light red with respect to the surrounding mucosa while adenomatous polyps were dark red with respect to the background [39]. This color variation was supported by Norfleet and later by Jaramillo [54, 32]. Iida made another interesting finding [29]. In Iida’s study, researchers found that villous adenomas (the adenomas with the highest rates of carcinoma) were predominantly slightly reddish with white spots, which indicates that there may be a variation in the surface color among adenomatous polyps—particularly the ones with the highest chance of malignancy.

A researcher must be careful in quantifying color. Color perception is quite subjective. Perceived color depends not only on the color of the object being viewed but also on the color of the object’s surroundings. This means, for example, that it becomes difficult to quantify the “redness” of an object. The question is raised: what does it mean for something to be “redder” than something else? An additional problem arises when the instruments used are not calibrated. In other words, something that looks red on one colonoscope may not appear to be the same red (or not red at all!) on another colonoscope. Of course, this means that some effort should be taken to avoid absolute color measures [75]. To solve this problem, different objects in the scene should be evaluated against one another. In the following set of features, we used the color of the mucosa surrounding the polyp as the object against which the polyp in the scene was evaluated. The features used in color differentiation are noted in Table 2.5. In the calculation of these features, if a pixel in the image was marked as glare in the MAP matrix, that pixel was excluded from the feature calculation.
### Table 2.5: Color Features Considered in the Discrimination

<table>
<thead>
<tr>
<th>FEATURE CLASS</th>
<th>FEATURE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Chromaticity-Distance</td>
</tr>
<tr>
<td>Color</td>
<td>Chromaticity-Distance Ratio</td>
</tr>
<tr>
<td>Color</td>
<td>Retinex Coordinates-RG</td>
</tr>
<tr>
<td>Color</td>
<td>Retinex Coordinates-RB</td>
</tr>
<tr>
<td>Color</td>
<td>Variegated Color-mean</td>
</tr>
<tr>
<td>Color</td>
<td>Variegated Color-variance</td>
</tr>
<tr>
<td>Color</td>
<td>Variegated Color-mean ratio</td>
</tr>
<tr>
<td>Color</td>
<td>Variegated Color-variance ratio</td>
</tr>
</tbody>
</table>

**Chromaticity Distance**

Any pixel in an RGB color image may be mapped into a three-dimensional space. The three axes in that three-dimensional space correspond to the red, green, and blue values for the pixel. One way of looking at this arrangement is that the redder something becomes, the stronger will be its value along the red axis. In this section, we wished to test whether or not the color values on the polyp had larger average red values than the pixels in the background. To do this, we transformed the RGB coordinates into chromaticity coordinates which are defined as follows [73]:

\[
r = \frac{R}{R + G + B} \quad (2.32)
\]

\[
g = \frac{G}{R + G + B} \quad (2.33)
\]

\[
b = \frac{B}{R + G + B} \quad (2.34)
\]
This will normalize all the color values so that they lie between 0 and 1. This is important because, regardless of the brightness of the image, this will map the pixels onto the same triangle in color 3 space. A pure red color would correspond to a point lying on (1,0,0) (a maximum red value and zeros in green and blue). We define two rectangular subimages. One image, designated “foreground” lies on the polyp’s surface. The second image, designated “background”, lies on a section of the mucosa not containing the polyp. An example of a polyp image with the foreground (on the polyp) marked in black, and the background region marked in white is shown in Figure 2.5. For every pixel in the foreground and background, we examined the distance between “pure” red point in chromaticity space and the pixel value using:
This calculation was carried out for every pixel in the polyp and the background except for those marked as glare. Once this was done, the average value for distance was found for on the polyp and in the background. The average value in the foreground was used as a feature. This value should be smaller for adenomas than for hyperplastic polyps. We also wanted to have a relative measure of color. Therefore, we took the ratio of the two values using the following equation:

\[
RC_{\text{metric}} = \frac{\text{averagedistance}_{\text{polyp}}}{\text{averagedistance}_{\text{background}}}
\]  

(2.36)

This equation will take on values greater than 1 if the polyp is less red than the background, close to 1 if the polyp and background are the same color and less than 1 if the polyp is more red than the background.

**Variegated Color**

Another feature noted by observing the images was that the adenomatous polyps tended to be more uneven in color than the background. One reason for this to occur is that adenomatous polyps possess a visible surface texture while the hyperplastic polyps do not. We wanted to capture this color variegation in a feature. In order to capture this value, we took each color vector in RGB space and normalized it so that it corresponded to a direction in that space. For each pixel in the foreground and the background regions, the
following calculation was performed

\[
\text{Color Vector} = \frac{1}{\sqrt{R_i^2 + G_i^2 + B_i^2}} \begin{bmatrix} R_i \\ G_i \\ B_i \end{bmatrix}
\]  \quad (2.37)

for \( i = 1 \) to the number of pixels in the area being considered (foreground or background).

\( R_i, G_i, \) and \( B_i \) are the red, green, and blue values of a particular pixel. Then, a mean direction value was found for the foreground and the background using:

\[
\begin{bmatrix} R_{avg} \\ G_{avg} \\ B_{avg} \end{bmatrix} = \frac{1}{P} \sum_{i=1}^{P} \begin{bmatrix} R_i \\ G_i \\ B_i \end{bmatrix}
\]  \quad (2.38)

for \( i = 1 \) to the number of pixels in the area being considered (foreground or background).

Once the average vector is calculated, the angle between every pixel in the area being considered and the average direction of all the vectors in that region can be found. The angle between each pixel direction can be calculated against the average pixel direction using

\[
\theta_i = \cos^{-1}([R_i G_i B_i] \cdot \begin{bmatrix} R_{avg} \\ G_{avg} \\ B_{avg} \end{bmatrix})
\]  \quad (2.39)

for \( i = 1 \) to the number of pixels in the area being considered (foreground or background).
Once the angle has been calculated for each pixel in the region being inspected, then, the mean and variance of the angle for all pixel values were calculated. These values were calculated for both the foreground and the background regions. The mean and variance of the angle of the foreground region were used as features. For relative feature, the ratio of the mean and variance of the foreground region to the background region (where the variation of the background region is the normalization factor) were used.

\[
mean_{ratio} = \frac{mean_{poly}}{mean_{background}}
\]  
(2.40)

\[
variance_{ratio} = \frac{variance_{poly}}{variance_{background}}
\]  
(2.41)

The mean and variance of the angle on the polyp will increase as the surface’s color becomes more variegated. The values in the ratio will be greater than 1 when the polyp has more variegation than the background. Since the hyperplastic polyps resemble normal mucosa, their value should be nearly one (they should have the same level of variegation).

**Retinex Theory**

As noted previously, the color perception of a human observer is subjective. A quantitative description can be made using the color coordinates for which each coordinate value represents an intensity for the three primary colors (R,G,B). However, the perceived color of an observed region does not just depend on the measurement of light reflected from that region. It also depends on the effects of spectral intensities that emanate from all other areas of the scene. Research has found that higher-order mental processes in the brain...
make use of this information to determine the perceived color of an area [41, 42, 43, 44].

One theory that has been used to investigate this effect is Retinex theory, introduced in equation form by Land [44]. This theory has three propositions: (1) Composition of light from an area in an image does not specify the perceived color of that area. (2) the perceived color of a unit area is determined by three numbers, each number is computed on a single waveband to give for that waveband the relationship between the unit area and the rest of the unit areas in the scene. (3) This trio of numbers, designated as $\hat{R}$, are computed by the retinex algorithm. $\hat{R}$ is the designator for the point in retinex three space, which specifies the perceived color of the unit area. This last assertion can be written in equation form in the following manner:

$$R(i, j) = \sum_k \delta \log \left( \frac{I_{k+1}}{I_k} \right)$$ (2.42)

where $I_k$ is the intensity at position $k$ in the image. $R$ and $I$ reference three vectors whose components are $R(1)$ which represents the long-wave components (red), $R(2)$ which represents the middle-wave components (green), and $R(3)$ which represents the short-wave components (blue). The quantity $\delta \log \left( \frac{I_{k+1}}{I_k} \right)$ is defined as

$$\delta \log \left( \frac{I_{k+1}}{I_k} \right) = \begin{cases} \log \left( \frac{I_{k+1}}{I_k} \right) & |\log \left( \frac{I_{k+1}}{I_k} \right)| > \epsilon \\ 0 & |\log \left( \frac{I_{k+1}}{I_k} \right)| < \epsilon \end{cases}$$ (2.43)

where $\epsilon$ is a small number ensuring changing spatial illuminations will not influence the results. This number was set to zero for this research.

In order to generate the coordinates in retinex three space, $R(i, j)$ was summed over $N$ spatial paths starting from some background point and ending in the area in which
we want to find the color in retinex three space. This the following equation is used.

\[
\overline{R}(i) = \frac{1}{N} \sum_{j=1}^{N} R(i, j)
\]  

(2.44)

Kienle investigated the simple question of why blood vessels appeared blue when viewed through the skin even though blood is known to be red [35]. In their experiments, they found that the retinex three space coordinates of the supposedly blue vessels actually lay in the red region in retinex three space. This corresponded to the long wave coordinate being “big” (>0) and the middle and short wave bands being small (<0). In standard retinex theory, one must look at the sum of spectral components in each band (long, medium, and short). Instead, Kienle made the approximation that one could examine single wavelengths (red, green, and blue) and found that good results were obtained using this approximation. This result is important in this thesis because the only data available was RGB endoscope images.

In this thesis, we wished to evaluate the “redness” of a polyp compared to the surrounding area. We decided that this meant that any point on the polyp should, in general, be perceived as “redder” than the background points. Therefore, we made the assumption that a number of lines could be drawn across the edges of the polyp. The lines of summation of a image are shown in black in Figure 2.6. By summing the results for these lines using the formulas described above, the interior of the polyp should be “redder” than the outside. Since the whole gastrointestinal tract is basically reddish in color, we need to evaluate a criteria for something to be “redder”. We used the following: the greater the difference between the red band with the other two bands, the redder the area under
inspection. This required two metrics; one comparing the long and the medium band and the other comparing the long and the short band.

\[ m_{RG} = \overline{R}(1) - \overline{R}(2) \]  

(2.45)

and

\[ m_{RB} = \overline{R}(1) - \overline{R}(3) \]  

(2.46)

The more positive each of these metrics are, the more red should be the surface under observation compared to its surroundings.
2.3.4 Shape Features

Very little research has been done on investigating the shape of a polyp as viewed under the camera and its probability of being an adenomatous or hyperplastic polyp. This is understandable given the technical problems which arise when one attempts to do this. The first problem one confronts is segmenting the polyp from the image. For a side view of a pedunculated polyp (see Figure 2.7), it is not readily apparent where the stalk of the polyp ends and where the healthy mucosa begins. It is difficult to define where its boundaries are. Any assumptions put into the shape finding algorithm (such as assuming smooth curves) will bias the results. Of course, even if this problem is solved, there is still the problem of pose. What angle will one use to view the polyp? A single polyp seen from different viewpoints can seem to have a very different shape. (see Figure 2.8) Assuming the
extraction problem and the pose problem are solved, there is still the problem introduced by the lens of the camera. Colonoscopes typically have very wide angle lens (usually around 120 degrees). This introduces a radial distortion into the image that alters the shape of objects being viewed. In order to correct for this, the camera must be calibrated to find the parameters to correct for this distortion. Once all these problems have been solved, an accurate estimate of shape can finally be made from the image.

Of course, if multiple images of a polyp are taken, another problem may arise. Polyps do not have a rigid shape, and they can be moved around by objects striking them. For example, during an examination, a physician might take one image of a polyp. Then, he might move the camera, brushing the polyp in the process, return the camera to the same position, and take another image of the polyp. The polyp may look quite different.
between the two images.

For the reasons detailed above, a shape parameter was not evaluated as part of the discrimination in this thesis. However, it has yet to be determined if shape could be useful in differentiating among polyps.
Chapter 3

The Decision Algorithm

3.1 Overview of Algorithm

Statistical Analysis is defined as “a statistical technique for classifying individuals or objects into mutually exclusive and exhaustive groups on the basis of a set of independent variables.” [16] Basic discriminant analysis can handle discrimination between two groups or among multiple groups. For this thesis, we only had to discriminate among two groups: adenomatous polyps and hyperplastic polyps. A linear discriminant can be used to generate a qualitative dependent variable from a set of independent variables. The independent variables are those features which we calculated in the last chapter. The following derivation for the linear discriminant used in this thesis was taken from Dillon and Goldstein and has been repeated here for clarity [16].

The purpose of discriminant analysis is to derive linear combinations of the independent variables that will be able to discriminate among the a priori defined groups in such a way that the misclassification error is minimized. This is accomplished by maximizing
the between-group variance relative to the within-group variance. Discriminant analysis can be thought of as a scoring system that assigns each group or object in a sample a score that is a weighted average of that group’s or object’s values on the set of independent variables (the features). Once the score is determined it may then be used to generate an a posteriori probability that determines the likelihood of that individual or object belonging to each of the groups.

The linear discriminant function will discriminate among the a priori defined groups in the “optimal” way. This “optimal” solution is defined as the result which will make the misclassification error rates obtained for a particular linear combination of variables smaller than the error obtained for any other linear combination. This optimality is dependent on two assumptions being met. These are (1) the $p$ independent variables must have a multivariable normal distribution and (2) the $p \times p$ covariance matrix of the independent variables in each of the two groups must be the same [16]. Non-optimal results may be obtained if these assumptions are not met.

To summarize, the purpose of discriminant analysis is the assignment of objects into mutually exclusive and exhaustive groups.

### 3.2 Derivation of Decision Algorithm

Suppose a population, $G$, is made up of two groups $G_1$ and $G_2$. A measurement, $X$, consisting of $p$ characteristics is observed from $G$. We wish to develop an assignment rule for $X$ that will allocate this observation to $G_1$ or $G_2$. Of the $n$ observations, the researcher knows that $G_1$ has $n_1$ observations and $G_2$ has $n_2$ observations.
A solution to this problem was provided by Fisher. Under the assumption of the true mean vector for $G_i$ is $\mu_i$, $i = 1, 2$ and that the variance-covariance matrices $\Sigma_1$ and $\Sigma_2$ have a common value $\Sigma$, Fisher suggested that an optimal linear discriminant may be found by taking a linear combination of $X$ such that the ratio of the differences in the means of the linear combinations in $G_1$ and $G_2$ to its variance is maximized. In other words, by denoting the linear combinations by $Y = b^T X$, we wish to find a vector of weights $b$ so that we maximize the criterion

$$\Delta = \frac{b^T \mu_1 - b^T \mu_2}{b^T \Sigma b}$$

(3.1)

However, in most real problems, including the one discussed in this thesis, the parameters, $\mu$ and $\Sigma$ are not known. They must be estimated from the input data. Therefore, the $n_i$ sample observations from each $G_i$ are used to define a sample-based rule by replacing $\mu_i$ with $\bar{x}_i$ and $\Sigma$ with $S$. These estimates are given by:

$$\bar{x}_i^T = (\bar{x}_{i1}, \bar{x}_{i2}, ..., \bar{x}_{ip})$$

(3.2)

where $i = 1, 2$ and

$$S = \frac{1}{n_1 + n_2 - 2} (x_1^T x_1 + x_2^T x_2)$$

(3.3)

where $\bar{x}_{ij} = \sum_{l=1}^{n_i} x_{jl}$, $i = 1, 2$ and $j = 1, 2, ..., p$, and where $x_1$ is the $(p \times n_1)$ matrix of mean-normalized observations taken from $G_1$ and $x_2$ is the $(p \times n_2)$ matrix of observations in mean-normalized form taken from $G_2$. Replacing parameters with their sample-based estimates, setting the derivative of $\Delta$ equal to 0, and solving for $b$ shows that
\[ \hat{b} = S^{-1}(\bar{x}_1 - \bar{x}_2) \]  

(3.4)

where \( S^{-1} \) is the inverse of the pooled sample variance-covariance matrix.

To summarize, we see that the discriminant function is a linear composite of the original measurements on which the sum of squared differences between the group means is maximal, relative to the within-groups variance. In the case of only two groups, a single function of the \( p \) measurements will account for all the differences.

With Fisher’s linear discriminant function, the assignment rule that allocates individuals or objects to the two groups becomes the following: assign an individual or object with realized scores, \( x \), on the \( p \) independent variables to \( G_1 \) if

\[ |\hat{b}^T(x - \bar{x}_1)| \leq |\hat{b}^T(x - \bar{x}_2)| \]  

(3.5)

or to \( G_2 \) if

\[ |\hat{b}^T(x - \bar{x}_2)| < |\hat{b}^T(x - \bar{x}_1)| \]  

(3.6)

### 3.3 Statistical Testing

One of the objectives of discriminant analysis is the determination of the extent to which the two a priori defined groups differ with respect to their average score profiles. One method for testing whether between-group differences are statistically significant is described below.

The mean value of the discriminant function is referred to as the group centroid. The group centroids, \( \bar{Y}_i \), where \( i \) identifies the group being considered, are obtained by
applying the vector of discriminant coefficients to the mean score vector for each group, 
\( \bar{Y}_i = \hat{b}^T \bar{x}_i \). The differences in group differences may be used to define Mahalanobis's generalized distance, \( D^2 \).

\[
\bar{Y}_1 - \bar{Y}_2 = \hat{b}^T \bar{x}_1 - \hat{b}^T \bar{x}_2
\]  
(3.7)

\[
= (\bar{x}_1 - \bar{x}_2)^T S^{-1} \bar{x}_1 - (\bar{x}_1 - \bar{x}_2)^T S^{-1} \bar{x}_2
\]  
(3.8)

\[
D^2 = (\bar{x}_1 - \bar{x}_2)^T S^{-1} (\bar{x}_1 - \bar{x}_2)
\]  
(3.9)

\( D^2 \) can be used to determine if between group differences in mean score profiles are statistically significant. Large values of \( D^2 \) lead us to believe that the groups are sufficiently spread in terms of mean separation. A formal test can be constructed by forming

\[
Z = \frac{n_1 n_2}{(n_1 + n_2)} \frac{(n_1 + n_2 - p - 1)}{(n_1 + n_2 - 2)p} D^2
\]  
(3.10)

Under the hypothesis, \( H_0: \mu_1 = \mu_2 \) and common variance-covariance matrix the test statistic \( Z \) is distributed as an F-distribution with \( p \) and \( n_1 + n_2 - p - 1 \) degrees of freedom; that is

\[
Z \sim F_{\alpha; (p, n_1 + n_2 - p - 1)}
\]  
(3.11)
Using this relationship, we can define Hotelling’s Two-Sample \( T^2 \)-statistic to be

\[
T^2 = \frac{n_1 n_2}{(n_1 + n_2)} D^2
\]  
(3.12)

Using this relationship, \( H_0 \) is rejected at significance level \( \alpha \) if

\[
\frac{n_1 n_2}{(n_1 + n_2)} \frac{(n_1 + n_2 - p - 1)}{(n_1 + n_2 - 2)} (\bar{x}_1 - \bar{x}_2)^T S^{-1} (\bar{x}_1 - \bar{x}_2) > F_{\alpha; (p, n_1 + n_2 - p - 1)}
\]  
(3.13)

where \( F_{\alpha; (p, n_1 + n_2 - p - 1)} \) denotes the upper \( \alpha \) percentage points of the F-distribution with \( p \) and \( n_1 + n_2 - p - 1 \) degrees of freedom. The \( \alpha \) statistic provides a useful metric to determine how well the two classes have been separated in the feature space.
Chapter 4

Real Data

4.1 Objective

Thus far, our investigation has focused on the techniques used to extract information from the endoscopic images. In chapter 3, we focused on the different features which may be of use in distinguishing different types of polyps and the clinical research which supported the use of those features. These features included the location of the polyp in the colon, the age of the patient, the size of the polyp as determined by histologic examination, texture features, and color features. We specified different image processing techniques which could prove useful in measuring these different qualities. In chapter 4, we described the decision algorithm which would be used to decide what type of polyp was being investigated. This algorithm, the linear discriminant algorithm, is first trained on a set of images for which the polyp's type is known. Based on this training set, it creates a discriminant to classify polyp images for which the type is not known. Of course, the true test of the work done in this thesis is to apply the approach described above to video endoscope data actually
taken from patients with adenomatous and hyperplastic polyps.

In this chapter, we test the techniques that we have developed in the previous chapters on actual polyp data. To do this, we put features from all classes in a single discriminant function in order to determine which class of features contributed the most to classification. We examined all possible combinations of features for sets of one feature, two features, three features, and four features. In order to pick the optimal reduced feature set for a particular number of features, the combination of features with the highest $D^2$ statistic was retained and all other combinations were discarded.

This chapter is organized as follows. First, we begin with a description of the real polyp data that is available to us. Then, we examine several algorithms that were used to preprocess the images. Finally, we evaluate sets of the input features using the linear discriminant in order to find some optimal set taken from all the classes of features.

### 4.2 Description of the Data

We are fortunate to have access to a set of polyp images taken during normal colonoscopy and the pathology reports that identify the type of polyp being examined for 62 polyps: 45 neoplastic polyps and 17 non-neoplastic polyps. These polyps are of varying types. The non-neoplastic polyps being considered are all hyperplastic polyps. The neoplastic polyps are of tubular adenomas, tubulo-villous adenomas, and villous adenomas. (see Figures 2.8, 4.9, and 2.2, respectively) The data set for each individual polyp consists of a series of endoscopic images of the polyp. The number of images for each polyp is variable. It could be as few as one, or it could consist of as many as 8 or 10 images. These images
are taken from a variety of viewing angles of the polyp, distances from the polyp, and lighting conditions. In the case wherein more than one polyp image was available to be processed, one of the images was chosen based on a qualitative assessment of the image's ability to convey the characteristics of the polyp. This assessment was based on minimum glare characteristics, good viewing distance, and a good viewing angle. The images were stored in TARGA format with 2 bytes allocated to each color pixel. This implies that there were 5 bits per color band. This translates to 32 different gray levels for the red, green, and blue bands. The images were of size 292 by 382 for high resolution images and half that in each dimension for the low resolution images. Images of both types were involved in the discriminant analysis. These images were taken with a number of different video endoscopes; no attempt was made to color calibrate the camera before the images of the polyps were acquired. Aside from the images, each polyp was also associated with a pathology report. This report contained the estimated location of the polyp in the patient’s colon, the age of the patient, the dimensions of the polyp as estimated during biopsy, and the diagnosis of the polyp as determined during biopsy. As noted previously, histologic examination is the only clinically validated technique for diagnosing a colorectal polyp.

A semi-automated technique was used to determine what area of the polyp to examine for feature extraction. First, a rectangular area in the image was specified by the operator as lying entirely on the surface of the polyp. For relative color measures, a second rectangular area in the image was specified as just containing mucosa (not lying on the polyp or dark areas such as viewing deeper into the colon). Finally, a set of lines were chosen as crossing from the mucosa onto the surface of the polyp. These lines were used for the calculation in the retinex algorithm. The next preprocessing step was to process
the image in order to find areas corresponding to glare. These areas were identified so that they would not later be used during the feature extraction step. After specifying areas containing glare, three algorithms were applied to each input image. The first was an HSV enhancement technique. The second was a principal components transform to reduce the image from three color bands to one band containing a majority of the information from the original image. The last technique was unsharp masking. This was used to reduce the effect of variable lighting on the perceived texture on the surface of the polyp. After these three steps, the polyp image was ready for processing.

4.3 Accounting for Specular Reflection

There are many problems that arise when processing actual images and not just test data. Glare was one of these problems which arose when attempting to process the actual polyp images. The lighting element on the camera had the tendency of reflecting off the shiny sides of the intestinal wall. This created a problem because the sensor element (the CCD) of the camera would be saturated by the light reflecting from the surface under inspection (the polyp). In the regions of glare, the camera recorded only white. In these areas, there was no available information to be used for feature calculations. However, if these regions are ignored, they could create anomalies in the results. For instance, a texture calculation could read this area to be smooth when, in fact, it lay on the surface of a highly nodular adenomatous polyp. When possible, these features were distinguished from the rest of the image during feature calculation. This was not the case for radial frequency processing and for fractal dimension calculation. The glare effect was generally judged to be low frequency
and so was ignored for the radial frequency processing, since we were only concerned with the high frequency component of the signal. For fractal dimension calculation, we desired to have as large a region as possible to estimate the fractal dimension of the texture, and it was judged that if these regions were removed our area would become too small for effective estimation.

In order to delineate these areas in the image, a histogram was formed of all pixel values in the polyp image. The pixel locations containing the top 12% of all pixel values were declared to be in the glare region and marked. This threshold was found to work well experimentally. Since the regions of interest were dark spots (folds and grooves in the surface) or reddish spots, these areas could then be avoided when acquiring data.

In generating the algorithm to find the areas of glare in the image, two assumptions were made. The first was that, if glare affected a pixel, then that glare would be present in each band of the image. The second was that there would always be some glare in the image. The first assumption is validated by, if the CCD is saturated by intense white light in one band, then it will be saturated in all bands. The second assumption, though not guaranteed for all images (images do not need to have glare in them), was observed to be true for a large number of the images used in this thesis.

As detailed above, one may generate a distribution function for each color band. This distribution provides the percentage of the pixels that fall into each of the possible gray levels for the image. From this distribution, one may calculate a cumulative density function (CDF). This CDF tells us for any particular gray level in the image, what percentage of the pixels are at that gray level or less. If the probability of a particular gray level, $g_i$, is
equal to $p_u(g_i)$, then the CDF can be derived as follows:

$$P_u(u < g_i) = \sum_{i=0}^{g_i} p_u(g_i)$$

(4.1)

where $i = 0, 1, 2, ..., L - 1$. $L$ is the number of gray levels. Once the CDF is derived for the red, green, and blue bands, one may select an arbitrary threshold value of the image. The value 0.12 was observed to be a good threshold for the input images for this thesis. This meant that the top 12% of the pixel values were to marked as possible glare pixels in each band. The pixels that had been marked as glare in each band were indicated in a matrix, corresponding to that band which contained a 1 for a pixel that had been marked as glare and a 0 otherwise. These three matrixes were $MAP_R$, $MAP_G$, and $MAP_B$, corresponding to the red, green, and blue bands, respectively. By noting that glare would need to correspond to the pixel value being maxed out in each band, one can then write (where $\oplus$ indicates the logical and):

$$MAP = (MAP_R) \oplus (MAP_G) \oplus (MAP_B)$$

(4.2)

Therefore, if a pixel had been marked as glare in each band, then it corresponded to an area affected by glare. This MAP matrix was then used to determine what pixels in the image were processed for features.

An example of an image without glare marked is given in Figure 4.1. The same image with the glare marked is given in Figure 4.2.
4.4 Principal Components Transform

There were three bands to be processed in the images that were examined, red, green, and blue. Even though having three bands was extremely useful for color image processing, it presented something of an ambiguity when considering what to process for the texture characteristics. As common sense tells us, the tissue of the human body reflects most strongly in the red band. This means that the red band will have the most reflected energy. However, there is so much reflected energy in the red band that most of the band is saturated or nearly so there is very little information to be used. (see Figure 4.3) This leaves the green band and the blue band. Another fact is that the sensitivity of the CCD in the camera is highest in the green band and lowest in the blue band. One can see the effect of the sensitivity of the camera in the following two pictures. The green band is observed...
However, it did not make sense just to discard the red and blue bands. There was some information in them, just not the same amount as was in the green band. In order to take advantage of this information, we performed a principal components analysis of the entire image.

The Principal Components Transform (PCT) is based on the statistical properties of the image. In this thesis, the principal components transform is applied to the 3D color space. This method is described by Umbaugh [74]. The Principal Components Transform provides us with a data reduction technique that allows us to collapse the maximal information from the three color bands down into a single band.

In order to find the PCT for a particular image, the 3D color covariance must
be found. This covariance matrix is defined as follows (where the $R$, $G$, and $B$ labels apply to the Red, Green, and Blue images, respectively)

$$COV_{RGB} = \begin{bmatrix} C_{RR} & C_{GR} & C_{BR} \\ C_{RG} & C_{GG} & C_{BG} \\ C_{RB} & C_{GB} & C_{BB} \end{bmatrix}$$  \hspace{1cm} (4.3)$$

where

$$C_{RR} = \frac{1}{P} \sum_{i=1}^{P} (R_i - m_R)^2$$  \hspace{1cm} (4.4)$$
and $P = \text{number of pixels in the image}$ and $R_i = \text{the red value for the } i\text{th pixel}$ and

$$m_R = \frac{1}{P} \sum_{i=1}^{P} R_i$$  \hspace{1cm} (4.5)

Similar equations are used for $C_{GG}$ and $C_{BB}$. The cross-covariance terms, $C_{GR}$, $C_{BR}$, $C_{RG}$, $C_{BG}$, and $C_{RB}$, are defined as follows:

$$C_{XY} = \frac{1}{P} \left[ \sum_{i=1}^{P} X_i Y_i \right] - m_X m_Y$$ \hspace{1cm} (4.6)

with the means as defined above.

If the eigenvectors of the covariance matrix are used as a linear transform matrix on the original $[RGB]$ vectors, it can be shown that the resulting vectors have components
that are uncorrelated [16]. If the eigenvector corresponding to the largest eigenvalue is used for the transform then the variance in the data will be maximal. In other words, if $ev = [ev_R, ev_G, ev_B]$, the eigenvector corresponding to the largest eigenvalue can be used to linearly transform the entire color image to a single channel via

$$
\begin{bmatrix}
R_{2,i} \\
G_{2,i} \\
B_{2,i}
\end{bmatrix} =
\begin{bmatrix}
ev_R & ev_G & ev_B
\end{bmatrix}
\begin{bmatrix}
R_i \\
G_i \\
B_i
\end{bmatrix}
$$

(4.7)

where $i$ is equal to one to the number of pixels in the image. If the output of this transform exceeded the maximum possible dynamic range of the original image, it was scaled down. The output of this algorithm for three images above is given in Figure 4.6.
4.5 HSV Enhancement

HSV enhancement is a method of color image enhancement. With this method, first, an input RGB image is transformed into the HSV domain. Then, the S band is transformed by equalizing its histogram. With the RGB image, the three bands are red, green, and blue. In the HSV domain, the three bands are hue, saturation, and color value. The hue band refers to the color that the pixel most closely matches. The values of hue run from red to green to blue back to red. The saturation band controls the “purity” of the color. Low values of hue correspond to gray shades. Higher values of hue correspond to bright colors. Finally, color Value controls the overall brightness of the pixel. Low values of brightness correspond to dark (black) images [8].

The method of HSV image enhancement proceeds as follows. First, the input
image is transformed from the RGB to the HSV domain. In order to make the colors in the image more distinctive, we performed histogram equalization on the S band. To perform histogram equalization, the S band is histogrammed and a probability distribution, \( p_u(x) \) is calculated. Once the probability distribution has been calculated, then a cumulative distribution can be derived from it. Then, the values in the cumulative histogram are spread apart so the values of \( S \) will cover the available space, accentuating differences between objects (and colors) in the image, where \( P_u(x) \) is the cumulative distribution. An example of a histogram is given in Figure 4.7. An equalized version of the histogram is given in Figure 4.8. Notice how the values of the original space have been spread apart; making each one more distinctive. After this is done, the resulting HSV image is converted back to an RGB image for further processing. Figure 4.9 shows an image before HSV enhancement. Figure 4.10 shows the same image after processing.

Figure 4.7: Histogram: Unequalized
4.6 Unsharp Masking

The algorithm to perform unsharp masking is described below. There are three steps to the algorithm. First, the input image is low pass filtered. Next, this low-passed image is subtracted from the original image. This has the effect of removing the low frequency component of the image, while accentuating the high frequency details (such as edges). Then, the final output is shifted so that it lies within an acceptable range—such as within the range of the original image. The equations for the algorithm are detailed below:

An acceptable lowpass input mask, in this case, an averaging filter, is given
Figure 4.9: Tubulo-Villous Adenoma: Before HSV enhancement

![Image](image.png)

below. This format can be followed for masks with larger regions of support.

\[
MASK = \frac{1}{9} \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\]  

(4.8)

Then, the input signal is convolved with the MASK and the result is subtracted from the input.

\[
OUTPUT = INPUT - MASK * INPUT
\]  

(4.9)

Finally, the output image is shifted so that its minimum pixel value is 0. If necessary, the dynamic range is then decreased so that the maximum pixel value is equal
4.7 Overall Performance

When a physician examines a polyp through a video endoscope, he does not take into account any one of the polyp’s features when he attempts to classify the polyp. He is looking at the polyp’s texture, color, and shape together. He is evaluating the size of the polyp to determine if it is a threat to the patient by virtue of its size alone. He is also taking into account any one of a number of invisible factors which are difficult to quantify. Does this patient have a history of colorectal polyps? Does the patient’s family? All of these factors are considered by the doctor before he makes a decision about the threat posed by a particular polyp. Research has shown that polyp’s possess a number of characteristics
that may be used to classify them. There is no reason not to take into account all the available data when one is making a decision.

For this reason, we believe that a discriminant function should have access to as many factors as possible when it attempts to classify a polyp. In general, the more data that is available for an algorithm that better it will be able to perform. To this end, we decided to search the group of all features detailed in the previous sections for the combination of features that could most accurately classify a polyp as an adenoma or a hyperplastic polyp. A list of the features developed in previous chapters is given in Table 4.1.

The features obtained from the images were evaluated over a number of test runs. Each test run was split into two stages. During the first stage a number of training images were used to determine the optimal rule for the discriminant. Then, this optimal rule was applied to a set of test images in order to determine its performance for a set of data which it was not trained upon. A separate set of data was needed for the test set because a decision algorithm will become optimized to classify the data that it was trained upon. Testing an algorithm’s performance with its training set will return optimistically biased results. We wished to simulate that the algorithm had been previously trained and was being used by a doctor in an examination. It is under these conditions that we are interested in the algorithm’s performance. On every run, 30 of the 45 images of adenomatous polyps and 10 of the 17 images of hyperplastic polyps were used for the training stage of the algorithm. The remainder of the images was used for the test set. The images chosen for the training set and the test set were randomly determined at the beginning of each run in order to find the algorithm’s performance for differing input. 5 runs were done to determine the
<table>
<thead>
<tr>
<th>FEATURE NUMBER</th>
<th>FEATURE CLASS</th>
<th>FEATURE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>Patient’s Age</td>
</tr>
<tr>
<td>2</td>
<td>Size</td>
<td>Volume of Polyp</td>
</tr>
<tr>
<td>3</td>
<td>Location</td>
<td>Location Found in the Colon</td>
</tr>
<tr>
<td>4</td>
<td>Color</td>
<td>Chromaticity-Distance</td>
</tr>
<tr>
<td>5</td>
<td>Color</td>
<td>Chromaticity-Distance Ratio</td>
</tr>
<tr>
<td>6</td>
<td>Color</td>
<td>Retinex Coordinates-RG</td>
</tr>
<tr>
<td>7</td>
<td>Color</td>
<td>Retinex Coordinates-RB</td>
</tr>
<tr>
<td>8</td>
<td>Color</td>
<td>Variegated Color-mean</td>
</tr>
<tr>
<td>9</td>
<td>Color</td>
<td>Variegated Color-variance</td>
</tr>
<tr>
<td>10</td>
<td>Color</td>
<td>Variegated Color-mean ratio</td>
</tr>
<tr>
<td>11</td>
<td>Color</td>
<td>Variegated Color-variance ratio</td>
</tr>
<tr>
<td>12</td>
<td>Texture</td>
<td>Fractal Dimension</td>
</tr>
<tr>
<td>15-19</td>
<td>Texture</td>
<td>Radial Frequency Bins</td>
</tr>
<tr>
<td>20</td>
<td>Texture</td>
<td>Normal Dispersion</td>
</tr>
<tr>
<td>21</td>
<td>Texture</td>
<td>Textural Edgeness-Sobel</td>
</tr>
<tr>
<td>22</td>
<td>Texture</td>
<td>Textural Edgeness-Laplacian</td>
</tr>
<tr>
<td>24</td>
<td>Texture</td>
<td>Histogram-Dispersion</td>
</tr>
<tr>
<td>25</td>
<td>Texture</td>
<td>Histogram-Variance</td>
</tr>
<tr>
<td>26</td>
<td>Texture</td>
<td>Histogram-Energy</td>
</tr>
<tr>
<td>27</td>
<td>Texture</td>
<td>Histogram-Skewness</td>
</tr>
<tr>
<td>28</td>
<td>Texture</td>
<td>Histogram-Kurtosis</td>
</tr>
<tr>
<td>29</td>
<td>Texture</td>
<td>Histogram-Entropy</td>
</tr>
</tbody>
</table>
variability of the results.

Each run was split into four parts. For a particular choice of training set, the algorithm was evaluated for all possible combinations of 1, 2, 3, and 4 features. For each number of features, the combination of features which provided the optimal discrimination power was chosen as the best combination of features for that number of features and training set. “Optimal” in this case was defined as the combination of features which returned the largest $D^2$ statistic. The $D^2$ statistic provides a sense of how separated the two different groups of data (adenomatous or hyperplastic) are in the feature space. In general, the higher the $D^2$ statistic the better will be the discrimination. Also, for the best combinations of features, an $\alpha$ statistic was calculated as described in Chapter 3.3. We want $\alpha$ to be small ($<0.05$) in order to show that between group differences are significant. Finally, the percentage of adenomatous and hyperplastic polyps classified correctly in both the training set and testing set were included. Results of the 5 test runs are given in Table 4.2. %AF denotes the percentage of adenomas classified correctly. %HF denotes the percentage of hyperplastic polyps identified correctly. %TF is the percentage of all polyps considered (hyperplastic and adenomatous polyps) identified correctly. The features chosen for each run are given in Table 4.3.

As Table 4.2 shows, as the number of features increased, the returned $D^2$ statistic increased as well. This was an expected result since we were optimizing our selection of features based off the $D^2$ statistic. However, for large values of $D^2$, where we would expect to receive perfect results on the discrimination, we found that we could still only find 80% of the polyps correctly. It also performed poorly when attempting to find the hyperplastic polyps in the testing set. As the number of features being considered increased,
Table 4.2: Algorithm Performance

<table>
<thead>
<tr>
<th>Run</th>
<th>Training Data</th>
<th></th>
<th>Test Data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Num Feats</td>
<td>%AF</td>
<td>%HF</td>
<td>%TF</td>
</tr>
<tr>
<td>Run 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>63.3</td>
<td>67.0</td>
<td>65.0</td>
<td>0.64</td>
</tr>
<tr>
<td>2</td>
<td>66.7</td>
<td>70.0</td>
<td>72.5</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>70.0</td>
<td>70.0</td>
<td>70.0</td>
<td>1.21</td>
</tr>
<tr>
<td>4</td>
<td>73.3</td>
<td>80.0</td>
<td>75.0</td>
<td>1.46</td>
</tr>
<tr>
<td>Run 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>66.7</td>
<td>1.00</td>
<td>75.0</td>
<td>1.38</td>
</tr>
<tr>
<td>2</td>
<td>83.3</td>
<td>60.0</td>
<td>77.5</td>
<td>2.60</td>
</tr>
<tr>
<td>3</td>
<td>83.3</td>
<td>70.0</td>
<td>80.0</td>
<td>2.79</td>
</tr>
<tr>
<td>4</td>
<td>86.7</td>
<td>60.0</td>
<td>80.0</td>
<td>3.03</td>
</tr>
<tr>
<td>Run 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>70.0</td>
<td>60.0</td>
<td>67.5</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>63.3</td>
<td>70.0</td>
<td>65.0</td>
<td>0.93</td>
</tr>
<tr>
<td>3</td>
<td>63.3</td>
<td>90.0</td>
<td>70.0</td>
<td>1.33</td>
</tr>
<tr>
<td>4</td>
<td>73.3</td>
<td>80.0</td>
<td>75.0</td>
<td>1.59</td>
</tr>
<tr>
<td>Run 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>63.3</td>
<td>70.0</td>
<td>65.0</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td>70.0</td>
<td>60.0</td>
<td>67.5</td>
<td>1.04</td>
</tr>
<tr>
<td>3</td>
<td>80.0</td>
<td>70.0</td>
<td>77.5</td>
<td>1.24</td>
</tr>
<tr>
<td>4</td>
<td>63.3</td>
<td>80.0</td>
<td>67.5</td>
<td>1.47</td>
</tr>
<tr>
<td>Run 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>70.0</td>
<td>80.0</td>
<td>72.5</td>
<td>1.04</td>
</tr>
<tr>
<td>2</td>
<td>80.0</td>
<td>70.0</td>
<td>77.5</td>
<td>2.00</td>
</tr>
<tr>
<td>3</td>
<td>76.7</td>
<td>80.0</td>
<td>77.5</td>
<td>2.39</td>
</tr>
<tr>
<td>4</td>
<td>83.3</td>
<td>80.0</td>
<td>82.5</td>
<td>3.25</td>
</tr>
<tr>
<td>Run Avg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>66.7</td>
<td>76.0</td>
<td>69.0</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>72.7</td>
<td>70.0</td>
<td>72.0</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>74.7</td>
<td>76.0</td>
<td>75.0</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>76.0</td>
<td>76.0</td>
<td>76.0</td>
<td>—</td>
</tr>
</tbody>
</table>
the performance of the training set (as measured by the total number of polyps diagnosed correctly) also tended to increase. Generally, the percentage of polyps found in the training set was between 65% and 82.5%. However, this behavior was not shared by the testing set. The performance of the algorithm on the testing set remained fairly constant throughout the run—regardless of the number of features being considered.

In this thesis, we explored metrics for three classes of features: pathology, color, and texture. As mentioned previously, the influence that the type of polyp had on this particular set of features was uncertain. Table 4.3 shows that the pathology features: patient’s age, volume of the polyp, and location of the polyp in the colon, did not play a major role in the classification of the polyps for this experiment. This was somewhat surprising in the case of the volume of the polyp. It was expected that this would be able to discriminate among at least some of the sample polyps. This shows that, at best, polyp size should play a minor role in the discrimination, as we are interested in separating out those polyps of the same size that belong to different classes. Size may produce misleading results in this case.

Disappointingly, our results show that the color features explored in this thesis did not produce strong features. Color variegation, the retinex features, and the chromaticity “redness” features were chosen several times by the algorithm but not consistently. It is possible that the features chosen for this thesis did not capture the color feature that has been observed by doctors. A number of factors may have contributed to this occurring. Our attempts to normalize the color from image to image may have been unsuccessful. Ideally, the endoscopic camera should be calibrated to some known color standard before every examination. This would ensure the colors observed in one camera would be like
Table 4.3: Features Chosen for each Run

<table>
<thead>
<tr>
<th>Run</th>
<th>Num Feats</th>
<th>Feature(s) Chosen</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16,29</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15,17,29</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5,15,17,29</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>19,26</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>9,19,26</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19,21,23,26</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12,26</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>12,27,28</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3,12,27,28</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15,29</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8,15,29</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6,7,16,29</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>24,29</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6,24,29</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6,7,24,29</td>
</tr>
</tbody>
</table>
those observed in another camera. In the case of the images used in this thesis, color calibration was not done on the camera's beforehand. In the absence of this calibration, another solution would be, before every examination, to image a color chart, where the colors on the chart are known. These images do exist, but they were not made available during the development stage of this algorithm so they were not used.

At each stage in the algorithm, texture was the class of feature chosen as having the greatest discrimination ability. Intuitively, this meets our expectations. As has been mentioned previously, the gold standard in polyp discrimination remains to be histology—an analysis of the microstructure of the polyp. Since this microstructure affects the macrostructure of the polyp, we expect texture to be important to our discriminant. Moreover, doctors using magnifying endoscopes and dye to more clearly visualize the macrostructure of polyps have reported good results. The strongest texture features were those associated with the fractal dimension of the polyp's surface, the radial frequency response and those that interpreted the distribution of the pixel values on the polyp, particularly those such as energy and entropy which measure how spread out the pixels are across all possible pixel values. This shows that a generic measure of roughness does capture the differences in texture between the two classes of polyps.

The results of this algorithm show that texture is important in discriminating between classes of polyps than are features related to color or pathology. It is unfortunate that we were not able to consider more features in the discriminant. In order to test the whole feature set, we would have needed 260 images in the training set just to evaluate the 26 features. More images would be needed for testing. Unfortunately, we had only 62 images available to us, and only 17 of the 62 images were of hyperplastic polyps. It is possible that
there were simply just not enough samples of hyperplastic polyps to properly characterize that group of polyp for the discriminant. This would explain why the algorithm could perform well on the training set and not be able to perform just as well on the testing set. A larger population of samples will be needed to fully evaluate the ability of this algorithm to classify polyps.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have presented a method to apply pattern recognition and image processing techniques to the problem of estimating the potential malignancy of a colorectal polyp from an image and from data known a priori. This in vivo method provides an alternative to current ex vivo histological techniques. By estimating the potential malignancy of a polyp from colonoscope images, the process of polyp diagnosis becomes safer and more cost effective. In addition, our technique will give physicians information as to the most important features for diagnosis of a polyp.

In chapter 3, we explored the features which can be of use in distinguishing between types of polyps. These features took into account the limitations caused by the images: relatively low resolution and the possibility of glare effecting our results. The features we examined included age of the patient, size of the polyp, texture of the polyp’s surface, and the color of the polyp compared with that of the surrounding mucosa. The
features were formulated in such a way that the results would be easily applicable to real
data.

In chapter 4, we created a framework to make a diagnosis about the type of
polyp under examination. This model, the linear discriminant, is a multivariate data
reduction technique which is useful in collapsing a large number of measurements down
into a single variable upon which to make a decision. The large number of measurements
in this case were the features detailed in chapter 3. The $D^2$ statistic allows us to determine
the effectiveness of the training set in separating the feature space.

In chapter 5, we applied the methods developed in the last two chapters to images
of actual polyps. For each polyp image, a feature vector was calculated. Then, the image
set was separated into two groups: a test image set and a training image set. The training
image set was used to train the classifier, the test set was used to evaluate its performance.
It was found that texture played the most important role in the discrimination. We were
able to correctly classify 65% to 82.5% of the images viewed in the training set. Performance
in the test set was more variable. On the average, we were able to classify about 60% of
the test images correctly, which is only slightly better than guessing. We believe that a
larger sample size will better characterize the two groups of polyps and lead to improved
algorithm performance.

5.2 Future Work

During this research, it came to our attention that there were certain areas that could be
explored in the future to enable our algorithm to return more robust results.
The data set available in this thesis was fairly small and did not contain a very large sampling of polyps. It would be beneficial for a larger data set to be available for follow up work. This would allow a larger number of features to be statistically significant during the training of the algorithm. Moreover, in these additional sample images, the optimal viewing distance should be maintained between the camera and the polyp and glare on the surface of the polyp should be minimized. It would be interesting to see how this algorithm fared with data provided by the newer magnifying colonoscopes.

Additional features could be incorporated into the discriminant in order to test their ability to distinguish between different types of polyps. These features could include new ways of measuring the texture and color. The techniques described in this thesis are just a small set of the possible measurements that could be made. Interesting research has been into evaluating the concentration of blood flow in an area through the use of endoscopic measurements. Thus far, the research has not attempted to evaluate the blood flow in polyps, but perhaps such a measurement would be useful [30, 63, 72]. Also, new categories of features could be examined. For instance, shape was not utilized in this thesis. Properly examined, shape may play a useful role in polyp diagnosis. In addition, different features could change their weights if some other feature is found. For instance, villous adenomas have higher cancer risks for smaller polyp sizes. If a polyp can be identified as a villous in structure, its size feature could increase in weight to reflect this.

The feature selection algorithm used in this thesis was computationally quite expensive. As the size of the subset of features being considered increases, the computations required to find the optimal reduced feature set rapidly become prohibitive. There are a number of stepwise selection procedures available which could be implemented to make the
search for a larger “optimal” set of features more feasible. This would allow a larger number of features to be considered in the discriminant and improve algorithm performance.

Since the features described in this thesis could be used to distinguish between a small set of objects found in the human body, it is our hope that they could be generalized to distinguish among a large set of objects in the human body (such as among several different types of polyps).

Finally, different algorithms could be explored in classifying the polyps. A linear discriminant was used in this thesis. However, there are a number of other methods available, such as neural networks, that may be able to provide more robust results for the available data set.
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