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ABSTRACT

The unique mechanical behavior of nanocrystalline metals has become of great interest in recent years, owing to both their remarkable strength and the emergence of new deformation physics at the nanoscale. Of particular interest has been the breakdown in Hall-Petch strength scaling, which is frequently attributed by atomistic simulations to a mechanistic shift to interface-dominated plasticity. Experimental validation has been less abundant, primarily due to the processing challenges associated with achieving homogeneous nanocrystalline samples suitable for mechanical testing. Allo...
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Figure 1.1: Strength scaling of nanocrystalline Ni from the studies of Erb et al. [18], Hughes et al. [13], and Ebrahimi et al. [11]. A breakdown in the classical Hall-Petch relationship is suggested at a grain size in the range of 10-20 nm.

Figure 1.2: The activation volume for deformation in Ni [10, 47, 54], Ni-Co [53], Cu [46, 48-51, 53], and Cu alloy [49] systems as a function of grain size. Nanocrystalline metals exhibit drastically lower values of V when compared to their microcrystalline counterparts, corresponding to an enhancement in the rate sensitivity.

Figure 1.3: The Mohr-Coulomb coefficient as a function of grain size for pure Ni [57, 60] and Zn [58, 59], and Cu alloys [55, 56]. Finer nanocrystalline metals are more sensitive to pressure down to a grain size of about 20 nm, and an inflection is suggested when the simulation results from Lund et al. [63] are added. A typical value of $\alpha \sim 0.12$ for amorphous solids is included for reference [64, 65].

Figure 1.4: Deformation mechanism map for nanocrystalline metals after Cheng et al. and Lund et al. At large grain sizes, classical dislocation plasticity is expected, which transitions to grain boundary sources of unit and partial dislocations, and ultimately plasticity is confined to the grain boundary regions, e.g. grain boundary sliding. Lund and Schuh [63] have predicted a transition to shear localization at the finest nanocrystalline grain sizes.

Figure 1.5: Gibbs free energy as function of nanoscale grain size for a given solute content, after Weissmuller [177]. A minimum is predicted in the free energy, corresponding to the thermodynamically stable grain size; image courtesy of Dr. A.J. Detor.

Figure 1.6: Scaling of nanocrystalline grain size with alloy composition for the strongly-segregating Ni-P system, and the weakly-segregating Ni-W system, taken from the works of Liu et al. [183] and Detor et al. [77], respectively. A higher alloy composition promotes finer grain sizes, regardless of the segregation tendency.

Figure 2.1: Schematic of an arbitrary grain shape, with the atomic configuration at the interface between the pictured and adjacent grain highlighted. The two planes of atoms at the boundary
between the grains, indicated by the dotted line, are denoted the intergranular region. Intergranular bonds are those located entirely within the intergranular region, and transitional bonds connect these atoms to those in the bulk region.

Figure 2.2: Two dimensional slices of the free energy surface as a function of (a) the intergranular solute content at a grain size of 20 nm, and (b) grain size at an intergranular solute content of 44 at %, for a given global composition of 10 at %. The minimum identified in the free energy of mixing represents the global minimum, and defines the thermodynamically stable state: note that these two sections have been chosen such that they each intersect the true energy minimum, whereas plots of Eq. (2.17) as a function of either variable alone would generally not.

Figure 2.3: Equilibrium grain size as a function of the global solute content for a given set of interaction energies. A power-law-like decay in grain size is observed with increasing global composition, indicating that more solute is required to stabilize finer nanocrystalline grain sizes.

Figure 2.4: Interfacial excess and intergranular solute content plotted against the global solute content; the corresponding axes are indicated. For the given set of interaction energies, both quantities are independent of global composition, and thus denote the critical intergranular coverage level required to achieve equilibrium.

Figure 2.5: Thermodynamic equilibrium states as a function of temperature for interaction energies defined as: $\omega_b = 0.03 \text{ eV}$, $\omega_{ig} = 0 \text{ eV}$, and $\gamma_A^\sigma = \gamma_B^\sigma = 0.48 \text{ J/m}^2$. With increasing temperature, (a) the segregation energy decreases, (b) the grain size trends first shift to higher solute contents, followed by a scaling inflection and shift to lower global compositions as shown in the inset, and (c) the interfacial excess decreases, indicating that temperature promotes a more random solute distribution.

Figure 2.6: Thermodynamic equilibrium states as a function of the bulk interaction energy for the state variables: $T = 1000 ^\circ \text{C}$, $\omega_{ig} = 0 \text{ eV}$, and $\gamma_A^\sigma = \gamma_B^\sigma = 0.48 \text{ J/m}^2$. With increasing bulk interaction energy, (a) the segregation energy increases and (b) the grain size trends shift to lower global solute contents, indicating that less solute is required to stabilize the nanostructure for large bulk interaction energies. (c) The interfacial excess is initially independent of composition at low $\omega_b$, then scales with the global solute content as $\omega_b$ further deviates from $\omega_{ig}$.
Figure 2.7: Thermodynamic equilibrium states as a function of the intergranular interaction energy for the state variables: $T = 1000 \, ^\circ\text{C}$, $\omega_b = 0.03 \, \text{eV}$, and $\gamma_A^* = \gamma_A = 0.48 \, \text{J/m}^2$. With increasing intergranular interaction energy, (a) the segregation energy decreases, (b) the grain size trends shift to higher global solute contents, and (c) the interfacial excess increases towards higher coverage levels, all of which support that higher solute contents are required to stabilize the nanostructure as $\omega_{ig}$ tends towards large, positive values.

Figure 2.8: Thermodynamic equilibrium states as a function of the solvent grain boundary energy for the state variables: $T = 1000 \, ^\circ\text{C}$, $\omega_b = 0.03 \, \text{eV}$, and $\omega_{ig} = 0 \, \text{eV}$. With increasing grain boundary energy, (a) the segregation energy generally decreases, although, depends to a large extent on the global solute content and relative magnitudes of the solute-soil solvent grain boundary energies, (b) the grain size trends shift to higher global solute contents, and (c) the interfacial excess increases towards higher coverage levels. These observations indicate that more solute is required to drive higher energy grain boundaries to equilibrium.

Figure 2.9: (a) Equilibrium grain size vs. global composition as a function of grain structure dimensionality. (b) Interfacial excess plotted for $D = 1$, $2$, or $3$ as a function of global solute content. The trends in (a) shift to higher global solute contents as $D$ increases, attributed to the concurrent increase in grain boundary volume fraction. The interfacial excess in (b) is independent of dimensionality, and its functional dependence on $X$ is imparted by the assigned state variables.

Figure 2.10: Grain size as a function of global composition for high and low heat of mixing systems. The low $\Delta H_{\text{mix}}$ trend is shifted to higher global solute contents, and exhibits a more moderate curvature as compared to the high heat of mixing system.

Figure 3.1: Schematic of the pulse cycling used in the deposition of Ni-W alloys, where the magnitude of the reverse pulse current density is varied to manipulate alloy composition, after Detor et al. [77].

Figure 3.2: X-ray diffraction spectra and corresponding grain sizes for the as-deposited nanocrystalline Ni-W alloys. All the specimens are single-phase FCC solid solutions, and the respective alloy compositions are indicated.
Figure 3.3: Bright field TEM images and selected area diffraction patterns for representative specimens. Panels (a)-(d) correspond to grain sizes of approximately 150, 40, 20, and 6 nm, respectively. In (d), a high resolution TEM image with lattice fringes is shown, and three discernible grains are circled for reference.

Figure 3.4: XRD spectra for three grain size specimens in the as-deposited state, and following a 300 °C anneal for 24 hours. While the as-deposited and annealed spectra are observed to be consistent for the finest nanocrystalline specimens, the d = 70 nm diffraction peaks are subtly sharper in the annealed condition, indicating grain growth.

Figure 4.1: Hardness as a function of grain size on double logarithmic scales. Classical Hall-Petch strengthening is observed with grain size refinement down to about ~20 nm, followed by an apparent breakdown regime.

Figure 4.2: SEM images of residual impressions on Ni-W alloy specimens with a grain size of (a) 20 nm, (b) 12 nm, (c) 6 nm, and (d) 3 nm. A cube corner indenter geometry was used in testing and all the images were taken at the same magnification. Note the shear offsets in the pile-up of the d = 3 nm sample shown in (d).

Figure 4.3: (a) Typical load-displacement responses for the finest grain size specimens resulting from indentation with a cube corner indenter at a strain rate of 0.15 s⁻¹. As identified by the series of arrows, discrete ripples or discontinuities are evident in the d = 3 nm data, while the d = 6 and 12 nm curves (offset for clarity by 50 and 100 nm on the depth axis, respectively) are smooth and continuous. (b) Strain rate plotted as a function of depth for the data shown in (a). Several prominent peaks occur in the d = 3 nm data that correlate exactly to the discontinuities identified in the load-displacement response from (a).

Figure 4.4: (a) Typical load-displacement curves for nanoindentation of a d = 20 nm grain size specimen at three strain rates. The curves shift to lower contact depths with increasing strain rate, corresponding to higher hardness values. (b) Hardness compiled as a function of strain rate for four representative grain size specimens; error bars are smaller than the data points in this figure.
Figure 4.5: Activation volume for deformation of nanocrystalline Ni-W alloys, along with literature data for Ni [10, 47, 54], Ni-Co [53], Cu [46, 48-51, 53], and Cu alloy [49] systems. The activation volume is normalized by the cubed Burger’s vector, $b^3$, and the present data reveal an inflection near a grain size of 10-20 nm.

Figure 4.6: Hardness-cohesion ratio as a function of the Mohr-Coulomb coefficient for Berkovich and cube corner geometries, following Ref. [251]. The H/c ratios for the two geometries diverge as the pressure sensitivity increases (i.e. higher $\alpha$), which results from the higher confining pressure imposed by the Berkovich tip relative to the cube corner.

Figure 4.7: SEM images of indentations made with (a) a Berkovich and (b) a cube corner indenter geometry on a Ni-W alloy of 20 nm grain size. (c) Representation of the two imprints from (a) and (b) showing that the cube corner indenter requires a larger projected area to support the same applied load (10 mN).

Figure 4.8: The Mohr-Coulomb friction coefficient, $\alpha$, as a function of grain size. A maximum is observed for the present nanocrystalline Ni-W alloys at a grain size near 10-20 nm. Also shown are results from various literature data on Ni [57, 60] and Zn [58, 59], and Cu alloys [55, 56] which all lie to the right of the maximum, as well as simulation results on nanocrystalline Ni [63] that are exclusively to the left of the maximum. An approximate value of $\alpha$ typical of amorphous metals is also shown for reference at a grain size of 1 nm [65].

Figure 5.1: Representative raw data from an impact test on a 12 nm grain size Ni-W specimen, where the upper panels demonstrate the output displacement time data, from which the velocities, shown in the lower panels, are calculated. (a) Displacement and velocity over the full acquisition time, where the solid arrows denote initial acceleration of the tip, and the dotted arrows deceleration as the tip is driven into the specimen surface. The primary impact event circled in (a) is magnified in (b), where the critical displacements and corresponding velocities are highlighted. Note that the time scale has been arbitrarily assigned in (b).

Figure 5.2: Magnified view of the first two impact events from Figure 5.1(a). Calculating $h_{res}$ and $v_{out}$ rely on accurately identifying the point of deceleration (denoted with velocity $v_s$) associated with the tip coming back into contact with the sample surface after the initial rebound event.
Figure 5.3: Dynamic hardness as a function of grain size on double logarithmic scales. Hall-Petch scaling is observed down to a grain size of $\sim 20$ nm, followed by a breakdown manifested as a strengthening peak and region of "inverse Hall-Petch" weakening. The quasi-static hardness measurements from Section 4.2 are included for reference.

Figure 5.4: Hardness as a function of strain rate for specimens with grain sizes in the range $3 \leq d \leq 40$ nm. The dynamic measurements from the present work align well with the extrapolation from quasi-static nanoindentation results reproduced from Chapter 4. Corresponding SEM images of the residual impressions reveal discernible shear offsets around the impact sites for grain sizes as large as 12 nm. (Some of the impressions have a scar across them, made upon withdrawal of the tip; these scars are formed after the conclusion of the test and are not relevant to the discussion).

Figure 6.1: Hardness as a function of grain size on double logarithmic scales for as-deposited and relaxed Ni-W alloys at an indentation strain rate of $1.5 \times 10^{-1}$ s$^{-1}$. The dashed trend lines are included for clarity, and shift to higher hardness values as the annealing temperature is increased, especially in the vicinity of the Hall-Petch breakdown.

Figure 6.2: Activation volume for the present Ni-W alloys in as-prepared and relaxed states, normalized by the cubed Burger's vector, $b^3$. Measurements of V from Chapter 4 are included for reference, as well as general trend lines. While the activation volumes for the relaxed specimens are in-line with the as-deposited values for grain sizes $\geq 12$ nm, finer grain size specimens exhibit noticeable increases in V with increasing annealing temperature.

Figure 6.3: Scanning electron micrographs of the residual impressions on 3 nm grain size Ni-W specimens, in the (a) as-deposited condition, and annealed at (b) 150 °C and (c) 300 °C. An increase in the shear offset width is evident from (a)-(c), indicating that grain boundary relaxation promotes inhomogeneous flow at the finest nanocrystalline grain sizes.

Figure 6.4: Microhardness for the 3 nm grain size Ni-W specimen annealed to different extents. For a given annealing time of 24 hours, an increase in the annealing temperature leads to an increase in strength, attributed to grain boundary relaxation in Section 6.1, followed by a time-independent plateau; grain size also remains constant.
Figure 6.5: Yield stress as a function of temperature for three nanocrystalline grain size specimens, as calculated from the indentation hardness. A linear regression procedure is used to determine each of the slopes, which are included for reference.

Figure 6.6: Activation energy as a function of grain size determined from Eq. (6.4). Hall-Petch scaling and breakdown regimes, and the grain size associated with the minimum activation volume, are indicated. An inflection is observed in the activation energy, implying fundamental changes in the underlying deformation mechanisms.

Figure B.1: XRD spectra for specimens exposed to the isothermal heat treatments shown in Table B.1; annealing temperatures and resultant grain sizes are indicated. The diffraction peaks sharpen, and additional FCC reflections become evident, as the annealing temperature is increased.

Figure B.2: XRD spectrum for an as-deposited 6 nm grain size Ni-W specimen annealed at 700 °C for 24 hours. Primary FCC Ni reflections are observed, as are diffraction peaks corresponding to the Ni₄W intermetallic phase. The latter peaks are seen more clearly in the insets, which show a magnified view of the indicated regions. An additional tungsten oxide peak is evident, which is due solely to a small amount of remnant oxide remaining after a rough polishing step following the heat treatment.

Figure B.3: Hardness as a function of grain size for the isothermally annealed Ni-W alloys with a given W content of 21.3 at % at $1.5 \times 10^{-1}$ s⁻¹; the hardness values for the 300 °C heat treated alloys is reproduced from Figure 6.1, and trend lines are included for reference. The 21.3 at % W alloys are substantially harder than the varying W content samples across the Hall-Petch breakdown regime.

Figure B.4: Activation volume as a function of grain size for the 21.3 at % W alloys, plotted along with varying W content measurements from Figure 6.2; trend lines are included for reference. While the measurements of V for the 21.3 at % W samples align with the varying W data at fine nanocrystalline grain sizes, a noticeable deviation is observed when the grain size exceed ~ 10 nm.
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Chapter 1: Introduction

1.1 Hall-Petch strengthening at the nanoscale: a shift to interface-dominated physics

The unique behavior of nanostructured metals has motivated extensive fundamental studies over recent years. Great emphasis has been placed on the scaling of mechanical properties with grain size reduction, and its connection to the underlying deformation mechanisms [1-6]. The most widely discussed scaling law is the classical Hall-Petch equation:

\[ \sigma = \sigma_0 + k_{HP} \times d^{\frac{1}{2}} \]  

(1.1)

which describes the increase in yield strength, \( \sigma \), with the reciprocal square root of the grain size, \( d \), and material-dependent constants, \( \sigma_0 \) and \( k_{HP} \). This relationship was empirically determined by Hall [7] and Petch [8], and implies that large increments in strength can be realized when the characteristic microstructural length scale approaches values of \( d \leq 100 \) nm (termed the nanocrystalline regime); experiments on a variety of materials have confirmed this implication [9-17]. An example in this regard is shown in Figure 1.1, which compiles strength scaling data for Ni from a number of studies. As grain size is refined to the nanoscale, the strength (or hardness) increases by almost an order of magnitude, in accordance with the Hall-Petch relation. However, the deformation physics responsible for the very high strengths in Fig. 1.1 remain an area of great controversy. Of course, grain boundaries act as obstacles that impede the motion of lattice dislocations, in turn, increasing the stress required to initiate slip. However, dislocations must gradually transition from collective to individual behavior as they become confined in extremely small nanometer-scale grains, which cannot support multiple dislocations.

The mechanistic nature of Hall-Petch strengthening, based on the dislocation-grain boundary interactions described above, has been proposed to change for grain sizes below \( \sim 500 \) nm, when
Figure 1.1: Strength scaling of nanocrystalline Ni from the studies of Erb et al. [18], Hughes et al. [13], and Ebrahimi et al. [11]. A breakdown in the classical Hall-Petch relationship is suggested at a grain size in the range of 10-20 nm.

conventional dislocation mechanisms become more confined [6, 19, 20]. Molecular dynamics simulations have demonstrated that dislocation activity gradually becomes dominated by grain boundary sources [6, 21-31], and although the nature of these mechanisms are not yet fully understood, system-dependent energy landscapes, referred to as generalized planar fault energy curves [32-36], are believed to dictate whether boundary-nucleated leading partials transect the entire grain, or are followed by trailing partials to form a full dislocation. While experimental confirmation of grain boundary-mediated dislocation plasticity has been more elusive, a number of transmission electron microscopy studies of deformed nanostructures [23, 33, 37-45] have detected enhanced dislocation activity in the vicinity of the grain boundaries in nanocrystalline specimens; such observations indeed suggest that dislocation activity is mediated by the grain boundaries at the nanoscale.

While the Hall-Petch relation and strength scaling in nanocrystalline solids has constituted a primary focus in the study of mechanical behavior at the nanoscale, the shift to interface-mediated plasticity influences the scaling of other mechanical properties as well, including the
rate and pressure dependence of strength [10, 46-60]. The rate sensitivity is commonly quantified through calculation of the activation volume for deformation, \( V \) [61, 62]:

\[
V = 3\sqrt{3kT} \frac{\partial \ln \dot{\varepsilon}}{\partial H}
\]  
(1.2)

where \( \dot{\varepsilon} \) is the strain rate, \( H \) is the hardness, \( k \) is the Boltzmann constant, and \( T \) is absolute temperature. According to Eq. (1.2), higher rate dependence is associated with lower activation volumes. Figure 1.2 compiles measurements of the activation volume from a variety of face-centered cubic (FCC) metals [10, 46-54], and clearly demonstrates an associated enhancement in the rate sensitivity (indicated by lower values of the activation volume) with decreasing grain size.

Figure 1.2: The activation volume for deformation in Ni [10, 47, 54], Ni-Co [53], Cu [46, 48-51, 53], and Cu alloy [49] systems as a function of grain size. Nanocrystalline metals exhibit drastically lower values of \( V \) when compared to their microcrystalline counterparts, corresponding to an enhancement in the rate sensitivity.

Another property believed to shift as the grain size is reduced to the nanoscale is the pressure dependence of deformation. This property is captured by normal stress-modified yield criteria,
such as the classical Mohr-Coulomb relation, which describes the effective yield strength under shear loading, \( \tau \), for a cohesive-frictional material:

\[
\tau = \tau_o - \alpha \sigma_n
\]  

(1.3)

where \( \tau_o \) is the cohesive strength and \( \sigma_n \) is the normal stress on the shear plane. The parameter \( \alpha \) is a friction coefficient that quantifies the effect of normal stress, and can be regarded essentially as an index of pressure or normal-stress dependence. Measurements of the pressure sensitivity in the nanocrystalline regime are summarized in Figure 1.3 for a variety of materials systems [55-60]. While microcrystalline metals are known to generally be pressure-insensitive Von Mises solids, studies have shown that their nanocrystalline counterparts could in fact exhibit a pronounced pressure sensitivity, as indicated by the increase in \( \alpha \) in Figure 1.3.

![Figure 1.3: The Mohr-Coulomb coefficient as a function of grain size for pure Ni [57, 60] and Zn [58, 59], and Cu alloys [55, 56]. Finer nanocrystalline metals are more sensitive to pressure down to a grain size of about 20 nm, and an inflection is suggested when the simulation results from Lund et al. [63] are added. A typical value of \( \alpha \approx 0.12 \) for amorphous solids is included for reference [64, 65].](image)
Based on the concept of grain boundary-mediated dislocation plasticity, analytical models have been proposed to interpret the intriguing scaling of the rate and pressure sensitivity in nanocrystalline FCC metals [30, 31, 61, 66-72]. In particular, the enhanced strain rate sensitivity and low experimental activation volumes can be attributed to nucleation of partial dislocations from a grain boundary facet [61]. A similar theoretical argument can also rationalize the elevated pressure sensitivity of deformation for ultrafine polycrystals. Cheng et al. [68] have argued that if plasticity is indeed controlled by grain boundary dislocation sources, then the uniaxial yield strength can be described in terms of the self-energy of a bowed dislocation pinned at a grain boundary. Because this energy is pressure-dependent [73], the yield strength becomes a function of pressure and thus exhibits a measurable tension-compression asymmetry [63, 68].

An interesting implication of the Hall-Petch relation and the idea of confined dislocation plasticity is that the strength should continue to increase with further refinement of the nanocrystalline grain size. However, early comparisons of the properties of polycrystals with amorphous solids, such as in the classic work of Nieh and Wadsworth [74], implied that an ultimate limit exists to the attainable strength, which is often far less than predicted by Eq. 1.1. As such, many researchers have asked the question: down to what grain size is the Hall-Petch relation valid? Referring back to the data compiled in Figure 1.1, scaling in accordance with the Hall-Petch relation is demonstrated at large nanocrystalline grain sizes, but at $d \sim 20$ nm, a divergence from this scaling is suggested. This divergence is referred to as the Hall-Petch breakdown, and understanding its nature, and the underlying physics, represents a large subject of research over the past decade in the field of nanocrystalline metals.

1.2 The Hall-Petch breakdown

A breakdown in the Hall-Petch relation has been suggested in a number of material systems at grain sizes in the range of 10–30 nm [4, 74-83], and this deviation from classical strength scaling is believed to signal a transition in the underlying deformation mechanisms [66, 70, 84-91]. The Hall-Petch breakdown has been discussed at length as a continuous change in mechanisms as grain size is refined from the microcrystalline to nanocrystalline regime. The transition from unit dislocation plasticity to grain boundary-mediated sources of partials has been suggested to be accompanied by competing deformation mechanisms at the finest nanocrystalline grain sizes.
Molecular dynamic simulations have demonstrated that plasticity becomes confined to grain boundaries, locally in the form of atomic shuffling [88, 92], and globally through grain boundary sliding [26, 93-97]. Several micromechanical models have incorporated grain boundary sliding, accommodated by atomic shearing events [84, 86, 98-100], or dislocation plasticity [101, 102], to address the breakdown of the Hall-Petch relation.

An interesting aspect associated with the apparent onset of grain boundary sliding, such as that assumed in the aforementioned modeling efforts, is that it frequently occurs at grain sizes well below ~10 nm, where the structure becomes dominated by interfaces and the long-range atomic order characteristic of the intragranular regions disappears. Grain size-induced mechanistic shifts at the finest nanocrystalline grain sizes can thus be understood through comparison with the behavior of amorphous solids of similar composition. The heterogeneity of polycrystals tends to naturally distribute plasticity over many grains and/or grain boundaries, whereas there is no intrinsic microstructural barrier to severe plastic strain localization in amorphous metals [103]. Consequently, the plastic flow of metallic glasses is inhomogeneous, occurring through a series of shear banding events [104-111]. As the characteristic length scale of a crystalline microstructure approaches the amorphous limit, inhomogeneous flow can be expected to emerge, as suggested by Lund and Schuh [63] and further substantiated by the rotational diffusion model developed by Joshi and Ramesh [112-114], implying that many intriguing properties should be realized in fine nanocrystalline metals. For example, when the pressure sensitivity measurements in Figure 1.3 are supplemented by the simulation results of Lund and Schuh [63], an inflection in the pressure sensitivity is suggested, implying that the friction coefficient will converge upon the finite value representative of an amorphous solid [64, 65]. This viewpoint is analogous to the argument presented by Nieh and Wadsworth [74] addressed earlier, identifying a practical limit on the strength scaling of polycrystals. More recently, some authors have pursued this line of thinking quantitatively to model the yield behavior of nanocrystalline metals, where the nanostructure response is governed by a phase-mixture of the constitutive flow laws for the intragranular and intergranular regions [91, 115-125].

As implied in the above discussion, the scientific community has relied heavily on atomistic computer simulations as a central tool in studying mechanical behavior at the nanoscale [92,
This technique is highly advantageous as it offers unprecedented control of the nanostructure, and the ability to directly observe the plastic deformation mechanisms. Many of the processing techniques employed to synthesize nanocrystalline metals do not provide such control over the nanostructure, leading to recurring inconsistencies and a lack of systematic experimental data. This is evident in the strength scaling data presented in Figure 1.1, and the rate and pressure sensitivity data shown in Figure 1.2 and Figure 1.3: no single set of experiments accesses the full range of grain sizes spanning the nanocrystalline regime, and the existing data are highly sporadic and incomplete. What is more, the strength scaling behavior of nanocrystals determined through atomistic simulations often conflict with experimental results; while molecular dynamics (MD) simulations illustrate that the Hall-Petch breakdown manifests as a “strongest grain size” and weakening regime, sometimes referred to as “inverse Hall-Petch” scaling [81, 90], experimental studies on as-prepared samples more frequently demonstrate a grain size-independent strength plateau [4, 77]. Of course, it is widely appreciated that direct comparison of such results is not possible, as simulations are restricted to extremely high strain rates on the order of $10^8 \text{s}^{-1}$, whereas experiments are typically performed at quasi-static strain rates. These conflicting simulation and experimental results, combined with the scarcity of systematic experimental data, have generated considerable debate as to nature of the Hall-Petch breakdown [66, 78, 80, 89, 132].

The lack of experimental mechanical data across the breakdown regime has motivated some researchers to pursue post-processing means to try to obtain more systematic variations in nanocrystalline grain size, such as isothermal heat treatments to grow the grains. To some extent, this has led to even further ambiguity as to the nature of the Hall-Petch breakdown. Such annealed samples frequently suggest the presence of a strengthening peak and “inverse” weakening regime [15, 133-136], similar to behavior determined from molecular dynamics simulations. However, some of these results have been criticized, as the samples were prepared using powder metallurgy techniques, and can therefore suffer from a large number of processing defects, including most notably residual porosity. A final caveat arises when as-processed samples are exposed to low homologous temperature anneals ($T < 0.25 T_m$), well below the onset temperature for grain growth, ordering, or intermetallic precipitation. The strength (or hardness) measured at a given grain size is markedly greater in the annealed state as compared to that
determined in the as-prepared condition [15, 133, 136, 137]. This effect has been attributed in literature to a change in the grain boundary state, i.e., grain boundary relaxation, and is demonstrated by a variety of pure nanocrystalline metals [40, 138-142] and alloys [133, 143, 144]. Because driven processes are commonly employed to produce these materials, the grain boundaries often consist of a large number of excess dislocations [145-148], and can be considered far-from-equilibrium. The thermal energy introduced upon annealing is sufficient to overcome the kinetic barrier for annihilation of these dislocations, thereby increasing the order in the grain boundary and removing potential sources for grain boundary-mediated dislocation activity. This is believed to increase the resistance to deformation, and manifests as an apparent increase in strength [134, 149]. Nevertheless, strength scaling in annealed samples remains a signification point of confusion in the literature.

In light of the above discussion, the strength scaling behavior and shift to grain boundary-dominated physics at the nanoscale can be summarized in the schematic presented in Figure 1.4, after Cheng et al. [150] and Lund et al. [63]. Traditional dislocation interactions, responsible for classical Hall-Petch strengthening, transitions to grain boundary sources of unit and partial dislocations below ~200 nm, which is believed to induce a shift in the Hall-Petch slope. Further reduction in grain size beyond ~10 nm leads to the onset of grain boundary-confined plasticity, and the deformation behavior should ultimately converge to inhomogeneous, glass-like plasticity, similar to that exhibited by metallic glasses as noted by Lund and Schuh [63]. While many experimental studies have sought to validate the mechanistic shift so often observed in atomistic simulations and assumed in analytical models, robust experimental data remain relatively sparse. This lack of consistent, systematic data can be largely attributed to the difficulty in processing homogeneous nanocrystalline specimens of high quality, which has made bridging the deformation behavior of nanocrystalline and amorphous metals, across the entire Hall-Petch breakdown regime, a formidable task.
1.3 Processing and nanostructure stability

Processing of pure nanocrystalline metals has proven a challenging undertaking, and there are currently a number of routes available [2, 4, 5, 18, 151], with severe plastic deformation [152, 153], inert gas condensation [79, 154, 155], and electrodeposition [9, 16, 156-158] comprising some of the more common techniques. Whereas severe plastic deformation is limited by the minimum achievable grain size (~50 nm) and inert gas condensation by the difficulty in obtaining dense specimens, electrodeposition has proven to be a successful technique for producing single-component, fully-dense metal deposits; this has been demonstrated for materials such as Cu [156], Ni [157-163], Al, [164, 165], and Pd [166, 167], with grain sizes approaching ~20 nm. While the high deposit quality of pure electrodeposited metals is suitable for mechanical testing, the far-from-equilibrium state occupied by these materials render them unstable with respect to thermally-activated structural changes [168-170]. Such instabilities can
be understood in the thermodynamic context formalized by Gibbs. The change in the Gibbs free energy, \( G \), with respect to the interfacial area, \( A \), is proportional to the grain boundary energy, \( \gamma \):

\[
dG \propto \gamma dA
\]  

(1.4)

An elemental metal has a positive grain boundary energy, so a reduction in the interfacial area (i.e., an increase in grain size) will always lower the Gibbs free energy.

Alloying has the potential to suppress the instability of pure nanocrystalline metals, as evidenced by the enhanced thermal stability of a number of binary nanocrystalline alloys relative to their single component counterparts [133, 159, 171-173]. While such behavior has been traditionally linked to kinetic phenomena such as solute drag [174], recent studies have suggested that nanocrystalline alloys could in fact be thermodynamically stabilized by solute enrichment at the grain boundaries [175-177]. The idea of segregation-induced thermodynamic stability in nanocrystalline solids was first addressed analytically by Weissmüller [177-179], who considered the change in the Gibbs free energy of a polycrystal upon alloying. Under certain simplifying assumptions, a minimum free energy is predicted at a specific solute content for a given grain size, as schematically shown in Figure 1.5 [177]. Finer grains are characterized with grain boundaries lacking solute (i.e. under-full), coarser with supersaturated grain boundaries (i.e. over-full), and either scenario leads to an increase in the system free energy. As such, the critical segregant level can be physically interpreted as the amount required to fill the available grain boundary sites without supersaturating the interface.

By solving the Gibbs adsorption equation in the dilute limit assuming McLean-type segregation [180], the grain boundary energy takes the following form [177]:

\[
\gamma = \gamma_0 - \Gamma_{X \to 0, f_g \to 0} \left( H_{\text{seg}} + kT \ln X \right)
\]  

(1.5)

where \( \gamma_0 \) is the grain boundary energy of the pure solvent, \( \Gamma_{X \to 0, f_g \to 0} \) is the solute excess in the
Figure 1.5: Gibbs free energy as function of nanoscale grain size for a given solute content, after Weissmuller [177]. A minimum is predicted in the free energy, corresponding to the thermodynamically stable grain size; image courtesy of Dr. A.J. Detor.

Extremely fine nanocrystalline grain sizes have been realized in a variety of binary alloy systems, for example Y-Fe [182], Ni-P [183], Pd-Zr [176, 184], and Fe-Zr [185]. Because the elements composing these alloys are highly immiscible with a large positive heat of mixing, these systems are classified as strongly segregating, with high assumed values of $H_{seg}$ ($\geq 0.5$ eV) that can substantially reduce the grain boundary energy via Eq. (1.5). In all the alloy systems
identified above, higher alloy compositions have been experimentally correlated with finer grain sizes (i.e. a higher volume fraction of grain boundaries), as demonstrated specifically for Ni-P in Figure 1.6, suggesting grain boundary segregation as the essential driving force for nanostructure stabilization. Alloys exhibiting some solid solubility and a weaker apparent segregation tendency have also been synthesized with nanocrystalline grain sizes; examples in this regard are Ni-W [77, 186-188] and Ni-Fe [173, 189]. For some of the binary alloy systems described above, solute enrichment at grain boundaries has indeed been confirmed by atom probe tomography [190, 191], and studied extensively by computer simulations both for individual grain boundaries [192] and, more recently, for simulated nanocrystalline structures [181, 193, 194]. The Ni-W system, in particular, has been found to display a low segregation energy (~0.1 eV) in the dilute limit, and reduces further with increasing solute (W) addition [194]; still, any grain size in the nanocrystalline range can be produced by controlling the solute content [77, 186-188], as evidenced in Figure 1.6. However, a large discrepancy is observed in the range of grain sizes accessible in each system, where Ni-P is limited to a much smaller range.

![Figure 1.6: Scaling of nanocrystalline grain size with alloy composition for the strongly-segregating Ni-P system, and the weakly-segregating Ni-W system, taken from the works of Liu et al. [183] and Detor et al. [77], respectively. A higher alloy composition promotes finer grain sizes, regardless of the segregation tendency.](image-url)
Analytical models have been developed to rationalize grain size-composition trends in strongly segregating systems, such as Ni-P, based on the fundamental principles of grain boundary segregation. Many studies have sought to extend the early work of Weissmüller [177] to understand the nature of grain boundary energy reduction and solute distributions in terms of the unique thermodynamic properties of binary nanocrystalline systems [175, 183, 195-197]. However, the key assumptions used in most of these models are quite severe, generally limiting the discussion to dilute solutions with extremely high segregation tendencies. This is unfortunate because most of the experimental nanocrystalline alloys described earlier are non-dilute, and not all of them exhibit a strong tendency for segregation (e.g. Ni-W). Recently, Beke et al. [198, 199] relaxed some of these assumptions in a statistical model, and considered segregation to free surfaces on one-dimensional nanocrystals. The statistical nature of this model is attractive in principle, providing a concrete framework to evaluate the conditions for equilibrium directly from a free energy function. Although, being derived for segregation to a free surface with no unique interfacial energies, this model lacks some of the thermodynamic parameters associated with grain boundary properties that are essential in differentiating various nanocrystalline alloys.

Despite the progress cited above, there is as yet no simple analytical model for grain boundary segregation-based nanostructure stabilization that extends to general (non-dilute) alloys, and incorporates energetic interactions that derive from the characteristic thermodynamic quantities governing the mixing behavior of binary systems. Consequently, the central thermodynamic variables dictating whether an alloy system has the potential to access the full nanocrystalline regime (e.g. Ni-W), or will be constrained to a small range of achievable grain sizes (e.g Ni-P), are not well understood, which has severely limited the design of stable nanostructures.

1.4 Problem statement

While atomistic simulations and complementary analytical models have provided useful insight into the deformation behavior of nanocrystalline metals, experimental validation of these results across the full Hall-Petch breakdown regime has proven a challenging task, and continues to plague mechanical behavior studies at the nanoscale. This lack of systematic experimental data is generally attributed to the difficulty in processing high-quality nanocrystalline specimens suitable for mechanical testing. Although alloying has been suggested as a viable route to stable
nanocrystalline metals, the tailorability of the nanostructure depends to a great extent on the chosen material system. Existing analytical models used to predict nanostructure stability are often limited by a number of severe assumptions, rendering them inapplicable to general alloy systems.

The deficiencies described above present a number of areas for fundamental scientific research in nanostructured materials, and the central aim of the present work is to (i) study alloying-induced nanostructure stabilization and its implications for the design of stable nanocrystalline alloys, and (ii) learning from this modeling, exploit a tailorable alloy system to first synthesize specimens with grain sizes ranging from just a few to hundreds of nanometers, and then explore the mechanical behavior across the entire Hall-Petch breakdown regime.

The present work is divided into five sections, according to the following outline:

- Based on the principles of statistical thermodynamics, an analytical model is developed in Chapter 2 to describe thermodynamic stabilization of binary nanocrystalline alloys, and provide improved guidelines for the design of stable nanostructures.
- With an understanding of how to access grain sizes across the entire Hall-Petch breakdown regime, nanocrystalline Ni-W alloys are synthesized with grain sizes from 3-150 nm, and the relevant processing methodologies and specimen characterization results are presented in Chapter 3.
- The as-deposited nanocrystalline Ni-W alloys are subjected to ambient temperature nanoindentation testing to examine strength, as well as the rate and pressure dependence of strength in Chapter 4, with an emphasis on the nanocrystalline-amorphous transition.
- In Chapter 5, dynamic indentation experiments are performed on the as-deposited Ni-W specimens, with an indentation strain rate of $\sim 10^3 \text{ s}^{-1}$. The results are discussed in comparison with the quasi-static results to address the elusive nature of the Hall-Petch breakdown.
- The influence of grain boundary state on the mechanical behavior is studied in Chapter 6 on heat treated Ni-W specimens, followed by elevated temperature nanoindentation tests to explore signatures of thermally-activated plasticity.
Chapter 2: Analytical modeling of thermodynamically stable nanocrystalline alloys

The analytical models developed by Weissmüller [177] and Kirchheim [175, 183] discussed in Chapter 1 are limited to dilute solutions with extremely high segregation tendencies, and the statistical model derived by Beke [198, 199] is generally for free surface segregation. Although instructive, such severe assumptions hinder their applicability to general binary alloy systems. In this chapter, we formulate a generalized analytical thermodynamic model, without restricting ourselves to the dilute limit or to strongly segregating solute species. The derivation is presented for grain geometries of arbitrary dimensionality, and for arbitrary pair-wise interactions among segregated solute atoms, which alleviates the need to assume saturated grain boundaries. The result is a simple model that permits comparative analysis of various binary alloys, and provides improved guidelines for design of nanocrystalline materials.

2.1 Analytical framework

The statistical framework required to analyze grain boundary segregation in binary alloy systems is developed in this section. We begin by presenting a modified form of the regular solution model that captures the additional energetic penalty associated with introducing internal interfaces (i.e. grain boundaries) of a finite volume fraction into a single-phase crystalline solution. The possibility of any additional competing secondary or intermetallic phases is explicitly neglected, as are contributions from any additional thermodynamic potentials. The enthalpy of mixing is formulated by incorporating the distribution of bonds in the grains and intergranular regions into a modified solution model, and combined with entropic contributions to establish the free energy of mixing. A series of equilibrium equations are finally derived from the free energy function, which can be used to investigate thermodynamically stable grain sizes.

2.1.1 Solution model

To describe a binary mixture of solvent “A” and solute “B” atoms, we consider a statistical framework that employs pairwise interaction energies in a manner analogous to that which yields the regular solution model. However, we divide the full volume of the system into two separate
regions—that belonging to the grains, and that belonging to intergranular regions. The latter region shall represent energetic contributions from all intergranular structural elements, including grain boundaries, triple junctions, and quadruple nodes, which are averaged together in this construction. The atomic interactions are uniquely defined in the bulk and intergranular regions, as illustrated in Table 2.1.

Table 2.1: Possible bulk, intergranular, and transitional bond configurations and their corresponding energies. Note that transitional bonds are assigned energies characteristic of the intergranular region.

<table>
<thead>
<tr>
<th>Bond Region</th>
<th>Bonds</th>
<th>Energies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bulk</strong></td>
<td>$N_{b}^{AA}$</td>
<td>$E_{b}^{AA}$</td>
</tr>
<tr>
<td></td>
<td>$N_{b}^{BB}$</td>
<td>$E_{b}^{BB}$</td>
</tr>
<tr>
<td></td>
<td>$N_{b}^{AB}$</td>
<td>$E_{b}^{AB}$</td>
</tr>
<tr>
<td><strong>Intergranular</strong></td>
<td>$N_{ig}^{AA}$</td>
<td>$E_{ig}^{AA}$</td>
</tr>
<tr>
<td></td>
<td>$N_{ig}^{BB}$</td>
<td>$E_{ig}^{BB}$</td>
</tr>
<tr>
<td></td>
<td>$N_{ig}^{AB}$</td>
<td>$E_{ig}^{AB}$</td>
</tr>
<tr>
<td><strong>Transitional</strong></td>
<td>$N_{t}^{AA}$</td>
<td>$E_{ig}^{AA}$</td>
</tr>
<tr>
<td></td>
<td>$N_{t}^{BB}$</td>
<td>$E_{ig}^{BB}$</td>
</tr>
<tr>
<td></td>
<td>$N_{t}^{AB}$</td>
<td>$E_{ig}^{AB}$</td>
</tr>
</tbody>
</table>

It also becomes necessary to introduce additional bonding pairs to capture bonds that bridge between the two distinct regions, as depicted in Figure 2.1; we define these “transitional” bonds to have pairwise energies characteristic of the intergranular region (cf. Table 2.1). The solution energy can be written as a sum over the individual bond energies, $E$, of all the possible atomic pairs, $N$, in each bonding region, $r$:

$$U_{\text{soln}} = \sum_{r} \left\{ N_{r}^{AA} E_{r}^{AA} + N_{r}^{BB} E_{r}^{BB} + N_{r}^{AB} E_{r}^{AB} \right\}$$  \hspace{1cm} (2.1)
Figure 2.1: Schematic of an arbitrary grain shape, with the atomic configuration at the interface between the pictured and adjacent grain highlighted. The two planes of atoms at the boundary between the grains, indicated by the dotted line, are denoted the intergranular region. Intergranular bonds are those located entirely within the intergranular region, and transitional bonds connect these atoms to those in the bulk region.

where the superscripts denote the atom types involved, and the subscript ‘r’ distinguishes bulk (b), intergranular (ig), and transitional (t) bonds; all the possible bonding configurations are shown in Table 2.1. Within this framework, the energy of mixing, $\Delta U_{\text{mix}}$, not only accounts for chemical interactions in the solid solution, but also incorporates the interfacial energy characteristic of the intergranular region:

$$\Delta U_{\text{mix}} = U_{\text{solv}} - U_{\text{ref}}$$

(2.2)

where $U_{\text{ref}}$ represents the energy of an unmixed, interface-free state:

$$U_{\text{ref}} = \left(\frac{zN^A}{2}\right)E_{b}^{AA} + \left(\frac{zN^B}{2}\right)E_{b}^{BB}$$

(2.3)

The coordination number is denoted by $z$, and $N^A$ and $N^B$ are the total numbers of A and B atoms in solution, respectively.
For a system with a given global composition, the total number of each atom type is related to
the number of bonds via:

\[
\begin{align*}
\text{z}N_A &= 2N_b^{AA} + 2N_t^{AA} + N_{ig}^{AA} + N_t^{AB} + N_b^{AB} + N_t^{AB} \\
\text{z}N_B &= 2N_b^{BB} + 2N_t^{BB} + N_{ig}^{BB} + N_t^{AB} + N_b^{AB} + N_t^{AB}
\end{align*}
\]  

(2.4a)  

(2.4b)

where the factors of two account for each like bond connecting two like atoms. We can express
Eqs. (2.4a) and (2.4b) in terms of the numbers of like bonds in the bulk, and substitute these
relations into Eqs. (2.1) and (2.3) to obtain the change in the internal energy upon mixing:

\[
\Delta U_{mix} = N_b^{AB} \left( E_b^{AA} - \frac{E_b^{AA} + E_b^{AB}}{2} \right) + \left( N_t^{AA} + N_{ig}^{AA} \right) \left( E_{ig}^{AA} - E_b^{AA} \right) + \ldots
\]

\[
\ldots + \left( N_t^{BB} + N_{ig}^{BB} \right) \left( E_{ig}^{BB} - E_b^{BB} \right) + \left( N_t^{AB} + N_{ig}^{AB} \right) \left( E_{ig}^{AB} - \frac{E_b^{AA} + E_b^{BB}}{2} \right)
\]

(2.5)

where terms involving the like bonding pairs in the bulk have cancelled with the equivalent
terms contributed by the reference state. We now examine the geometric constraints imposed by
a grain structure and the pairwise probabilities for forming the various bond types to determine
explicit expressions for the seven remaining values of N in Eq. (2.5).

2.1.2 Bond distribution

The number of bonds of each type present in each of the three bonding regions can be resolved
by considering the total number of bonds inherent to each region, and the probability that each of
these bonds is of a given type. To address the bonding distribution, we consider the volumetric
density of atoms in each region, normalized by the total number of atoms in the system. Given
an arbitrary grain geometry, the intergranular region is assigned as a shell of finite thickness, t/2,
with a geometrically similar shape to the grain; this is illustrated in Figure 2.1 for a two-
dimensional grain of irregular shape.
Normalizing the volumetric atomic density by the total number of atoms eliminates the numerical shape factor associated with any specific grain geometry, and the intergranular volume fraction, $f_{ig}$, can be expressed as:

$$f_{ig} = 1 - \left( \frac{d-t}{d} \right)^D$$

(2.6)

where $d$ is the grain size, and $D$ is the dimensionality of the grain structure. $D = 3$ should be used for a general three-dimensional polycrystal, while $D = 2$ is useful for columnar or highly-elongated grain structures and $D = 1$ applies to lamellar or plate-like grains. We can also uniquely define the solute content in the bulk, $X_b$, and intergranular, $X_{ig}$, regions, which are related to the global solute content, $X$, by a volume fraction-weighted average:

$$X = (1 - f_{ig}) X_b + f_{ig} X_{ig}$$

(2.7)

The probability of each possible bond configuration can be enumerated by assuming random site occupation based on the defined compositions in each of the regions, as listed in Table 2.2.

The total number of bonding pairs present in the bulk ($P_b$), intergranular ($P_{ig}$), and transitional regions ($P_t$) are functions of $f_{ig}$ and the total number of atoms, $N_o$:

$$P_b = \frac{z}{2} (1 - f_{ig}) N_o$$

(2.8a)

$$P_{ig} = \left( \frac{z}{2} f_{ig} - zv f_{ig} \right) N_o$$

(2.8b)

$$P_t = zv f_{ig} N_o$$

(2.8c)

According to Eq. (2.8a), the number of bulk bonds is simply equal to the total number of bonds in the system, $zN_o/2$, weighted by the bulk volume fraction.
Table 2.2: Bond configurations and existence probabilities, derived from the solute concentration in each of the respective regions, central to the free energy of mixing.

<table>
<thead>
<tr>
<th>Bond Region</th>
<th>Bonds</th>
<th>Energy</th>
<th>Probability</th>
<th>Bonds/ Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk</td>
<td>$N_{b}^{AB}$</td>
<td>$E_{b}^{AB}$</td>
<td>$2X_{b}(1-X_{b})$</td>
<td>$P_{b}$</td>
</tr>
<tr>
<td>Intergranular</td>
<td>$N_{ig}^{AA}$</td>
<td>$E_{ig}^{AA}$</td>
<td>$(1-X_{ig})^2$</td>
<td>$P_{ig}$</td>
</tr>
<tr>
<td></td>
<td>$N_{ig}^{BB}$</td>
<td>$E_{ig}^{BB}$</td>
<td>$X_{ig}^2$</td>
<td>$P_{ig}$</td>
</tr>
<tr>
<td></td>
<td>$N_{ig}^{AB}$</td>
<td>$E_{ig}^{AB}$</td>
<td>$2X_{ig}(1-X_{ig})$</td>
<td>$P_{ig}$</td>
</tr>
<tr>
<td>Transitional</td>
<td>$N_{t}^{AA}$</td>
<td>$E_{ig}^{AA}$</td>
<td>$(1-X_{b})(1-X_{ig})$</td>
<td>$P_{t}$</td>
</tr>
<tr>
<td></td>
<td>$N_{t}^{BB}$</td>
<td>$E_{ig}^{BB}$</td>
<td>$X_{b}X_{ig}$</td>
<td>$P_{t}$</td>
</tr>
<tr>
<td></td>
<td>$N_{t}^{AB}$</td>
<td>$E_{ig}^{AB}$</td>
<td>$X_{ig}(1-X_{b}) + X_{b}(1-X_{ig})$</td>
<td>$P_{t}$</td>
</tr>
</tbody>
</table>

The leading term in Eq. (2.8b) has the same form, weighting the total number of system bonds by the grain boundary volume fraction; the second term subtracts off the number of transitional bonds, which are counted separately in Eq. (2.8c). The factor, $v$, termed the transitional bond fraction, represents the effective coordination for atoms contributing bonds to the transitional bonding region, and will be defined for all subsequent numerical calculations as $1/2$. This essentially assigns half the atomic bonds at the bulk-intergranular interface as transitional bonds, with type probabilities deriving from both the bulk and intergranular solute fractions. When the occupation probabilities shown in Table 2.2 are scaled by the respective number of regional bonds, expressions for the seven bonding pairs central to the change in internal energy upon mixing are obtained.

### 2.1.3 Free energy function

The free energy of mixing, $\Delta G_{\text{mix}}$, is a combination of enthalpic and entropic contributions expressed as:

$$\Delta G_{\text{mix}} = \Delta H_{\text{mix}} - T\Delta S_{\text{mix}}$$  \hspace{1cm} (2.9)
where $\Delta H_{\text{mix}}$ and $\Delta S_{\text{mix}}$ represent the system enthalpy and entropy of mixing, respectively. As is customary for condensed phases, we neglect the change in volume upon mixing, and the enthalpy of mixing is thus represented by the change in internal energy given by Eq. (2.5), i.e., $\Delta H_{\text{mix}} = \Delta U_{\text{mix}}$. The entropy of mixing is derived by considering the distribution of atoms over distinct atomic sites randomly throughout the system, and simplifies to a volume fraction-weighted average of the random mixing entropy for the bulk and intergranular regions:

$$
\Delta S_{\text{mix}} = -kN_o \left\{ (1 - f_{ig}) \left[ X_b \ln X_b + (1 - X_b) \ln (1 - X_b) \right] + \ldots \right\} + f_{ig} \left[ X_{ig} \ln X_{ig} + (1 - X_{ig}) \ln (1 - X_{ig}) \right]
$$

(2.10)

where $k$ is Boltzmann’s constant.

Because the enthalpy and entropy of mixing both scale with system size, $N_o$, the free energy can be expressed on a per atom basis by normalizing with respect to $N_o$. Introducing Eq. (2.10) and Eq. (2.5) into Eq. (2.9) yields the complete form of the free energy of mixing for our system. However, before introducing its full functional form, it is useful to examine the physical limits on grain size, which is bounded by $0 \leq f_{ig} \leq 1$, corresponding to $t \leq d \leq \infty$. For $d \to \infty$, the free energy of mixing takes the form:

$$
\Delta G_{\text{mix}} \big|_{d \to \infty} = zX (1 - X) \left( E_{b}^{4B} - \frac{E_{b}^{4B} + E_{b}^{6B}}{2} \right) + kT \left[ X \ln X + (1 - X) \ln (1 - X) \right]
$$

(2.11)

where $X_b$ and $X$ are equivalent via Eq. (2.7). As expected, in the infinite grain size limit the free energy of mixing converges to a regular solution model for the bulk phase, and the combination of bond energies in Eq. (2.11) is accordingly recognized as the regular solution interaction energy:

$$
\omega_b = \left( E_{b}^{4B} - \frac{E_{b}^{4B} + E_{b}^{6B}}{2} \right)
$$

(2.12)
Eq. (2.12) has important implications for bond preference in the bulk, where \( \omega_b = 0 \) is characteristic of an ideal solution, \( \omega_b > 0 \) prefers like bonds, and \( \omega_b < 0 \) unlike bonds.

In the other limit, \( d \rightarrow t \) represents the reduction of grain size to the “amorphous limit”, where only the intergranular region exists, with a corresponding free energy:

\[
\Delta G_{\text{mix}}|_{d \rightarrow t} = \frac{Z}{2}(1 - X)(E_{ig}^{AA} - E_{b}^{AA}) + \frac{Z}{2} X(E_{ig}^{BB} - E_{b}^{BB}) + \ldots \\
... + zX(1 - X)\left( E_{ig}^{AB} - \frac{E_{ig}^{AA} + E_{ig}^{BB}}{2} \right) + kT\left[ X \ln X + (1 - X) \ln (1 - X) \right] \tag{2.13}
\]

and \( X_{ig} \) is now equivalent to \( X \). This expression may essentially be regarded as a regular solution model for the “amorphous” intergranular phase, and contains a characteristic regular solution parameter analogous to Eq. (2.12):

\[
\omega_{ig} = \left( E_{ig}^{AA} - \frac{E_{ig}^{AA} + E_{ig}^{BB}}{2} \right) \tag{2.14}
\]

In addition, the differences in like bond energies between the grain and intergranular sites are incorporated by the first two terms in Eq. (2.13), and are proportional to the grain boundary energies of the pure solvent, \( \gamma_A \), and solute, \( \gamma_B \), phases:

\[
\gamma_A \propto \frac{Z}{2}(E_{ig}^{AA} - E_{b}^{AA}) \tag{2.15a}
\]

\[
\gamma_B \propto \frac{Z}{2}(E_{ig}^{BB} - E_{b}^{BB}) \tag{2.15b}
\]

Introducing these relations into Eq. (2.13), the resultant free energy in the amorphous limit is written more succinctly as:
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\[ \Delta G_{\text{mix}} \Big|_{d \to t} = \frac{\Omega}{t} (1-X) \gamma_A + \frac{\Omega}{t} X \gamma_B + z X (1-X) \omega_{ig} + kT \left[ X \ln X + (1-X) \ln (1-X) \right] \] (2.16)

where the solvent atomic volume, \( \Omega \), normalized by the intergranular shell thickness is taken for the proportionality constant in Eqs. (2.15). Interestingly, Eq. (2.16) suggests that the free energy of a binary amorphous phase involves both the chemical mixing preference and a weighted average of the grain boundary energies of the pure components.

Making use of some of the above definitions, but without carrying any simplifying assumptions, the full mixing free energy function is written:

\[
\Delta G_{\text{mix}} = z \left( 1-f_{ig} \right) X_b \left( 1-X_b \right) \omega_b + \frac{\Omega}{t} f_{ig} \left( 1-X_{ig} \right) \gamma_A + \frac{\Omega}{t} f_{ig} X_{ig} \gamma_B + z f_{ig} X_{ig} \left( 1-X_{ig} \right) \omega_{ig} + ... \\
\cdots + z v f_{ig} \left[ X_{ig} \left( X_{ig} - X_b \right) - \left( 1-X_{ig} \right) \left( X_{ig} - X_b \right) \right] \omega_{ig} - \frac{\Omega}{z t} \left( X_{ig} - X_b \right) \left( \gamma_B - \gamma_A \right) \bigg] + ... \] (2.17)

\[ ... + kT \left[ \left( 1-f_{ig} \right) X_b \ln X_b + (1-X_b) \ln (1-X_b) \right] + f_{ig} \left[ X_{ig} \ln X_{ig} + (1-X_{ig}) \ln (1-X_{ig}) \right] \]

The leading three terms represent the enthalpic contribution from the two distinct bulk and intergranular regions, while the fourth term captures the transitional bond enthalpy. The last term is the mixing entropy directly from Eq. (2.10). Thus, the free energy function now explicitly accounts for energetics unique to both the grains and grain boundaries in a binary alloy system.

### 2.1.4 Equilibrium equations

To derive the necessary equilibrium conditions, we simultaneously minimize \( \Delta G_{\text{mix}} \) with respect to the intergranular composition and grain size for a closed system (i.e. constant X):

\[
\frac{\partial \Delta G_{\text{mix}}}{\partial X_{ig}} \bigg|_X \to 0 \quad (2.18a)
\]

\[
\frac{\partial \Delta G_{\text{mix}}}{\partial f_{ig}} \bigg|_X \to 0 \quad (2.18b)
\]
If we apply only the condition of Eq. (2.18a), an expression for the characteristic segregation isotherm is obtained, which describes the solute distribution for a given grain size, and exhibits an analogous form to the classical McLean equation [180]:

$$\frac{X_{ig}}{1 - X_{ig}} = \frac{X_b}{1 - X_b} \cdot \exp \left[ \frac{\Delta H_{seg}}{kT} \right]$$ \hspace{1cm} (2.19)

but with a modified segregation energy, $\Delta H_{seg}$, expressed as:

$$\Delta H_{seg} = z \left[ \omega_b - \omega_{ig} \left( 1 - \frac{\nu}{1 - f_{ig}} \right) \frac{\Omega}{zt} \left( \gamma_b - \gamma_A \right) \left( 1 - \frac{\nu}{1 - f_{ig}} \right) \right] + ...$$

$$+ 2zX_{ig} \omega_{ig} \left( 1 - \frac{\nu}{1 - f_{ig}} \right) - 2z \left[ X_b \omega_b + \nu \left( X_{ig} - X_b \right) \omega_{ig} \right]$$ \hspace{1cm} (2.20)

The leading bracketed term in Eq. (2.20) is a combination of bond energies that describes McLean-type segregation for a free surface, with no segregated solute-solute interactions. The additional terms account for such interactions, which in the present model are functions of $\nu$ and $f_{ig}$, thus imparting a grain size-dependence on the effective coordination in the intergranular region.

The second equilibrium condition of Eq. (2.18b) is analogous to imposing $\gamma \rightarrow 0$, as the alloy grain boundary energy, $\gamma$, is directly related to the partial derivative:

$$\gamma = \frac{t}{\Omega} \cdot \frac{\partial \Delta G_{mix}}{\partial f_{ig}}$$ \hspace{1cm} (2.21)

where the scaling factor $t/\Omega$ is the reciprocal of the proportionality constant introduced in Eq. (2.16). To calculate corresponding equilibrium grain sizes for the solute distributions given by Eqs. (2.7) and (2.19), Eq. (2.18b) must be concurrently evaluated and introduced into Eq. (2.21):
While Eq. (2.22) appears cumbersome at first glance, its form can be understood by considering a simplified system: one in which we assume a dilute solute concentration ($X \rightarrow 0$), a high segregation tendency ($\Delta H_{seg} \gg kT$), and McLean-type segregation ($f_{ig} \rightarrow 0$), assumptions that were central in the prior models of nanostructure stability by Weissmüller [177] and Liu and Kirchheim [183]. Under these simplifying conditions, with $\nu=1/2$, the isotherm and alloy grain boundary energy simplify to:

$$\Delta H_{seg}^o = z \left[ \omega_b - \frac{\omega_{ig}}{2} - \frac{\Omega}{2zt} (\gamma_B - \gamma_A) \right]$$

(2.23a)

$$\gamma = \gamma_A - \frac{tX_{ig}}{\Omega} \left[ \Delta H_{seg}^o + kT \ln \left( \frac{X_{ig}}{X_b} \right) \right]$$

(2.23b)

where Eq. (2.23a) characterizes McLean-type segregation, as discussed above in reference to the leading term of Eq. (2.20). Eq. (2.23b) is incorporated as the leading two terms of Eq. (2.22), and simplifies exactly to Eq. (1.5); the solute excess in this dilute, infinite grain size limit is expressed as:

$$\Gamma|_{x,f_{ig} \rightarrow 0} = \frac{t \cdot X_{ig}}{\Omega}$$

(2.24)
which is identical to the form provided in Ref. [183]. Higher order effects from solute-solute and solute-solvent interactions in the bulk, transitional, and intergranular regions are captured by the remaining terms in Eq. (2.22).

The true equilibrium state of a polycrystal is determined by simultaneously applying the two criteria of Eqs. (2.18) recast as Eqs. (2.19) and (2.22), and solving for the two unknowns, intergranular solute content and grain size. Because constant X is imposed, the equilibrium grain size is coupled to the global solute content; for any given composition there is one equilibrium grain size, and for any grain size there is one energy-minimizing composition. To illustrate this more clearly, we have plotted $\Delta G_{\text{mix}}$ as a function of the two unknown variables, $X_{ig}$ and $d$, in Figure 2.2 for a representative set of interaction energies at a given composition of $X = 10$ at %.
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Figure 2.2: Two dimensional slices of the free energy surface as a function of (a) the intergranular solute content at a grain size of 20 nm, and (b) grain size at an intergranular solute content of 44 at %, for a given global composition of 10 at %. The minimum identified in the free energy of mixing represents the global minimum, and defines the thermodynamically stable state: note that these two sections have been chosen such that they each intersect the true energy minimum, whereas plots of Eq. (2.17) as a function of either variable alone would generally not.
For a fixed grain size of \( d = 20 \) nm, the free energy monotonically decreases when solute is initially added to the system, as observed in Figure 2.2(a). In order to satisfy Eq. (2.19) and reach a thermodynamically stable solute content, enough solute must be supplied to minimize \( \Delta G_{\text{mix}} \) as indicated; at lower solute contents, the grain boundaries can be viewed as “under-full” with additional sites available for solute atoms, whereas when \( X_{\gamma} \) surpasses the stable composition, the grain boundaries become saturated and solute atoms occupy energetically unfavorable sites in the bulk, resulting in the subsequent increase in \( \Delta G_{\text{mix}} \). Similarly, for the equilibrium solute content identified in Figure 2.2(a), the grain size corresponding to the minimum \( \Delta G_{\text{mix}} \) identified in Figure 2.2(b) represents the thermodynamically stable grain size, with \( \gamma = 0 \). Grain sizes less than the equilibrium value can again be characterized as having “under-full” grain boundaries with \( \gamma > 0 \), while larger grain sizes (i.e. lower \( f_{\gamma} \) or grain boundary area) contain “over-full” grain boundaries with a higher \( \Delta G_{\text{mix}} \).

The minimization procedure described above can be employed to calculate equilibrium grain sizes and intergranular solute contents as a function of global composition for alloys with various interaction energies. The prototypical output of this model is illustrated in Figure 2.3 for one specific set of interaction energies: the equilibrium grain size decreases with increasing global solute content in a power-law-like decay. The functional form of this relationship is a signature of thermodynamic stabilization, and is widely observed in experimental data [77, 176, 182-184]. Such scaling is an inherent consequence of Eq. (2.6), where the grain boundary volume fraction is inversely related to grain size. Additional solute is thus required to effectively fill the grain boundaries and lower the system energy, especially at the finest nanocrystalline grain sizes where interfaces become the dominant structural feature.

While grain size correlates with the global composition, the corresponding segregation isotherm in Figure 2.4 indicates that the intergranular composition is unaffected by solute additions. However, because \( d \) is coupled to \( X \), the interfacial volume fraction varies with global
Figure 2.3: Equilibrium grain size as a function of the global solute content for a given set of interaction energies. A power-law-like decay in grain size is observed with increasing global composition, indicating that more solute is required to stabilize finer nanocrystalline grain sizes.

Figure 2.4: Interfacial excess and intergranular solute content plotted against the global solute content; the corresponding axes are indicated. For the given set of interaction energies, both quantities are independent of global composition, and thus denote the critical intergranular coverage level required to achieve equilibrium.
composition, making it very difficult to analyze the segregation behavior from a characteristic isotherm. To address this complexity, we turn our attention to an alternate thermodynamic quantity commonly employed in describing solute segregation to surfaces: the Gibbsian excess, or intergranular solute excess, \( \Gamma \) [180, 200], which is derived by considering the distribution of atoms, \( N \), in the system:

\[
\Gamma = \frac{1}{A_{ig}} \left[ N_{ig}^B - N_b^B \left( \frac{N_{ig}^A}{N_b^A} \right) \right]
\]  (2.25)

This representation is convenient as \( \Gamma \) is normalized by the interfacial area, \( A_{ig} \), thus incorporating the inherent variation in interfacial volume fraction. \( A_{ig} \) can be calculated from the system volume, \( V_T \), and the intergranular volume fraction and shell thickness:

\[
A_{ig} = \frac{V_T \cdot f_{ig}}{t} \]  (2.26)

When Eq. (2.26) is introduced into Eq. (2.25), the interfacial excess takes the form:

\[
\Gamma = \frac{\eta \left( X_{ig} - X_b \right)}{1 - X_b}
\]  (2.27)

where the scaling factor, \( \eta \), is the ratio of the density to atomic weight, and is required to convert atomic fraction to mole concentration. This expression simplifies exactly to Eq. (2.24) in the dilute, infinite grain size limit, with \( \eta = \frac{1}{\Omega} \). Introducing the results for \( X_{ig} \), \( X_b \), and \( f_{ig} \) from the segregation isotherm into Eq. (2.27), we obtain \( \Gamma \) as a function of \( X_b \), as illustrated in Figure 2.4. As the segregation isotherms imply, the interfacial excess is indeed unaffected by solute additions for the given set of energetic state variables. However, this does not imply that \( \Gamma \) is universally independent of \( X_b \), and is only observed here as a consequence of the chosen interaction energies. This will be demonstrated in the following parametric study, which will
also emphasize the importance of incorporating grain size variations when analyzing segregation behavior.

2.2 Parametric study

The equilibrium equations derived in Section 2.1 are parameterized by a number of geometric and thermodynamic state variables that influence both the segregation tendency and equilibrium grain size, including T, ω_b, ω_{ig}, γ'_A, γ'_B, and D. In this section, we will illustrate the individual effects of these parameters by numerically evaluating Eqs. (2.19) and (2.22) to solve for equilibrium pairs of d and X, with an assumed constant intergranular shell thickness of t = 0.5 nm.

2.2.1 Temperature

The free energy of mixing is derived here for a system limited to pairwise nearest-neighbor interactions, an assumption that leads to a temperature-independent enthalpy, with T predominantly coupled to the entropy via Eq. (2.10). To evaluate the influence of temperature, state variables are assigned such that the driving force for segregation is derived from bulk interactions for three-dimensional grains with ideal intergranular interactions, and additional influences from other system parameters are minimized: ω_b = 0.03 eV (~2.9 kJ/mol), ω_{ig} = 0 eV, γ'_A = γ'_B = 0.48 J/m^2, and D = 3.

The most general influence of temperature, due to its connection to entropy, is to randomize the distribution of solute throughout the system, thus desegregating systems that exhibit a segregation tendency. Figure 2.5(a) illustrates that temperature lowers the segregation energy, indeed suggesting that the system prefers a more random configuration. Equilibrium grain size decreases with global composition in Figure 2.5(b), and the temperature-dependent segregation energy affects this scaling in subtle and complex ways. First, for lower global compositions (X < 10 at %), the reduced driving force for segregation at elevated temperatures results in a lower interfacial excess, as evidenced in Figure 2.5(c), and the system therefore requires more solute to effectively eliminate the alloy grain boundary energy; this is manifested in Figure 2.5(b) as a
Figure 2.5: Thermodynamic equilibrium states as a function of temperature for interaction energies defined as: $\omega_b = 0.03$ eV, $\omega_{bg} = 0$ eV, and $\gamma^o_A = \gamma^o_B = 0.48$ J/m$^2$. With increasing temperature, (a) the segregation energy decreases, (b) the grain size trends first shift to higher solute contents, followed by a scaling inflection and shift to lower global compositions as shown in the inset, and (c) the interfacial excess decreases, indicating that temperature promotes a more random solute distribution.
shift of the d-X trends to higher global compositions. However, as X is increased beyond 10 at%, the d-X trends instead shift to lower global compositions with increasing T, as demonstrated in the inset of Figure 2.5(b). While this appears counter-intuitive, the observed reduction in \( \Gamma \) (cf. Figure 2.5(c)) indicates that the system transitions to a more random configuration with increasing X, which is favored at elevated temperatures. Less solute is required to achieve equilibrium in a more random system, thus accounting for the observed inflection in the scaling of the grain size-composition relationships with temperature.

2.2.2 Bulk interaction energy

The bulk interaction energy is one of the principal driving forces for segregation as it directly scales with the heat of mixing. Accordingly, in this section we examine the influence of \( \omega_b \), for fixed values of the remaining state variables: \( T = 1000^\circ\text{C} \), \( \omega_{ig} = 0 \text{ eV} \), \( \gamma_A^\sigma = \gamma_B^\sigma = 0.48 \text{ J/m}^2 \), and \( D = 3 \). An elevated temperature is employed to study the effect of \( \omega_b \) (in competition with entropy) over a more extensive range of values.

The segregation energy, shown in Figure 2.6(a), markedly increases with increasing \( \omega_b \), as expected from Eq. (2.20); all other things being equal, higher heat-of-mixing alloys should exhibit a greater tendency for segregation. The resulting effect on the equilibrium grain size-composition relationships is shown in Figure 2.6(b); for greater values of \( \omega_b \), less global solute is required to stabilize a given nanocrystalline grain size, thereby shifting the characteristic d-X trends downward. However, the effect of \( \omega_b \) on the interfacial excess, illustrated in Figure 2.6(c), is more complex. For low bulk interaction energies (\( \omega_b < 0.05 \text{ eV} \)), the interfacial excess is independent of global composition, as shown specifically for \( \omega_b = 0.04\text{eV} \); further decreasing \( \omega_b \) reduces the interfacial excess, and such trends are not included in Figure 2.6(c) for clarity of presentation. As \( \omega_b \) is increased beyond 0.05 eV, not only do the bulk atomic interactions more strongly dictate the segregation behavior, like bond formation also becomes more energetically favorable in the bulk. At higher global compositions where the probability to form like bonds is greatly enhanced, solute atoms prefer to occupy bulk sites to minimize the system free energy. This leads to a more rapid decrease in \( \Gamma \) with increasing X, as observed in Figure 2.6(c), especially when \( \omega_b \) exceeds 0.06 eV.
Increasing $\omega_b$

Figure 2.6: Thermodynamic equilibrium states as a function of the bulk interaction energy for the state variables: $T = 1000 \degree C$, $\omega_{ig} = 0$ eV, and $\gamma_A^{\sigma} = \gamma_B^{\sigma} = 0.48 J/m^2$. With increasing bulk interaction energy, (a) the segregation energy increases and (b) the grain size trends shift to lower global solute contents, indicating that less solute is required to stabilize the nanostructure for large bulk interaction energies. (c) The interfacial excess is initially independent of composition at low $\omega_b$, then scales with the global solute content as $\omega_b$ further deviates from $\omega_{ig}$. 
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2.2.3 Intergranular interaction energy

One of the essential features of the present model is its adaptability to a variety of alloy systems via distinct, tunable mixing energies. For clarity in evaluating the effect of T and ω_b in the previous sections, the intergranular region was assumed to behave as an ideal solution, with no particular inclination for specific bond types. In this section, the intergranular interaction energy is varied and the results are contrasted with the effect of the bulk interaction energy. While we focus mostly on positive interaction energies, ω_ig < 0 is also briefly investigated to impart a preference for unlike bonds in the intergranular region. The remaining state variables are defined as: T = 1000°C, ω_b = 0.03 eV, γ_a^* = γ_b^* = 0.48 J/m^2, and D = 3, where the elevated temperature is employed to facilitate comparisons with the previous section.

The equilibrium results are summarized in Figure 2.7 as a function of ω_ig, and generally exhibit opposite trends as compared to the effect of ω_b. Figure 2.7(a) illustrates that as ω_ig is increased, a noticeable reduction in the driving force for segregation results, owing to the enhanced energetic penalty imparted on segregating atoms. The equilibrium d-X relationships, shown in Figure 2.7(b), shift to higher global compositions to counteract the reduced driving force for segregation. A second, less pronounced effect is exhibited in the scaling of ΔH_{seg} and Γ with global composition. The inclination for unlike bonding when ω_ig < 0 eV, as substantiated by the lower interfacial excess in Figure 2.7(c), leads to a slight reduction in the segregation energy at higher global compositions (where the formation of like bonds is more probable) in Figure 2.7(a); the interfacial excess also exhibits a decrease with increasing X. Conversely, a higher interfacial excess, reduced driving force for segregation, and subtle increase in ΔH_{seg} and Γ (with increasing X) is observed when ω_ig > 0, which can be attributed to the energetic preference for like bond formation.
Figure 2.7: Thermodynamic equilibrium states as a function of the intergranular interaction energy for the state variables: $T = 1000$ °C, $\omega_0 = 0.03$ eV, and $\gamma_A^* = \gamma_B^* = 0.48$ J/m$^2$. With increasing intergranular interaction energy, (a) the segregation energy decreases, (b) the grain size trends shift to higher global solute contents, and (c) the interfacial excess increases towards higher coverage levels, all of which support that higher solute contents are required to stabilize the nanostructure as $\omega_{ig}$ tends towards large, positive values.
2.2.4 Solvent grain boundary energy

The final two energetic state variables are the single component grain boundary energies, $\gamma_A^o$ and $\gamma_B^o$, which in earlier computations have been assumed to be equal for simplicity. In this section, we will systematically vary $\gamma_A^o$, while $\gamma_B^o$ is held constant at 0.48 J/m$^2$. The remaining parameters are defined as: $T = 1000^\circ C$, $\omega_b = 0.03$ eV, $\omega_{ig} = 0$ eV, and $D = 3$. Whereas the driving force for segregation in earlier sections derived from the interaction energies from the bulk and intergranular regions, the differential between the pure component grain boundary energies further contributes to the segregation behavior in the subsequent results.

Figure 2.8(a) shows the dependence of the segregation energy on $\gamma_A^o$ as a function of global solute concentration. Because a greater energetic penalty is imposed on atoms occupying intergranular sites as $\gamma_A^o$ is increased, the desire for solute atoms to segregate to the grain boundaries diminishes, with a corresponding decrease in $\Delta H_{seg}$. However, since equilibrium requires segregated solute to counteract the interfacial energy, more solute should be required to effectively eliminate a higher grain boundary energy, as is indeed observed in Figure 2.8(b and c) via an upward shift of the d-X relationships and the interfacial excess with increasing $\gamma_A^o$. While not shown here, the same basic trends are observed with variations in $\gamma_B^o$, although they are much less prominent since we are dealing with A-rich alloys.

The segregation energy also varies with $X$ for various values of $\gamma_A^o$, and specifically depends on the relative difference between $\gamma_A^o$ and $\gamma_B^o$. When $\gamma_A^o > \gamma_B^o$, a decrease in the segregation energy is observed with increasing global composition, while the opposite trend is realized when $\gamma_A^o < \gamma_B^o$. For the case where $\gamma_A^o > \gamma_B^o$, an A-rich boundary is characterized by a higher energy and lower driving force for segregation, as discussed above, leading to the observed decrease in $\Delta H_{seg}$ with $X$. The converse case follows the same logic, and when $\gamma_A^o = \gamma_B^o$, the nature of the boundaries no longer influences the propensity for segregation, as illustrated by the composition-independent segregation energy in Figure 2.8(a).
Figure 2.8: Thermodynamic equilibrium states as a function of the solvent grain boundary energy for the state variables: T= 1000 °C, ω_b = 0.03 eV, and ω_ig = 0 eV . With increasing grain boundary energy, (a) the segregation energy generally decreases, although, depends to a large extent on the global solute content and relative magnitudes of the solute-solvent grain boundary energies, (b) the grain size trends shift to higher global solute contents, and (c) the interfacial excess increases towards higher coverage levels. These observations indicate that more solute is required to drive higher energy grain boundaries to equilibrium.
2.2.5 Grain structure dimensionality

The present model does not require specification of a distinct grain shape, but the dimensionality of the grains affects the scaling of grain boundary volume fraction with grain size via Eq. (2.6), and thus impacts the final equilibrium state. The state variables are again assigned such that the sole driving force for segregation is derived from bulk interactions: \( T = 100 \, ^\circ\text{C} \), \( \omega_b = 0.03 \, \text{eV} \), \( \omega_{ig} = 0 \, \text{eV} \), and \( \gamma_A^0 = \gamma_B^0 = 0.48 \, \text{J/m}^2 \).

For the chosen set of energetic state variables, the segregation energy is calculated to be 0.36 eV, and is independent of both dimensionality and global composition. However, the equilibrium grain size-global composition relationships are a function of grain dimension in Figure 2.9(a).

![Figure 2.9](image)

Figure 2.9: (a) Equilibrium grain size vs. global composition as a function of grain structure dimensionality. (b) Interfacial excess plotted for \( D = 1, 2, \) or 3 as a function of global solute content. The trends in (a) shift to higher global solute contents as \( D \) increases, attributed to the concurrent increase in grain boundary volume fraction. The interfacial excess in (b) is independent of dimensionality, and its functional dependence on \( X \) is imparted by the assigned state variables.
As D increases, the d-X curves shift to higher global compositions for the same solute distribution. According to Eq. (2.6), for a specified grain size and intergranular shell thickness, the intergranular volume fraction exponentially increases with grain dimension, and additional solute is therefore required to effectively eliminate the alloy grain boundary energy at higher $f_{ig}$. However, the critical interfacial excess required for $\gamma \rightarrow 0$ is independent of grain dimensionality, as shown in Figure 2.9(b), and decreases with X to reduce the probability for energetically-unfavorable solute-solute interactions in the grain boundary.

2.3 Implications for design of stable nanocrystalline alloys

In the previous section, the contribution of each of the thermodynamic state variables central to segregation-induced nanostructure stabilization were systematically investigated, and the results illustrated the importance of considering the effects of all the energetic parameters that characterize binary alloy systems. In particular, the bulk interaction energy and relative magnitudes of the elemental grain boundary energies strongly influenced the nature of the grain size-composition trends, segregation energy, and solute distribution. The intergranular interaction energy also plays a role in nanostructure formation, although can be anticipated to scale with the bulk interaction energy for a given alloy system. Interestingly, the bulk interaction energy is directly related to the heat of mixing, which was used in Section 1.3 in distinguishing various alloy systems. Generally speaking, two elements with a high positive heat of mixing will be immiscible, with an enhanced propensity for like bond formation. At first glance, this indicates that a high positive heat of mixing system would be desired to promote preferential occupation of grain boundary sites with solute atoms, leading to a higher intergranular excess and greater reduction of the alloy grain boundary energy via Eq. (2.23b). This has motivated a number of studies on nanostructure formation in highly immiscible systems, such as Ni-P [183] and Y-Fe [182].

Before discussing the implications of the present analytical results for alloy design, two criteria essential to the production of stable nanocrystalline specimens from binary systems can be established. First, grain sizes across the entire nanocrystalline regime should be accessible by
control over the alloy composition. Second, subtle compositional fluctuations should not generate large variations in grain size, i.e. a grain size-composition trend with a more moderate curvature is desirable. Referring back to Figure 1.6, Ni-P with a high heat of mixing of ~60 kJ/mol (~0.63 ev/at) [201-203], does not fulfill either one of these criteria, exhibiting only a very limited range of attainable nanocrystalline grain sizes, which increases suddenly at ~3 at % P. This demonstrates that although a high heat of mixing may promote grain boundary segregation, as confirmed in the atom probe tomography experiments on Ni-P [191], it does not necessarily offer the desired control over the nanostructure.

We can now turn our attention to the results from the present analytical model to identify a preferable alloy system based on the criteria presented above. The arguments in Section 2.2.2 demonstrate that while a high bulk interaction energy (i.e. high heat of mixing) will promote nanostructure formation at lower solute contents, the grain size-composition trend will have a relatively high curvature, in line with the experimental observations in the Ni-P system. A more moderate heat of mixing will shift these trends to higher solute contents with a more moderate curvature; higher grain boundary energies will also promote this effect, after Section 2.2.4. As such, a system with a lower positive heat of mixing and higher grain boundary energy should produce stable nanocrystalline alloys with enhanced tailorability of the nanostructure. The Ni-W alloy system, also illustrated in Figure 1.6, exhibits a more moderate heat of mixing of ~26 kJ/mol (~0.27 eV/at) [201-203], which in the context of the present thermodynamic model, will promote a larger range of achievable nanocrystalline grain sizes at higher alloy compositions. Figure 2.10 illustrates the grain size-composition trends computed for both high and low heat of mixing systems, with the magnitudes of $\Delta H_{\text{mix}}$ modeled after the Ni-P and Ni-W systems, respectively; these results were calculated at an identical temperature of 100 °C. Whereas the high $\Delta H_{\text{mix}}$ trend exhibits a relatively sharp increase in grain size at a low global solute content of ~3 at %, analogous to the Ni-P data in Figure 1.6, the low $\Delta H_{\text{mix}}$ trend is shifted to higher global solute contents with a more moderate curvature, in line with the Ni-W experimental results. Low heat of mixing alloy systems will therefore offer more precise control of the nanocrystalline grain size through manipulation of the alloy composition, representing an improved methodology for producing nanocrystalline samples for systematic studies of material properties.
2.4 Concluding remarks

Within the framework of statistical thermodynamics, we have developed an analytical model for nanostructure stabilization in binary alloy systems, extending previous works to more general segregation behavior and alloy compositions. Global energetic variables were identified from the various bond energy combinations in the free energy of mixing, and their influence on the equilibrium states were investigated in a parametric study, revealing that:

- A reduced segregation energy is exhibited by systems with a lower bulk interaction energy, higher intergranular interaction energy, and a higher solvent grain boundary energy.
- Lower segregation energies generally shift the equilibrium grain size-composition trends to higher global compositions, and promote a more subtle decrease in grain size with increasing global solute content.
• The interfacial excess is not only influenced by the absolute value of the segregation energy, but depends strongly on the mixing behavior defined by the relative magnitudes of the interaction and grain boundary energies.

• All other things being equal, temperature acts to randomize the solute distribution, generally shifting the grain size-composition trends to higher global solute contents.

In light of these results, we were able to address differences among two alloy systems frequently used in the synthesis of nanocrystalline specimens, including Ni-P and Ni-W, and rationalize the conflicting grain size-composition trends. We demonstrated that the lower heat of mixing associated with the Ni-W system will enable a larger range of achievable grain sizes, with more precise tailorability of the nanostructure. While this has been addressed specifically for Ni-W, these guidelines indicate that a range of nanocrystalline grain sizes should be accessible by tailoring the alloy composition for a binary system exhibiting a more moderate positive heat of mixing. For the purposes of this thesis, the Ni-W alloy system will be the basis for the production of nanocrystalline alloys with grain sizes spanning the entire Hall-Petch breakdown regime. In the chapters that follow, we first introduce the processing techniques used to tailor the W content for the fabrication of nanocrystalline specimens, and then present a detailed study of their mechanical behavior across the Hall-Petch breakdown regime.
Chapter 3: Experimental materials

Of the potential routes for producing nanocrystalline alloys highlighted in Section 1.3, electrodeposition is one of the more promising techniques, owing to its ability to synthesize homogeneous, high-quality specimens suitable for mechanical testing [5, 18, 151]. Our results from the analytical model developed in Chapter 2 support the study of Ni-W alloys as compared with other options (such as Ni-P); the considerable solid solubility of W in the Ni lattice derives from a moderate positive heat of mixing, in turn leading to a broader range of accessible grain sizes. As suggested by Fig. 1.6, the grain size in Ni-W can span from the conventional ultrafine range to the amorphous limit, with a fine degree of control especially in the range of the Hall-Petch breakdown near ~10-20 nm. A number of electrodeposition studies [77, 82, 186-188, 204-220] have been performed to characterize the processing-structure relationships for this alloy system, and we exploit the reverse pulsing technique described in Ref. [77] to manipulate the grain size by precise control of the alloy composition.

In this chapter, we first introduce the set-up and procedure for depositing Ni-W alloy films of 50-100 μm thickness from an aqueous electroplating solution. The characterization procedures used to verify deposit composition, structure, and quality are subsequently discussed. Deposition conditions and structural characterization results are presented for the as-deposited samples used in Chapters 4 and 5, and linked to the resultant alloy composition and grain size. Several specimens are also subjected to a number of isothermal heat treatments prior to the mechanical testing discussed in Chapter 6, for which the annealing conditions and structural characterization results are finally presented.

3.1 Electrodeposition procedures

Ni-W alloys of varying composition have been electrodeposited from an ammoniacal citrate electrolyte solution, with a composition described in Table 3.1 after Yamasaki et al. [188]. Nickel sulfate and sodium tungstate are the metal salts, sodium citrate and ammonium chloride are complexing agents required to facilitate the co-deposition of Ni and W [215], and sodium
Table 3.1: Chemical composition of the ammoniacal citrate plating bath used in the synthesis of the present nanocrystalline Ni-W alloys, following Ref. [188].

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Formula</th>
<th>Concentration (g/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nickel sulfate hexahydrate</td>
<td>(NiSO$_4 \cdot 6$H$_2$O)</td>
<td>15.8</td>
</tr>
<tr>
<td>Sodium tungstate dihydrate</td>
<td>(Na$_2$WO$_4 \cdot 2$H$_2$O)</td>
<td>46.2</td>
</tr>
<tr>
<td>Sodium citrate dihydrate</td>
<td>(Na$_3$C$_6$H$_5$O$_7 \cdot 2$H$_2$O)</td>
<td>147.1</td>
</tr>
<tr>
<td>Ammonium chloride</td>
<td>(NH$_4$Cl)</td>
<td>26.7</td>
</tr>
<tr>
<td>Sodium bromide</td>
<td>(NaBr)</td>
<td>15.4</td>
</tr>
</tbody>
</table>

bromide is used to increase the conductivity of the bath and promote specific reactions at the anode. The plating solution, isolated in a beaker, was submerged in a heated oil reservoir maintained at a constant temperature via a VWR immersion circulator model #1122S, and stirred at a rate of ~150 RPM. Commercial purity nickel sheet has been used as the cathode (substrate), with an area of ~12 cm$^2$ polished to a mirror-like finish via standard metallographic techniques, and inert platinum gauze was used for the anode. A bias was generated between the electrodes using a Dynatronix series PDPR40-50-100 or DPR 20-30-100 power supply using either direct current, or in many cases, reverse pulsing.

A schematic of the pulsing sequence is shown in Figure 3.1, with the magnitude and duration of the forward and reverse pulse current densities.

Figure 3.1: Schematic of the pulse cycling used in the deposition of Ni-W alloys, where the magnitude of the reverse pulse current density is varied to manipulate alloy composition, after Detor et al. [77].
each pulse defined by the current density, \( J \), and pulse duration, \( t \), respectively; the subscripts distinguish forward (fwd) and reverse (rev) pulse cycles. For the present work, no off-time was applied during any of the depositions. The alloy composition was controlled by manipulating this current waveform, more specifically the magnitude of the reverse current density, \( J_{\text{rev}} \), after Detor and Schuh [77]; this can also be accomplished by varying \( t_{\text{rev}} \), although the results are more difficult to reproduce. In some cases, temperature was also included as an additional variable to synthesize a particular solute content specimen, predominantly at the finest nanocrystalline grain sizes. The connection between these processing variables and the as-deposited specimen characteristics are considered in Section 3.3.

3.2 Characterization procedures

Following deposition, specimens were subjected to a series of characterization procedures to ensure they were suitable for nanomechanical testing. Alloy composition was measured to \( \pm 1 \) at\% via energy dispersive spectroscopy (EDS) (X-ray Optics/AAT) in a Leo 438VP scanning electron microscope (SEM). Both planar and cross-sectional SEM was used to measure the deposit thickness, and confirm that each sample was free of processing-induced defects, such as microcracking, porosity, and/or inclusions. X-ray diffraction (XRD) was performed using a Rigaku RU300 diffractometer operating at 50 kV and 300 mA, in order to (a) confirm that each deposit was a polycrystalline single-phase FCC solid solution, and (b) estimate the mean grain size. Grain size was quantified to \( \pm 25 \) \% by applying the integral breadth method [221] to the \{111\} family of peaks using the Jade software package, and as observed in Refs. [77, 78, 188, 190, 205, 219], such measurements are accurate for nanocrystalline Ni-W. The measured XRD grain sizes were verified on a variety of samples\(^1\) by transmission electron microscopy (TEM), using a JEOL 2010 operating at 200 kV. Specimens were prepared by twin-jet-electropolishing at 10 V, in a 2:1 methanol-nitric acid solution at -60 °C.

\(^{1}\) Dr. A.J. Detor is gratefully acknowledged for performing some of the transmission electron microscopy
3.3 *As-deposited Ni-W alloys by electrodeposition*

Across the entire Hall-Petch breakdown regime, nine distinct grain size specimens were produced via electrodeposition, and Table 3.2 summarizes the bath temperatures and pulsing magnitudes used in each deposition. In particular, the W content scales inversely with the

Table 3.2: Deposition conditions for the specimens used in evaluating the mechanical properties at room temperature in Chapters 4 and 5. The table is organized according to descending grain size, as listed in the first column.

<table>
<thead>
<tr>
<th>Grain Size (nm)</th>
<th>Composition (at % W)</th>
<th>$J_{fwd}$ (A/cm²)</th>
<th>$t_{fwd}$ (ms)</th>
<th>$J_{rev}$ (A/cm²)</th>
<th>$t_{rev}$ (ms)</th>
<th>Bath Temp. (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>1.5</td>
<td>0.2</td>
<td>20</td>
<td>0.3</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>95</td>
<td>2.6</td>
<td>0.2</td>
<td>20</td>
<td>0.25</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>75</td>
<td>3.9</td>
<td>0.2</td>
<td>20</td>
<td>0.2</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>55</td>
<td>4.6</td>
<td>0.2</td>
<td>20</td>
<td>0.2</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>40</td>
<td>7.4</td>
<td>0.2</td>
<td>20</td>
<td>0.15</td>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>20</td>
<td>15.2</td>
<td>0.2</td>
<td>20</td>
<td>0.1</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>12</td>
<td>17.9</td>
<td>0.2</td>
<td>20</td>
<td>0.05</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>6</td>
<td>21.3</td>
<td>0.2</td>
<td>DC</td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>26.6</td>
<td>0.25</td>
<td>DC</td>
<td>95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

reverse pulse current density, indicating that W is selectively removed during the reverse pulse cycle. Reverse pulsing over a specific potential range has been suggested to preferentially strip select elements during the deposition process [220, 222-228]. Temperature also critically influences the alloy composition, with higher bath temperatures promoting W incorporation in the as-deposited films; this is most readily observed for the 40 and 55 nm grain size samples, where for all other things being equal, the sample deposited at 80 °C exhibits a W content 50% greater as compared to the 75 °C deposition. The higher bath temperatures have been suggested to promote ionic diffusion of the slower moving W-containing species, thus enhancing the amount of W available in the boundary layer for deposition onto the cathode [204]. Temperature-induced solute incorporation is especially useful in achieving extremely fine nanocrystalline structures.
Figure 3.2 shows the XRD spectra for select specimens employed in this study, labeled according to the mean grain size as quantified from the observed peak broadening; three additional samples with grain size 55, 95 and 150 nm, as listed in Table 3.2 were also produced, but excluded from Figure 3.2 for clarity of presentation. Note that each of these samples has a different W content, cataloged on the right of each respective XRD spectrum, which manifests as a slight shift of the peaks towards lower Bragg angles, consistent with a swelling of the FCC lattice at higher W levels. All the identifiable peaks can be indexed with single-phase FCC reflections, indicating that every specimen is indeed a single-phase solid solution. Corroborating bright field transmission electron micrographs are shown in Figure 3.3 for select nanocrystalline specimens; electron diffraction patterns are included for reference. The grain sizes observed through TEM are in good agreement with those calculated from the measured peak broadening in XRD spectra. Lattice fringes associated with three distinct grains are also identified in the high resolution image in Figure 3.3(d).
Figure 3.3: Bright field TEM images and selected area diffraction patterns for representative specimens. Panels (a)-(d) correspond to grain sizes of approximately 150, 40, 20, and 6 nm, respectively. In (d), a high resolution TEM image with lattice fringes is shown, and three discernible grains are circled for reference.

For the purposes of the ambient temperature mechanical testing, the alloying effect described above leads to an important caveat: whereas many investigators have studied the mechanical behavior of pure nanocrystalline metals, the following work specifically focuses on a more complex solid solution. In addition to the grain size contribution, there will certainly be effects
from alloying on the deformation mechanisms, but the two contributions are inextricably intertwined. Care must therefore be exercised in comparing the ambient temperature testing results with data for pure nanocrystalline metals, which occupy a distinctly different thermodynamic state from the present alloys. However, the thermodynamic instability of pure nanocrystalline metals, as discussed in Chapter 1, has hampered experimental progress in this area for more than a decade by rendering their synthesis difficult and encouraging grain growth during sample preparation or even during testing [229-240]. As shown in Chapter 2, segregating binary alloy systems with a moderate heat of mixing allow access to the full range of nanocrystalline grain sizes, and are stable over long periods of time even at elevated temperatures. This allows us to produce specimens with stable grain sizes across the entire Hall-Petch breakdown regime for a thorough and systematic study of mechanical behavior. A more detailed discussion of the effect of W additions on the Hall-Petch breakdown is discussed in Appendix B, with specific emphasis on the connection to the deformation mechanisms.

3.4 Isothermal annealing of Ni-W alloys

For Ni-W alloys, Detor and Schuh [133] have shown that the grain boundary relaxation process discussed in Section 1.2 initiates at temperatures as low as 100 °C, and proceeds up to temperatures of >300 °C, before the onset of grain growth, short-range ordering, or precipitation of a Ni₄W intermetallic phase. Specimens employed in elevated temperature indentation experiments must therefore first be subjected to low homologous temperature heat treatments, and mechanically characterized at ambient temperatures. Table 3.3 summarizes the as-deposited grain sizes, heat treatments (performed in an inert Ar atmosphere), and grain sizes subsequent to annealing for specimens used to study the influence of grain boundary state on the mechanical properties; specimens selected for elevated temperature nanoindentation testing are also indicated. Note that only the larger grain size samples exhibited slight grain growth outside of the measurement error, which is suggested in the XRD spectra shown in Figure 3.4 by the sharpening of the (111) and (220) peaks. The as-deposited and annealed spectra for the two finest grain size specimens are essentially unaffected by the heat treatments, and the grain size remains constant at d = 6 and 12 nm.
Table 3.3: Summary of the isothermal heat treatments used to study the effect of grain boundary state in Chapter 6. Heat treated grain sizes are included, and specimens used for elevated temperature indentation testing are indicated.

<table>
<thead>
<tr>
<th>As-deposited Grain Size (nm)</th>
<th>Annealing Temp. (°C)</th>
<th>Annealing Time (hrs)</th>
<th>Heat Treated Grain Size (nm)</th>
<th>Elevated Temp. Indentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>150</td>
<td>24</td>
<td>73</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>24</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>150</td>
<td>24</td>
<td>18</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>24</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>24</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>24</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>24</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>24</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>24</td>
<td>3</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>24</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.4: XRD spectra for three grain size specimens in the as-deposited state, and following a 300 °C anneal for 24 hours. While the as-deposited and annealed spectra are observed to be consistent for the finest nanocrystalline specimens, the d = 70 nm diffraction peaks are subtly sharper in the annealed condition, indicating grain growth.
3.5 Concluding remarks

Aqueous electrodeposition was used to synthesize high quality, fully dense nanocrystalline Ni-W alloys with grain sizes spanning the entire nanocrystalline regime, ideal for a systematic study of the Hall-Petch breakdown. Grain size was tailored by precise control over the alloy composition, as manipulated by a variety of deposition conditions such as the reverse pulse current density and bath temperature. These materials are used in ambient temperature nanoindentation testing at both quasi-static and dynamic strain rates (cf. Chapters 4 and 5, respectively). Selected as-deposited samples were also subjected to isothermal heat treatments to vary the grain boundary state, and their mechanical behavior at ambient and elevated temperatures is the subject of Chapter 6.
Chapter 4: Mechanical behavior of as-deposited nanocrystalline Ni-W alloys

In this chapter, we will explore the ambient temperature mechanical behavior of the as-deposited Ni-W alloys across the Hall-Petch breakdown regime at quasi-static strain rates, with specific interest in property scaling and its implications for the underlying deformation mechanisms. Because the properties of amorphous metals are so distinctly different from those of polycrystalline metals, there are several dramatic changes that must occur through the breakdown regime. In particular, we predict the following critical inflections in the mechanical behavior of nanocrystalline metals as the grain size is reduced to the amorphous limit:

- The heterogeneity of polycrystals tends to naturally distribute plasticity over many grains and/or grain boundaries, whereas in amorphous metals there is no intrinsic microstructural barrier to severe plastic strain localization. We expect that as the characteristic scale of the microstructure approaches the amorphous limit, the near-atomic-scale (non-adiabatic) shear banding process well known in metallic glasses [104, 106, 109] must emerge. This should be observed as a transition from homogeneous to localized flow at the finest nanocrystalline grain sizes.

- Whereas polycrystalline metals show an increasing strain rate sensitivity as grain size is refined [46, 61], amorphous metals are virtually rate-independent over many decades of strain rate [107]. Consequently, there must be a maximum in rate sensitivity at a finite grain size, corresponding to the shift from polycrystal-like to glass-like deformation mechanisms.

- Microcrystalline FCC metals are usually pressure-insensitive von Mises solids, while amorphous metals are known to be pressure or normal-stress sensitive [64, 65]. Accompanying a reduction of grain size into the nanocrystalline regime is an enhancement of the pressure sensitivity, which should ultimately converge upon that of an amorphous metal. Moreover, as noted by Lund et al. [63], adding microstructural constraints in the form of nanocrystalline grains should actually lead to a further increase in pressure sensitivity near the amorphous limit. Consequently, a maximum must also arise in the pressure dependence of deformation at a finite grain size.
Our purpose in this chapter is to experimentally validate these three predictions by systematically studying the entire Hall-Petch breakdown regime. We explore the homogeneous vs. localized nature of flow, the rate sensitivity, and the pressure sensitivity of nanocrystalline alloys with grain sizes ranging from ~150 to ~3 nm, and provide convincing evidence for a mechanistic shift from polycrystal-like to glass-like deformation. The work in this chapter has been published in Ref. [241].

4.1 Instrumented nanoindentation procedures

We shall make extensive use of instrumented indentation techniques, an approach chosen for several key reasons. First, only small volumes of test material are required for nanoindentation, allowing substantial redundancy in testing and statistically significant results. Second, indentation strain rate can be varied over at least four orders of magnitude, allowing us to quantitatively assess the rate dependence of strength. Third, indentations made with different sharp indenter geometries lead to different stress states, allowing a quick but robust estimation of the strength asymmetry.

The indentation experiments were conducted with a Hysitron Ubi1 indenter on specimens prepared with standard metallographic techniques to a roughness of < 10 nm. Most of our experiments employed a maximum load of 10 mN, corresponding to depths in the range of 200-250 nm, depending on the sample being tested. The standard Oliver-Pharr method [242] was applied to extract the hardness from the unloading part of the load-displacement response. For the hardness measurements, a diamond Berkovich tip was employed and the area function was carefully calibrated on fused silica. A minimum of 30 indentation curves were used to calculate each of the reported hardness values. In some cases which will be described in more detail later, a cube corner diamond tip was used instead of the Berkovich geometry. All of the tests were performed at a constant indentation strain rate, $\dot{\varepsilon}$, given by:

$$\dot{\varepsilon} = \frac{1}{h} \frac{\partial h}{\partial t}$$  \hspace{1cm} (4.1)
where \( h \) is the indentation depth and \( t \) is time. Constant strain rate requires the loading rate divided by the load, \( \dot{P}/P \), be held constant \([243]\); this profile was applied during the loading sequence, followed by linear unloading to 20% of the maximum load, where a 10 s hold was used to characterize the instrumental drift.

### 4.2 Hardness and flow behavior of nanocrystalline Ni-W alloys

The measured hardness values are compiled in Figure 4.1 as a function of grain size on double-logarithmic scales. The hardness error bars on these data are on the order of the data point size, and therefore cannot be seen; the trends in the data are significantly larger than the uncertainty.

![Figure 4.1: Hardness as a function of grain size on double logarithmic scales. Classical Hall-Petch strengthening is observed with grain size refinement down to about \( \sim 20 \) nm, followed by an apparent breakdown regime.](image)

At large grain sizes (i.e. \( d \geq 20 \) nm), the data exhibit a steep grain size dependence consistent with classical Hall-Petch strength scaling; the slope in this region of Figure 4.1 is close to the expected value of \(-\frac{1}{2}\). However, at grain sizes below about 20 nm, all of the data series show a marked departure from this trend, exhibiting a plateau breakdown regime, or even a slight tendency toward weakening at finer grain sizes. These results are in line with existing
experimental and simulation data in nanocrystalline metals [10, 11, 77, 81, 88, 90], where the Hall-Petch breakdown is consistently observed in the range of $d = 10-20$ nm.

An interesting aspect of the present data set is that the finest grain sizes tested are quite close to the amorphous limit; the smallest grain size is $d = 3 \pm 1$ nm, extremely close to the 1-2 nm value often assigned to the amorphous state [63, 74]. At ambient temperature, the plastic flow of amorphous metals is inhomogeneous, occurring through a series of shear banding events [104-106, 110, 111, 244], as discussed in Chapter 1. Such inhomogeneous flow has been widely studied by nanoindentation, where it is reflected by the appearance of shear offsets around the residual impression site [245], and often as discrete displacement bursts in the load-displacement response [109]. Both of these signatures of shear banding behavior are more readily observed when a sharper indenter geometry is employed. Consequently, we use the cube corner tip in the following set of experiments to look for signatures of inhomogeneous flow at the finest nanocrystalline grain sizes.

Arrays of indentations were performed on each sample using the procedures outlined in Section 4.1, and the residual impression sites were subsequently imaged with SEM in a FEI/Phillips FEG ESEM operating at 10 kV in high vacuum mode. A variety of indentation strain rates were used, but no trends with rate were discernible in any of the micrographs for the grain sizes studied; in the following, we therefore present results for one rate, $1.5 \times 10^{-1}$ s$^{-1}$. Figure 4.2 compiles typical images of residual impression sites as a function of grain size. Referring first to the $d = 20$ nm sample shown in Figure 4.2(a), the pile up surrounding the residual impression site is smooth and homogeneous, as is characteristic for polycrystals or other materials deforming via conventional homogeneous plasticity. The 12 and 6 nm grain size specimens exhibit similar impression sites, as shown in Figure 4.2 (b, c), although the character of the piled up material is less smooth in these specimens, with small ledges becoming visible. As observed in Figure 4.2(d), the pile up nature around the residual impression site for the $d = 3$ nm sample is inhomogeneous and dominated by shear offset steps. These steps are traces of shear bands that are characteristic of unstable plastic flow. As noted in the opening comments of this section, such mechanical instabilities are indeed expected at the finest nanocrystalline grain sizes by analogy with shear
Figure 4.2: SEM images of residual impressions on Ni-W alloy specimens with a grain size of (a) 20 nm, (b) 12 nm, (c) 6 nm, and (d) 3 nm. A cube corner indenter geometry was used in testing and all the images were taken at the same magnification. Note the shear offsets in the pile-up of the d = 3 nm sample shown in (d).

banding in amorphous metals, and further predicted in recent modeling efforts [112-114] at the finest grain sizes, where the grain boundary volume fraction becomes the dominant structural feature []. The observations in Figure 4.2 mark a transition to inhomogeneous flow beyond the Hall-Petch breakdown, near the amorphous limit.
The change in deformation behavior implied by the post-indentation SEM images in Figure 4.2 is also manifested in the load-displacement responses. Three representative indentation curves are presented in Figure 4.3(a) for grain sizes of 3, 6, and 12 nm; for clarity, the curves are offset from one another along the x-axis. While the curves are observed to be smooth and continuous.

![Image of load-displacement response curves](image)

**Figure 4.3:** (a) Typical load-displacement responses for the finest grain size specimens resulting from indentation with a cube corner indenter at a strain rate of 0.15 s\(^{-1}\). As identified by the series of arrows, discrete ripples or discontinuities are evident in the d = 3 nm data, while the d = 6 and 12 nm curves (offset for clarity by 50 and 100 nm on the depth axis, respectively) are smooth and continuous. (b) Strain rate plotted as a function of depth for the data shown in (a). Several prominent peaks occur in the d = 3 nm data that correlate exactly to the discontinuities identified in the load-displacement response from (a).

For d = 6 and 12 nm, small discontinuities or ripples can be seen in the load-displacement response for the d = 3 nm specimen. We find that these events correspond to periods of rapid travel of the indenter tip. Figure 4.3 (b) plots the strain rate as a function of depth for the three grain sizes represented in Figure 4.3 (a). A nominal indentation strain rate of 1.5 x 10\(^{-1}\) s\(^{-1}\) was
used in each of these tests, and the data in Figure 4.3(b) are correspondingly distributed around this mean value. For the 6 and 12 nm grain size specimens, strain rate is constant with indentation depth and the minor fluctuations or scatter in the data are measurement noise. While background scatter of a similar magnitude is also detected in the d = 3 nm data, in this case several pronounced peaks are evident, as indicated by the series of arrows in Figure 4.3 (b). These peaks lie convincingly above the experimental noise and correlate exactly to the positions of the discontinuities identified in Figure 4.3 (a) (the arrows denote the same four events in both frames of Figure 4.3). These events are of a similar character to those observed when indenting some amorphous metals [109], and we conclude that their presence is a signature of shear banding. The fact that the displacement bursts appear in the indentation response at the same grain size where we first observe shear offsets around residual impression sites is further support for this interpretation. The evidence in Figure 4.2 and Figure 4.3 is thus self-consistent, and suggests that there is indeed a transition to glass-like deformation behavior (i.e., shear localization) at the finest grain sizes below the Hall-Petch breakdown.

4.3 Rate sensitivity of deformation

To evaluate the rate sensitivity of deformation over the entire nanocrystalline regime, hardness measurements were performed in the same manner as discussed in Section 4.2, but now explicitly investigated as a function of strain rate. The fact that hardness is rate dependent can be seen directly in the raw indentation data, as shown in Figure 4.4(a) for a 20 nm grain size specimen at three different applied rates. For a constant applied maximum load of 10 mN, we see a subtle but reproducible variation in the contact depth with strain rate, as indicated by the shift in the load-displacement response. In particular, lower depths are attained for higher applied rates, indicating that hardness increases with increasing rate. Indentation rate effects of a similar magnitude have been observed in the load-displacement curves of other nanocrystalline metals [246]. A summary of our hardness measurements at various rates is given in the Hall-Petch plot of Figure 4.1.

To extract explicit hardness-rate trends, a series of seven indentation strain rates in the range of $1.5 \times 10^{-2}$ to $15 \text{ s}^{-1}$ was investigated for each of the eight grain size specimens. The results are shown in Figure 4.4 (b), where for clarity, only four representative grain sizes are presented. In
each case, hardness is found to increase with strain rate to within uncertainty. What is more, there is a reproducible grain size dependence in these trends; from \( d = 95 \) to \( 12 \) nm, the slope of the data series in Figure 4.4 (b) increases. However, further reduction in grain size to \( d = 3 \) nm is accompanied by a decrease in the slope of the hardness-rate trend. This grain size-dependent rate effect is also noticeable (but in a subtle way) on the Hall-Petch plot of Figure 4.1; here, a maximum can be seen in the rate-induced spreading of the hardness measurements around \( d = 12 \) nm. These observations represent the first suggestion that the rate dependence of strength undergoes an inflection at a finite grain size.

Applying the relation for activation volume given by Eq. (1.2) to our data for nanocrystalline alloys, we obtain the plot shown in Figure 4.5, which catalogs \( V \) as a function of grain size. Here, the activation volume is normalized by the cubed Burger’s vector \((b^3)\) to facilitate comparison with the literature. As discussed in Section 4.2, at least 30 individual hardness measurements contribute to each reported \( H \) value, and because the hardness-rate trends in
Figure 4.4 (b) were each determined from tests conducted at seven different strain rates, a minimum of 210 independent indentation experiments were used to obtain each reported value of apparent activation volume. The error bars on $V$ in Figure 4.5 reflect the full uncertainty on the raw hardness data, the linear regression procedure used to determine $\partial \ln \dot{\epsilon} / \partial H$, and the variability in $b^3$ due to solid solution effects of W.

![Activation Volume vs. Grain Size](image)

**Figure 4.5**: Activation volume for deformation of nanocrystalline Ni-W alloys, along with literature data for Ni [10, 47, 54], Ni-Co [53], Cu [46, 48-51, 53], and Cu alloy [49] systems. The activation volume is normalized by the cubed Burger’s vector, $b^3$, and the present data reveal an inflection near a grain size of 10-20 nm.

For large grain sizes in Figure 4.5 ($d > 20$ nm), our data is in excellent agreement with the available literature data for $V$ from various nanocrystalline materials [10, 46, 47, 49-53, 62, 247]; these literature data are shown in the range of grain sizes covered in Figure 4.5, and although not observed due to the truncation of grain size at 5 $\mu$m, additional literature results at grain sizes larger than 5 $\mu$m are also used to establish the included trendline. Like the prior work in this area, our data suggest that finer grain sizes have lower apparent activation volumes, at least for $d \geq 20$nm. However, we also see that at a finite grain size around 10 nm, a clear minimum exists in the apparent activation volume, corresponding to a maximum in rate dependence. At grain
sizes below this critical value, the activation volume increases with decreasing grain size, corresponding to a drop in the rate sensitivity. To our knowledge, this transition has never before been observed or predicted, but it is an expected response based on the arguments presented in the introduction. A transition to glass-like inhomogeneous flow (or shear banding) at the finest nanocrystalline grain sizes should be accompanied by a divergence of \( V \) to very high values. The inflection in rate sensitivity across the Hall-Petch breakdown regime thus connects the known elevated rate dependence of nanocrystalline metals with the rate-independent strength of amorphous solids.

### 4.4 Pressure sensitivity of deformation

The pressure or normal-stress dependence of deformation is commonly quantified by measuring strength asymmetry via multiaxial mechanical tests [248-250], or by, e.g., comparing tensile and compressive yield strengths [55, 56, 58, 59]. Alternatively, a recent paper by Ganneau et al. [251] shows how indentation data can be used to assess the pressure or normal-stress sensitivity of cohesive-frictional materials. During indentation, the imposed state of stress will depend on the tip geometry employed. Using finite element calculations, Ganneau et al. showed how to determine the hardness-to-cohesion ratio (H/c) as a function of both the indenter geometry (i.e. apex angle) and the material’s characteristic friction angle (\( \varphi \)), a measure of normal-stress sensitivity. As discussed in reference to Eq. (1.3), a more commonly cited measure of normal-stress sensitivity is the classical Mohr-Coulomb coefficient, \( \alpha \), which is directly related to \( \varphi \):

\[
\alpha = \tan \varphi
\]  

(4.2)

If two different indenter tips of known geometries are employed, their hardness ratio (\( H_1/H_2 \)) is therefore a function of \( \alpha \), as shown in Figure 4.6 after Ref. [251], and take the form of a power series for both the Berkovich (\( H_B \)) and cube corner (\( H_{CC} \)) geometries. Because the former leads to a considerably higher confining pressure in the contact zone as compared with the sharper cube-corner, a pressure-dependent material will have a value of \( H_B/H_{CC} \) greater than unity, from which the friction angle, \( \varphi \), can be extracted.
Before applying the above procedure to estimate the pressure dependence of deformation in nanocrystalline Ni-W, there are two important caveats that must be addressed. First, the limit analysis implemented by Ganneau et al. [251] does not account for strain hardening in the calculation of the external work rate. However, because strain hardening is found to be negligible for nanocrystalline metals in general [54], and for Ni-W alloys in particular [78, 205], we expect that it is negligible as a source of error here. Second, for the experiments up to this point, we have measured the indentation contact area indirectly from an empirical area function based on a calibration using fused silica. While this is a suitable procedure for examining flow characteristics or rate sensitivity with a single indenter geometry, when trying to quantify the pressure dependence of deformation via a two-tip method, fused silica is no longer an appropriate calibration material due to its finite pressure sensitivity. The technique of Ganneau et al. relies on an unbiased assessment of the contact area, so in this section we resort to direct microscopic observations to measure the projected contact area and calculate hardness.

Figure 4.6: Hardness-cohesion ratio as a function of the Mohr-Coulomb coefficient for Berkovich and cube corner geometries, following Ref. [251]. The H/c ratios for the two geometries diverge as the pressure sensitivity increases (i.e. higher α), which results from the higher confining pressure imposed by the Berkovich tip relative to the cube corner.
An array of indentations was performed on each specimen with each of the two tip geometries, using a 10 mN applied load and an indentation strain rate of 1.5 s\(^{-1}\). The projected contact areas of 10 impressions from each array were measured with SEM. Figure 4.7(a, b) show typical micrographs of indentations in the d = 20 nm alloy made with (a) Berkovich and (b) cube corner geometry tips. The sharper indenter geometry (Figure 4.7(b)) produces greater pile-up and a noticeably larger projected contact area as compared with the more blunt Berkovich indenter (Figure 4.7(a)). Figure 4.7(c) compares the projections of these two impressions, making the difference in load-bearing area explicit. Because these indentations were performed with the same applied maximum load, Figure 4.7(a) corresponds to a higher hardness than does Figure 4.7(b). This hardness ratio, H\(_B\)/H\(_CC\), is translated into a friction angle following the procedure of Ganneau et al. described above.

Figure 4.8 summarizes our measurements of the friction coefficient for nanocrystalline Ni-W alloys, presented along with a variety of existing literature data from other nanocrystalline metals. A representative value of \(\alpha \sim 0.12\) is also shown at d = 1 nm for amorphous alloys [65]. Not only does our data agree with existing experimental results for nanocrystalline Ni, Zn, and Cu alloys (with d > 20 nm) [55-60], but the pressure sensitivity of our d = 3 nm specimen also aligns well with simulation results on nanocrystalline Ni of the same grain size [63]. More importantly, the current data set now populates the formerly unoccupied region spanning the Hall-Petch breakdown regime. The measured friction coefficients for samples with d = 6, 12, and 20 nm demonstrate a clear maximum in the vicinity of the Hall-Petch breakdown, and bridge the experimental results for d > 20 nm to the finite pressure-dependent strength of amorphous metals.
Figure 4.7: SEM images of indentations made with (a) a Berkovich and (b) a cube corner indenter geometry on a Ni-W alloy of 20 nm grain size. (c) Representation of the two imprints from (a) and (b) showing that the cube corner indenter requires a larger projected area to support the same applied load (10 mN).
Figure 4.8: The Mohr-Coulomb friction coefficient, $\alpha$, as a function of grain size. A maximum is observed for the present nanocrystalline Ni-W alloys at a grain size near 10-20 nm. Also shown are results from various literature data on Ni [57, 60] and Zn [58, 59], and Cu alloys [55, 56] which all lie to the right of the maximum, as well as simulation results on nanocrystalline Ni [63] that are exclusively to the left of the maximum. An approximate value of $\alpha$ typical of amorphous metals is also shown for reference at a grain size of 1 nm [65].

4.5 Implications

To summarize the findings presented above, the emergence of glass-like deformation behavior has been found to accompany the Hall-Petch breakdown in nanocrystalline Ni-W. In addition to changes in the strength scaling, we see a transition to inhomogeneous flow (shear banding) at small grain sizes, as supported by the observation of slip steps on deformed surfaces and displacement bursts in indentation curves. We have also observed how this mechanistic shift is manifested in several complementary mechanical properties. At a finite grain size around 15 nm, we report maxima in both the rate and pressure sensitivity of deformation. As described in the introduction, these inflections are required to bridge the mechanical property scaling of nanocrystalline metals with the limiting behavior of amorphous solids.
To our knowledge, multiple mechanical property inflections have never before been seen in a single set of experiments spanning the Hall-Petch breakdown regime. For example, the literature data shown for rate sensitivity in Figure 4.5 [10, 46, 47, 49-53, 62, 247] are collected from various sources representing a variety of different metals and alloys. They do not individually or collectively demonstrate the presence of a scaling breakdown. The present data align well with these literature results, but add a new, important inflection in the trend at finer grain sizes which connects to the rate-independent strength of amorphous metals. Similarly, the prior experimental data for pressure sensitivity in Figure 4.8 [55-60, 63, 65] are also collected from various sources, but do not demonstrate a maximum in pressure sensitivity because they are at grain sizes above the inflection point. When these data are supplemented by the simulation data of Lund et al. [63], the possibility of an inflection is suggested, but it is the present data set that offers the first convincing demonstration of a pronounced maximum in pressure sensitivity at a finite grain size.

These inflections shed new light on the nature of the Hall-Petch breakdown, and how it is observed in an experimental setting. In particular, it is interesting to see in Figure 4.1 that at low indentation strain rates, the breakdown appears as a smooth plateau in hardness as $d$ decreases below $\sim 20$ nm, while at higher rates a subtle but discernible peak hardness emerges. It has been a standing question for some time whether the Hall-Petch breakdown is (or should be) accompanied by a true strength inflection, or merely an inflection in slope [4, 80]. We see now that deformation rate plays an important role here, with higher rates promoting the development of a peak in strength and a regime of so-called “inverse Hall-Petch” behavior. Clearly, this effect is a direct consequence of the inflection in rate dependence observed in Figure 4.5. This observation may help to unify experimental observations based on microindentation (at very low rates) with molecular simulation results (at very high rates). In such experiments the Hall-Petch breakdown is commonly observed as a plateau [4, 77], while in simulations a pronounced peak is observed [81, 90]. In fact, extrapolating our results to a common simulation strain rate of $10^8$ s$^{-1}$, we expect a hardness peak at a grain size of $\sim 12$ nm more than 1 GPa above the value at the amorphous limit. This estimation lines up well with the strength peak observed in simulated nanocrystalline copper [81]. These observations also foreshadow the results of Chapter 5, in which we will explore the issue of rate dependence in more detail.
A further interesting aspect of the property inflections found here is that they all occur at the same grain size (to within the resolution of our experiments). Thus, $d \sim 10-20$ nm can be identified not only as "the strongest size" [84], but as the most rate- and pressure-sensitive size as well. This may have significant practical implications for applications where simultaneous optimization of all three properties is desirable. For example, in applications involving high rate deformation in general and shock loading in particular, additional strength increments can be expected to arise from both the high applied strain rates and the presence of a confining pressure wave (i.e. internal pressure due to limited lateral relaxation). Indeed, recent work by Bringa et al. [252] has shown that pressure-induced suppression of grain boundary-mediated plasticity does promote enhanced strength during shock loading of simulated nanocrystalline metals, and experimental work is underway to explore the consequences of such effects [10, 55, 253-258].

Finally, we propose that the present work may also offer a connection to the growing literature on amorphous-nanocrystalline composites, synthesized by partially devitrifying metallic glasses. If we assume that the grain boundaries in our specimens are essentially amorphous with a thickness of 1 nm, then our $d = 3$ and 6 nm samples may be viewed as amorphous-matrix composites containing $\sim 30\%$ 3 nm, and $\sim 60\%$ 6 nm crystal reinforcements, respectively. These structures may resemble some partially devitrified metallic glasses, which commonly contain $\sim 2$-50 nm nanocrystals with volume fractions up to 75% [259-263]. When such amorphous composites are subjected to deformation, marked changes are observed relative to fully amorphous specimens [259, 260, 262-264]. In general, the observations imply that larger nanocrystals of a higher number density may help distribute shear bands over a larger volume, apparently promoting homogeneous flow. Our results show substantial suppression of plastic instabilities as grain size changes from $d = 3$ to 6 nm, and are thus in line with such observations.

### 4.6 Concluding remarks

Various nanoindentation techniques have been applied to evaluate the mechanical behavior of nanocrystalline Ni-W alloys across the entire Hall-Petch breakdown regime. We find that grain boundary-induced strengthening of nanocrystalline Ni-W obeys the Hall-Petch relation down to at least $d \sim 20$ nm, followed by a breakdown regime and even apparent weakening. At the finest
grain sizes approaching the amorphous limit, this breakdown is accompanied by shear banding as commonly observed in metallic glasses, evidenced both by shear offsets around residual impression sites and discrete discontinuities in the indentation responses. Such results mark an explicit transition in the flow behavior, from homogeneous, polycrystal-like flow to unstable, localized plasticity characteristic of amorphous metals.

We have also shown that the Hall-Petch breakdown is accompanied by critical inflections in two additional mechanical properties:

- The apparent activation volume for deformation decreases (corresponding to an enhancement in rate sensitivity) as grain size is refined to $d = 10-20$ nm, where a subsequent minimum is realized. The increase in $V$ with further grain size reduction connects the elevated rate sensitivity of nanocrystalline metals to the rate-independent strength of amorphous solids.
- The sensitivity of deformation to pressure or normal-stress, described by the Mohr-Coulomb friction coefficient, becomes more pronounced with grain size reduction, and peaks in the range of $d = 10-20$ nm. For grain sizes below $d \sim 10$ nm, the friction coefficient converges upon the finite value commonly used to describe the pressure sensitivity of amorphous metals.

These mutually consistent inflections in strength, rate sensitivity, and pressure sensitivity are all a direct consequence of the emergence of inhomogeneous flow at the finest nanocrystalline grain sizes. The Hall-Petch breakdown thus corresponds to a mechanistic shift to glass-like plasticity, bridging the deformation behavior of nanocrystalline and amorphous metals.
Chapter 5: The Hall-Petch breakdown at high strain rates

The experimental study of the Hall-Petch breakdown described in Chapter 4 demonstrated that the rate sensitivity of deformation maximizes at a grain size of about 10-20 nm, which results from the emergence of glass-like shear banding at finer grain sizes. This result suggests that the character of the Hall-Petch breakdown should in fact be rate dependent; low rates should favor a subtle shift in the Hall-Petch slope, somewhat higher rates should reflect an apparent plateau in strength, and at sufficiently high rates, a strength maximum and a weakening “inverse Hall-Petch” regime should be observed. Although there is increasing interest in the high-rate testing of nanocrystalline materials [10, 55, 253-258] as highlighted in Section 4.5, no experimental studies to date have explored the Hall-Petch breakdown regime systematically at high rates. Our purpose in this chapter is to present such a study, with specific emphasis on strength scaling under dynamic loading situations, and verify that the “inverse Hall-Petch” weakening regime emerges at high strain rates. The work in this chapter has been submitted to Applied Physics Letters and is currently under review [265].

5.1 Experimental procedures

High rate mechanical testing was performed using a Micro Materials Nanotest 600 configured for single impact dynamic hardness measurements. Following the procedure outlined in Refs. [266, 267], an indenter mounted to a pendulum is accelerated into the sample surface, and the displacement, h, is tracked during the impact and rebound of the tip. Specimens were prepared using standard metallographic techniques to achieve a surface roughness of < 10 nm, and each sample was subjected to 70 impact tests using a diamond Berkovich tip. The average dynamic hardness values are reported here, with error bars given by the standard deviation.

The raw displacement-time (h-t) data generated during impact of a 12 nm grain size specimen is shown over the full acquisition range in the upper panel of Figure 5.1(a), and the lower panel displays the corresponding velocity, calculated from the h-t data as a moving-average slope over seven data points. A transient region is initially observed for t < 50 ms, followed by
Figure 5.1: Representative raw data from an impact test on a 12 nm grain size Ni-W specimen, where the upper panels demonstrate the output displacement time data, from which the velocities, shown in the lower panels, are calculated. (a) Displacement and velocity over the full acquisition time, where the solid arrows denote initial acceleration of the tip, and the dotted arrows deceleration as the tip is driven into the specimen surface. The primary impact event circled in (a) is magnified in (b), where the critical displacements and corresponding velocities are highlighted. Note that the time scale has been arbitrarily assigned in (b).

acceleration of the indenter tip towards the sample surface, which is denoted by the solid arrows. The region of the curve associated with impact-induced deformation is circled, with a magnified view shown in the upper panel of Figure 5.1(b). The point of initial contact is identified by the onset of tip deceleration, as indicated by the dotted arrows, and is assigned as \( h = 0 \); the velocity at contact is denoted \( v_{in} \). Although indentation strain rate is a function of depth, it can be roughly approximated as \( \dot{e} \approx v_{in} \cdot h_{max}^{-1} \), where \( h_{max} \) is the maximum penetration depth, and is of order \( \sim 1 \) \( \mu \)m in our experiments. With a typical initial contact velocity of \( \sim 1 \) mm s\(^{-1}\), this calculation yields a characteristic rate of about \( 10^3 \) s\(^{-1}\) for all of our tests, and we assign this value a liberal error bar of \( \pm 50\% \).
Two additional measurements are required to characterize the energy dissipated as plastic work, which include the residual plastic depth, $h_{\text{res}}$, and outgoing velocity, $v_{\text{out}}$, and are identified in Figure 5.1(b). Both of these quantities require inspection of the second impact event to determine the absolute displacement at the point at which the tip re-establishes contact with the surface. Figure 5.2 shows a magnified view of the first two impact and rebound events, truncated to the range $0.06 \leq t \leq 0.19$ s. Following the initial rebound, the indenter tip is accelerated back towards the sample, and re-contacts the surface within the residual impression created by the preceding impact event. Upon re-establishing contact, the point of initial deceleration corresponding to $v_{\text{si}}$ in Figure 5.2 defines the residual depth, and the corresponding point on the initial rebound curve is identified as $h_{\text{res}}$, with velocity $v_{\text{out}}$. These displacement and velocity measurements are extracted from every test with the use of the analysis script presented in Appendix C, and are used in the next section to calculate the dynamic hardness.

![Figure 5.2: Magnified view of the first two impact events from Figure 5.1(a). Calculating $h_{\text{res}}$ and $v_{\text{out}}$ rely on accurately identifying the point of deceleration (denoted with velocity $v_{\text{si}}$) associated with the tip coming back into contact with the sample surface after the initial rebound event.](image-url)
5.2 Dynamic hardness and the Hall-Petch breakdown at high strain rates

Equating the change in kinetic energy of the indenter to the plastic work done during impact gives:

\[ \frac{1}{2} m (v_{in}^2 - v_{out}^2) = \int_0^{h_{res}} P dh \]  

(5.1)

Here, \( m \) is the effective mass of the pendulum and tip (equal to 0.21 kg in this work) [267], \( v_{out} \) and \( h_{res} \) are the velocity and displacement upon exit of the tip from the sample surface (defined in Figure 5.1), respectively, and \( P \) is the indentation load. Hardness, \( H \), is defined as the ratio of the load to projected contact area, \( A_c \), where for a self-similar indenter geometry, \( A_c = c h^2 \) with the constant \( c = 24.5 \) for our Berkovich tip. Assuming that \( H \) is constant over the duration of the test, it can be substituted into Eq. (5.1) for \( P \), yielding an effective dynamic hardness, \( H_d \):

\[ H_d = \frac{3m (v_{in}^2 - v_{out}^2)}{2c h_{res}^3} \]  

(5.2)

\( H_d \) derives from the energy balance presented in Eq. (5.2), and quantifies the energy per unit volume dissipated as plastic work during impact-induced deformation.

The dynamic hardness measurements from the present Ni-W alloys are summarized in Figure 5.3. For comparison, the quasi-static nanoindentation data from a similar set of experimental materials are also shown, reproduced from Section 4.2. At large nanocrystalline grain sizes, the dynamic data are consistent with classical Hall-Petch scaling, and are in agreement with the quasi-static hardness measurements to within errors. As expected, we observe a clear divergence from Hall-Petch scaling in the vicinity of ~20 nm grain size in all of these data sets. However, whereas the quasi-static tests generally exhibit a trend more akin to a hardness plateau in the breakdown regime, the dynamic indentation tests show a discernible peak strength at a grain size of about 12 nm, followed by a regime of softening toward the amorphous limit. Because of the
Figure 5.3: Dynamic hardness as a function of grain size on double logarithmic scales. Hall-Petch scaling is observed down to a grain size of ~20 nm, followed by a breakdown manifested as a strengthening peak and region of “inverse Hall-Petch” weakening. The quasi-static hardness measurements from Section 4.2 are included for reference.

large statistical samples used here (70 tests per data point in Fig. 3), we can have high confidence (>95% as determined through a Welch’s t-test) that the peak we observe at high rates is statistically significant.

Further analysis shows that the emergence of the peak strength is related directly to a maximum in the rate sensitivity of deformation. This is seen most easily by plotting the data in the manner suggested by the constitutive law:

\[
\dot{\varepsilon} = \dot{\varepsilon}_o \exp \left( \frac{V \cdot H}{3\sqrt{3} \cdot kT} \right)
\]  

(5.3)

where \( \dot{\varepsilon}_o \) is a grain size-dependent pre-exponential constant, \( V \) is the activation volume, and \( kT \) has its usual meaning. Hardness-rate trends are plotted in Figure 5.4 for our specimens with \( d \leq \)
50 nm; the quasi-static results from Section 4.3 are included for reference, and are fitted with Eq. (5.3). When our new measurements of $H_d$ are supplemented into Figure 5.4 at the approximate strain rate of $10^3$ s$^{-1}$, they align well with the quasi-static data to within measurement and extrapolation errors. What is more, the activation volumes in Figure 5.4 first decrease and then increase as grain size traverses the Hall-Petch breakdown, reflecting the maximum in rate sensitivity at a grain size of $\sim$10-20 nm. This maximum is responsible for accentuating the “inverse Hall-Petch” trend at sufficiently high rates, which further supports the connection proposed in Chapter 4 between quasi-static experimental results and high-rate atomistic simulations.

We observe in passing that an additional effect can manifest in high-rate impact tests on nanocrystalline metals, which relates to the influence of pressure on their strength. As discussed in Section 4.4, nanocrystalline metals exhibit a grain size-dependent pressure sensitivity that also maximizes in the vicinity of the Hall-Petch breakdown. In some high-rate loading situations, such as in shock loading, high confining pressures may induce an additional strength increment [252-254]. In the present experiments, we are using only a modest impact velocity ($\sim$1 mm·s$^{-1}$), and derive a high rate by confining ourselves to small displacements ($\sim$1 μm). Therefore, the elastic pressure wave velocity is much greater than the impact velocity, and we expect no significant effect of confining pressure on the measured values of $H_d$. However, we note that more conventional impact situations involving higher velocities and larger length scales may well benefit from the finite pressure sensitivity of nanocrystalline metals in the Hall-Petch breakdown regime.

### 5.3 High strain rate flow behavior of nanocrystalline Ni-W alloys

A final interesting aspect of the high-rate response of our specimens is revealed by inspecting the plastic zones around the impact sites, which were imaged with SEM in the same manner as the impressions shown in Section 4.2; these are included in Figure 5.4 adjacent to the corresponding $H$-$\dot{\varepsilon}$ trends. First, we note that shear banding is conspicuously evident in the 3 nm grain size
Figure 5.4: Hardness as a function of strain rate for specimens with grain sizes in the range \(3 \leq d \leq 40\) nm. The dynamic measurements from the present work align well with the extrapolation from quasi-static nanoindentation results reproduced from Chapter 4. Corresponding SEM images of the residual impressions reveal discernible shear offsets around the impact sites for grain sizes as large as 12 nm. (Some of the impressions have a scar across them, made upon withdrawal of the tip; these scars are formed after the conclusion of the test and are not relevant to the discussion).
specimen. This is an expected result, since this grain size is very near the amorphous limit, and "structural" shear bands similar to those in metallic glasses form even under quasi-static conditions, as demonstrated in Section 4.2. What is more interesting at present is that at slightly larger grain sizes (e.g., 6 and 12 nm), shear offsets can also be identified around the impact sites. Under quasi-static loading, these materials do not exhibit such obvious signs of shear localization (cf. Figure 4.2), indicating that the high strain rate applied in this study increases the propensity for inhomogeneous flow. It is not clear if these are "structural" shear bands such as those in metallic glasses, or perhaps classical adiabatic shear bands that are promoted by the fine grain structure in these specimens. In either case, the residual impressions in Figure 5.4 strongly imply that nanocrystalline grain size influences the inclination for shear band formation at high strain rates, which has important implications for optimizing the nanostructure for impact applications.

5.4 Concluding remarks

To summarize, the breakdown of Hall-Petch strength scaling was investigated in nanocrystalline Ni-W alloys at high strain rates, using dynamic indentation testing at grain sizes ranging from 3 to 150 nm. Focusing on the first two impact events, the energy dissipated as plastic work has been calculated for each grain size specimen, from which the dynamic hardness is determined. Whereas the breakdown in Hall-Petch scaling may appear as a strength plateau at quasi-static strain rates on nanocrystalline Ni-W alloys, it involves a strengthening peak and "inverse Hall-Petch" weakening regime at higher strain rates. This effect was shown to be the result of a grain size-dependent rate sensitivity that exhibits a maximum at a grain size near 10-20 nm. Evidence of shear band formation was also observed around the impact sites on specimens with d < 20 nm, consistent with a transition to glass-like mechanisms at the finest grain sizes, but with an increased tendency for shear localization at high rates.
Chapter 6: Mechanical behavior of heat treated Ni-W alloys

The grain size-dependent activation volume presented in Chapter 4 was shown to have important implications for the nature of the Hall-Petch breakdown in Chapter 5, where the minimum activation volume, corresponding to a maximum in rate sensitivity, accentuates a strengthening peak across the breakdown regime. In addition to quantifying the rate sensitivity, the activation volume is a signature of the underlying deformation mechanisms, with the inflection in scaling signifying the onset of inhomogeneous flow at the finest nanocrystalline grain sizes. This is further understood through inspection of the constitutive law for thermally-activated plastic flow, which describes the shear strain rate under uniaxial tension, $\dot{\gamma}$, in terms of the Gibbs activation energy for deformation, $\Delta G$ [268]:

$$\dot{\gamma} = \dot{\gamma}_0 \exp\left(\frac{\Delta G}{kT}\right) \quad (6.1)$$

where $\dot{\gamma}_0$ is a pre-exponential constant. We can identify the activation volume by expressing $\Delta G$ as a function of the effective stress, $\tau_e$, and Helmholtz free energy for deformation, $\Delta F$ [47]:

$$\Delta G = \Delta F - \tau_e \cdot V \quad (6.2)$$

where the activation volume now explicitly represents the characteristic volume over which the effective stress acts to overcome the local barrier to deformation. For the present nanocrystalline alloys, the inflection in $V$ therefore denotes a shift in the rate-controlling mechanism for deformation.

A number of studies [10, 41, 46-51, 53, 54, 61, 79, 268-272] have evaluated such activation quantities for nanocrystalline FCC metals in relation to their coarse grain counterparts, and have correlated smaller activation volumes with finer nanocrystalline grain sizes, as illustrated in Figure 1.2; subtle changes in the activation energies have also been demonstrated. While we
were able to quantify the grain size-dependence of the activation volume in Chapter 4 from room temperature mechanical tests, determination of the activation energy for deformation is a more complex task, requiring property measurements across multiple test temperatures. The present nanocrystalline Ni-W alloys are ideally suited for such a study due to their excellent thermal stability [135, 273], where grain growth is suppressed to temperatures > 400 °C. However, as discussed in Chapter 1, low homologous temperature annealing (< 400 °C) of nanocrystalline metals, and Ni-W alloys in particular [133, 135, 274], can lead to unexpected strengthening, often attributed to grain boundary relaxation.

In this chapter, we first investigate the strength scaling behavior of heat treated nanocrystalline Ni-W alloys using ambient temperature nanoindentation testing, with emphasis on the influence of thermally-induced structural relaxations. Following this, fully relaxed Ni-W specimens are subjected to elevated temperature indentation tests to characterize the temperature dependence of strength, and ultimately calculate the activation energy for deformation across the nanocrystalline regime.

6.1 The role of structural relaxation in nanoscale plasticity

Nanocrystalline Ni-W alloys were electrodeposited and annealed following the procedures in Chapter 3 to promote relaxation of the grain boundaries. The grain sizes investigated span the Hall-Petch breakdown, and only the largest nanocrystalline grain size of 70 nm exhibited slight grain growth at both annealing temperatures. The sample preparation and nanoindentation procedures are analogous to those presented in Section 4.1, where a minimum of 30 indentation curves are again used to calculate the average hardness and standard deviation at each of the seven indentation strain rates. By characterizing the rate dependence of strength, the activation volume for deformation can be calculated following the procedure described in Section 4.3.

Figure 6.1 shows the hardness-grain size trends for the as-deposited and annealed Ni-W specimens on double logarithmic scales; the hardness error bars on these data are on the order of the data point size. For an indentation strain rate of $1.5 \times 10^{-1} \text{ s}^{-1}$, the hardness of the
Figure 6.1: Hardness as a function of grain size on double logarithmic scales for as-deposited and relaxed Ni-W alloys at an indentation strain rate of $1.5 \times 10^{-1}$ s$^{-1}$. The dashed trend lines are included for clarity, and shift to higher hardness values as the annealing temperature is increased, especially in the vicinity of the Hall-Petch breakdown.

as-deposited specimens imply Hall-Petch scaling at larger nanocrystalline grain sizes, and a breakdown regime below $d \sim 20$ nm. Upon annealing, the trends shift to higher hardness values, and the magnitude of this shift exhibits a grain size dependence. While the hardness of the largest nanocrystalline grain size specimen is unaffected by annealing, the observed strengthening increments increase with decreasing grain size in the Hall-Petch breakdown regime, down to about 6 nm. However, at a grain size of 3 nm, the observed hardening becomes less pronounced, thus generating subtle strengthening peaks in the annealed trends. This suggests that the grain boundary relaxation process, often described as a removal of excess dislocations from non-equilibrium grain boundaries [145-148], becomes less influential at the finest nanocrystalline grain sizes.

To gain a further understanding as to the effect of grain boundary relaxation on the underlying deformation behavior, we have calculated the activation volume as a function of grain size,
which is illustrated in Figure 6.2; as-deposited data from Chapter 4 are included for reference.

![Graph showing activation volume vs. grain size for Ni-W alloys in as-prepared and relaxed states.](image)

**Figure 6.2**: Activation volume for the present Ni-W alloys in as-prepared and relaxed states, normalized by the cubed Burger's vector, $b^3$. Measurements of $V$ from Chapter 4 are included for reference, as well as general trend lines. While the activation volumes for the relaxed specimens are in-line with the as-deposited values for grain sizes $\geq 12$ nm, finer grain size specimens exhibit noticeable increases in $V$ with increasing annealing temperature.

For grain sizes down to $\sim 12$ nm, annealing has no effect on the measured values of $V$, indicating that the fundamental deformation mechanisms are unchanged by grain boundary relaxation over this range. Dislocation-mediated processes, initially in the form of unit dislocations, eventually transitioning to partials, are the anticipated carrier of plasticity at these grain sizes (cf. Figure 1.4). If we assume that plasticity is in fact mediated by the emission of dislocations from existing grain boundary sources, as proposed by Asaro et al. [61], removal of excess grain boundary dislocations effectively reduces the number of sources available to nucleate intragranular partial and/or unit dislocations. In the absence of competing mechanisms, fewer emission sources would act to enhance the critical shear stress required to initiate slip, accounting for the observed strengthening upon relaxation of the boundaries, but without
changing the fundamental mechanisms as implied by the consistent activation volume. Furthermore, because the grain boundary volume fraction scales inversely with grain size, the relaxation process can be expected to more strongly influence the strengthening behavior of finer nanocrystalline metals with a much higher interfacial area, thus rationalizing the grain size-dependent hardening behavior observed in Figure 6.1.

While the activation volume is relatively unaffected by the annealing process at grain sizes above the Hall-Petch breakdown, a subtle increase in V is observed at \(d = 6\) nm, which becomes much more pronounced at the finest grain size of 3 nm. Interestingly, shear localization emerged in the as-deposited \(d = 3\) nm specimen (cf. Section 4.2), and such structural shear banding is usually associated with rate-independent strength. Following this logic, we may imagine that the increase in V for the annealed samples, corresponding to a reduction in rate sensitivity, implies an increased propensity for inhomogeneous flow after annealing at the finest nanocrystalline grain sizes. Inspection of the plastic zones around the residual impressions by SEM confirms this implication, as illustrated in Figure 6.3. Whereas small shear offsets are observed around the indentation site on the as-deposited specimen in Figure 6.3(a), the shear steps in the pile-up on annealed samples are much more pronounced, as observed in Figure 6.3(b) and (c). The reduced rate sensitivity and corroborating observations of enhanced shear banding in the plastic zones demonstrate that the structural relaxation process induced by low homologous temperature annealing promotes inhomogeneous flow at the finest nanocrystalline grain sizes.

An interesting aspect of the present results, pertaining primarily to the 3 nm grain size sample, is that the deformation behavior upon relaxation is strikingly similar to that observed in molecular dynamics simulations of nanoindentation on metallic glasses, performed by Shi and Falk [275, 276]. These authors studied the effect of quench rate on the shear banding behavior, with emphasis on the role of local atomic order. Whereas rapidly quenched structures, characterized by a high degree of disorder similar to the as-deposited state, exhibit smaller shear bands and a lower hardness, structures quenched at slower rates with a higher degree of local order, more
Figure 6.3: Scanning electron micrographs of the residual impressions on 3 nm grain size Ni-W specimens, in the (a) as-deposited condition, and annealed at (b) 150 °C and (c) 300 °C. An increase in the shear offset width is evident from (a)-(c), indicating that grain boundary relaxation promotes inhomogeneous flow at the finest nanocrystalline grain sizes.
akin to our relaxed samples, reveal larger shear bands and are stronger than their rapidly quenched counterparts. We observe experimentally that structural relaxation, i.e. local ordering, indeed promotes glass-like shear banding, thus further substantiating that the finest nanocrystalline metals behave like metallic glasses.

6.2 Elevated temperature deformation behavior of heat treated Ni-W alloys

Having characterized the effect of structural relaxation, we can now turn our attention to elevated temperature mechanical tests, which are advantageous as they enable an evaluation of the activation energy for thermally-activated plastic flow. Combined with the activation volume measurements, activation energies would facilitate a more comprehensive discussion of the underlying deformation mechanisms. In this section, we present such a study, where three fully relaxed nanocrystalline grain size specimens, indicated in Table 3.3, are subjected to elevated temperature mechanical tests in order to calculate the activation energies. We begin by introducing the high temperature nanoindentation techniques and methodology for determining the activation energy of deformation. Implications for the nanoscale deformation physics are subsequently discussed, with emphasis on competing mechanisms and the shift to interface-mediated plasticity.

6.2.1 High-temperature nanoindentation procedures

The indentation experiments were conducted with a Hysitron Ubi1 nanoindenter, modified for elevated temperature indentation testing. Specimens prepared with standard metallographic techniques to a roughness of < 10 nm were clamped down to a copper stage, which was surrounded with NiCr resistively heated wires to control the sample temperature. The transducer and piezotube were isolated with a water-cooled copper transducer shield, and an extended zero thermal expansion Berkovich tip was used in testing. As in the room temperature testing, a maximum load of 10 mN and constant strain rate of 1.5 s\(^{-1}\) (cf. Section 4.1) were employed, and both the pre- and post-test drift rates were used in the analysis. A minimum of 25 indentation curves were used to calculate the hardness at each of six different temperatures, incrementally increased by 25 °C over the range 25 ≤ T ≤ 150 °C. The area function was calibrated on fused
silica at room temperature, and its consistency was verified at 150 °C, representing the highest temperature used in testing.

Because a large number of tests are required to determine the average hardness and standard deviation, the samples remain at temperature for extended periods of time, longer than days in some cases. To ensure that the specimens are indeed fully relaxed prior to indentation testing, we evaluated the Vickers microhardness, using a Clark Instruments model DMH2 microindenter, as a function of temperature and time for the 3 nm grain size specimen; the results are shown in Figure 6.4. Note that the grain size calculated from x-ray diffraction data remain unaffected by

Figure 6.4: Microhardness for the 3 nm grain size Ni-W specimen annealed to different extents. For a given annealing time of 24 hours, an increase in the annealing temperature leads to an increase in strength, attributed to grain boundary relaxation in Section 6.1, followed by a time-independent plateau; grain size also remains constant.

the various heat treatments in Figure 6.4 to within measurement error. Once the sample is heat treated at 300 °C for 24 hours, subsequent annealing does not alter the hardness, indicating that the specimen is in a fully relaxed state. Therefore, the three grain size samples used in the high
temperature indentation experiments were subjected to a 24 hour anneal at 300 °C prior to testing.

6.2.2 Determination of the activation energy

The Gibbs activation energy for deformation in Eq. (6.1) is a function of the temperature, stress, and strain rate, and is expanded in terms of the Helmholtz free energy, effective stress, and activation volume in Eq. (6.2). Application of this relation to calculate $\Delta F$ would require not only measurements of $\tau_e$ at multiple test temperatures, but also the temperature dependence of the activation volume. The latter characterization would require a large number of tests across the full range of indentation strain rates employed in Chapter 4, and at elevated temperatures where the drift rate becomes more unstable [277], an extremely low yield percentage can be anticipated for data acquired at low strain rates. An alternative means of extracting the activation energy is presented by Conrad et al. [278], where the following equation is derived for the enthalpy of activation:

$$
\Delta H = -k \cdot T^2 \left[ \left( \frac{\partial \tau}{\partial T} \right)_T - \frac{\tau}{T} \left( \frac{\partial \mu}{\partial T} \right)_T \right] 
= -k \cdot T^2 \left[ \left( \frac{\partial \tau}{\partial (\dot{\gamma}/\dot{\gamma}_o)} \right)_T \right] 
$$

with $\mu$ equal to the shear modulus. The leading term in the numerator is exactly the quantity we are addressing in this section, i.e. the dependence of yield stress on temperature at a constant strain rate. The second term incorporates the change in modulus with temperature, which is scaled by the ratio of the stress to the shear modulus. The contribution of this term is negligible as compared to the leading term (roughly an order of magnitude less), and is thus ignored in the present analysis. The denominator describes the change in yield stress with strain rate at a constant temperature, which is inversely proportional to the activation volume (cf. Eq. (1.2)). Substituting Eq. (1.2) into Eq. (6.3), and incorporating an approximate conversion between hardness and yield stress, we obtain:
where $V$ is measured at temperature $T$ (i.e. at ambient temperature as in Chapter 4). The activation enthalpy for deformation at this temperature is denoted $\Delta H$, which is often assumed equivalent to the activation energy ($\Delta H \propto Q$) [279]. It is important to note that $\Delta H$ is different from $\Delta F$ presented in Eq. (6.2), as the latter incorporates entropic contributions by measuring $V$ as a function of $T$. For the purposes of the present study, we will be determining the activation enthalpy via Eq. (6.4).

Figure 6.5 illustrates the yield stress, as determined from the nanoindentation hardness measurements, as a function of temperature (in Kelvins) for grain sizes of 80, 18, and 3 nm.

![Figure 6.5: Yield stress as a function of temperature for three nanocrystalline grain size specimens, as calculated from the indentation hardness. A linear regression procedure is used to determine each of the slopes, which are included for reference.](image-url)
Error bars cannot be seen because they are on the order of the data point size for both variables. A least squares fit was used to determine the indicated slopes, which are observed to vary with grain size. Substituting these results and the grain-size dependent activation volumes from Chapter 4 into Eq. (6.4), the activation energy for deformation can be calculated as a function of grain size, and is shown in Figure 6.6. A decrease in activation energy is observed across the

![Figure 6.6: Activation energy as a function of grain size determined from Eq. (6.4). Hall-Petch scaling and breakdown regimes, and the grain size associated with the minimum activation volume, are indicated. An inflection is observed in the activation energy, implying fundamental changes in the underlying deformation mechanisms.](image)

Hall-Petch strength scaling regime, followed by a minimum in the vicinity of the activation volume inflection, and subsequent increase at the finest nanocrystalline grain sizes across the breakdown regime. Such behavior substantiates the shift in deformation mechanisms across the Hall-Petch breakdown initially proposed in Chapter 4, and is the topic of the following section.
6.2.3 Implications for the underlying deformation mechanisms

Table 6.1 summarizes the measurements of the activation volume from Section 6.1 and the activation energies determined in the previous section as a function of nanocrystalline grain size.

Table 6.1: Activation quantities for the three grain size specimens subjected to elevated temperature nanoindentation testing. The respective W contents and activation energy normalized by the shear modulus and cubed Burger’s vector are also included.

<table>
<thead>
<tr>
<th>Grain Size (nm)</th>
<th>Composition (at % W)</th>
<th>Activation Volume (V/b^3)</th>
<th>Activation Energy (eV)</th>
<th>ΔH/(μ·b^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>3.9</td>
<td>33.8</td>
<td>1.8</td>
<td>0.15</td>
</tr>
<tr>
<td>18</td>
<td>15.2</td>
<td>14.1</td>
<td>0.7</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>26.6</td>
<td>105.5</td>
<td>1.6</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Also included in the last column is the activation energy normalized by the shear modulus and cubed Burger’s vector, representing a useful parameter in the study of dislocation dynamics. Mutually consistent inflections in both activation quantities are observed, which supports a transition in the nanoscale deformation physics. For the 80 and 18 nm grain size specimens, the values of ΔH/(μ·b^3) are ≤ 0.15, with associated activation volumes of 33.8 and 14.1·b^3, respectively; for forest dislocation interactions, these quantities are in the range 0.2–1.0 [280] and 100–1000 b^3 [41, 47, 50], respectively; we conclude that this mechanism is not rate controlling at either grain size.

The unusual scaling of activation volume in the nanocrystalline regime has been attributed to dislocation emission from grain boundary ledges [61, 150], nucleating from either existing boundary dislocations or stress concentrations, with V taking on values of 10–50·b^3. At larger nanocrystalline grain sizes, the deformation process is expected to involve unit dislocations, whereas emission of partial dislocations should come to control the strength in the vicinity of the Hall-Petch breakdown. This could potentially account for the observed reduction in activation energy, since the emission of partials should require less energy than unit dislocations. The reduced activation energy at d = 18 nm is also in agreement with measurements performed on
nanocrystalline metals of similar grain size [47, 272]. Furthermore, additional complexities associated with the alloying content can also influence the activation energy. The 80 nm grain size sample has a W content of only 3.9 at %, while the 18 nm grain size sample has 15.2 at % W. The latter specimen will inherently have a much lower stable stacking fault energy [281], and nucleation of a leading partial will therefore require less energy [61], rationalizing the lower activation energy at $d = 18$ nm. Of course, the effect of W and the competing dislocation mechanisms described above are strongly connected. In any case, these rationalizations collectively support grain boundary-accommodated dislocation activity as the rate-limiting deformation process for the two larger grain size samples.

For the finest nanocrystalline specimen, the activation quantities deviate significantly from the trends observed at larger nanocrystalline grain sizes, where $V$ diverges to $> 100 \cdot b^3$, and $\Delta H$ more than doubles from the value measured at 18 nm to 1.6 eV. In light of these activation quantities, Coble creep and diffusion-mediated grain boundary sliding, with expected activation volumes and energies based on grain boundary diffusion of $\sim 1 \cdot b^3$ [50] and $\sim 0.5$ eV [47, 129], can be ruled out as the rate-limiting processes. Furthermore, dislocation plasticity of the form described above is not expected to be the dominant deformation mechanism at such fine grain sizes [90, 95]. As demonstrated in Chapters 4 and 5, shear localization becomes the dominant form of plasticity at the finest nanocrystalline grain sizes, and the divergence of $V$ supports such a mechanistic transition as shear localization has large characteristic activation volumes. A recent model by Joshi and Ramesh [112-114] investigated the onset of shear instabilities accommodated by grain rotation in BCC and FCC nanocrystalline metals, and for the latter, demonstrated that shear localization is delayed to finer grain sizes, in accordance with the transition to inhomogeneous, glass-like flow. These observations suggest that the rate-controlling mechanism transitions to a shear localization process, similar to the structural shear bands found in metallic glasses, as the nanocrystalline grain size approaches the amorphous limit.

6.3 Concluding remarks

The deformation behavior of heat treated Ni-W alloys was investigated in this chapter, with emphasis on the role of grain boundary relaxation and elevated temperature mechanical testing. Grain boundary relaxation was demonstrated to promote strengthening across the Hall-Petch
breakdown, and inhomogeneous flow at the finest nanocrystalline grain sizes. Activation energies were determined from high temperature nanoindentation tests, and presented with the corresponding activation volumes to provide a more comprehensive discussion of the underlying deformation mechanisms. Based on the magnitudes of these quantities, classical dislocation plasticity, such as forest interactions, was ruled out as possible deformation processes. By comparison with existing analytical models, grain boundary-mediated dislocation plasticity was suggested as the rate-limiting process for grain sizes down to the Hall-Petch breakdown. At finer nanocrystalline grain sizes, the observed increase in activation volume, inflection in activation energy, and observations of shear banding all indicate that shear localization becomes the dominant carrier of plasticity. This result is further substantiated by recent modeling efforts, which predict the onset of shear instabilities in FCC nanocrystalline metals at the finest grain sizes.
Conclusions

Nanocrystalline metals have presented unique opportunities to study interface-dominated physics at the nanoscale, with atomistic simulations representing a central technique in elucidating this behavior. Strong conclusions based on experimental evaluations have been more elusive, stemming from the difficulty in processing homogeneous, defect-free samples for mechanical testing. Alloying has been proposed as a potential route to high-quality nanocrystalline metals, although the theoretical framework necessary to describe nanostructure stability in general binary alloy systems has been lacking. This thesis has addressed both of these topics, first focusing on the thermodynamics and synthesis of nanocrystalline alloys, and then their mechanical properties across the entire nanocrystalline regime. The relevant conclusions of this thesis are summarized below.

In Chapter 2, an analytical model was developed based on the principles of statistical thermodynamics to describe nanostructure stabilization in terms of the energetic state variables central to binary alloy systems. The influences of these parameters were systematically evaluated, and used to interpret equilibrium grain size trends in model alloy systems. Alloys such as Ni-W, which exhibit a moderate heat of mixing, were correlated to grain size-composition trends with a more moderate curvature, scaling at higher alloy compositions. These systems offer more precise control over the nanostructure, representing an improved strategy for the design of stable nanocrystalline metals.

Motivated by the foregoing analysis, in Chapter 3 we synthesized alloys of Ni-W with grain sizes spanning a very broad range (3 – 150 nm) via aqueous electrodeposition. Manipulation of the current waveform and electrolyte temperature enabled explicit control of the alloy composition, in turn, producing a variety of nanocrystalline grain sizes. Select specimens were also subjected to heat treatments for subsequent studies of structural relaxation, and to provide fully relaxed samples for high temperature mechanical tests. These materials were used throughout the entirety of this thesis to evaluate multiple mechanical properties, and their inherent dependence on the nanostructure.
In Chapter 4, quasi-static nanoindentation testing was employed to probe the mechanical behavior of the as-deposited Ni-W alloys, with specific emphasis on the Hall-Petch breakdown regime and implications for the underlying deformation behavior. We evaluated the strength, and its rate and pressure dependence, revealing mutually consistent inflections in all three mechanical properties in the vicinity of the Hall-Petch breakdown. The finest grain size specimens exhibited signatures of inhomogeneous flow, similar to shear banding in metallic glasses, marking an explicit transition to glass-like plasticity.

The grain size-dependent rate sensitivity determined in Chapter 4, specifically the maximum revealed in the vicinity of the Hall-Petch breakdown, implies that the character of this breakdown should in fact be rate-dependent. To validate this expectation, the as-deposited nanocrystalline Ni-W specimens were indented at high strain rates in Chapter 5, to study the dynamic strength scaling behavior across the nanocrystalline regime. Whereas the Hall-Petch breakdown manifests as a strength plateau at quasi-static rates, a marked peak strength is observed at high rates, relating directly to the maximum in rate sensitivity. The flow behavior was also demonstrated to depend on strain rate, where high rates increased the propensity for shear banding at larger nanocrystalline grain sizes across the breakdown regime. These findings unify conflicting simulation and experimental observations of the Hall-Petch breakdown, and also hold important implications for applications involving high deformation rate.

In Chapter 6, heat treated nanocrystalline Ni-W samples were also subjected to ambient temperature indentation tests to investigate the strength scaling behavior and rate sensitivity following structural relaxation. The relaxation process promoted strength increases across the Hall-Petch breakdown, attributed to the annihilation of dislocation nucleation sources, and also promoted inhomogeneous flow at the finest nanocrystalline grain sizes. Elevated temperature nanoindentation tests were finally performed on the relaxed samples to extract the activation energy for deformation. These measurements were shown to support grain boundary-mediated dislocation plasticity above the Hall-Petch breakdown, and inhomogeneous shear banding below, substantiating the shift to glass-like plasticity at the finest nanocrystalline grain sizes.
The present work represents a comprehensive study on alloying-induced stabilization of otherwise unstable high-energy interfaces, and their influence on deformation. The findings presented in this thesis, specifically the illumination of the deformation mechanisms associated with the Hall-Petch breakdown, will promote the optimization and exploitation of nanocrystalline metals as advanced structural materials. The present work also naturally suggests a number of key directions for future study, as described in the final section.
Directions for future work

The following topics represent the recommended focus of future research efforts:

- In Chapter 2, an equation was derived by considering the implications of the amorphous limit effectively representing the free energy a binary amorphous phase (cf. Eq. (2.16)), dependent on the solute content, temperature, and mixing and interfacial energies. It is expected that the interaction energies used in this model may be simply related to atomic size mismatches, as is common in discussing the structure and thermodynamics of metallic glasses. Probing this issue further could enable a comparison between thermodynamically stable amorphous solids, and formation of metallic glasses based on topological instabilities [282, 283].

- Aqueous electrodeposition was employed to produce nanocrystalline Ni-W specimens with grain size tailored by the reverse pulsing technique developed in Ref. [77]. Neither that study nor the present work investigated the electrochemical processes responsible for the effectiveness of the reverse pulse in stripping W from the deposit. Detailed electrochemical measurements, such as cyclic voltammetry, should be performed to better understand the complexes present in the electrolyte, and the mechanism responsible for the selective removal of W.

- A shift to glass-like deformation behavior was identified in Chapter 4, and proposed to offer a connection to amorphous-nanocrystalline composites. The finest nanocrystalline specimens should be characterized to a greater extent with high-resolution TEM to further elucidate the atomic structure, especially in the regions of the grain boundaries. Following this, a devitrified metallic glass, with a similar volume fraction and size distribution of nanocrystals, should be produced and characterized by nanoindentation to explore the continuity between these materials, in an effort to shed some light on the shear banding behavior in the finest nanocrystalline specimens.

- An increased inclination for shear banding was demonstrated at high strain rates, although the present work did not explicitly determine whether these are “structural” shear bands, as in metallic glasses, or adiabatic shear bands. Further characterization, such as by the fusible coating technique [284], is required to clarify if these are in fact
“structural” shear bands that form preferentially at high rate, perhaps due to the suppression of competing deformation mechanisms.

- An argument was suggested to rationalize the decrease in activation energy associated with a grain size reduction from 80 to 18 nm based on changes in the dislocation behavior. Both the change in grain size, and alloying content, can potentially influence the dislocation dynamics. Atomistic simulations, in the same vein as those performed by Van Swygenhoven et al. [25, 26], should be performed to study this effect at the nanoscale and relate to the experimentally determine activation volumes and energies.
Appendix A: Coding script for determining thermodynamically stable states

In Chapter 2, an analytical model is presented to study thermodynamic stability in binary nanocrystalline alloys. The influence of the various energetic variables was investigated, and revealed that the bulk and intergranular interaction energies are central to stabilizing nanocrystalline grain sizes. With a precise knowledge of the state variables for a given binary system, the coding script used in the parametric study can be employed to evaluate the effect of the more elusive system parameters, such as the solution interaction energies. In what follows, the script used in Section 2.2.2 to solve for equilibrium states as a function of the bulk interaction energy, developed in Matlab, is presented, and annotations are included throughout for clarification. While this is specifically aimed to investigate variations of $\omega_b$, trivial modifications to the variable arrays will adapt the script for iterations of other system parameters.
Read-in constants
D = 3;
T = 1273;
wgb = 0; \hspace{1cm} \text{intergranular interaction energy}
Esbaa = 0.01; \hspace{1cm} \text{solvent grain boundary energy in eV/at}
Esbbb = 0.01; \hspace{1cm} \text{solute grain boundary energy in eV/at}
t = 0.5;
z = 12;
R = 0.00008617;

Read-in variables
\textit{d} = \text{xlsread('Input.xls', 1); \hspace{1cm} \text{grain size array (read in from excel)}}
X = (0.0001:0.0001:.9999)'; \hspace{1cm} \text{global solute content array}
cs = (0.0001:0.0001:.9999)'; \hspace{1cm} \text{intergranular solute content array}
wbb = (0.025:0.005:0.125)'; \hspace{1cm} \text{bulk interaction energy array in eV/at}

Allocate memory for coding variables
\textit{cb} = \text{zeros(length(cs),1); \hspace{1cm} \text{bulk solute content array}}
\textit{G} = \text{zeros(length(cs),1);}
\textit{E} = \text{zeros(length(X),1);}
temp = \text{zeros(length(X),4);}
soln = \text{zeros(length(d),7);}

Initiates bulk interaction energy iteration loop
\text{for } q=1:\text{length}(wb)
  h = \text{waitbar}(0, [\text{('Calculating } wbb = ') , \text{num2str}(wb(q))]);

Initiates master grain size iteration loop
\text{clear soln}
\text{clear ref}
\text{for } i=1:\text{length}(d)

Rough calculations to zoom in on X-cs solution space
\text{for } j=1:\text{length}(X)
  \text{for } k=1:\text{length}(cs)
    \text{psi} = 1-( (d(i)-t)/d(i) )^D ;
  \text{end}\text{for}
\text{end}\text{for}
cb (k) = (X(j)-cs(k)*psi)/(1-psi);
if cb(k) < 0
    break
else if cb(k) > 1
    break
else
    G (k) = z*(1-psi)*cb(k)*(1-cb(k))*wb(q)+...
    ...+(z/2)*psi*(1-cs(k))*Esbaa+(z/2)*psi*cs(k)*Esbbb+z*psi*cs(k)*(1-cs(k))*wgb+...
    ...+(z/2)*psi*(cs(k)*(cs(k)-cb(k))-(1-cs(k))*(cs(k)-cb(k)))*wgb-(cs(k)-...
    ...-cs(k))+(1-psi)*cb(k)*log(cb(k)) + (1-cb(k))*log(1-cb(k)));
end
end
if k>1
    if G(k)> G(k-1)
        break this will break the loop through cs
    else
        continue
    end
end
E (j) = (z/2)*Esbaa - z*cs(k-1)*wb(q) - wgb*(1-1/(2*(1-psi))) - ((Esbbb-Esbaa)/2)*(1-... 
...-1/(2*(1-psi))) - z*(cs(k-1)^2-2*cb(k-1)*cs(k-1))*wb(q) + (cs(k-1)^2)*wgb*(1-... 
...-1/(2*(1-psi))) + (z/2*(1-psi)))*((cs(k-1)*(cs(k-1)-cb(k-1))+cb(k-1)*(1-cs(k-1)))*... 
...*wgb + cb(k-1)*((Esbbb-Esbaa)/2)+...
    ...R*T*(cs(k-1)*log(cs(k-1)/cb(k-1)) + (1-cs(k-1))*log((1-cs(k-1))/(1-cb(k-1))));
if E(j) > 0
    temp(j,1)=X(j);
    temp(j,2)=cb(k-1);
    temp(j,3)=cs(k-1);
    temp(j,4)=E(j);
else
temp(j,1)=X(j);
temp(j,2)=cb(k-1);
temp(j,3)=cs(k-1);
temp(j,4)=E(j);
break  \text{ this will break the loop through } X
end
end

Refining the equilibrium values

lowercase variables used here analogous to their counterparts above

\[
xr = (\text{temp((j-1),1):0.00001:temp(j,1)})';
\]

ref = zeros(length(xr),6);
gr = zeros(length(xr),1);
for \( r = 1:length(xr) \);
    for \( m=1:length(cs) \);
        psi = 1-((d(i)-t)/d(i))^D);
cb (m) = (xr(r)-cs(m)*psi)/(1-psi);
        if cb(m) < 0
            break
        elseif cb(m) > 1
            break
        else
            gr(m) = z*(1-psi)*cb(m)*(1-cb(m))*wb(q)+(z/2)*psi*(1-cs(m))*Esbaa+...
            ...+(z/2)*psi*cs(m)*Esbbb+z*psi*cs(m)*(1-cs(m))*wgb+...
            ...+(z/2)*psi*((cs(m)*(cs(m)-cb(m)))-(1-cs(m))*(cs(m)-cb(m)))*wgb-(cs(m)-...
            ...-cb(m))*((Esbb-Esbaa)/2)) + R*T*( psi*( cs(m)*log(cs(m)) + (1-...
            ...-cs(m))*log(1-cs(m)) )+(1-psi)* ( cb(m)*log(cb(m)) + (1-cb(m))*log(1-cb(m)) ) );
        end
    end
if m > 1
    if gr(m) > gr(m-1)
```
break                      this will break the loop through cs
else
    continue
end
else
    continue
end
end

Following refines the cs solution by reducing the iteration step size
eqcs = (cs(m-2):0.000001:cs(m))';
e = zeros(length(eqcs),1);
for s=1:length(eqcs)
    psi = 1-((d(i)-t)/d(i))^D;
    cb(s) = (xr(r)-eqcs(s)*psi)/(1-psi);
    if cb(s) < 0
        break
    else if cb(s) > 1
        break
    else
        e(s) = (z/2)*Esbaa - z*eqcs(s)*(wb(q) - wgb*(1-1/(2*(1-psi)))) - ((Esbbb-
        ...-Esbaa)/2)*(1-1/(2*(1-psi)))+z*(((cb(s)^2)-2*cb(s)*eqcs(s))*wb(q)+...
        ...+(eqcs(s)^2)*wgb*(1-1/(2*(1-psi)))+ (z/(2*(1-psi)))*((eqcs(s)*eqcs(s)-
        ...-cb(s)+cb(s)*(1-eqcs(s)))*wgb + cb(s)*((Esbbb-Esbaa)/2))+...
        ...+R*T*(eqcs(s)*log(eqcs(s)/cb(s)) + (1-eqcs(s))*log((1-eqcs(s))/(1-cb(s))));
    end
end
if s > 1
    if e(s) > 0
        break                       breaks eqcs loop
    else
        continue
```
end
else
continue
end

slope = (e(s)-e(s-1))/(eqcs(s)-eqcs(s-1));
b = e(s)-slope*eqcs(s);

\[ \text{eq} = \frac{-b}{\text{slope}}; \]

\[ \text{eqcb} = \frac{(x_r-r)\text{eq*psi}}{(1-\text{psi})}; \]

\[ H = z*(\text{wb}(q) - \text{wgb}*(1-1/(2*(1-\text{psi})))) - ((\text{Esbbb-ESbaa})/2)*(1-1/(2*(1-\text{psi})))) + ... \]

\[ ...+2*z*\text{wgb*eq*(1-1/(2*(1-psi)))} - 2*z*(\text{wb}(q)*\text{eqcb} + (\text{wgb}/2)*(\text{eq}-\text{eqcb})); \]

gbe = slope*eq + b;

riv = (eq/(1-eq)-(eqcb/(1-eqcb)))*exp(H/(R*T));

\[ \text{ref}(r,1) = x_r(r); \]

\[ \text{ref}(r,2) = \text{eqcb}; \]

\[ \text{ref}(r,3) = \text{eq}; \]

\[ \text{ref}(r,4) = H; \]

\[ \text{ref}(r,5) = \text{gbe}; \]

\[ \text{ref}(r,6) = \text{riv}; \]

if \( r > 1 \)

if abs(\( \text{ref}(r-1,6) \)) < abs(\( \text{ref}(r,6) \))

break

breaks the loop through \( x_r \)

else
continue
end
else
continue
end

Cataloguing Equilibrium Solutions

\[ \text{soln}(i,1) = d(i); \]

catalogues equilibrium grain size
solution(i,2) = ref(r-1,1);     catalogues global solute content
solution(i,3) = ref(r-1,2);     catalogues bulk solute content
solution(i,4) = ref(r-1,3);     catalogues boundary solute content
solution(i,5) = ref(r-1,4);     catalogues segregation energy
solution(i,6) = ref(r-1,5);     catalogues equilibrium grain boundary energy
solution(i,7) = ref(r-1,6);     catalogues value of 1st derivative
waitbar(i/length(d),h)
end
Solution Filter  <clear filter>
filter(1,1) = solution(1,1);     catalogues grain size
filter(1,2) = solution(1,2);     catalogues global solute content
filter(1,3) = solution(1,3);     catalogues bulk solute content
filter(1,4) = solution(1,4);     catalogues boundary solute content
filter(1,5) = solution(1,5);     catalogues segregation energy
n = 2;
for i = 2:length(d)
    if abs(solution(i,4)-solution(i-1,4)) > 0.04*solution(i-1,4)
        continue
    else
        filter(n,1) = solution(i,1);     catalogues grain size
        filter(n,2) = solution(i,2);     catalogues global solute content
        filter(n,3) = solution(i,3);     catalogues bulk solute content
        filter(n,4) = solution(i,4);     catalogues boundary solute content
        filter(n,5) = solution(i,5);     catalogues segregation energy
        n = n + 1;
    end
end
Writes output file
x1swrite('output.xls',filter,strcat('wb=',num2str(wb(q))))
close (h)
end
Appendix B: The Hall-Petch breakdown at constant W content

An important feature of experimental alloys studied in Chapter 4 is that their nanocrystalline grain size is linked directly to the alloy composition. The range of grain sizes from 3 to 150 nm is associated with alloy compositions ranging from 27 to 1 at% W, respectively, as observed in Figure 3.2. The origin of this effect has been attributed to a subtle tendency for W to segregate to the grain boundaries in Ni, as confirmed by atom probe tomography observations [190, 285] as well as computer simulations [194], and discussed extensively in Chapter 2. In this appendix, we compare the deformation behavior of the relaxed samples discussed in Section 6.1 with varying W content, to that of specimens with a constant W content of 21.3 at % with grain sizes spanning the Hall-Petch breakdown regime.

Grain size was manipulated via isothermal heat treatments, starting with a nanocrystalline specimen very near the amorphous limit, specifically with an as-deposited grain size and alloy composition of 6 nm and 21.3 at %, respectively. A sequence of annealing steps, cataloged in Table B.1, was performed in an inert Ar environment to vary the grain size up to ~40 nm.

Table B.1: Isothermal heat treatments used to vary the grain size for specimens with a given alloy composition of 21.3 at. %, and an as-deposited grain size of 6 nm, as indicated. Note that the heat treated grain sizes span the entire Hall-Petch breakdown.

<table>
<thead>
<tr>
<th>As-deposited Grain Size (nm)</th>
<th>Annealing Temp. (°C)</th>
<th>Annealing Time (hrs)</th>
<th>Heat Treated Grain Size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>300</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>550</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>700</td>
<td>24</td>
<td>N/A - Ni$_4$W present</td>
</tr>
</tbody>
</table>
The heat treated grain sizes were calculated from the XRD spectra shown in Figure B.1 following the procedure described in Section 3.2, with the annealing temperatures indicated.

![XRD spectra](image)

Figure B.1: XRD spectra for specimens exposed to the isothermal heat treatments shown in Table B.1; annealing temperatures and resultant grain sizes are indicated. The diffraction peaks sharpen, and additional FCC reflections become evident, as the annealing temperature is increased.

For a given annealing time of 24 hours, the diffraction peaks become substantially sharper with increasing temperature, indicating an increase in grain size as shown. Although no evidence indicative of intermetallic precipitation was observed up to 600 °C, a sixth sample annealed at 700 °C for 24 hours exhibited formation of a Ni\(_4\)W intermetallic phase, as observed most readily in the magnified insets in Figure B.2; the primary FCC relations are also present. An additional peak corresponding to tungsten oxide is detected, and attributed to surface oxidation during heat treatment. This particular specimen is not used in any subsequent nanoindentation testing, as any comparisons made to the other annealed samples would be inconsistent due to the presence of the Ni\(_4\)W intermetallic phase.
Figure B.2: XRD spectrum for an as-deposited 6 nm grain size Ni-W specimen annealed at 700 °C for 24 hours. Primary FCC Ni reflections are observed, as are diffraction peaks corresponding to the Ni$_4$W intermetallic phase. The latter peaks are seen more clearly in the insets, which show a magnified view of the indicated regions. An additional tungsten oxide peak is evident, which is due solely to a small amount of remnant oxide remaining after a rough polishing step following the heat treatment.

The strength scaling behavior for the 21.3 at % W specimens is shown in Figure B.3, along with the data for the 300 °C annealed Ni-W samples from Figure 6.1; nanoindentation procedures used to generate these data, and sample preparation methods, are described in Section 4.1, and error bars are again on the order of the data point size. Note that hardness values are the same at d = 6 nm, as this was the as-deposited grain size prior to application of the isothermal heat treatments. The 21.3 at % W alloys are noticeably harder across the Hall-Petch breakdown regime, exhibiting a maximum hardness at a grain size of ~18 nm. Whereas the hardness measured on the varying W specimens suggested weakening at the finest grain sizes (cf. Section 6.1), these data explicitly demonstrate an "inverse Hall-Petch" weakening regime, even at quasi-static strain rates.
Figure B.3: Hardness as a function of grain size for the isothermally annealed Ni-W alloys with a given W content of 21.3 at % at 1.5 x 10^{-1} \text{s}^{-1}; the hardness values for the 300 °C heat treated alloys is reproduced from Figure 6.1, and trend lines are included for reference. The 21.3 at % W alloys are substantially harder than the varying W content samples across the Hall-Petch breakdown regime.

The hardness data for each of the five grain sizes with 21.3 at % W was fitted with Eq. 1.2 over seven indentation strain rates to determine the activation volumes shown in Figure B.4. The measurements of V from Figure 6.2 for the 300 °C annealed samples are also included, with the direction of decreasing W content indicated. For grain sizes less than ~12 nm, the activation volume for the 21.3 at % W and varying W alloys align to within measurement error. However, as the grain size is increased across the Hall-Petch breakdown regime, the activation volume for the constant W samples deviates from the scaling observed for the varying W content alloys, and this deviation becomes more pronounced at larger nanocrystalline grain sizes where the difference in W content becomes even greater. All other things being equal, the enhanced W content leads to an apparent increase in the activation volume, implying a fundamental change in the underlying deformation mechanisms.
Figure B.4: Activation volume as a function of grain size for the 21.3 at % W alloys, plotted along with varying W content measurements from Figure 6.2; trend lines are included for reference. While the measurements of V for the 21.3 at % W samples align with the varying W data at fine nanocrystalline grain sizes, a noticeable deviation is observed when the grain size exceed ~ 10 nm.

To rationalize the anomalous increase in activation volume at higher W contents, we first assume that plasticity is mediated by emission of partial dislocations from grain boundary sources; the same assumption that was employed in explaining the activation volume of the relaxed specimens in Chapter 6. The behavior of these partial dislocations will be governed by the planar fault energy curves, particularly the ratio of the stable to unstable stacking fault energies [32, 34, 36]. Alloying Ni with W has been demonstrated to significantly decrease the stable stacking fault energy [281], which to first order, will essentially increase the width of the stacking fault created by emission of the leading partial, prior to generation of the trailing partial [286]. Molecular dynamics simulations have shown that extended partial dislocations emitted in nanocrystalline grains interact with the confining grain boundaries as they traverse from one end of the grain to the other [25, 36]. The volume over which the deforming shear stress acts will effectively increase due to these extended interactions, thus manifesting as a higher activation volume such as observed in the data in Figure B.4. What is more, the motion of the partial
dislocations through the grains will be hindered by the interaction of the extended stacking faults with the grain boundaries, and can be expected to lead to strengthening [31, 35, 36, 287]. This supports the presence of a hardness peak in Figure B.3 across the Hall-Petch breakdown regime. The “inverse Hall-Petch” behavior observed in heat treated nanocrystalline Ni-W alloys under quasi-static deformation rates can therefore be attributed to the influence of W on partial dislocation-mediated plasticity.
Appendix C: Methodology for analyzing high rate indentation data

The strength scaling behavior of nanocrystalline Ni-W alloys was investigated at high strain rates in Chapter 5 using dynamic indentation testing. A generalized methodology was highlighted to analyze the raw displacement-time data based on the first two impact events, and the coding script employed in this analysis, developed in Visual Basic interfacing with Excel, is presented in this appendix. To briefly summarize the procedure, the first step was to determine the incoming (maximum) velocity, which is subsequently used to identify the point of initial contact as \( h = 0 \), and shift the displacement data. The maximum depth incorporating this displacement shift was extracted, followed by determination of the residual depth according the procedure outlined in Section 5.1. The velocity associated with the residual depth represents the velocity of the tip upon exit from sample surface, denoted as the outgoing velocity. Based on these various procedures, we divide the script into specific subsections, which are connected to the displacement and velocity trends taken on coarse grained Ni, which were also used to validate the technique by comparison with Vickers micrhardness measurements. The variability in the raw data is also characterized, and accounted for in the data analysis and dynamic hardness calculations.
Sub DataProcessing()
'***************Calculates and indexes max velocity*******************
Dim a As Integer
a = Worksheets("calc").Cells(2, 13)
Dim b As Integer
b = Worksheets("calc").Cells(2, 14)

Worksheets("Calc").Cells(8, 6) =
Application.WorksheetFunction.Max(Worksheets("Calc").Range("C5:C3996"))

h = 5
flag = 0

Do While flag = 0

If Worksheets("Calc").Cells(h, 3) = Worksheets("Calc").Cells(8, 6) Then

    flag = 1

Else

    h = h + 1

End If

Loop
'********** determines incoming velocity and displacement offset**********

d = h - a

Worksheets("Calc").Cells(7, 6) = Application.WorksheetFunction.Min(Worksheets("Calc").Range(Worksheets("Calc").Cells(d, 3), Worksheets("Calc").Cells(h, 3)))

d = h

Do While Worksheets("calc").Cells(d, 3) > Worksheets("Calc").Cells(7, 6)
    d = d + 1
Loop

Worksheets("calc").Cells(2, 6) = Worksheets("calc").Cells(d, 3)

Worksheets("calc").Cells(2, 7) = Worksheets("calc").Cells(d, 2)

i = 1

Do While i < 4001
    Worksheets("Calc").Cells(i, 4) = Worksheets("calc").Cells(i, 2) - Worksheets("calc").Cells(2, 7)
    i = i + 1
Loop
determines max depth

\[ m = d + 1 \]

Do While Worksheets("Calc").Cells(m, 4) > 0

\[ m = m + 1 \]

Loop

Worksheets("Calc").Cells(2, 8) = Application.WorksheetFunction.Max(Worksheets("Calc").Range(Worksheets("Calc").Cells(d, 4), Worksheets("Calc").Cells(m, 4)))

determines residual depth

\[ q = m + 1 \]

Do While Worksheets("Calc").Cells(q, 4) < 0

\[ q = q + 1 \]

Loop

\[ r = q + 1 \]

Do While Worksheets("Calc").Cells(r, 4) > 0

\[ r = r + 1 \]

Loop
Catalogues 2nd impulse global max velocity:

\[
\text{Worksheets("Calc").Cells(8, 7) = Application.WorksheetFunction.Max(Worksheets("Calc").Range(Worksheets("Calc").Cells(m, 3), Worksheets("Calc").Cells(r, 3)))}
\]

Indexes 2nd impulse global max cell:

\[
\begin{align*}
\text{flag} &= 0 \\
\text{s} &= m \\
\text{Do While flag = 0} \\
\quad \text{If Worksheets("calc").Cells(s, 3) = Worksheets("calc").Cells(8, 7) Then} \\
\quad &\quad \text{flag = 1} \\
\quad \text{Else} \\
\quad &\quad \text{s = s + 1} \\
\quad \text{End If} \\
\text{Loop} \\
\text{Worksheets("Calc").Cells(8, 8) = s}
\end{align*}
\]

Catalogues min velocity in vicinity of 2nd max to characterize fluctuations:

\[
\text{Worksheets("Calc").Cells(9, 7) = Application.WorksheetFunction.Min(Worksheets("Calc").Range(Worksheets("Calc").Cells(s - b, 3), Worksheets("Calc").Cells(s + b, 3)))}
\]

Determines zero displacement corresponding to 2nd impulse sample exist:

\[
\text{Do While Worksheets("calc").Cells(s, 3) > 0} \\
\text{\quad s = s + 1} \\
\text{Loop}
\]

Searches velocity to determine point of decent:

\[
\begin{align*}
\text{s} &= s - 1 \\
\text{flag} &= 0 \\
\text{Do While flag = 0}
\end{align*}
\]
If Worksheets("calc").Cells(s - 1, 3) < Worksheets("calc").Cells(s, 3) And Worksheets("calc").Cells(s - 1, 3) > Worksheets("Calc").Cells(9, 7) Then
  flag = 1
Else
  s = s - 1
End If
Loop
Extracts 2nd impulse velocity incorporating local data fluctuations:

Do While Worksheets("calc").Cells(s, 3) > Worksheets("Calc").Cells(9, 7)
    s = s + 1
Loop

Worksheets("calc").Cells(7, 7) = Worksheets("calc").Cells(s, 3)
Worksheets("calc").Cells(7, 8) = Worksheets("calc").Cells(s, 1)
Worksheets("calc").Cells(2, 9) = Worksheets("calc").Cells(s, 4)

'**********determines output velocity**********'**

    t = m
    Do While Worksheets("calc").Cells(t, 4) > Worksheets("calc").Cells(2, 9)
        t = t - 1
    Loop

    If Abs(Worksheets("Calc").Cells(t + 1, 4) - Worksheets("Calc").Cells(2, 9)) < Abs(Worksheets("Calc").Cells(t, 4) - Worksheets("Calc").Cells(2, 9)) Then
        Worksheets("Calc").Cells(2, 11) = Worksheets("Calc").Cells(t - 1, 3)
    Else
        Worksheets("Calc").Cells(2, 11) = Worksheets("Calc").Cells(t, 3)
    End If
    j = j + 1
Loop
End Sub
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