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Abstract

In this thesis I gave a classification of simple and semi-simple conformal algebras
of finite rank, and studied their representation theory, trying to prove or disprove
the analogue of the classical Lie algebra representation theory results. I re-expressed
the operator product expansion (OPE) of two formal distributions by means of a
generating series which I call "A-bracket" and studied the properties of the resulting
algebraic structure. The above classification describes finite systems of pairwise local
fields closed under the OPE.
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Chapter 1

Introduction

In this thesis I am going to develop a structure theory of finite rank conformal alge-

bras. The conformal algebra structure is an axiomatic description [K] of the operator

product expansion (OPE) of chiral fields in a conformal field theory [BPZ]; in other

words a conformal algebra is a Vertex algebra without the normally ordered product.

The theory of conformal algebras of finite rank classifies finite families of pairwise lo-

cal fields which are closed under the OPE, is the sense that only linear combinations

of the generating fields and their derivatives may occur in the OPE of two fields.

On the other hand, the category of finite conformal algebras is (more or less)

equivalent to the category of infinite-dimensional Lie algebras spanned by Fourier

coefficients of a finite number of pairwise local fields (or rather formal distributions)

that are closed under the OPE [K],[K3]. Hence the theory of finite conformal algebras

provides a classification of these finite "formal distribution Lie algebras".

The main idea is to develop a structure theory of finite conformal algebras which

is parallel to that of finite-dimensional Lie algebras through the interplay of formal

distribution Lie algebras with their "annihilation algebras". As the latter are filtered

Lie algebras in the sense of E. Cartan, we can use the well developed techniques of

Cartan's theory.

Using the powerful Cartan-Guillemin theorem [G] (see also [B]) and a conformal

analogue of the Killing form, we obtain a classification of finite simple and semi-simple

conformal algebras (Theorems 5.1 and 7.1). We also prove conformal analogues of



the Lie theorem (Theorem 8.4) and of the Cartan-Jacobson theorem (Theorem 8.6)

using a result on filtered Lie algebras from [CK].

Some of the conformal analogues of the finite-dimensional Lie algebra theory fail,

however. For example, it is not true that a semi-simple conformal algebra is a direct

sum of simple ones (cf. Theorem 7.1). The conformal analogues of the Levi theorem

and the Weyl complete reducibility theorem fail as well (see [KW], [BKV], [CKW]).

This reflects the fact that the cohomology of simple conformal algebras [BKV] with

non-trivial coefficients is highly non-trivial.

Another new important feature of conformal algebra theory is the fact that the

conformal analogue of B[Ny, which we call the general conformal algebra and denote by

gCN, is not finite. It is actually the conformal algebra associated to the Lie algebra of

regular N x N-matrix valued differential operators on Cx (Example 4.3); its central

extension, denoted by W,,o, plays an important role in physics. In this paper we

develop the relevant conformal linear algebra.

The language of conformal linear algebra allows for the construction of the "con-

formal" equivalent of all standard algebraic structures. In a sense, the conformal

algebras presented in this thesis are just the conformal version of ordinary Lie alge-

bras. Associative conformal algebras describe the algebraic properties of conformal

linear maps under composition and prove useful in the description of representation

theory.

There are clear generalizations of the conformal algebra structure to the case of

several indeterminates. Most of the theory stays unchanged, and the only major dif-

ference is that all indices become multi-indices. The same classification of finite rank

conformal algebras should hold on to the case of several indeterminates, with algebra

corresponding to simple Cartan-type Lie algebras and their affinizations showing up

as the basic blocks of semi-simple conformal algebras.

This thesis is structured as follows: in Chapter 2 we describe the basic questions

we want to answer. We introduce systems of pairwise local formal distributions, and

describe their algebraic structure in terms of the (,) products, thus producing the

definition of a conformal algebra. In Chapter 3 we define the concepts of conformal



linear map and of A-product. The defining axioms for a conformal algebra are re-

expressed in term of the A-product, allowing us to prove a few results about the torsion

submodule of a finitely generated (as C[]-module) conformal algebra. A classification

of conformal algebra structures for free modules of rank one is also given.

In Chapter 4 we define the central notions of annihilation algebra and extended

annihilation algebra, along with their completions. We show how algebraic properties

of a conformal algebra are often reflected at the level of its annihilation algebra. In

Chapter 5 we show (Proposition 5.1) that the extended annihilation algebra com-

pletely characterizes a torsionless conformal algebra, and we give a classification of

finite simple conformal algebras.

In Chapters 6 and 7 we give a classification of semi-simple conformal algebras.

We construct a "Killing form" and we show that the orthogonal subspace to an ideal

is a subalgebra, but not necessarily an ideal. Therefore every semi-simple conformal

algebra can be expressed as a semi-direct (but not necessarily direct) sum of simple

algebras.

In Chapter 8 we give a survey of the basic results in representation theory of

conformal algebras. The final theorem of the chapter is the conformal version of

Cartan-Jacobson theorem, the proof of which involves many of the techniques we have

developed in the rest of the thesis. Finally in Chapter 9 we outline the present state

of research on conformal algebras in several indeterminates. A tentative classification

of finite simple conformal algebras in several indeterminates is given. Most of this

thesis originates from a joint work with my advisor [DK].

Unless otherwise specified, all vector spaces, linear maps and tensor products are

considered over the field of complex numbers C. Z+ will denote the set of non-negative

integers.



Chapter 2

Basic definitions

We start by defining the basic objects we want to consider. Let V be a (possibly

infinite-dimensional) vector space. A formal distribution with values in V is a power

series of the form a(z) = Zez anz - n - 1 where a, e V. The vector space of these

series is denoted by V[[z, z- 1]]. Such series are called formal distributions since we

have a standard V-valued pairing with C[z, z - 1 ] which is given by

(a, p) = resza(z)p(z)

where resza(z) = ao is the coefficient of z - 1 and p is a Laurent polynomial in z. Of

course we have an = (a, zn). Vectors an are also called Fourier coefficients of a(z) and

completely determine it. A formal distribution a(z, w) in two variables is similarly

defined as a series of the form Em,ncz am,nz - m - w -n - 1, and the space of these series

is denoted by V[[z, z- 1, w, w-i]].

Suppose now we have vector spaces U, V, W. Any linear map a : U 0 V -+ W

induces a map

d& : U[[z, z-1]] 0 V[[w, w- 1]] - W[[z, z-1,', w-1]].

If u E U[[z, z-l]], v E V[[w, w- 1]] are formal distributions, the pair (u, v) is called a



local pair whenever for some N E Z+:

(z - w)N&d(u(z) 0 v(w)) = 0.

Let g be a Lie algebra, and let a, b be g-valued formal distributions. If we choose

our bilinear map a to be the Lie bracket [,] : g ® g -+ g, then (a, b) is a local pair if

for some N E Z+:

(z - w)N[a(z), b(w)] = 0,

where we denoted [,](a(z) 0 b(w)) by [a(z), b(w)]. It is clear that in this case (b, a) is

also a local pair: we will say a and b are mutually local. When considering locality

of formal distributions with values in a Lie algebra, we will always assume it is with

respect to [, ].

Definition 2.1. Let g be a Lie algebra, and F a family of mutually local formal

distributions with values in g. The pair (g, F) is a formal distribution Lie algebra if

g is spanned by Fourier coefficients of formal distributions from F.

Remark 2.1. Every Lie algebra can be trivially made into a formal distribution Lie

algebra by choosing F = {g(z)Jg E g} where g(z) = Eczg z-'-l, but we will

be mostly concerned with Lie algebras that are spanned by Fourier coefficients of a

finite number of formal distributions. Also, this formal distribution Lie algebra is not

maximal (see Definition 2.4 below).

The Dirac delta distribution is the C-valued formal distribution

6(z, w) = E znW-n- 1. (2.1)

nEZ

It will often be denoted by 6(z-w). This notation is consistent with taking derivatives

since Oz6(z - w) = -w,6(z - w).

The delta distribution enjoys the property (z - w)6(z - w) = 0. In general we

shall have (z - w)m"&,6(z - w) = 0 if m > n. The converse is also true in some sense.

If a(z, w) is a distribution such that (z - w)Na(z, w) = 0, then there exist formal



distributions a"(w) such that [K]:

N-1

a(z, w) = 1 an'(w) n)6(z - w).
n=O

Here and further we use notation x(n) = Zn/n!.

determined:

Furthermore, the an are uniquely

an(w) = resz(z - w)na(z, w). (2.3)

In this way we know that if (a, b) is a local pair, we can then find formal distributions

denoted by (a(,)b)(w) such that

N-1

d(a(z) 0 b(w)) = E (a(n)b)(w)Own)6(z - w). (2.4)
n=O

The formal distribution a(,)b is C-bilinear in a and b and it is called the n-th product

of a and b. It is not generally C[a]-bilinear in a and b, as from (2.3) we have:

(aa)(n)b = -na(nl)b, a(n)Ob = &(a(n)b) + na(n_l)b. (2.5)

In particular, & is a derivation of all n-th products a(,)b.

Definition 2.2. Let g be a Lie algebra. A space F of g-valued formal distributions

in z is called a conformal family if it is closed under derivative a, and all the bilinear

products (,) just defined.

One knows [K] that if (g, F) is a formal distribution Lie algebra we can always

include F in the minimal conformal family F . Note that F can be viewed as a C[0]-

module, where the action of 1 is given by (aa)(z) = aza(z). The formal distribution

Lie algebra is called finite if Y is a finitely generated C[]-module.

Proposition 2.1. [K] The Lie algebra azioms for g and the very definition of a(n)b

translate into the following properties:

(C1) a(,)b = 0 for n >> 0,

(2.2)



(C2) (9a)(n)b = -na(nl)b, a(,)&b = a(a(n)b) + na(,_l)b,

(C3) a(,)b = - E =o(-1)+3 8)(b(n+,)a),

(C4) a(m)(b(n)c) - b(n)(a(m)c) = EZ'= () (a(3)b)(m+n-j)c.

Note that either of formulas (C2) follows from the other one and (C3).

Definition 2.3. A (Lie) conformal algebra is a C[]-module R, endowed with a

family of C-bilinear products (n), n E Z+, satisfying axioms (C1)-(C4). A conformal

algebra R is called finite if R is a finitely generated C[]-module. The rank of a

conformal algebra R, denoted by rkR, is its rank as a C[]-module (recall that this

is the dimension over K, the field of fractions of C[a], of K: ®q] R).

Example 2.1 (Virasoro algebra and Virasoro conformal algebra). The cen-

terless Virasoro algebra 23ectCx is the Lie algebra of algebraic vector fields on Cx.

It is spanned by vector fields t'"t,n E Z. The 9jectCx-valued formal distribution

L(z) = - EZ c(tn)z - -1 satisfies

[L(z), L(w)] = 8,L(w)6(z - w) + 2L(w)6'1(z - w) (2.6)

and is therefore local to itself. The C[a]-module generated by L(z) is closed under

all the products (n) and thus forms a conformal family. The corresponding conformal

algebra Vir is the free C[a]-module on the generator L with products

L(o)L = oL, L(l)L = 2L, L()L = 0 for j > 1. (2.7)

They uniquely extend to a conformal algebra structure by (C2).

Example 2.2 (Current algebras and current conformal algebras). The cen-

terless current algebra associated to the Lie algebra g is the space g[t, t-1] = g 0

C[t, t-1] endowed with the Lie bracket

[gtm , htn] = [g, h]t m + , g, h E g, m, n E Z.

The g[t, t- 1]-valued formal distributions g(z) = Enl=_, gtn z-'-1 defined for every



g E g satisfy the following commutation relations:

[g(z), h(w)] = [g, h](w)6(z - w) (2.8)

and are therefore local to each other. Their C[]-linear span is closed under all

products, and is therefore a conformal family. The conformal algebra describing this

structure is given by the C[]-module Cur g = C[O] 0 g with the products

g(o)h = [g, h], g(i)h = 0 for i > 0, g, h E g, (2.9)

where we identified g with the subspace of Cur g spanned by elements 1 0 g, g E g

as we will often do. The above products extend by (C2) to a unique conformal

algebra structure. The conformal algebra Cur g is called the current conformal algebra

associated to g.

Remark 2.2. When R is a free C[]-module, and the products (n) are defined on

a C[O]-basis for R in such a way that (C1),(C3) and (C4) hold, there is a unique

extension of these products to a conformal algebra structure for R, obtained via

(C2), and it is easy to show that (C1) and (C4) also hold for this extension. We

shall often describe conformal algebras structures on free C[a]-modules by giving the

products on a fixed C[0]-basis.

The notions of subalgebras, ideals, quotients and homomorphisms of conformal

algebras are obvious. Note that, due to (C3), any left or right ideal is actually a

two-sided ideal.

As we have seen, any formal distribution Lie algebra (g, F) gives rise to a conformal

algebra R = Y. Conversely, to any given conformal algebra R we may canonically

associate a formal distribution Lie algebra £ieR with a conformal family isomorphic

to R as follows ([K], [K3]). Let

QieR = R[t, t- 1]/(( + t)R[t, t- 1], (2.10)



let an denote the image of at' in 2ieR, and define a bracket by

[am, b,]= E i (a(j)b)m+n-J (2.11)
3EZ+\(M

for a, b E R, m, n E Z. This bracket is a well-defined Lie bracket and the family

{a(z) = EnEZ+ anz - - 1 |a E R} spans £ieR and is a conformal algebra isomorphic to

R via a(z) - a. Furthermore, since 9 and at commute, the derivation at of R[t, t -1 ]

induces a derivation of £ieR.

Definition 2.4. The pair (2icR, R) is called the maximal formal distribution algebra

associated to the conformal algebra R.

Remark 2.3. [K], [K3] The correspondence which associates to a conformal algebra

R the collection of quotients of (QieR, R) by ideals with a trivial intersection with

R is bijective. In particular, the axioms of a conformal algebra R encode all the

algebraic properties of the conformal family for PieR. Axiom (C3) is equivalent to

skew-simmetry and axiom (C4) to the Jacobi identity for the Lie algebra £ieR.

Remark 2.4. Since we know that the Jacobi identity on any triple of elements from a

Lie algebra, together with skew-simmetry, give the Jacobi identity on all permutations

of the triple, once (C1)-(C3) are established, it is enough to check (C4) on a triple

of elements from a conformal algebra, in order for it to hold on all permutations of

that triple. Therefore, if R is a free C[a]-module on generators {a', i = 1...n} and

products a ()a1 are defined for all i < j and n e Z+ in such a way that (C3) holds for

a = b = a and (C4) holds for a = ai , b = aj , c = ak w ith i < j < k, we can extend

them by (C2) and (C3) to a unique conformal algebra structure for R.



Chapter 3

Conformal linear algebra

From now on, A will denote the ring C[O] of polynomials in the indeterminate a.

Definition 3.1. A conformal linear map between A-modules V and W is a miap

: V -+ A[A] ®A TW that is C-linear and such that

Sav = (a + A)(q v). (3.1)

We will often abuse the notation by writing q : V -+ W any time it is clear from

the context that 0 is conformal linear. We will also write Ox instead of 0 to emphasize

the dependence of 0 on A.

The set of all conformal linear maps from V to T7 is denoted by Chom(V, W) and

is made into an A-module via

(0¢) v = -AoAv. (3.2)

We shall write Cend V for Chom(V, V).

Example 3.1. Let F be a vector space and let V = A F be the corresponding free

module over A. A conformal linear map : V -+ V is uniquely determined by its

values on 1 0 F. In fact

$A(p(O)v) = p(d + A)( Av), v E F



determines the value of OA on any element of V from its value on 1 0 F, and every

EndF-valued polynomial a(0, A) gives rise to such a conformal linear map via:

0),v =a(a, A)v.

We can therefore identify

EndF-valued polynomials in 0 and

nomials mj, m,, m,3 2, ... are easily

Hence Chom(V, V) is an infinite

conformal linear maps To, T, T 2, ...

Chom(V, V)

A. Let {m,} be

shown to be an

rank A-module

such that:

with the space of all

a basis of EndF; then the poly-

A-basis of (EndF)[0, A].

an A-basis of which is given by

(Tj)v = Oi (m,v), v E F.

Let a(z), u(w) be a local pair of formal distributions; we set

aAu = Z X(n)a(,)u.
nEZ+

Then we get by (C2):

(Oa)xu = -Aaxu, aAOu = (0 + A)(axu). (3.3)

Example 3.2. Let A be an associative algebra, V an A-module and a : A 0 V -+ V

the action of A on V. If V is an A-module of formal distributions with values in V, and

T(z) is an A-valued formal distribution local to all distributions from V with respect

to the action induced by a, then Tv = nEZ+ A(n)T(n)v defines a conformal linear

map from V to itself. Furthermore, if T is the set of all A-valued formal distributions

that are local to all members of V, then the map 7r : T -+ Cend V, mapping T to the

conformal linear map it defines, commutes with the action of 0 on both spaces, i.e.

it is A-linear.



Let us now define, for a, b in a conformal algebra R, the A-bracket

[a A b] = Z AX ")a (,)b.
nEZ+

(3.4)

Then axioms (C1)-(C4) are equivalently rephrased as follows:

(C1) [a , b] E A[A] A R,

(C2) [a a b] = -A[a A b], [ax ab] = (a + A)[a , b],

(C3) [a A b] = - [b -a- a],

(C4) [a A [b, c]] - [b [a c]] = [[a i b] , c],

for all a, b, c E R. The right-hand side of axiom (C3) (resp. (C4)) means an expression

similar to (3.4), i.e. we replace A by -a - A (resp. by A + p). Axiom (C4) is an

equality in A[A, p] ®A R.

Example 3.3. Every a E R defines a conformal linear map ad a : R -+ R by

(ad a)xb = [a b], b E R.

In fact (C2) and (C3) imply:

[a, (9b)] = - [(ab) -a a] = (-a - A) [b -ax a] = ( + A)[a,\ b]

Definition 3.2. Let R be a conformal algebra.

d : R - R is a conformal derivation of R if

Then a conformal linear map

dA[ag b] = [(dxa) A-+, b] + [a, (dAb)]. (3.5)

By (C4) ad a is a conformal derivation of R for every a E R. All derivations of this

kind are called inner.

A remarkable instance of a non-inner conformal derivation is the following.

Example 3.4 (Semi-direct sum of Vir and Cur g). Let Cur g be the current con-

formal algebra associated to the finite-dimensional Lie algebra g. Define a conformal



linear map dL : Cur g -+ Cur g by dLg = (a + A)g for every g E g C Cur g. This is a

conformal derivation since

[(dg) \+, h] + [g\ (dTh)] -p[g, h] + [g (0 + p)h]

- p[g, h] + (a + A + p)[g, h] = ( + A)[g, h] = dL [g , hi

This derivation satisfies

[dL dL] = (a + 2A)dL

and allows us to define a semi-direct sum of Vir and Cur g, called the standard semi-

direct sum. The A-module Vir E Cur g can in fact be given a conformal algebra

structure by

[L L] = ( +2A)L, [g h] = [g,h], [L g] =dLg,

L being the standard generator of Vir, g, h E g. This A-bracket is translated in terms

of the (n) products as follows:

L(o)L = OL, L(1)L = 2L, L(o)g = Og,

L()g = g, g(1)L = g, g(o)h = [g, h],

where only the non-zero products of L and elements from g C C Cur g have been given.

Example 3.5. The A-bracket on Cend V given by

[¢ X O]UV = ¢5('~(LAv) - '&_(¢Av) (3.6)

defines a conformal algebra structure on Cend V since it satisfies properties (C1)-

(C4). This is called the general conformal algebra on V and is denoted by gcV. The

set Der R of all conformal derivations of a conformal algebra R is a subalgebra of

gc R.



If V = AN is a free A-module of rank N, then gc V is also denoted by gcN. We

have already seen that the action of a conformal map on V is determined by its action

on an A-basis of V via the compatibility relation

OA(p(a)v) = p(( + A) Ov,

so that the conformal linear maps Tm acting as (Tm)Av = OmAv,

A E EndV, v E V, have the following A-brackets:

[T T] = ( A - (7 iTm+tn-i, (3.7)

as one can easily check by applying both sides to any v E VI and using Equation (3.6).

Let V be an A-module, v(A) = E 0o A2v, E A[A] ®A V, where v, E V. Define (v)

to be the A-submodule of V spanned by all coefficients v, of v. The following lemma

will be very useful.

Lemma 3.1. If p(A) = EmopA E A[A] is a polynomial whose leading coefficient

does not depend on a (i.e. is a complex number different from zero), then (p v) = (v).

Proof. We show, by induction on h, that all Vn-h lie in (pv). Let p(A)v(A) =

E,0jn (pv)3. Then (py),m±+ = Pmv, and hence vn E (pv). Suppose now vni E

(pv) for all i < h; we want to show that Vn-h-l also lies in (pv). We have that

(PV)m+n-h-. = Pmvn-h-1 + Pm-1Vn-h .. --- + Pm-h-Vn E (p v). But by inductive hy-

pothesis, all terms but the first one in the right hand side already lie there. Hence

PmVn-h-1, and Vn-h-1, also lie in (pv). The other inclusion (pv) C (v) is trivial. O

The torsion of a conformal algebra R, denoted Tor R is the torsion of the A-

module R, namely the submodule of all elements r for which there exists a non-zero

p E A such that p(O)r = 0. The following proposition shows that the torsion does

not play any significant role in the conformal algebra structure.

Proposition 3.1. The torsion Tor R always lies in the center

Z(R) = {r E R [r \ s] = 0 for all s E R} of R.



Proof. Let t E Tor R. Then there is a non-zero p E A killing t and we have:

0 = [0,~ r] = [p(o)tA r] = p(-A)[tA r]

for all r E R. This proves (p(-A)[t r]) = 0, hence by Lemma 3.1 ([t A r])

shows [t A r] = 0 for every r E R.

Remark 3.1. The above proof actually shows that if 0 is a conformal

such that p(a)o = 0 for a non-zero p E A, then q = 0.

= 0, which

0

linear map

In view of Proposition 3.1 the A-bracket of a. conformal algebra R defines an

adjoint map ad : R -4 Der R C gcR whose kernel is the center of R and which

is a homomorphism of conformal algebras. Thus all finite rank centerless conformal

algebras can be embedded as finite rank conformal subalgebras of gcN .

Proposition 3.2. A conformal linear map 0: V -* W always maps Tor V to zero.

Proof. Say v E V is torsion. Then there is a non-zero p E A such that p(&)v = 0.

Then 0 = ¢A(p(O)v) = p(O + A)(q v). Use now Lemma 3.1 to conclude that 0Av =

0. E

We now classify all conformal algebras that are free of rank one as A-modules.

This is a joint result with M.Wakimoto.

Proposition 3.3. Let R = Ax be a conformal algebra that is free of rank one as an

A-module. Then either R is commutative, i.e. the A-bracket is 0, or it is isomorphic

to Vir.

Proof. Axioms (C4) and (C3) give the following relations:

(3.8)
Ix 'X [X ,X1 - Ix IL Ix X X] = Ix X X X 1,

[Ex X] = -3- [ X)] (3.9)



Let us set [x A x] = a(O, A)x for some polynomial a. Then (3.8) is equivalent to

a(a, A)a(a + A, p) - a(a, p)a(& + p, A) = a(&, A + p)a(-A -.M, A).

(3.10)

Let a(1, A) = E'o ai(A)a' with a, Z 0. Then, assuming n > 1, if we equate terms of

degree 2n - 1 in 0, we get

n(A - p)a(A)a (,) = 0

obtaining a contradiction. So a(a, A) = a(A)8 + O(A) is linear in a. If we put

A = p in (3.10), we get a(O, 2A)a(-2A, A) = 0, which means 3(A) = 2Aa(A), therefore

a(O, A) = a(A)(& + 2A). Plugging this into (3.9), we get that a is a constant. Up to

changing x by a complex multiple we can make it 0 or 1. In the first case we have

the trivial product, in the second the Virasoro algebra. Ol

The analogy between ordinary linear algebra and conformal linear algebra is very

suggestive of the importance of other remarkable constructions. We have already seen

that the family of all conformal maps between two A-modules can itself be given an

A-module structure.

The notion of associative algebra (and of Lie algebra) are modelled on the algebra

of linear maps between vector spaces. It is natural to try to extend this construction

to the conformal case.

Say we have conformal linear maps q : V -- W and I : U -- V where U, V, W are

A-modules. We would like to define the notion of the composition of q and V) resulting

in a new conformal linear map from U to W. Conformal linearity implies q,$v = (a+

¢0,Ou = (0 + p)(Au), so that the obvious composition would satisfy X(',du) =

(a + + A+ p)(qX( ,u)). Our composition must therefore be a conformal map indexed

by A + p. The natural choice is:

(A)A+, = (QU ) (3.11)



for all u E U. This is the only possible choice to be compatible with replacing 0 by

8¢ or V by 9V. This composition satisfies (3.3), and defines on Cend V a structure

of an associative conformal algebra as defined below:

Definition 3.3. An A-module A is an associative conformal algebra if it is endowed

with a A-product A 0 A D a 0 b aAb E A[A] A4 A such that for all a, b, c E A the

following two axioms hold:

(Al) (Da) xb = -AaAb, a Ab = (a + A)axb,

(A2) aA(b,c) = (axb)x+,c.

The next step is taking the commutator in A in order to define the analogue of

the notion of a Lie algebra. The properties we want to retain of the commutator in

an associative algebra are the bilinearity in the arguments, that we know translates

as (C2), and skew-simmetry (C3). There is a unique reasonable choice:

[x y~ = XAy - y-a-\x. (3.12)

It follows from Remark 3.2 below (and it is not difficult to show directly using Re-

mark 3.3) that this A-bracket defines a (Lie) conformal algebra structure on A. It is

also easy to see that the A-bracket defined by (3.6) coincides with the one defined by

(3.12).

Remark 3.2. A formal distribution associative algebra (A, .T)

gives rise to a conformal associative algebra Y in the same way as in the Lie case. Sim-

ilarly one constructs the maximal formal distribution associative algebra (AlgR, R)

attached to an associative conformal algebra R. The correspondence between R and

AlgR is the same as described by Remark 2.3 in the Lie case. Furthermore, passing

from a formal distribution associative algebra (A, F) to the Lie algebra (A,Y) (ob-

tained from A by imposing the bracket [a, b] = ab - ba) corresponds to passing from

the A-product aAb on T to the A-bracket (3.12).

Remark 3.3. The following properties always hold in an associative conformal alge-



bra:

aaA(b-a-c) = (aa±Ab>-,c.



Chapter 4

The annihilation algebra

We have seen in Chapter 2 how one can associate to a formal distribution Lie algebra

a conformal algebra. We have also inverted this construction, i.e. to a given conformal

algebra R we have associated its maximal formal distribution Lie algebra (zieR, R).

Let now R be a finite conformal algebra. Then we may find a free complementary

A-submodule Rf to Tor R:

R = Rf E Tor R,

where Rf = A 0 g, and g C R is a finite-dimensional subspace. Then we have the

identification [K]
-A

£ieR = g[t, t - 1] G (Tor R) t- 1  (4.1)

with the following brackets (cf. (2.11)):

[am, b] = () (a(j)b)m+,n-j, (4.2)
jEZ+k

[ZieR, (Tor R) t- 1] = 0, (4.3)



where a, b E g, m, n E Z+, an stands for at", and we use the rule

(aa)m = -maml, a E R, m c Z. (4.4)

Recall also that 2ieR admits a derivation 0 defined by

a(a,) = -na_, a E R, n E Z. (4.5)

Thus, ZieR may be viewed as a generalization of a current Lie algebra. We have the

following corollaries of the above remarks and Remark 2.3.

Proposition 4.1. Let (g, F) be a formal distribution Lie algebra with a conformal

family F, which is a free A-module on a basis B. Suppose that all elements an, a E

B, n E Z, are linearly independent. Then (g, .F) is isomorphic to the maximal formal

distribution algebra associated to the conformal algebra .F. A similar statement is

true for formal distribution associative algebras.

Proposition 4.2. Let R be a finite conformal algebra and let {ao} be a finite set of

generators for R (as an A-module). Let 2 m be the linear span of {aa, i > m}; then

we have a "quasi-filtration" of £o:

£OD 2I D 2 2 D ... (4.6)

by subspaces 22 of finite codimension satisfying

[12i, 13] C Zi+j- for some s E Z+, all i, j E Z, and [0, Pi] = Pi-1

(we let ,j = Zo if j < 0).

Proof. We have:

[ao x a3] = Zp '(,, A)a^ , some pO.

Let s be the highest degree of the polynomials p',. The statement clearly follows

from (2.11). O



Remark 4.1. One can use the family {Qm} to define a topology on (ZieR)_ by

setting {Qm} to be a basis of neighbourhoods of zero. The quasi-filtration {m})

depends on the choice of the set of generators for R, but the topology it induces on

Zo is independent of that choice. The Lie bracket on Zo and the action of 0 are clearly

continuous.

Definition 4.1. The annihilation algebra associated to a conformal algebra R is the

subalgebra

(QieR)_ = £o = {a,na E R, n > 0}

of the Lie algebra ZieR, topologized as in Remark 4.1. Obviously, (2ieR)_ is 0-

invariant. The semi-direct sum (ZieR)- = CO + (2ieR)_ is called the extended anni-

hilation algebra.

Equations (4.1)-(4.5) show that (2ieR)_ is nothing but g[t] with the Lie bracket

(4.2). We can describe now (extended) annihilation algebras in all important exam-

ples.

Example 4.1. Let us consider the Virasoro conformal algebra Vir, and let L be

its standard generator. Then by Proposition 4.1, ZiecVir is isomorphic to T3ectCx

under the identification L = -tjOt. The associated annihilation algebra is the Lie

subalgebra spanned by t at with j > 0. In other words, (2ieVir)_ e- JectC. Its

topology is the one induced from the standard filtration {2, = tnC[t]t} of QJectC.

Since 9 acts on it as -ad at, we see that (ieVir)- is isomorphic to the direct sum

of QZectC and the one-dimensional Lie algebra C(0 + at).

Example 4.2. The Lie algebra ie Cur g, where Cur g is the current conformal al-

gebra associated to a complex Lie algebra g, is isomorphic to g[t, t - 1] = g 0c C[t, t - 1]

where we identified g, with gt n . The corresponding annihilation algebra is its positive

part g[t], its topology being the one induced by the standard filtration {£, = t"8[t]},

and 0 acts on this as -dt.

Example 4.3. Let Diff Cx be the associative algebra of algebraic differential opera-

tors on CX. Its elements are 0o z(t)at where p, E C[t, t 1 ]. A basis for Diff CX is



given by {t m O&tm E Z, n E Z+}, and the product is given by the usual composition

of operators. Denote by (Diff Cx)N the algebra EndCN 0 Diff Cx of EndCN-valued

differential operators on Cx. It acts naturally on the vector space CN ®C[t, t-1 ]. The

(Diff C )N-valued formal distributions

J(z) = E Atn(-ot)k 
- n - 1

nEZ

act on the set v(z) = E,(vtn)z-n- 1 = vb(z - t),v C CN, of CN-valued formal

distributions. Since JA(z) = A6(z - t)(-Ot)k, JA and v are local under composition,

explicitly:

J (z) v(w) = A 6(z - t)(-8)v 6S( - t) =

= A 'v k(6(z - t)6(w - t)) = Av (')& - t) (Z - w)
z=0

kk
= .ak-z Av(w)',6(z - w).

z=O

Hence Jk induces a conformal linear map of A 0 CN to itself, given in terms of

A-product as

(JA)v = A (k) Azk-zAv = (a + A)kAv.
1=0

Since the JA's act locally on an A-module, they are local to each other with re-

spect to the A-product on Cend A". If {mi} is a basis of EndCN, then the formal

distributions J,, form a basis of Cend AN over A (this is the same as to say that poly-

nomials (0+ A)k form an A-basis for C[d, A]) and Fourier coefficients of all the Jk are

linearly independent, hence by Proposition 4.1 the associative algebra AlgCend AN

(see Remark 3.2) is isomorphic to (Diff CX)N. Simplicity of (Diff Cx)N then implies

simplicity of Cend AN as an associative conformal algebra.

The same is true for gcN: the Lie algebra £iegCN is isomorphic to the Lie algebra

(Ziff CX )N of EndCN-valued algebraic differential operators on CX. The annihilation

algebra of Cend AN (resp. gcN) is obviously isomorphic to the polynomial part of

(Diff C×x)n with the usual product (resp. Lie bracket).



Remark 4.2. The JA's constitute an alternative basis for 9CN to the one considered

in Example 3.1.

Now we discuss some properties of annihilation algebras that will turn out useful

in the sequel.

Introduce the following generating series of elements of (2ieR)_: ax = n ()an

Then we have an equivalent form of (2.11) and (4.4):

[a , b,] = [a A b]x+,, (4.7)

(da), = -Aax. (4.8)

Replacing p by p - A, we get [a , b], = [a,, b,-\] or, equivalently

m m
(a(m)b), = 1(-1)m+j [a,, bm+n- , ]  (4.9)

J=0

Lemma 4.1. aA = 0 if and only if a E Tor R.

Proof. By (4.1) and (4.8) if a Tor R, then an, 0 for n sufficiently large, and if

a E Tor R then a, = 0 for all non-negative n. O

Lemma 4.2. A torsionless conformal algebra R is commutative if and only if its

annihilation algebra (ZieR)_ is commutative.

Proof. If the A-bracket is 0, (QieR)_ is trivially commutative. Suppose now (2ieR)_

is a commutative Lie algebra. From (4.7), we get [a A b]x+, = 0 which shows [a A b] E

Tor R because of Lemma 4.1. O

An ideal j C (2ieR)_ is said to be regular if there is some ideal J C R whose

Fourier coefficients span j; then j is stable under the action of &.

Lemma 4.3. If R is a torsionless conformal algebra, then every 0-stable ideal 3 of

(ZieR)_ that is not contained in the center of (ZieR)_ contains a non-zero regular

subideal.



Proof. Suppose there is an a E R such that am E 3 for all m E Z+. Then (4.7) shows

that (a(,)b), E 3 for all b E R,i,j E Z+. Hence the ideal of (PieR)_ generated by

{am, m E Z+}, which is clearly contained in 3, is (QieJ)_ where J is the ideal of R

generated by a.

Therefore, we are only left with proving that there is such an a. Choose an element

z, E 3 not lying in the center of (2ieR)_. There exists a maximal i such that all the

xj, j < i lie in the center of 3. It is clear by (4.9) that (,)y = 0 for all j < i,y E R,

so that by (2.11) [xz,ym] = (x(,)y),, for all m. So a = x(i)y is the element we are

looking for. E]

Remark 4.3. The proof of Lemma 4.3 actually shows that [(ieR)_, [(QieR)_, 3]] is

always a regular ideal. It also follows from (2.11) and (4.9), as well as-the proof of

Lemma 4.3, that when a and b are regular ideals, the ideal [a, b] is also regular. In

particular, if a (resp. b) is spanned by all Fourier coefficients of A (resp. B) for ideals

A, B of a conformal algebra R, then [a, b] is regular, and is induced by ([AAB]) (see

Lemma 3.1).

Definition 4.2. The completed (resp. completed extended) annihilation algebra of a

conformal algebra R, denoted (ZieR)_ (resp. (CieR)-), is the completion of (QieR)_

(resp. (tieR)-) with respect to its topology.

For example, the completed annihilation algebra for Cur g is g[[t]], while that for

Vir is C[[t]]&t. In both cases the topology is induced by filtering with respect to the

power series degree in t.

There is a conformal module action of (2ieR)_ on R given by rn.s = r(,)s, which

we will call the adjoint conformal representation of R (see Section 8). Since for any

r E R, £k.r = 0 for k >> 0, this action extends to the whole (ieR)_.

Lemma 4.4. Let x E (ieR)_, r E R. Then we have:

[x, rn] = ((-O)(i)x -r)+i (4.10)
1=0



and

00

(x.r), = :[(i)x, rn+]. (4.11)
i=0

Proof. It is enough to show (4.10) for x = am, a E R, m E Z+. Density of (ZieR)_

along with convergence of both sides in (4.10) will give the general statement. But

[am, rn] and E'o((-O)(i)am .r),+i both equal E o (m)(a(3)r)m+n-j, since ak.r =

a(k)r. The second equality then follows by substituting (4.10) in the right-hand side

of (4.11). O

Proposition 4.3. Let R be a torsionless conformal algebra, and let j be a 8-stable

ideal of (QicR)_ such that j n (ZieR)_ = 0. Then j is central in (iecR)_.

Proof. Let x E j, r e R. Then because of (4.11), (x.r)n lies in j. But x.r belongs to

R, hence (x.r), also lies in (ieR)_. This shows that (x.r), E j n (icR)_ = 0, and

since R is torsionless, x.r must equal 0. Thus x.r = 0 for all x E j,r e R, which

means, by Lemma 4.4, that x E j is always central in (2ieR)_. O



Chapter 5

Simple conformal algebras

We now want to undertake the task of studying simple conformal algebras through

the properties of the corresponding annihilation algebras; throughout this section,

annihilation algebras will always be considered along with their topology.

Definition 5.1. A conformal algebra R is simple if it is non-commutative and has

no non-trivial ideals.

It is clear that Vir is simple, and that Cur g is simple if and only if g is a simple

Lie algebra.

Remark 5.1. In consideration of Proposition 3.1, any simple conformal algebra R

must be torsionless.

The final goal of this section is the proof of the following

Theorem 5.1. A finite simple conformal algebra is isomorphic either to Vir or to the

current conformal algebra Cur g associated to a simple finite-dimensional Lie algebra

g.

The most important result we are going to exploit in the proof of this statement is

a theorem by Cartan and Guillemin [G] which classifies linearly compact topological

Lie algebra satisfying certain additional properties. We will therefore need a few

generalities (see e.g. [G]) about linearly compact topological spaces.



Let V be a vector space. We will say that a topology for V is linear if there is

a basis of open sets consisting only of affine subsets of V. We will call V an affine

topological vector space. An affine topological vector space V is linearly compact if

it satisfies the finite intersection property on families of closed affine subsets, i.e.

if n,Fi # for every family {F)}II of closed affine subsets of V having non-empty

finite intersections. For a topological vector space V the property of being linearly

compact is equivalent to being the topological product of spaces isomorphic to a one-

dimensional vector space with the discrete topology. Also, a topological vector space

is linearly compact if and only if its topological dual is a discrete topological space.

A linearly compact Lie algebra is a topological Lie algebra which is linearly compact

as a topological vector space.

The Lie algebra (tieR)-, topologized as in Definition 4.2, is linearly compact.as

a topological vector space, since it is the product of CO and £,/i+1, i > 0.

Lemma 5.1. If R is a finite conformal algebra, then (2ieR)- has a closed subalgebra

of finite codimension containing no ideals of (ieR)-.

Proof. By (4.1) we can assume R to be torsionless. Use Proposition 4.2 with an A-

basis of R. The closure of £1 in (ZieR)- does not contain any ideal of (QieR)-, and

is clearly of finite codimension. O

Remark 5.2. A subspace of a linearly compact topological vector space is open if

and only if it is closed and of finite codimension. So we have just shown that (QieR)-

has an open subalgebra. This is important in view of next theorem (notice that the

topological tensor product V W of two linearly compact vector spaces is defined as

the topological dual of V* 0 W* endowed with the discrete topology).

Theorem 5.2. [B] Let 2 be a linearly compact Lie algebra having an open subalgebra

containing no ideals of Z. Then:

(a) Every non-commutative minimal closed ideal of £ is of the form

6 = SD C[[tl,t 2 ,... , tr]], for some r E Z+ and some simple Lie algebra S (the

simple Lie algebra S is either finite-dimensional or one of the complete Cartan type

Lie algebras 1WN, SN, HN, KN; see e.g. [G1] or [K1]).



(b) There exists a descending family of closed ideals of Z

Z = 30 D 31 D . .D3n D 3n+1 = 0 (5.1)

such that each quotient k/h3k+1, O k < n, is either commutative or isomorphic to

6 described in (a), in which case there are no closed ideals strictly between 3k and

3k+1•

Lemma 5.1 tell us that we can apply Theorem 5.2 to (ieR)-. It is also easy to

find out what the non-commutative quotients in (5.1) for (2ieR)- can be.

Lemma 5.2. (2ieR)- is a Lie algebra of growth < 1 (see [GK], [K1] for the definition

of growth=Gelfand-Kirillov dimension of a Lie algebra and its properties).

Proof. Let {a', a = 1...n} be a set of generators of the A-module R. Then the

elements &, aa with a = 1, ..., N, m C Z span the Lie algebra (ieR)-. Consider a

finite subset X of this set of elements, so that for aa E X we have m < M, where

M is a positive integer. Then, due to (2.11), commutators of length < n of elements

from X produce linear combinations of the a' with m < Mln and the total number

of these elements is at most MNm, which is a linear function in n, hence the growth

of (ieR)- is at most one. O

The growth of (tieR)- is certainly not less than the growth of the graded alge-

bra associated to (tieR)- with its standard filtration, and the same applies to all

subquotients. Therefore the only possible non-commutative quotients in (5.1) have

an associated graded algebra of growth at most one. Since W is the only complete

Cartan type Lie algebra that contains a dense subalgebra of growth one, and all finite

dimensional Lie algebras have growth zero, we obtain:

Lemma 5.3. The only non-commutative quotients showing up in (5.1) for the Lie

algebra (2ieR)- are isomorphic to 9JectC, g or g[[t]], where g is a simple finite-

dimensional Lie algebra.

Lemma 5.4. If R is a finite conformal algebra with no non-zero commutative ideals,

then 3, in (5.1) can be chosen to be non-commutative.



Proof. Suppose 3n to be commutative; then it must be central, otherwise Lemma 4.3

would give a commutative ideal of R.

If 3, is central, then 3n-1 is a central extension of 3 = 3n-1/n by 3n that we

may assume without loss of generality to be non-trivial. So i_1 is non-commutative,

and 3,_1 n (ZieR)_ contains a non-zero regular ideal r (Lemma 4.3). Either r is

a commutative regular ideal, or it is non-commutative, in which case [t, t] $ 0 is

still regular (Remark 4.3) and commutative, since it is central in (£ieR)_. But from

Lemma 4.2 every commutative regular ideal corresponds to a commutative ideal of

the conformal algebra R, thus giving a contradiction.

If 3 is non-commutative, then by Lemma 5.3 it is isomorphic to one of the follow-

ing: 1ectC, g or g[[t]], where g is a simple finite-dimensional Lie algebra. But those

Lie algebras have no non-trivial (continuous) central extensions. So [3-1,3-1] is a

closed ideal isomorphic to 3, hence minimal. O

Let us now classify all surjective continuous derivations of g[[t]] and ekctC.

Lemma 5.5. If 6 = g[[t]], then 0 = -at up to a continuous automorphism of 2.

Proof. All continuous derivations 0 of 6 are of the form 0 = a(t)Ot + ad g(t), a(t) E

C[[t]], g(t) g[[t]] (cf. [K2], Ex. 7.4).

Surjectivity forces a(0) $ 0: since 0x(t) = a(t)x'(t) + [g(t),x(t)], computing

everything at 0, and assuming a(0) = 0, we get (az(t)) t=o = [g(0),z(0)]. Since

0 is surjective, all possible elements of g must show up in the form [g(0),x(0)] for

some x(0). But this is clearly impossible if g is finite-dimensional. If a(0) : 0, the

differential equation

c(t)-'c'(t) = a(t)-'ad g(t) E ad g[[t]]

always has a solution c(t) e (Ad G) [[t]], where G is the Lie group with Lie algebra

g. But this is exactly the condition for c(t)Oc(t)- 1 to be equal to a(t)0t. Therefore

a can be conjugated to it; the automorphism mapping g identically, and sending

t - - f a(t)- 'dt clearly conjugates a(t)at to -ar. El



Lemma 5.6. If 6 = 9JectC, then a = -adt up to a continuous automorphism.

Proof. It is a well-known fact that all continuous derivations of 6 are inner:

a = ada(t)at, a(t) E C[[t]]. Also a is surjective if and only if a(O) $ 0. If so, 8

is conjugated to -at by the automorphism sending t ~ - f a(t)-ldt. O

Corollary 5.1. If R is a simple finite conformal algebra, then (2ieR)_ is isomorphic

to either 2ectC or g[t], where g is a finite dimensional simple Lie algebra.

Proof. R has no commutative ideals so, by Lemma 5.4, (CieR)_ has a minimal non-

commutative closed ideal 3. 3 cannot be central hence j = 3 n (2ieR)_ $ 0, by

Proposition 4.3. j must be dense in 3 because of minimality of 3 and it must be all

of (CieR)_ since otherwise Lemma 4.3 would give a strict ideal of R, which is simple.

Since (2ieR)_ is clearly infinite-dimensional, the case of a simple finite-dimensional

Lie algebra is ruled out.

Now, (ZieR)_ is exactly the subspace of all elements on which 8 acts nilpotently,

and since we know we can conjugate the action of a to -at (Lemmas 5.5, 5.6) it

is clear that (ZieR)_ will be isomorphic to either 9ectC or g [t], where g is a finite

dimensional simple Lie algebra. D[

Our classification will be proved as soon as we show that the extended annihilation

algebra completely describes the conformal algebra structure.

Proposition 5.1. Let R and S be torsionless finite conformal algebras and

: (£ieR)_ -+ (2ieS)_ be a homomorphism of topological Lie algebras compatible

with the action of a. Then there is a unique homomorphism of conformal algebras

: R -+ S inducing q.

Proof. We are going to show that as soon as 0 is a continuous linear map which is

compatible with the action of a, we can find a unique q inducing it. This will prove

the statement since (4.9) shows how to recover the conformal algebra structure from

the Lie algebra structure of the annihilation algebra. Uniqueness of q will then show

that q is a homomorphism of A-modules.



Since S has no torsion, by Lemma 4.1 for every choice of r E R there is at most

one s E S such that s, = 0(r,) for every i.

Let us fix a basis {s'} of S and consider an element r E R. Because of the

compatibility of € with the action of a, there always exist numbers c) such that

(Tn)= Z(-) 2 ' - s, (5.2)
3=0 i

for every n E Z+. Then set

(r) = Zc si. (5.3)
3=0

The formal element (r) is such that ( (r))n = ¢(rn) for all n E Z+. Because of

continuity of ¢, for every r E R, 0(r,) lies in £1 for i >> 0 (see (4.6)). But this forces

q(r) to be polynomial in a and therefore to belong to S. Then, due to uniqueness of

O(r) the map r O(r) is A-linear. Moreover q clearly induces 0. OE

We are now able to classify all finite simple conformal algebra.

Proof of Theorem 5.1. We already know that Vir and Cur g, where g is a finite di-

mensional simple Lie algebra, are simple conformal algebras. We want to show they

are the only ones.

Let R be a simple conformal algebra. Then Corollary 5.1 shows (LieR)_ is isomor-

phic to either QZectC or g[t] with the topology induced by the standard filtrations and

that a can be assumed to act as -at. So we get a-compatible continuous isomorphisms

between (LieR)_ and either (LieVir)_ or (LieCur g)-, resulting by Proposition 5.1

in isomorphisms of R with either Vir or Cur g. This concludes the proof. O

The correspondence between conformal algebras and formal distribution Lie alge-

bras (Remark 2.3) implies the following corollary of Theorem 5.1.

Corollary 5.2. A finite simple (i.e. without non-trivial regular ideals) formal distri-

bution Lie algebra is isomorphic either to the Virasoro Lie algebra or to a quotient of

a current Lie algebra g[t, t- 1] with g a finite-dimensional simple Lie algebra.



Chapter 6

The Killing form

The next step towards a complete structure theory of conformal algebras is the clas-

sification of semi-simple algebras. In the theory of finite-dimensional Lie algebras we

can rely on the inestimable use of the Killing form. It is evident we need an analogous

notion in the conformal algebra case, but the very notion of trace of a conformal linear

map is ill-defined. Life would be much easier if we were handling the usual A-linear

maps.

Definition 6.1. Let M be a finite rank A-module and T : M -+ M an A-linear

map. Let KC = C(O) be the field of fractions of A and let MK = K 0 A M. Then T

extends by linearity to a K-linear map Mc -+ MIc and the trace of T on M is defined

as TrMT = TrMTK.

Remark 6.1. This trace inherits all standard properties of a trace on a vector space.

In particular TrMAB = TrMBA. Furthermore, if M is a free module, then TrMT is

equal to the sum of elements on the diagonal of any matrix representation of T. Also

TrMT = TrM/Tor MT.

In spite of the fact that conformal linear maps are not A-linear, one obviously

has:

Proposition 6.1. Let 0' be conformal linear maps, A, indeterminates. Then the

composition 0 1, 2 . . is A-linear whenever i EA = 0.



In this way, the trace of the composition of conformal linear maps is well-defined

as soon as the A's add up to 0. The analogue of the commutativity property of trace

in this case is:

Proposition 6.2. Let M be an A-module of finite rank, and for p(a) E A let

scp(d) = p(d + c). If 0' E Cend AlM, then one has

TrM 2 1 2 ... on = s\1 TrM0 2 ... n 1
. (6.1)

Proof. We may assume that M is a free A-module (see Remark 6.1). Choose an

A-basis {m'} of M. Then there is a unique conformal linear map I : M -- M such

that Im i = m' for all i. The composition II-A is always the identity.

Let T be an A-linear map on M. Then IATI_ is A-linear and we have:

TrAITI_A = sATrMT, (6.2)

as can be easily shown by adding up elements on the diagonal of the matrix repre-

sentation of the composition. Proposition follows now by noticing that Remark 6.1

implies:

Tr~2 ... =

= TrM(~ I_<)I 1q 2 ... " = TrMIj 2  o n 1 I -

We are now able to define our "Killing form".

Definition 6.2. Let R be a finite conformal algebra. The Killing form of R is the

C-bilinear pairing

(x y)I = TrR(adx)A(ady)_A.

Due to (6.1), the Killing form satisfies

(x y)A = sA(y x)_. (6.3)



It is also clear by definition that

(Px y)A = -(x By) = -A(x y)A.

Example 6.1. Let R = Vir = AL. Then the Killing form is

(LIL)A = ( - A)(& + 2A).

Example 6.2. If R = Cur g, g, h E g C Cur g then

(g h)A = K(glh),

where n is the Killing form of the Lie algebra g.

For a subalgebra I of R set I' = {x E R I (xl)A = 0}.

(6.4)

Due to (6.3) we get

I' = {x E R I (IIz)x = 0}, and due to (6.4), I' is an A-submodule. The following

example shows that II does not need to be an ideal of R even if I is.

Example 6.3. Let R be the semi-direct sum of Vir and Cur g, where g is semi-

simple, given by LAr = dr as in Example 3.4. Then

(glh)A = (glh), (LIL)A = (d - A)(8 + 2A),

for every g, h E g. Therefore, Cur g is an ideal of R, Cur gj = Vir but Vir is not an

ideal.

What is instead true is that I' is always a subalgebra.

Proposition 6.3. Let R be a conformal algebra and I C R an ideal. Then I' is a

subalgebra of R.

Proof. Let a E I,b,c E I'. Then, since I is closed under A-bracket with every

element of R, we have:

([a, b] c)\+, = ([a , c] b), = (cl [a , b])_-, = 0.

(Llg)A = 0



Vanishing of the first term implies

TrR ad a ad bgad c_A_ = TrR ad b, alaAad c_A-,, (6.5)

while that of the other two shows

TrR ad aa ad c-- ad b, =(6.6)

= TrR ad c-__A ad aA ad b, = TrR ad c-A-, ad b, ad aA.

We want to show that (a [b, c])A = 0, that is:

TrR ad aA ad b, ad c-__, = Tr ad aA ad c_-. ad b,. (6.7)

But we know from Proposition 6.2 and (6.6) that

TrR ad aA ad c-_-, ad b, =

= sATrR ad cA_ ad b, ad aA = sATrR ad aA ad cx_ ad b,.

This shows that the polynomial TrR ad a adc_A_, adb, is independent of 0.

The rest of the proof follows easily. Using Proposition 6.2, independence of

TrR ad a ad c_\- ad b, with respect to 0, and (6.5) we obtain:

TrR ad aA ad c-_A_ ad b. =

= TrR ad b, ad a ad cAx = TrR adaA adb, ad cAX-,

establishing (6.7). O

Remark 6.2. All properties of the Killing form extend to the trace form in any finite

R-module.

The subalgebra I' does not even need to be a complementary submodule to I.

Nevertheless one has:

Proposition 6.4. Let I C R be an ideal isomorphic to either Vir or Cur g, for a

simple finite-dimensional Lie algebra g. Then R = I' D I as A-modules.



In order to prove this statement, we need a classification of all conformal deriva-

tions (see Definition 3.2) of Vir and Cur g.

Lemma 6.1. Every conformal derivation d of the conformal algebra Vir is inner.

Proof. Let us assume that dxL = a(, A)L where a E C[&, A]. We write

a = CZ" ai(A)di . If d is a conformal derivation, it needs to satisfy

dr[L, L] = [L, (dAL)]'+ [(dAL) A±p L]. This is equivalent to saying that

(a + A + 2p)a(a, A)L = a(a + p, A)(a + 2p)L + a(-A - p, A)(9 + 2A + 2p)L.

Assuming all az's are non-zero and equating terms of degree n in 0 in both sides,

we get, if n > 1, (A - np)an(A) = 0. This shows that an(A) = 0, a contradiction.

Therefore the degree of a(&, A) in a can be at most one. In this case, substituting into

the derivation requirement, one gets ao(A) = 2Aa (A), hence dAL = a, (A)(a + 2A)L,

which is an inner derivation induced by the element al(-)L. El

Lemma 6.2. Let g be a simple finite-dimensional Lie algebra. Then every conformal

derivation d of Cur g is of the form p(O)dL + d where d is inner and dL is as in

Example 3.4.

Proof. Set dXg = E DzZ+ ozd'(g), for every g E 9, where di are C-linear maps of g to

C[A] 0 g. Then (3.5) tells us that

Sd d'([g, h]) = Z((-A - p)'[d'g, h] + (0 + p)'[g, d'h]). (6.8)

Setting pt = 0, switching the roles of g and h and adding up, one gets:

'e2([g, dh] + [h, dg]) = (-)i([g, d'h] + [h, d'g]).

The right hand side does not depend on 0, hence all coefficients of non-zero powers

of a must be 0. This means that [d'g, h] + [d'h, g] = 0 for every i > 0 and every

g, h C g. If g is simple, such a linear map can only be a multiple of the identity, as



next lemma will show, hence d must be of the form:

d\g = d° (g) + p(9, A)g

for every g E g. But d is a conformal derivation, so if n > 1 and p(&, A) = ' = o( ) i,

equating n - 1 degree terms in (3.5), we get nrup(p) = 0. This proves that p is of

degree at most one in a.

Let d'Ag = pi(A)( + A)g, i.e. d' = pi(-&)dL. This is a conformal derivation of

g and the action of d - d' on g is independent of a. Hence, by (6.8), dA - d' is an

ordinary derivation from g to C[A] 0 g and is therefore an inner conformal derivation,

proving the lemma. OE

Lemma 6.3. Let g be a simple finite-dimensional Lie algebra, and T : g -4 g a linear

map. If [Tx, y] = [x, Ty] for all x, y G g then T is a multiple of the identity map.

Proof. Let g = (o, & be a root space decomposition with respect to a Cartan sub-

algebra 0 = go. Since [Tx, x] = 0, if x E 0 is a regular element, then Tx lies in

the centralizer of x, hence in b. This shows that TO C j. This means that T pre-

serves the root decomposition of g modulo elements in j. In fact if x E g0 , then

[Th, x] = [h, Tx], h E r, and since the left hand side is a multiple of x, the right

hand side must be too, showing that Tx is a multiple of x plus some element froin (:

Tx = cox + h(x).

Let now x E ga, y E go. From [Tx, y] = [x, Ty] we obtain

c [x, y] + [h(x), y] = cP[x, y] + [x, h(y)].

When a and f are unequal roots, this means

(ca - cO)[x, y] = 0, [h(x), y] = 0, [x, h(y)] = 0.

Since g is simple, its Dynkin diagram is connected, and this allows us to show

that all cc = c3 = c are the same for all roots Ca, P. But [h(x), y] = 0 for all root



vectors y gives h(x) = 0. Hence T equals c Id on all & , a 7 0. It is left to show that

T equals c Id also on j. But [Th, x] = [h, Tx] gives [Th - ch, x] = 0 as soon as x is a

root vector. This tells us that Th = ch also for h E r. O

Proof of Proposition 6.4. Let a E R,j E J. Then in taking (alj)x it is enough to

consider the trace over J since this is an ideal. Element a acts on J via a conformal

derivation. But any conformal derivation of Vir is inner, and any non-inner conformal

derivation of Cur g is as in Lemma 6.2. Any element acting as dL on Cur g has a

zero Killing product with it.

In any case j R (alj)x is equal to j R (ilj)x for some i E J, and all j E J. This,

and the fact that the Killing form is non-degenerate on simple algebras (which we

need in order to show uniqueness in the choice of i), show that J + JI is a direct sum

decomposition. O

Remark 6.3. One can prove the proposition when the ideal J is isomorphic to the

Virasoro conformal algebra without using the Killing form. Indeed, let C be the

centralizer of this ideal. It will be an ideal, and since all derivation of J are inner

and its center is trivial, every element x in our conformal algebra admits a unique

decomposition x = xc + xj where xc lies in the C and xj lies in J.

Thus, C+ J is a direct sum decomposition, and C is shown to be a complementary

ideal, and not only a subalgebra. This argument is applicable any time J is centerless

and has no outer derivations.



Chapter 7

Semi-simple conformal algebras

We have all the tools we need in order to attack the problem of classification of

semi-simple conformal algebras, now. Let us start by giving the basic definitions.

Definition 7.1. Let R be a conformal algebra, I and J its ideals. The bracket

[I - J] of these is the subspace of R that is spanned by all products i(n)j with i E I,

j E J, n E Z+. Note that this is an A-module due to (C2) and an ideal due to (C4).

In other words [I - J] = ([IAJ]) (see Lemma 3.1).

The derived conformal algebra of R is R' = [R R]. We set R( 1) = R',

R(n+ l) = (R(")), n > 1. Then R is a solvable conformal algebra if R (n) = 0 for

some n > 1. An ideal I C R is solvable if it is solvable as a conformal algebra. If I is

an ideal of R, we define II = I and 1" +1 = [R . In], n > 1. R is a nilpotent conformal

algebra if R" = 0.

A conformal algebra R is semi-simple if it has no non-zero solvable ideals.

Recall that by (2.11) and (4.9) (see also Remark 4.3) we have for any two ideals

I and J of a conformal algebra R:

(Zie[I . J])_ = [(2ieI)_, (2ieJ)_]. (7.1)

Lemma 7.1. A conformal algebra R is solvable (resp. nilpotent) if and only if its

annihilation algebra (QieR)_ is.



Proof. We proceed as in Lemma 4.2. R is solvable (resp. nilpotent) if and only if

R/ Tor R is, so we will assume R to be torsionless. Due to (7.1), we have:

(CieR("))_ = ( (ieR)(), ( nieR")_ = (£ieR)". The result follows form the fact that

J C R, (ieJ)_ = 0 implies J = 0, when R is torsionless (see Lemma 4.1). O

Remark 7.1. Here and further, we have denoted the subspace j of (2ieR)_ spanned

by all Fourier coefficients of members from an ideal J of a conformal algebra R by

(ZieJ)_. Even though the inclusion of an ideal J in a conformal algebra R is clearly

injective, the map it induces at the level of annihilation algebras might have a non-

trivial kernel. However this kernel t must be central in (2ieJ)_. In fact, if t were not

central, Lemma 4.3 would locate a non-zero regular subideal of t, which amounts to

finding a non-zero ideal K in J that is mapped to 0 by the inclusion J -+ R, thus

obtaining a contradiction. Since one can usually reconstruct the algebraic properties

of the ideal J from j, this abuse of notation should cause no confusion.

Lemma 7.2. If R is a finite semi-simple conformal algebra, then any minimal ideal

of R is simple.

Proof. Let I be a minimal ideal of R. Then (ZieI)_ must contain a minimal closed

ideal 3 of (-ieR)- due to finiteness of descending chains of ideals [G], and we can

assume it to be non-commutative by arguing as in Lemma 5.4. Since 3 is not central,

it has a non-zero intersection with (£ieR)_, which must contain a non-zero regular

ideal i by Lemma 4.3. Minimality of I then shows that i equals (Ziel)_. As in

Corollary 5.1, i is the space of all elements in the non-commutative closed ideal 3

on which 0 acts nilpotently, and by Lemmas 5.5 and 5.6 it is clear that i must be

isomorphic to either 2ect C or g[t], where g is a finite-dimensional simple Lie algebra,

and that 0 can be assumed to act on i as -at.

This allows us to give a continuous embedding q of TectC (resp. g[t]) in £ieR

which is compatible with the action of 0. Proposition 5.1 then shows that, since I

is clearly torsionless, there is an embedding q of Vir (resp. Cur g) in R which is an

isomorphism onto I. Therefore I is simple as a conformal algebra. O

The main theorem we are going to prove is the following.



Theorem 7.1. Any finite semi-simple conformal algebra can be uniquely decomposed

in a finite direct sum of conformal algebras each of which is isomorphic to one of the

following:

(a) Vir

(b) Cur g, where g is a simple finite-dimensional Lie algebra

(c) The semi-direct sum of Vir and Cur g, where g is a semi-simple finite-

dimensional Lie algebra (Example 3.4).

Proof. Let R be a semi-simple conformal algebra. We prove the theorem by induction

on rkR.

If R has an ideal isomorphic to Vir then by Remark 6.3 it has a complementary

ideal that centralizes it. Therefore it splits up in a direct sum decomposition. Hence,

we may assume that R does not contain any ideal isomorphic to Vir.

Consider all minimal ideals II, 12, ..., In of R. They are simple by Lemma 7.2. We

assumed that no ideal of R is isomorphic to Vir, hence I = II +12+ ... + In is an ideal

of R isomorphic to Cur g, where g is a semi-simple finite-dimensional Lie algebra.

The centralizer C of I is an ideal of R intersecting I trivially. Since C must contain

a minimal subideal, C = 0.

Consider the orthocomplement I' of I with respect to the Killing form. Proposi-

tion 6.4 also applies (by induction) to direct sums of simple algebras, so R = I' G I

as A-modules.

If I' had a commutative ideal A, it may act on every Ii (hence on all of I) only

by inner derivations (by Lemma 6.2), hence since C = 0, we get A = 0. Thus, II is

semi-simple and we can apply the inductive assumption. Note that I ± contains no

currents (i.e. elements a such that axa = 0), otherwise C =A 0. So II is a direct sum

of (its) ideals isomorphic to Vir.

The action of all such ideals on 1i is either zero or the standard one (Example 3.4)

since they lie inside II and no two Vir's can act in a non-zero way on the same 1i

because of [CK], Proposition 3.1, or Proposition 8.1 below. O

As in the case of simple conformal algebras, Theorem 7.1 implies



Corollary 7.1. A finite semi-simple formal distribution Lie algebra can be uniquely

decomposed in a finite direct sum of formal distribution Lie algebras each of which

is isomorphic either to a finite simple formal distribution Lie algebra (classified by

Corollary 5.2), or to the semi-direct sum of the Virasoro Lie algebra with a current

Lie algebra g[t, t-l], where g is a finite-dimensional semi-simple Lie algebra.



Chapter 8

Representation theory

Definition 8.1. Let R be a conformal algebra. Then an A-module V is a represen-

tation of R, or an R-module, if for every r E R a conformal linear map r : V -* V is

defined such that (r, s E R, v E V):

rA(slv) - s,(Trv) = [rx s] ,,v, (Or)Av = -Ar v.

As before, we will often write rA = EneEZ+ A()rn, r E EndV. An R-module V is

called finite if it is a finitely generated A-module. Note also that a representation of R

in an A-module V is the same as a homomorphism (of conformal algebras) R - gc V.

Remark 8.1. Let R be a finite conformal algebra with a faithful representation

V = Av which is free of rank one, i.e. we have an injective homomorphism of

conformal algebras R -+ gc1 . By (3.7) an element ,Encz+pn()Tn generates an infinite

rank subalgebra of gc1 as soon as Pi # 0 for some i > 1. Therefore, the image of

R in gcl must lie in the subalgebra ATo + AT 1. This implies that the only finite

conformal algebras that have a faithful representation which is free of rank one as an

A-module are subalgebras of the standard semi-direct sum (see Example 3.4) of Vir

and a commutative current algebra Cur C.

It is immediate to see that a representation of a conformal algebra R in V is

the same as a representation of the Lie algebra (ieR)- in V satisfying the local



nilpotency condition

rn', = 0 for n sufficiently large, r e R, v E V. (8.1)

A (ZieR)--module satisfying this condition is called conformal.

This turns out to be a more convenient language for the study of representations

of conformal algebras, using which Cheng and Kac [CK] classified all irreducible

representations of Vir, Cur g and their non-trivial semi-direct sum.

We shall often write R - V for E3EZ+ R 3 V. A representation V of the conformal

algebra R is called trivial.if R -V = 0. Recall that a finite-dimensional Lie algebra g is

called reductive is it is a direct sum of a semi-simple Lie algebra g' and a commutative

Lie algebra a.

Theorem 8.1. Let g = g' e a be a reductive Lie algebra. Then any non-trivial finite

rank irreducible representation of Cur g is of the form V(U, 5) = A 0 U, where U is

an irreducible finite-dimensional g-module, a D a h- Ca E C[A] is a linear map such

that a = Oa(0) on U and either U is non-trivial or ¢ 0, and the action of Cur g on

V(U, 0) is the unique one extending

gxu = g.u, axu = ¢a(A)u

where g E g' C Cur g, a E a C Cur g, u E U and g.u denotes the action of g E g' on

the g-module U.

Theorem 8.2. Any non-trivial representation V of Vir that is free of rank one as

an A-module is of the form

Lv = (c + 0 + AA)v,

where A, c E C and v is a free generator of V. This representation is irreducible if

and only if A is non-zero, and all irreducible representations of Vir are of this kind.

Theorem 8.3. Any non-trivial irreducible representation of the semi-direct sum of



Vir and Cur g, where g is a non-zero reductive Lie algebra, is of the form

V(U) = A® U, where U is an irreducible finite-dimensional g-module, and the action

is the unique one extending

gAu = g.u, Lu = (c + 0 + AA)u,

where c, A E C, g E g C Cur g, u E U, and U is a non-trivial g-module if A = 0.

Proposition 8.1. Let R be a direct sum of conformal algebras isomorphic to one of

the following:

(i) Cur g, where g is a non-zero reductive Lie algebra;

(ii) the standard semi-direct sum of Vir and Cur g, where g is reductive or 0.

Suppose that R has a finite faithful irreducible representation. Then R is either of

type (i) or of type (ii) where g has at most one-dimensional center. Finite irreducible

representations of R are described by Theorems 8.1-8.3.

The proof of these results is the same as in [CK]. It relies on the following key

lemma, that we will occasionally use later.

Lemma 8.1. [CK] Let 2 be a Lie algebra, with a distinguished element 0 and a

descending sequence of subspaces

Z DD2Z1 D...

such that [0, n] = n-_1 for all n > 0. Let V be a £-module and let

V, = {v E V2 nv = 0}; suppose that Vn $ 0 for n sufficiently large, and set N

to be minimal such that VN # 0. Then, provided that N > 1, AVN = A 0 VN. In

particular, V1N is a finite-dimensional vector space (over C) if N > 1 and V is a

finitely generated A-module.

Clearly, if £ = (2icR)- and V is a module over R (i.e. a conformal module over

2), the conditions of Lemma 8.1 are satisfied (cf. Proposition 4.2).

Remark 8.2. In fact [CK] contains only classification of finite irreducible represen-

tations of Vir. The classification of all rank one Vir-modules is obtained by using



Remark 8.1 or by the following simple argument: if V = Av is a free of rank one non-

trivial representation of Vir, then it contains a minimal rank one submodule W (see

Corollary 8.1 below), which is clearly irreduciblt. Let w = p(&)v be a generator for

W; we can assume p to be a monic polynomial. Then by classification of irreducibles

of Vir, we have:

p(& + A)Lxv = Lw = (c + a + AA)w = (c + a + AA)p(o)v.

If L v = q(a, A)v, then clearly p(D + A) = (c + a + AA) and q(&, A) = p(a), showing

A = 1 and LAv = (c + 9)v.

What we want to investigate now is how basic results from Lie algebra repre-

sentation theory extend to the conformal algebra case. First, let us establish a few

facts:

Lemma 8.2. If R is a conformal algebra and V is an R-module, then R acts trivially

on Tor V.

Proof. R acts via conformal linear maps. Use Proposition 3.2. ]

Corollary 8.1. Let Vo be the intersection of all submodules of the R-module V having

the same rank as V. Then R. V C Vo.

Lemma 8.3. If R is a conformal algebra and V its representation, then Tor R acts

trivially on V.

Proof. Tor R acts via elements of Tor (gcV), which is is zero (Remark 3.1). Ol

Definition 8.2. Let R 9 r Or (A) E C[A] be a C-linear map. A O-weight space of

a module V over a conformal algebra R is the R-invariant subspace

V = {v E V| av = qa(A)v, a E R}.

A non-zero vector v from VO is called a weight vector with weight d.



Remark 8.3. If VO - 0 (in which case € is called a weight of V), then Oa,(A) =

-Aqa(A).

Theorem 8.4. (Conformal version of Lie's Theorem) Let R be a finite rank solvable

conformal algebra. Then any non-trivial irreducible finite rank conformal representa-

tion V of R is free of rank one: V = Av, where i is a weight vector.

In order to prove this statement, we need a simple lemma about finite solvable

conformal algebras:

Lemma 8.4. If R is a finite solvable conformal algebra, then the rank of R' is strictly

lower than that of R.

This is an easy corollary of the following proposition.

Proposition 8.2. If R is a finite conformal algebra such that rkR' = rkR then

R( n) = R' for all n > 1.

Proof. If rkR' = rkR, then R(n)R c P(8)R for some non-zero polynomial P E A and

all n. Hence the second derived algebra R (2) = [R'.R'] contains (P(-8)P(O+A)[RR])

which is equal to ([RfR]) by Lemma 3.1, hence to R'. El

Proof of Theorem 8.4. Since Tor R always acts trivially

(Lemma 8.3), we can assume R to be free as an A-module. We prove the state-

ment by induction on the rank of R. We have

RD R ( 2) : R(2) D R (n+l) = 0

with R(n) non-zero and commutative. Then R acts on R(n) via the adjoint represen-

tation, R(n) acting trivially. So we get a representation of R/R (n) in R(n), hence by

inductive assumption (cf. Lemma 8.4) we have a weight vector b E R(n) with weight

independent of 0 (if R itself is commutative, any vector is a weight vector of weight

zero for this action). This means [ax b] = fa(A)b for all a E R. Denote by bi the

subspace of (EieR)_ spanned by elements b, m > i. It is clear from (2.11) that bi is

normalized by (£ieR)_. But b, kills a vector u E V for i sufficiently large, by local



nilpotency assumption (8.1). Let V be the set of all vectors killed by b, and let U

be VN for N minimal such that VN - (0). Because of Lemma 8.1, when N > 0, U

is a vector space of finite dimension, and it is invariant under the action of (ieR)_,

since bN is normalized by (2ieR)_. But now we can consider the image of (ZieR)_

inside g( U. This will be a solvable Lie algebra, hence we have an eigenvector v by

the classical Lie's theorem (see e.g. [S]), hence V = Av and theorem is proved.

In the other case N = 0, b kills some non-zero vector v: bAv = 0. Since A b forms

an ideal, the set of vectors killed by b is a non-zero submodule of V, hence V itself.

Hence R/A b acts on V. But R/A b is of lower rank than R, it is still solvable, and

V is its irreducible representation. Then theorem follows by induction. O

Corollary 8.2. The derived algebra of a solvable conformal algebra R always acts

trivially on an irreducible representation of R.

Lemma 8.5. If V = Av is a free of rank one representation of a solvable conformal

algebra R, then V is either trivial or irreducible.

Proof. It follows form Remark 8.1. We also give here an alternative proof. If V is

non-trivial, there is a minimal submodule W of V of rank one (Corollary 8.1). If

W -- V, then 1W is spanned by a vector w = p(a)v, with p non-constant. The module

W is irreducible, hence it is a weight module. We have:

p(, + A)q(&, A)v = p(o + A)sxv = sAw = 0,(A)w = 5s(A)p(O)v,

for some polynomial q(&, A). This gives 0,(A)p(a) = p(O + A)q(&, A). Since the

polynomial p is non-constant, it must have a complex zero c. Substituting c - A for

a, we get q5(A)p(c - A) = 0, hence q,(A) = 0. But this tells us that the action of S

on W is trivial, giving a contradiction. Hence W = V, and V is irreducible. OE

Corollary 8.3. Let R be a finite solvable conformal algebra and V a finite conformal

module for R. Then it is always possible to find a family of submodules

Tor V = Vo , C V c... C Vv = V



such that i+1/Vi is free of rank one for i > 0. The action of R on Vi+/V, is either

trivial or as in Theorem 8.4. In particular, R' is a nilpotent conformal algebra.

If V is a free A-module, then we can choose an A-basis of V in which the action

of R is expressed via upper triangular matrices.

Corollary 8.3 implies:

Theorem 8.5. If R is a finite solvable conformal algebra, then there is a sequence

of ideals

Tor R = Ro C R1 C ... C RN = R

such that R,+1/R, is free of rank one as an A-module. In particular, if R is free as an

A-module, it can be obtained by a sequence of extensions by commutative conformal

algebras that are free as A-modules.

We finish by proving the useful analogue of a classical result of Lie representation

theory (see e.g. [S]) sometimes referred to as the Cartan-Jacobson theorem.

Theorem 8.6. (Conformal version of Cartan-Jacobson Theorem) Let R be a finite

conformal algebra which has a finite irreducible faithful representation V. Then R is

isomorphic to one of the following conformal algebras:

(i) Cur g, where g is a non-zero reductive Lie algebra whose center is at most

one-dimensional;

(ii) the standard semi-direct sum of Vir and Cur g, where g is as in (i) or zero.

This result allows us to easily prove the conformal version of Engel's theorem for

Lie algebras.

Corollary 8.4. Let R C gcV be a finite conformal algebra, with V of finite rank.

If a, is nilpotent on V for any a E R and n E Z+ and V : 0, then there exists a

non-zero v E V such that a\v = 0 for all a E R.

Proof. By contradiction: suppose there is no vector killed by the whole of R. First

of all, V must be torsionless, due to Proposition 3.2.



Let us take a maximal proper submodule W (there always exists one). If W = 0

then V is irreducible. But Theorems 8.1-8.3 and 8.6 classify all faithful irreducible

representations of conformal algebras, and no one of them is acted on by all nilpotent

maps. This means that all of R acts as 0, If W # 0 and rkW < rkV then the

statement holds for W by induction on rkV.

Let us take the intersection Wo of all submodules of V with the same rank as V.

By Corollary 8.1, R. V C Wo.

If rkWo = rkV, then W0 has no submodules of the same rank as V, so we can use

the above proof for Wo. If 0 < rkWio < rkV then we have found a submodule of lower

rank than V, and we can use induction. If T1o = 0 then R -V = 0. O

Corollary 8.5. (Conformal version of Engel's Theorem) If R is a finite rank con-

formal algebra and all elements of R are ad-nilpotent then R is a nilpotent conformal

algebra.

Proof. By induction on rkR. Since ad R C gcR satisfies hypotheses of Corollary 8.4,

there is x 5 0 in R such that R -x = 0, i.e. the center Z of R is non-trivial. But R/Z

also consists of ad -nilpotent elements and its rank is less than that of R, since gcR

is free, and the rank of Z C gcR is therefore of rank at least one.

Inductive hypothesis shows that R/Z is nilpotent. But it is clear that R is nilpo-

tent if and only if R/Z is. 0

We will divide the proof of Theorem 8.6 in several lemmas.

Lemma 8.6. If R is a finite conformal algebra having a faithful irreducible finite

representation V then the radical of R is a commutative ideal.

Proof. Let J = RadR. Since J is solvable, there is a v E V that is a common

eigenvector for J; furthermore, we know that J acts on v with weights that are

independent of 0 (Theorem 8.4). Hence J' = [J - J] is an ideal that kills v. But

the set of all vectors killed by J' is a non-zero submodule, so it is the whole V. By

faithfulness of V, J' = 0. F



Definition 8.3. Let J be a conformal algebra and let V be a J-module. Let

J 9 a -4 Oa(A) E C[A] be a linear map. For a non-negative integer n denote by V;

the subspace of all elements of V that are killed by n factors of the form a, - Oa(A),

where a E J, A E C. The generalized weight space of V corresponding to 0 is

00

Ve= U v"
n=1

(Note that V1 is the ordinary weight space).

Lemma 8.7. Let V be an R-module, and let J be. an ideal of R and VO = Un>l V2

be a generalized weight space for J. Then for each n E Z+ we have:

(a) 012V C 1"+l.

(b) Each V2 is J-invariant.

(c) R -v c Vn2+1

(d) V + ' = {v E Vl (a) - $a(A))v C Vo for all a E J, A C}.

(e) VO is an R-submodule of V.

Proof. (d) is clear. (a) is proved by induction, observing that (ax - Ca(A))(0v) =

0((ax - Ca(A))v) + Aav; (d) takes care of the basis of induction, since if v E V1, then

(aX - Oa(A))(0v) = AaAv E Vol . (b) is immediate since av = (a) - ¢a(A))v + qa(A)v.

Proof of (c) is as follows: If v E V" then for all r E R, a E J,

r\a,v - arXv = [r x a]x+,,v. (8.2)

From this we get r (a, - 0a(W))v - (a, - a,())rAv = -[rx a]A+,v hence, since

[r x a] E J and (a, - ¢a(p))v E Vp"- ', (a, - Oa(p))rxv E Vn by inductive hypothesis

and (a). (e) is implied by (a) and (c). I

It will be useful below to set an appropriate basis in order to compare matrix

representations of the action of two elements that need to be equal.



Lemma 8.8. There exists an A-basis f{v, vI, ..., vj vI ... I2 , Vl , ... Of V such that

1V = {p' (O)v I degp () < n - i}. (8.3)
i,3

Proof. For every i E Z+ let {vj}jE, be a C-basis of Vj modulo V n AV - 1. We want

to show that all {v } are linearly independent over A. In particular, if V0 is finite,

then {v>} is a finite set of vectors.

If we have a non-trivial relation between the v 's, we can choose

pZ ()v '+ q,()v N = 0 (8.4)
=1. N-1 3

with q $ 0 for some j, and of minimal maximal degree d of the qj's. Then d = 0. In

fact, if d > 0, then applying aA - O(A) to both sides of (8.4), one gets:

P (a, A) v + Oa() 5(qj ( + A) - q,(&))v7 = 0 (8.5)
t=1. N-1 3

3

for some polynomials P'. If the degree of 0a is m, the coefficient of Am+d in (8.5) gives

a linear relation as in (8.4) where all q,'s are constant, and not all of them are 0.

Once we know d = 0, (8.4) shows that v = EjqZvN is a non-trivial C-linear

combination of the vN which lies in A1Ve - 1 by construction. But v represents a

non-zero class in V4N/(V4
N n .AVN-1), giving a contradiction. Therefore, the v,'s are

linearly independent, and they clearly span VO.

We are left with showing that V; = {ijpp()v I deg p n - i}. This is

obviously true for n = 1, and we want to establish it for all n using induction on n.

Every element inside V; " is clearly an A-linear combination of the vj, i < n + 1. Let

p ()v + Eqj () N
i=1 N-1 j

be an element of Vn +1. We show by induction on N that polynomials pj and qj are



as desired. Applying aA - O(A), A E C, one gets

-(a,A)v; +a(A)5 (q3( + A) -q3(O))v u

t=l.,N-1 j

for some choice of polynomials jp, and this must lie in V¢. But inductive assumption

tells us that the degree in 0 of q (a + A) - q3 () must be < n - N for all A E C, hence

degq < n + 1 - N.

If so, the A-linear combination Ej q, (O)vu certainly belongs to V; + 1 , hence we

are left with proving the statement for

I=1 .. N-1

which is true by inductive assumption. El

We will refer to any basis of 1V obtained in this way as to a standard basis.

Matrix representations of conformal linear maps are analogous to those of linear

maps between vector spaces. If A(O, A) is the matrix representing the action of a,

and B(9, p) is that representing the action of b,, then the matrix representing ab,

is clearly given by the product matrix A(a, A)B( + A, p).

We are going to consider generalized weight spaces for the action of J = RadR

on V. They come useful, since they are fixed by the action of R. Since J is solvable,

we know by the conformal version of Lie's theorem (Theorem 8.4) that at least one

of the weight-spaces is non-trivial. Let q be the corresponding weight. Note that

q $ 0, since otherwise V1 is R-invariant, hence V = AV', J acts trivially on V, and

Theorem 8.6 follows from Proposition 8.1.

From now on, R will be a finite conformal algebra, J its radical, V a faithful

irreducible finite R-module such that V = V, the generalized weight space with

respect to the action of J for the weight / # 0, for which V # 0.

Lemma 8.9. The rank of J is at most one.

Proof. Suppose that rkJ > 1. Then, by Remark 8.3, oa, = -Aa, hence we can



always find a non-zero a E J for which da = 0. Now, all elements in J whose weight

is 0 form an ideal Jo of R. In fact, since the action of r E R increases the filtration by

one (Lemma 8.7c), and ax - Oa(A), A E C, obviously decreases it by one, their matrix

representation in any fixed standard basis is given by the following block matrices for

the filtration {V0}:

rA =

a. =-

:0

0

0

R2

... 0 Rn-1

J1

0

0a(u)

0

where R, = R,(A) and J, = J,(p) are independent of &

trace of the matrices representing both sides of

(cf. Lemma 8.8); then taking

rxap - a,-r -= rA a]x

we easily get that if Ca is zero, then [r,, a] is also zero. The same reasoning as before

shows that J0 acts trivially on V, a contraiction with faithfulness of the R-module

V. O

Once we know J is commutative of rank one, we can consider the adjoint repre-

sentation of R/J on J. This is a rank one representation of a semi-simple conformal

algebra. We know from Theorem 8.1 that the current part of R/J must act as 0, and

that of all the Virasoro algebras, only one can act non-trivially. Let S c R be the

centralizer of J in R.

Jn-1

0a(/ W



Lemma 8.10. S stabilizes the filtration {Vj}.

Proof. By definition of S, [S - J] = 0. Then using this in (8.2) gives the proof. O

This tells us that in the standard basis the matrices representing the action of

elements from S are block upper triangular for the filtration { Vn}, with diagonal

blocks independent of 0. In particular, if S/J contains Vir's, diagonal blocks in their

matrix representation are trivial (by Theorem 8.2). Hence their action is trivial on

V, so S/J is a current conformal algebra by Theorem 7.1.

Lemma 8.11. All central extensions of a finite simple conformal algebra R by a free

A-module of rank one are trivial.

Proof. Let R be a central extension of a finite simple current conformal algebra Cur g

by a rank one center A. The A-bracket in such a conformal algebra is given by

[g h] = [g, h] + ao(g, h), (8.6)

where g, h E g C Cur g and a(g, h) E A[A]. Then axiom (C4) gives

a (a, [b, c]) - a,(b, [a, c]) = AA+,([a, b], c), (8.7)

and setting a)(g, h) = Ei A'a,(g, h):

i Vaji(a, [b, c]) - p1: ', (b, [a, c]) = Z(A + p)k ak([a, b], c),
i k

for every a, b, c E g.

This immediately shows ai = 0 for i > 2, since g' = g. Moreover:

ao(a, [b, c]) - ao(b, [a, c]) = ao([a, b], c), (8.8)

a, (a, [b, c]) = a, ([a, b], c). (8.9)



Axiom (C3) is equivalent to

ao(a, b) + cao(b, a) = 9al(a, b). (8.10)

It follows from (8.9) and (8.10) that ax is a symmetric invariant A-valued bilinear

form on g, hence it is a multiple of the Killing form (.I.): a (g, h) = p(O)(gjh).

Set 0(g, h) = ao(g, h) - lap(3)(g h). Then (8.10) implies skew-symmetry of 3

and (8.8) translates as

1
f3([a, b], c) - /3(a, [b, c]) + /3(b, [a, c]) = - p(1)([a, b] c).

2

Plugging in a = h E 1, b = e, c = e~, for some root a, we get:

f(h, [e,, e-]) = 1ap(a)a(h)(ea e_-). (8.11)
2

If hQ is the bracket of root vectors e,,e_c such that (ele_ ) = 1, we get

f(h,, hc) = lp()a(ho). But the left-hand side of (8.11) must be 0 due to skew-

symmetry of t. Hence p = 0. This shows that ct is 0 on the whole g, hence a0o is a

Lie algebra 2-cocycle for g, so it is trivial, since any central extension of the simple

Lie algebra g is trivial.

In the case of a central extension of Vir, axiom (C4) for the A-bracket

[L L] = (a + 2A)L + p(8, A)

gives the following condition on p:

(a + A + 2p)p(&, A) - (0 + 2A + p)p(O, p) = (A - A)p(O, A + p)

(8.12)

Setting p = 0 in (8.12) we get &p(&, A) = (0 + 2A)p(&, 0), whence p(O, A) = q(O)(a +

2A), for q(O) = p(. Then L + q(O) is a standard generator of a Virasoro conformal

algebra. O



Lemma 8.12. If R is a finite semi-simple conformal algebra, then all central exten-

sions of R by a free A-module of rank one are trivial.

Proof. As an A-module, a semi-simple conformal algebra R is a finite direct sum

D, Si of subalgebras S, (Theorem 7.1). We can make a 2-cocycle a,(., -) on R trivial

on S, x Si for all i. We will call axls, xs, a cross-extensions of Si and S,. Our goal is

to prove that cross-extensions of a 2-cocycle on R are zero if its restrictions on all Si

are zero. Without loss of generality, we can assume R to be the (semi-direct) sum of

two simple algebras.

If R = Cur g is a semi-simple current conformal algebra, one shows as in

Lemma 8.11 that al is an invariant bilinear form on g, hence ail(g, h) = 0 if g

and h belong to distinct simple ideals. So al is identically zero on g, hence ao is a

Lie algebra 2-cocycle on g, hence it is trivial (since g is a semi-simple Lie algebra).

This takes care of cross extensions of a simple conformal algebra by another simple

conformal algebra.

Next, we need to figure out what a (L, g) can be if L is the standard generator of

Vir, and g E Cur g, with g a finite-dimensional simple Lie algebra. In a semi-direct

sum, L will act trivially or in the standard way on g. Then setting a = L, b = g,

c = h, with g, h E g, in (8.7) gives a,(L, [g, h]) = 0 as soon as a, is zero on g x g. If

we make ax zero in advance, this shows that aA(L, g) = 0 if g lies inside the derived

Lie algebra g' which equals g when g is simple.

In order to show that also cross-extensions of Vir by Vir are zero, it is enough to

substitute a = L 1, b = c = L2 in (8.7), where L1 and L2 are standard generators for

the two Virasoro conformal algebras. O

Remark 8.4. (a) The universal central extension of the conformal algebra Vir has

one-dimensional (over C) center and the corresponding cocycle is a multiple of

a,(L, L) = A3 (of course the associated formal distribution Lie algebra is the usual

Virasoro algebra).

(b) The center of the universal central extension of Cur g, where g is a finite-

dimensional semi-simple Lie algebra is canonically identified with the space B of all



invariant bilinear forms on g and the corresponding cocycle is a{f(a, b) = f(a, b),

f E B, where a, b E g (of course, for simple g, the associated formal distribution Lie

algebra is the usual affine Kac-Moody algebra).

(c) For an arbitrary semi-simple conformal algebra the universal central extension

is the obvious combination of (a) and (b).

Corollary 8.6. S = S/J E J (direct sum of conformal algebras).

If R = S, i.e. J is centralized by the whole R, we are finished, since S is the

current conformal algebra associated to a reductive Lie algebra with one-dimensional

center. If R 0 S, we need to do some extra work.

We are in the following situation: R is an extension of R/J by J which is trivial

on S/J, and R/S = Vir. From now on, denote by a a generator of J, by q the

polynomial Oa, and by L a representative in R of the standard generator for the

quotient conformal algebra R/S. It is clear that we can choose L to act on S/J in

the standard way, and with no contribution in J (since S/J is isomorphic to S').

Next, we prove:

Lemma 8.13. [L A a] = (0 + A)a.

Proof. By now we only know that [L A a] = p(O, A)a for some polynomial p E C[&, A].

Writing down matrix representations of the action of L and a in the standard basis

L1(A) A42
L = 0 L 2(A)

S ... L 1(Mn-1

0 ... 0 Ln-I (A) Mnj



0 () C21( )

o q(p) C_ (ii)

0 . . . . . . O)

where Li(A)'s and C,(p)'s are independent of a and Mi(a, A)'s are linear in a (cf.

Lemma 8.8), and taking trace of matrices representing both sides of:

[L\, a,] = p(-A - p, A)a+, (8.13)

we get

(p)( Tr(M(a, A) - AM(a + p, A)) = p(-A - p, A)O(A + p) - rk(V).

(8.14)

Set M(a, A) = Tr 2 M, (, A) and write M(a, A) = M0o(A) + N(A)1. Then (8.14)

can be rewritten as

- p¢(p)N(A) = p(-A - p, A)¢(A + p)rk(V). (8.15)

Setting p = 0 in (8.15) we obtain p(-A, A)¢(A) = 0 and since € is not identically

zero, p(-A, A) = 0 for all A E C. This means that p(a, A) = (a + A)q(&, A) for some

other polynomial q. But the adjoint action of L on a defines a rank one representation

of the Virasoro conformal algebra, and we know all such (Theorem 8.2). The only

possible values of q are zero and one. If q is zero, then L centralizes J and R = S. If

q = 1 then [L\ a] = (a + A)a. Ol

Remark 8.5. Substituting p(a, A) = a + A in (8.15) it is immediate to show that

0 must be a constant polynomial and N(A) = Id. Up to rescaling a by a complex

multiple, q can therefore be made equal to 1.



The only A-bracket we now need to take care of is [L A L]. In order to show it is

nothing but (d + 2A)L, or rather, that it can be made into this form up to shifting

the representative L by an element in J, we prove the following lemma.

Lemma 8.14. LA - a stabilizes Vj.

Proof. Using Lemma 8.13 and axioms of an R-module, we get:

[LA, a, = -Iax+, (8.16)

Applying both sides of this equation to v E V1, we get

Lv - s,Lv = -pv, (8.17)

where s, is as in Proposition 6.2. Using the notation of Lemma 8.13, the left top

block in the matrix representation of -pa\+,,, obtained from (8.16), must be equal

to -pi - C1 (p)Li(A). But by (8.17) this equals to -, so Ci(p)L1 (A) = 0.

The way they have been obtained, it is clear that the columns of C1 (p) are linearly

independent over C, otherwise we would get a linear combination of the v 2 which lies

in VIg. Therefore L 1(A) itself must be zero. This shows that AVI is stabilized by the

action of L and that Lx - 1 acts independently of 9 on a basis. O

Combining Lemma 8.7b, Lemma 8.10 and Lemma 8.14, we see that AVI is an

R-submodule of V, hence V = AT" . So there is a basis of V of eigenvectors for a,

and the action of a is given in this basis by the identity matrix.

Lemma 8.15. L can be chosen such that [LA L] = (0 + 2A)L.

Proof. The matrix representation of the action of Lx in the eigenvector basis of V is

0 + C(A), where C is some matrix independent of 0 (Lemma 8.14). Up to adding to

L an appropriate element j from J, we can make the trace of C(A) equal to zero.

Let L = L - j. Then the action of [L, L,] - (A - L)LA+, is given by the matrix

AC(A) - MC(ip) - (A - p)C(A + p), whose trace is clearly 0. This shows that if



[L , L] = (0 + 2A)L + j',j' E J, then the sum of elements on the diagonal of the

matrix representation of j' is zero. Hence j' = 0, and L is Virasoro-like. El

End of proof of Theorem 8.6. By Lemma 8.9, rkJ is at most one. If J = 0, R is semi-

simple. In view of Proposition 8.1, a finite semi-simple conformal algebra having a

finite faithful irreducible representation is as in (i) or in (ii).

If J 0 0, and R centralizes J, then R = R/J e J is isomorphic to Cur g, where g

is a reductive Lie algebra with one-dimensional center.

If J :A 0, and R does not centralize J, then R is the standard semi-direct sum

of Vir with S = S/J e J which is the current conformal algebra associated to a

reductive Lie algebra g with one-dimensional center. EO



Chapter 9

A generalization: the case of

several indeterminates

The theory we have developed clearly dismisses most of the richness set forth by the

Cartan Guillemin theorem. The most immediate way to include in our study higher

rank Cartan type algebras (even though K, can never be realized as annihilation

algebra of any n-conformal algebra) is by considering "local" families of formal dis-

tributions in several indeterminates. Proceeding like this we lose most of the physical

motivation, but the algebraic objects we obtain still prove interesting. In this chap-

ter I give a brief sketch of the theory of conformal algebras in n indeterminates (or

n-conformal algebras, as I call them) and try to approach the problem of listing all

simple ones.

Let V be a vector space. A V-valued formal distribution in n variables q is a

formal power series

q(Z Z2, z 2 , ., n i) i ,i2 ,..r- ., -1 Z2i2-1 ... Zn -  E V[[z1, z 1 , ... , z n l],
il,i2,.,inEZ

We will often write O(z) = i'z iz - 1, where zi = zT1 z...in and 1 is the

n-tuple (1, 1, ..., 1); elements ei G V are called Fourier coefficients of 0. If g is a Lie

algebra, two g-valued formal distributions ¢, V in n indeterminates are said "local"

to each other if (z - w)N[0(z), V(w) = 0 for some N E Zn .



As in the case of one indeterminate (Proposition 2.1) algebraic properties of local

formal distributions in n indeterminates are described by coefficient of the expansion:

[a(z), b(w)] = > ci(w)O()6(z - w), (9.1)
iEZ+n

where 6(z - w) = 6(zi - wi)6(z2 - W2)...6(zn - iW).

If we write a(i)b = ci we get a family of bilinear products whose properties we can

use as axioms of the algebraic structure we want to study:

Definition 9.1. R is an n-conformal algebra if it is a C[al,..., ,]-module endowed

with a family of C-bilinear products (n), n E Z&+, satisfying the axioms:

(Si) a(N)b = 0 for N >> 0,

(S2) (a,a)(n)b = -nia(n-e,)b, a(n),zb = Oi(a(n)b) + nia(n-_e)b,

(S3) a(n)b = Ej(-1)"n+ja(J)(b(n+j)b,

(S4) a(m)(b(n)c) - b(n)(a(m)c) = E 0m= () (a(j)b)(m+n-j)c,

where ei is the n-tuple whose entries are all 0 but for the i-th one, which is 1. If we

write [axb] = En X(n)a(n)b, (SO)-(S3) are translated as follows:

(SO) [a b] is polynomial in A,

(Sl) [d0axb] = -Ai[axb], [ax0,b] = (&0 + Ai)[axb],

(S2) [axb] = -[b__xa],

(S3) [ax[bc]] - [bc,[axc]] = [[axb]x+,c].

We call [axb] the "A-bracket" of a and b and completely describes the structure of R.

Remark 9.1. Notice that a 1-conformal algebra is just a conformal algebra, and that

a 0-conformal algebra is an ordinary Lie algebra.

Definition 9.2. If V and W are C[&1,..., 0m]-modules, phi : V -+ W[A1,..., A,] is an

n-conformal linear map if Ox(O9v) = (ai + Ai)oxv. The space of all n-conformal linear

maps from V to W is made into a C[ 1a,..., ... , ] module by (0iq)\v = -Aiqxv, and is

denoted by Chom(V, W). We will abuse the notiation by writing q : V -+ W as soon

as it is clear that ¢ is n-conformal linear



Remark 9.2. Elements in an n-conformal algebra R act on R via n-conformal maps.

In particular, if ada : R -4 R is such that (ad a)xb = [axb], then ad : R -+

Chom(R, R) is a homomorphism of C[&1,..., &m]-modules. Setting the obvious n-

conformal algebra structure on Cend R = Chom(R, R) (see Example 3.5) makes ad

into a homomorphism of n-conformal algebras. Cend R with this natural A-bracket

is denoted by gcR.

We will state a few facts about n-conformal algebras. We will not provide explicit

proofs since they are clear generalizations of the ones given for ordinary 1-conformal

algebras.

Proposition 9.1. Any 0 E Chom(V, W) maps Tor V to 0. In particular, Tor R is

always a central ideal of the n-conformal algebra R.

Let the annihilation algebra (QieR)_ be the image of R[tl, ..., t,] inside

R[ti, t11, ... , tn, tn1]/(91 + /latl,..., i n + /tn) under the natural projection to the

quotient. Let am denote at m = at' ...t  . Then the bracket

[am, bn] = ( (a(j)b)m+n-i (9.2)

is a well defined Lie bracket. Let R be a finitely generated (as C[a 1,..., m]-module)

n-conformal algebra. If {ro}fEA is a finite set of generators, we can define a filtration

by subspaces and a topology on (ZieR)_ as in Proposition 4.2.

Then the Lie bracket 9.2 is continuous for this topology, and we can complete

(2ieR)_ with respect to this filtration. The semi-direct product (1,, ... , ) (ieR)_

will then be a linearly compact Lie algebra, and will satisfy the conditions of The-

orem 5.2. It is easy to show that for a semi-simple finitely generated (or finite)

n-conformal algebra R one can always find an ideal of (fieR)_ isomorphic to a non-

trivial central extension of S C[[ti, ..., tr]], where S is as in Theorem 5.2. If R is a

simple conformal algebra, (2ieR)_ will then be of this kind. The classification of sim-

ple n-conformal algebra still requires a description of all possible actions of a1,..., ,n

on (ZieR)_, and a reconstruction theorem in the spirit of Proposition 5.1. The de-



scription of all possible actions of 1,..., is given in [NW]. As far as Proposition 5.1

is concerned, we give here a very interesting generalization.

Let R be a finite simple n-conformal algebra, and assume R to be torsionless. If

£ = (ZieR)_, denote the subspace of all power series s(t, .., tn) in £[[tl, ..., tn]] whose

coefficients converge to 0 in the topology of 2 and satisfying (a, + ti)s(tl, ..., t,) = 0

by R.

Claim: R is a C[1, ...', Om]-module. R is naturally a subspace of R via the embedding

r '-* Ei ri t . f is finitely generated, and it is isomorphic to R if R is free. Furthermore

there are no free submodules strictly between R and R.

We can now recover the conformal algebra structure on R. Let a = ji aiti , b =

E bit'. Define:

c -= (-1)m + j ( [aj, bm+ij]. (9.3)

Then cm = C cnt i lies in R too. Equation 4.9 shows that the element cm is "morally"

the j-th product of a and b. In this way we reconstruct a conformal algebra structure

on R (it is not too difficult to show, using the filtration (4.6), that cm = 0 for

m >> 0). Therefore R is a n-conformal algebra, and the embedding of R in R is an

injective homomorphism of n-conformal algebras.

Assuming R was simple, R does not need to be so (for instance, it might contain

R itself as a proper ideal). However, R' = [R. R] is certainly simple (see Corollary 8.1

and Proposition 8.2) and equal to R.

In general, I cannot prove an existence theorem for a simple algebra structure

inducing any given extended annihilation algebra; but the above argument guarantees

uniqueness, and explicitly constructs R whenever it exists. In general one can expect

to find problems in showing R is finitely generated, and proving axiom (SO) for the

A-bracket defined in (9.3). But I expect R always to be free of finite rank, and the m-

th product to satisfy the local nilpotency axiom. This would give a complete positive

classification of all simple n-conformal algebras.
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