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ON THE REASONABLENESS OF REGRESSIVE EXPECTATIONS"''

John Bossons and Franco Modigliani

Most models of short-term economic fluctuations have assumed that businessmen's
short-term anticipations about operating variables such as their companies' sales
can, when aggregated, be regarded as an ext^rapolation of the current trend or level
of those variables. Unfortunately, however, evidence from a number of surveys of
such anticipations suggests that this assumption is inaccurate; that businessmen,
rather than ext.rapolating the current trend, consistently tend to forecast a

reversal of that trend. A number of analysts have attempted to find explanations
for this evidence that would not conflict with the assumption that expectations
are predominantly extrapolative. But basic to such attempts is a presumption
that regressivity (as such persistent trend-reversal has come to be named) is not
a "real" phenomenon, and so must be explained away if it occurs. Is this a valid
presumption? The thesis of this paper is that it is not. Vfe propose this thesis
by first demonstrating the existence of regressivity in data on individual firms'
sales, then constructing a model to explain the regressivity in actual data and
hence in anticipations, and finally going on to resolve the apparent paradox
posed by forecasts that continue to predict turning points when aggregated even
though such aggregation causes regressivity to disappear in the actual data.

1 Many of the ideas expressed in this paper have been in circulation for some
time and have benefited from criticisms made by a number of colleagues. Parts
of this paper were discussed in a paper [^4-] given at the I96O Stanford meetings

of the Econometric Society and at a Workshop at the University of Wisconsin.

We are indebted to the discussants of that paper and part-icularly to Guy Orcutt

for some stimulating suggestions. A number of the essential ideas of this paper

were also included in an earlier draft monograph circulated in 1958 under the

title "The Repressiveness of Short-Run Expectations as Reported to Surveys --

An Explanation and its Implications, " and we are gr-ateful to readers of that

paper and particularly to Albert. Harfc and l^rshall Kolin for their criticisms.

The current version of this paper has been presented to seminars at Carnegie

Institute of Technology and the University of Chicago, and has benefited

partdcularly from comments by Kalman J. Cohen, Allan H. Meltzer, and

Lester G. Telser, We should also like to thank Donald J. Daly, Donald E.Farrar,

Edward Foster, Douglas Hartle, Marshall Kolin, John Lintner, and Thomas AoWilson
for suggestions made in discussing drafts of the current version of this paper

with us. Computations underlying the empir-ical evidence presented in this

paper were supported by a grant from the Sloan Research p\ind of the M.I.T.

School of Industrial Management, and were carried out on the School's IBM
1620 and on the IBM TO90 of the M.I.T. Computation Center. We are indebted

to Alain Barbier, John Bauer, David Labson, James Stam, and William Steiger

for their labors on our behalf in processing these computations.
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1. Introduction

Twenty years ago, economics took a significant turn vith the publication

of Albert Hart's pathbreaking monograph on the role of anticipations in the theory

of the fixm [3I]. While expectational variables are still introduced explicitly

into few aggregate models, a number of economists have become concerned with

incorporating businessmen's expectations into models based upon businessmen's

decision processes. Interest in surveys of businessmen's anticipations has con-

sequently mounted. Unfortunately the net predictive value of the short—run anti-

cipations reported in these sxirveys has been discouragingly low. Indeed, not only

have analysts [34] [39] [^6] found the surveys to have less predictive value than

alternative naive-model extrapolations of the variables predicted by the respond-

ents, but they discovered [9] [23] [32] that the forecasts consistently tended

even to predict the direction of change incorrectly.

Several attempts have been made to find explanations of such inaccuracy

and, in particular, of such seemingly improbable regressivity in the forecasts.

Since most analysts have presumed that expectations used in businessmen's oper-

ations and planning cannot actually be consistently regressive, they have found

themselves in the position of having to explain away the observed evidence for

regressiveness in the aggregated forecasts. Their explanations have consequently

argued that such regressiveness is introduced into the expectations either by

biases in the design or administration of the sijrvey or by confusion among the

respondents about the base from which they forecast change. Thus Ferber [22]

^ A significant exception is Robert Eisner vho has suggested m [17] and [I8]

that regressiveness in individual forecasts may well be joistified by a corres-

ponding regressiveness in firms' actual sales. His hypothesis that business-

men view the determination of quart.erly sales figux-es as analogous to drawing

from a fixed sample without replacement can be fruitfully applied in terms of

the model developed in Section 3 below.





and Hastay [58] have postulated the incliision in survey samples of a large group

of respondents -vriio arbitrarily make "no change" forecasts of ^-quarter change.

Hart [32] has hypothesized a "conservative" downward editing of the magnitude

of 4-q\iarter change forecasts by both collectors and respondents, Modigliani

and Sauerlender [k6] have dwelt upon the possibility of confusion among respond-

ents between 1-quarter and 4-quarter change, and Daly [15] has suggested an

inadequate recognition by respondents of the extent of non-seasonal change.

All of these hypotheses undoubtedly explain a few of the regressive

expectations reported in each survey. However, for any of them to have general

validity, there must be some substance to the underlying presumption that

businessmen's anticipations are not actually regressive. For if, contrary to

this assumption, anticipations were "really" regressive, an attempt to explain

the regress iveness away could obviously not be justified. Is this proposition

valid?

We have shown elsewhere [7] [9] that the short-run anticipations \diieh

individual respondents report to surveys such as the Dun and Bradstreet and

Canadian enrployers* surveys are quite strikingly regressive. Studies by Theil [551

and Anderson et al [2] present evidence indicating that regress iveness is also

present to a lesser degree among the anticipations reported by individual firms

to the Konjunktirrtest of the IFO-Institut fur Wirtschaftsforschung . Similar

evidence has been presented by Ferber [2k] for the anticipations collected by the

All of these hypotheses rest to some extent on the fact that the surveys which

exhibit the most striking evidence of regress ivity ask businessmen to report

their forecasts in terms of change over a period which substantially overlaps

change that has already occurred. For instance, the s\rrveys conducted by Dun

and Bradstreet or the Railroad Shippers' Associations in a given quarter ask

respondents to forecast their sales or shipments in the fort.hcoming quarter as

a ratio of the level in the same quarter of the previous year. Regress iveness

consequently shows up in the reported anticipations in the form of a forecast

of ii—quarter change which is smaller in magnitude than the actual change which

has already taken place before the forecast is made.





Illinois Labor Force survey. Eisner [l6] has indicated that even the yearly

sales forecasts made by respondents to the McGraw-Hill survey exhibit similar

regressiveness, and Pashigian [5I] has suggested that this may also be true

for the yearly forecasts reported to the SEC -Department of Commerce surveys.

This finding does not in itself show that businessmen's operating

expectations are regressive. It does show that distortions introduced in the

collection and aggregation of individual responses can account for little of

the regressiveness in the published forecasts. But it may be that the forecasts

made by respondents are unintentionally distorted because of confusion over the

base from vrhich the forecasts are supposed to be made. Or, failing that, it

may conceivably be that the forecasts, though regressive, are not in fact

2
operational. While our findings in [9] may be suggestive, we shall

In both the Konjunkturtest and the Illinois labor force survey, less than a

majority of classifiable observations are generally regressive. Their sig-

nificance as evidence for the prevalence of regressiveness in businessmen's
forecasts results from the significant proportion of responses which are on

the average regressive in spite of the shorter forecasting horizons repre-
sented by these surveys

,

2
Conceivably distortion could be introduced through the sort of editing pro-

posed by Hart [32] if the forecasts reported to the surveys did not enter

into businessmen's decision-making and were not proxies for other forecasts

of operational variables, for in such a case the forecasts might represent

little more than the results of a game played between businessmen and survey

interviewers for public relations or other purposes . Undoubtedly this is

the case in a few instances. It is, however, worth emphasizing that no

current variable is likely to be more important than sales in businessmen's

operational planning. Moreover, since the Dun and Bradstreet survey obtains

forecasts of sales from executives responsible for such plans and forecasts,

it is likely that at least in this survey most of the reported forecasts

represents operating expectations.
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thus have to turn to the presumption itself to examine its validity.

Why is it that businessmen's anticipations cannot actually he regressive

even though businessmen do state them in the form of regressive forecasts?

Most analysts would argue that this presumption is valid for two reasons:

(l) that it is not reasonable for businessmen to have anticipations so consist-

ently counter to prevailing trends, and (2) that if businessmen did have consist-

ently regressive expectations (even though it were unreasonable for them to do so),

such expectations could not then be of operational significance in their decision-

making .

In this paper we shall not discuss the second claim, which is largely

a reflection of the first. But let us turn to the first. Is it unreasonable

for businessmen to have regressive anticipations?

We shall discuss different salients of this question in the following

five sections. In Section 2 we first review the general rationals claimed for

extrapolative (i.e., non-regressive) forecasts. We then proceed in Section 3

to examine the extent to which this rationalization of non-regressive forecasts

if justified by the actual pattern of changes in individual firms' sales. In

Section k we construct a forecasting model that is consistent with the cross-

sectional evidence presented in Section 3 and then test some of its implications

for forecasts of different variables. Since the explanations of individual

firms ' forecasts advanced in Sections 3 and k do not suffice in themselves to

explain the behavior of aggregated forecasts, we then attempt in Section 5 to

extend the anticipations model postulated in Section h in order to explain the

regressiveness in aggregated forecasts.

See for instance Hart and Kolin in [33]

•
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2. The Rationale for Extrapolative Forecasts .

In this section ve shall both define more fully vhat is meant by

"extrapolative" and "regressive" forecasts and review the usual justification

made for assuming that forecasts are generally ext-rapolative. To do this ve

shall examine how we might expect rationally-formed forecasts to be related to

other information, given different kinds of "other information." We shall

follow the usage of most analysts of expectational surveys and define "rational"

forecasts as forecasts which yield unbiassed predictions.

The simplest case is undoubtedly that in which a close-to-minimal amount

of information is available to the forecaster. Let us suppose that a forecaster

knows merely the level of a variable in the period immediately prior to the period

for which he wants to forecast. We shall use the symbol A, to denote the actual

level in quarter t of some variable which is of interest to a firm's management

as of quarter t-1, and shall let A, denote the seasonally-adjusted value of

2 s s
that level o If the difference betvreen A, and A, , is not related to the level

of A in t-1, then clearly the best way to predict A, given only knowledge about

Defining "rationality" in forecasting as unbiassedness corresponds to
John Muth's definition [48] of rational expectations as forecasts which mirror

the predictions of the economic model which is relevant in the context of the

set of information available to a decision-maker.

2
For convenience, we hencefort^h denote A in terms of a dating scheme \rfiich is

strictly speaking relevant to the quarterly forecasts collected by the surveys

investigated in [9]. The reasoning is, however, readily applicable to the

forecasts collected by other sirrveys, such as the annual forecasts collected

by the McGraw-Hill and SEC-Department of Commerce surveys -- in which the

relevant comparison is of expected change over the forthcoming year,

(E /a , )-l, to change over the previous year, (^^.lA^.p)"-'- — °^ ^^^ monthly

forecasts collected by the IFO-Institut fur Wirtschaftsforschung.
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s s
A. T

is simply to extraplate A ^ . Businessmen presumably know more about
t—

1

t—

1

influencing A than simply the information provided by their knowledge of

A - , and one would consequently expect their expectations to be more acciirate
t-1

than such simple extrapolations. Nevertheless, if one were to assume that both

businessmen's expectations and simple extrapolations of ctirrent level are un-

biassed predictors of the forthcoming level of A, then it would obviously be

reasonable to describe businessmen's anticipations as on the average extrapola-

tive of level.

s s

,

So long as we have infonnation only on A, ^ and on forecasts of A^

we cannot say anything about whether forecasts are regressive or extrapolative

(in the sense in which "extrapolative" is opposed to "regressive").

"Regress ivity" is meant to denote reversal of trend, and is consequently opposed

to an extrapolation of change . It thus can be defined only in terms of a relation-

g
ship between forecast change and previous change. Specifically, let E. denote

decision-makers' forecasts of ^A,, and let A,_, denote change per period immed-

iately prior to t-1. Then we can define regressive and extrapolative forecasts

by specifying the condtionally expected value of ( E, - A^_^) given ^^_-^ as

(2.1) ^(X-\-i I Vi) =^Vr
where h is some constant. We can describe forecasts as generally extrapolating

past change if h "? or as generally regressive if h<^ 0. (if h = 0, the fore-

casts on the average merely extrapolate A ^, the level of the immediate past.)

We have up to this point assumed nothing which would enable us to put

a priori limits on the range of values which h is likely to take on. Assuming,

however, that decision-makers' expectations are "rational" in the sense of being

unbiassed predictors, it would seem reasonable to suppose that c
( E^ -

'^-t-l''\-l

= C (®A. - ^A. , \\ -,), so that we can as a result of this assumption predict h





from the relationship between (A, - A .

^
) and A, , . Let us suppose that

(2.2) E {\ - %_, I
A^_^) = y At.i-

Then on the average h = 7 if decision-makers ' expectations are truly "rational,"

so that if this assumption is valid ve would expect observed values of h to be

distributed around 7.

A cursory examination of any reasonably aggregated time series for sales,

profits, or other operating variables indicates that intracyclical trends spanning

periods which do not contain cyclical turning points are typical of the majority

of forecasting situations. It would thus seem quite realistic to assiime that

generally 7 ->• 0, so that "rational" forecasts would be extrapolative. Table 1

presents the results of a somewhat less cursory attempt to estimate 7 for aggregate

maniifacturing sales. These results support the presumption that 7, where signifi-

cant, is positive. Many investigators, whether or not explicitly Bayesian in

their methodological convictions, have consequently approached evidence on short-

run expectations with a prior outlook heavily weighted in favor of the notion

that h should be positive.

We have not explicitly included a constant term in equations (2.1) and (2.2)

which would incorporate the influence of longer-term trends not subsumed in

7 A. - . As Table 1 indicates, the decreasing significance of the estimated

slope parameters as the interval over which Aj. -. is defined is increased

results in an increasingly large constant term, but only sufficiently so that

the constant term is significantly non-zero at the 10 per cent level for Ai^_-,

defined over four quarters. Given the level of the mean of (^A, - a ) __
^ t-1'

0.73^+ billion dollars for the fourth regression in Table 1 -- there would appear

to be little potential for f-urther increase in the constant term and so little
evidence to substantiate an assumption of non-zero constant terms in these

equations, at least for the range of definitions of \_-, which ve are consid-

ering.
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in actual fact, most analysts of expectations ' surveys have approached

survey evidence with prior expectations for h that are more in the nature of a

horizontal distribution over the interval (O, 7) than in the form of a point

estimate. In other vords, their presumptions about h can be better stated in

terms of a belief that

(2.3) €h = f y, Pr(f ^ F) = F, -^ Y ^ 1,

rather than in terms of a belief that £ h = 7. Such range estimates have sometimes

arisen from a presumption that any collection of responses to a siirvey is made up

of some unknown fraction (f ) obtained from individuals who extrapolate change,

with the remaining fraction (l-f ) obtained from individuals who merely extrapolate

level. The Ferber-Hastay hypothesis - cf [22], [58], and [9, p. 250] - is an

extension of this presumption, A second, perhaps more realistic source of such

range estimates is the assumption that, aggregation problems aside, forecasters

will consistently tend to xinderestimate the magnitude of change that actually occurs

over forecasting horizons. Both assumptions reflect a modification of the

The reasons for such understatement have been amply delineated by Henri Theil

[55^ pp. 156-161]. It should be emphasized that such understatement is of the
change that occurs after a forecast is made. In the context of the dating scheme
used in the text, which is specifically relevant to the quarterly forecasts
reported by surveys such as those conducted by the Railroad Shippers'

Association, Dun and Bradstreet, or the Canadian Department of Labour, such
understatement is thus of the change that occurs between t-1 and t. Because
the forecasts are reported in terms of ^-quarter change, regressive (trend-
reversing) forecasts can appear in the form of understatement of actual
U-quarter change. It is consequently important to differentiate clearly
between understatement of the type discussed by Theil and this second (regressive)
\mderstatement, which is of change over a period including both the forecast
horizon and several quarters prior to the making of the forecasts. Cf, however,
the comments of Hart and Kolin in [33^ P. 260].
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"rationality" customarily associated with extrapolative forecasts, of course,

for the rational expectations postulate vould imply f = 1, not ^ f £ 1,, But

"irrationality" should not necessarily be regarded as unreasonable.

In any case, even Including this modification of the "rationality"

postulate, the expectation of most analysts of survey responses is that h

should be positive — or, at the very least, non-negative. We shall proceed

to derive the implications of this presumption for relationships vrhich can be

derived from data obtained from expectational surveys.

Because seasonally-adjusted figures are typically less familiar to

businessmen than comparisons vith the same period of the preceding year, most

surveys ask businessmen to report expectations and past data in terms of

U-quarter change expressed in percentages. It is consequently necessary to

derive the implications of equation (2.1) for if-quart-er change data,

Edwin Mills [h-k] has remarked that the point of the rationality hypothesis

advanced by Muth [kd] is simply that it is not plausible to assume that fore-

casts made by decision-makers wiao are otherwise assumed to act rationally

will continue to differ from experienced results in a mechanical and easily

perceived fashion. It would thus seem irra-cional to find a persistence of

the bias engendered by underestimation of change. Before adopting this con-

cliasion, however, it may be useful to consider the pitfalls in relying

excessively on a definition of "rationality" framed in terms of unbiassedness,

Theil [55, section 3.3] has pointed out in analyzing postwar macroeconomic fore-

casts in Scandinavia and the Netherlands that a simple, mechanical correction

for the systematic understatement of change in the forecasts leads to a con-

siderably larger error variance for x>he "corrected" forecasts. As Theil

[p, 76] has commented, "Although the elimination of a systematic forecasting

error seems desirable in itself, it is far from sure whether we should advise

the Governments of these countries to base their economic policies on the

assumption that the actual changes are 50 to 100 per cent larger than the

predictions of their forecasting agencies, even if we feel sure that the bias

toward imderestimation will remain unimpaired,"
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s s
To do so, we shall set \_-, = \ ^ - K k ^"^^ write equation (2.1)

in the form

(2.M \ - \-l = ^ (%-i - \-4) + ^'

where w, is the error of the predictive equation (2.1), Adding ( A, ^ - ^A^ , )t t-1 1/-4

to both sides of (2.U) and dividing both sides of the resultant equation by

A. u^ we obtain

(2.5)
- 1 (1 + h)

\-k

t-1

^t-1^

^t'

where u, = w,/ A, , , Since E,/ A, . can be written simply as E,/A, , if the

seasonal is stable, this transformation permits us to express forecasts in terms

of non-seasonally-adjusted figures. Past change can likewise be expressed in

terms of i+-quarter change indices by defining a constant a, such that, denoting

(2,6)
^t-1

(1 + a^) t-1 - 1

%-k

If a trend exists in the series defined by successive values of A, then a
t-1

will be greater than [( A,
^ / A, i ) - l]. Indeed, if such a trend is linear,

then because a spans one more quarter than does [( A, ,/ A i ) - l] it will
t—

X

*C — X t"

^

be roughly U/3 as large. The average value of a, would then be roughly
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l/3o Actually, Of course, the fact that trends do not persist indefinitely

vill result in smaller values of a. As Table 2 indicates, estimates of a

obtained from regressions of a on [( A, ,/ A, . ) - l] for manufacturing sales

between I9U8 and I96O are all veil belov l/3^ ranging in the neighborhood of

2
0.05, though the width of this neighborhood is rather wide.

Denoting [E, / A, . ) - l] by e. and substituting from (2.6), equation

(2.5) can then be written as

/^ r,\ 1+h
(2.7) e^ = r^ S_j_ + \'

Using an estimate of the average value of a, obtained from the regressions pre-

sented in Table 2, we can rewrite (2.7) as

(2.8) e^ = B%^_^ + e*

where B = (l+h)/(l+a), and where £. = u ^plvis any additional residual error

resulting from constraining a, to be a constant. (The reason for this particular

choice of notation will be made clear later.) If f = 1 so that h =r 7, then.

The average value of a, is actually somewhat greater than I/3 in the presence

of a linear trend. Rearranging (2.6), we obtain

%-5

3 S

^t-1 - \-3

A^ , - A^

It is evident that the average ratio of C\_-^ "
^^t-5^

*° ^ "'^t-l
" \-0 ^^ ^/^

in the presence of a linear trend, but that ( A^_|^ / A^.c) is on the average

equal to (l + q), where q is the average quarterly trend increment. The average

value of CL is hence {k/3) (l + q) - 1. (We are indebted to Edward Foster for

pointing out an error in our original analysis.)

^ Only one-third of the 15 industry regression slope parameters are significantly

different from unity even at the 10 per cent level; moreover, their standard

deviation is .105, more than twice the average estimate of a.





TABLE 2

PARAMETERS OF REGRESSIONS OF a.t_i ON [( A^-.i / A^_^) - 1]

FOR DATA ON AGGREGATE QUARTERLY SHIPMENTS IN MANUFACTURING
INDUSTRIES, 19U8 - 1960

Slope
Parameter

Estimate
of oL

Constant
Term

Correlation Number of

Coefficient Observations

A. SUMMARY OF DISTRIBUTION OF PARAMETERS

OF REGRESSIONS COMPUTED FOR 15 INDUSTRIES

Median
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since both a and 7 represent extrapolations of [( A )-l] over bordering

quarters, it is evident that a should equal 7 in the presence of a recognizable

linear trend extending over the five quarters between t-5 and t, thus making

B* unity. The slope of the regression of e, on a . should thus in this case
*o t ~1

equal unity. If, on the other hand, f = so that h = 0, the expected slope

of the regression of e, on a is l/(l+a), where a is the average value of cc.„

Since the boundary discriminating between regressive and non-regressive fore-

casts is defined by the extrapolation of level corresponding to h = 0, the

2
average slope of this boimdary is thus somewhat less than unity.

We have up to this point based our definition of alternative extrapola-

tive hypotheses upon a direct estimate of a because of the intrinsic interest

in a resulting from the close similarity of a and 7. However, in evaluating

the parameters of a given regression of e^ on a ^, it may bias the results

towards concluding that forecasts are regressive if we compare the estimated

B* to the value of l/(l+a) obtained from this direct estimate of a if there is

It may be useful to specify the inclusion in (2.5) of a constant term repre-

senting the average net effects of longer-run trends not wholly subsumed in

the short-run trends represented by h (a ). A constant term in the re-

gression of e, on a, ^ may then be interpreted as an estimate of this net

longer-run effect

«

Cf. [9, p. 2^4-8], This discussion of the relationship between e, and a

is, of course, at a somewhat general level. As has been pointed out in

[9, esp. fn. 16a], it will be useful in analyzing the regression of e on

a. . in a particular sample to take explicitly into account the value of a.

determined by the average relationship between
^+_-J ^Jr_h ^"^"^

^t-^/^'^^t-S

in that sample.
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attenuation In either estimate « As an alternative, ve can estimate the rela-

tionship between e, and a for forecasts which extrapolate level by esti-

mating l/(l+a) directly from regressions of [( A, ^/ A, u)-!] on a, . By so

doingj, we can thus be sure that any attenuation in these estimates will bias

comparison with slopes of regressions of e, on a ^ in favor of "verifying"

that the forecasts are extrapolativCo

Attenuation resulting from covarying error terms and independent variables,
perhaps part-ly because it is often called "regression bias, " can be confused
with the regre-sivity phenomenon. One specification of such bias is attri-
buted to us by Muth [kd, pp. 332-333 J in the cotirse of advancing an alterna-
tive explanation of underestimation to that advanced by Theil [55]- We
should emphasize that the analysis there presented should not be construed
as an explanation of regressivity. Indeed, it can be showii that Math's
explanation of imderstatement has no implications for the value of h and is

hence a less general explanation of understatement than is Theil 's. Let

A be expected change. A, be realized change. A, , be non- overlapping but

contiguous previous change, and u. > v. , and w, be random variables o Math's
—1 e e

"rational expectations" hypothesis is that A = g \ + '^ff ^ "^4- ~ ^^+ \ ~ ^^

g = 1, which implies A, = g A, + u , where u = -gv+> so that, using g to

denote the direct least squares estimate of g, we have plim g <^ g = 1« Thus

even though the forecasts A^ are unbiassed, the observed relationship between

Af. and A, indicates underestimation of change » As in (2.2) above, let

\= y A^_^ + w^, £w^ =^^t ^-1 " ^° ^^'^ ^" ^ "^ \-\ "^ ^t *" ^V ^° *^^**

again using g y to denote the least squares estimate of the coefficient of A^_-]^

we have plim g 7 = g 7 + g[cov(w. A, _, )/var A, _, ] + cov(u^A. _- )/var A(._-j_<> But

the first covariance term is of course zero, and cov(u. A, _-| ) = -cov(v. A, _, ) =

since A. , is known when the forecast A is made and since any systematic effect

of any known variable on A. must be incorporated in A under the I^tuth rational

expectations hypothesise Therefore plim g7 = g7 = 7<. In other words, the
probability limit of the slope parameter of the regression of a| on Au_-,^ which

we have denoted by h, is equal to 7, Thus f = 1 if expecta'-ior^ are ''rational"

even though then plim g "«c 1= Thus plim g-^l (implying underestimation of ciirrent

change) is quite consistent with accurate extrapolation of past change (or in cur

terminology with f = l). In other words, even though underext.rapolation of past

change (meaning f'^l) will imply understatement of current change, since then

plim g7=h=f7^7, the converse is not true. Underext.rapolat.ion of past

change is a quite different phenomenon from understatement of cixrrent change.
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Direct estimates of l/(l+a) are presented in Table 3« The slope

parameters of the first regressions are estimates of 1/(1+q:). These estimates

provide values of one boundary of the subjective prior range (for Bayesians)

of B* corresponding to the range of h defined in (2.3)^ namely, that for whicii

f = 0. Table 3 also presents estimates of (l+7)/(l+a), obtained from the slope

parameters of regressions of a on a . This second group of slope parameters

provides estimates of the value of B* corresponding to that boundary of the

range defined in (2.3) for which f = lo

The mean estimate of l/(l+a) for the 15 industries in Table 3 is

0o7^1> the estimate obtained from a regression on aggregate shipments for all

manufacturing industry is 0.770. Both these estimates are substantially below

the value of l/(l-fa) obtained from the direct estimates of a presented in

Table 2; they imply a value of a on the order of 0,33 rather than 0,05, Never-

theless, even using this lower estimate of a to define the value of B* corres-

ponding to f = 0, all the available evidence obtained from sui-veys of business-

men's expectations generally yields substantially lower estimates of B*,

Estimates of B* for several surveys are presented in Table k„ Since

B* = (l+h)/(l+a), we can substitute different estimates of a into this defini-

tion of B* to obtain implied values of h. As Table k indicates, the implied

values of h are negative, and substantially so. The forecasts are thus appre-

ciably regressive.









TABLE U

ESTIMATES OF B- AND f OBTAINED

FROM DIFFERENT SURVEYS

Survey Period
Estimate
of B"

Implied estimate
of f with

o^ = .05 06=. 33

Advisory Board of

Railroad Shippers 19271-1939IV

Canadian Employment
Forecast Survey 19491-1956III

Dun and Bradstreet August 1949

.48

.62

.46

-.50

-.45

-.52

•39

.17

-.41

Notes: The estimates of B" are slope parameters of regressions of e^ on

a-t-i for aggregate data on railroad shipments and employment for all

manufacturing industry in the first two surveys. The data is obtained

from [32, Table A-1] and [35, Chart 2], For the Dun and Bradstreet
survey, the estimate of B" is the slope parameter of a regression of

e^ on a^ for data on average changes in sales in each major manufacturing

industry, and is obtained from [9, equation 9],
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These results are far out of line vith most analysts ' £ priori

notions o Table 3 also presents slope parameters of regressions of a on a._-,^

which we shall denote by B. Since B corresponds to the value of B* defined by

f = 1, ve have B = (l+7)/(l+a). Using the value of a estimated in the first

regression of Table 3 (i.e., a = 0.33), we obtain for all manufacturing industry

the implied estimate 7 = 0.03i<-. For the same value of a. Table k indicates

that h is on the order of -O.Uo, thus implying that f is on the order of -12,

Needless to say, this value of f is far outside the a priori range specified

in (2.3).

For four industries — primary metals, transportation equipment, food

and beverage products, and tobacco -- the estimated value of l/(l+a) is less

than the estimated value of B, thus implying a negative value of y for these

four industries. The tendency to regressivity present in aggregate sales of

these four industries is clearly shown in Table 5, which presents parameters

of two regressions analogous to those computed in Table 1. Aside from the

primary metals industry, however, whose very low estimate of B is probably due

to the recurring importance of strikes in the steel industry, all ind\astries

are characterized by values of B -vriaich are substantially larger than the values

of B* presented in Table h. Moreover, Table 5 indicates that there is little

difference between direct and indirect estimates of 7.

Notes to Tables 3and_5t

Estimated standard errors associated with each regression parameter are listed

in parentheses under the estimate of the parameter. The constant term is

dimensionless. Data sources are as in Table 1. All slope parameters and

correlation coefficients are significantly different from zero in Table 3.

* Significant at 10 per cent level
** Significant at 5 per cent level
*** Significant at 1 per cent level
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The fact that responses to most surveys of businessmen's anticipations

exhibit significant regressivity — in the form of regression slope estimates

of B* which are both appreciably less than \mity and imply substantially nega-

tive values of f — is a fact which is obviously irreconcilable with the two

presioraptions typically held by analysts: namely, that businessmen's expectations

should on the whole be "rational" and that "rational" forecasts should ext-rapo-

late past change since 7 :? 0« We will not discuss the presumption that business-

men's expectations must be "rational" if they are to be useful to the businessaan

in his operating decisions, even though it is evident that this presumption must

be qualified if it is to be descriptive o But even accepting this last pre-

sxanption, is it true that expectations must be extrapolative in order to be

"rational"? Rewording this question, even accepting the presumption that

E h = f 7 and that -^ f ^ 1, is it true that - is non- negative for the series

being forecasted by businessmen?

The italics in the last sentence point to a crucial fact: namely, that

the analyses which have been presented in this section have all been concerned

with aggregated data. We shall turn in the next section to an analysis of the

series which are actually predicted by businessmen. As we shall see, the pre-

sumption that 7 is positive for series being predicted does not hold up very

2
well when applied to data on individual firms ' sales^,

'" Cfo however, Albert Hart's remarks in [32] and [33, PP. 260-26l]o

p
Actually, as Table 5 has indicated, it is evident that this presumption is not

always valid even when applied to aggregated data. However, the exceptions

occur only at a somewhat disaggregated level, and suggest 'nly that they are

indeed exceptions. Peter Pashigian [51] has suggested that aggregate sales of

all manufacturing industry are regressive, basing this hypothesis on a negative

though non-significant correlation between the ratio of annual sales to sales

in January of that year and the ratio of January alses to sales in the preced-

ing November. However, this result is not very suggestive, both because of

the bias toward negative correlation introduced by the common variable in ^he

two ratios and becaiise of the inevitable concentration of noise in monthly data

relative to that in annual data.
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3. Actual patterns of change in individual firms ' sales

Reliance on aggregate data in forming judgements about businessmen's

forecasts may be almost as misleading as it is convenient. For it can very

quickly be shown that there is no necessary relationship between the pattern

of changes experienced by individual firms and that evidenced by aggregate

data except under quite special circumstances. Let us denote the relation

between successive ij--quarter changes in an individual firm's sales by the

following expression:

(3.1) aj =Pi Vl^'^i-^^iV ^=^> •••' ^'

The residual term 0. , may be non-zero at any given time as a result of factors

operating at that time. If these factors are identifiable, then £ 9^ will

be non-zero as a consequence. In the absence of such identification, we shall

simply assume that S. Q.. =0. Aggregating (3.1) "to obtain the mean 4-quarter

2
change in an industry or group of industries, we obtain

(3.2) i^ =i E p. aj_^ 4. K, + 0^, t = 1, ..„ T.

For aggregate data, we can estimate the regression

(3.3) a^= B a^_^ + K + €^, ££^=0,

as was done in Section 2. Given information about B, we can identify p^ only

under the highly restrictive assumption that all p. are identical. Clearly,

if all p. are the same for all firms in an industry or group of industries,

then p. = B, K = i^ = K-, and , = £ , . In view of the evidence presented

in the preceding section, there would thus be very little basis for businessmen

Footnotes 1 and 2: see next page
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to have "rational" expectations as regressive as is indicated by the regression

slopes presented in Table k.

If this assumption of intra -Industry homogeneity is not made, then

it is not possible to place any limitations on either the mean and range of p.

We need to differentiate between a number of different types of regressions
in this paper, and it vill be convenient to adopt a reasonably precise nota-

tion in doing so. Unfortunately the price of precision is a certain amount
of complexity. For ease of reference, we therefore append a list of the
symbols used to differentiate the various types of regressions of a, and e,

on a. . in the following table:

DEPENDENT SLOPE CONSTANT ERROR OR RUNNItrc

TYPE OF REGRESSION VARIABLE PARAJvETER TEBIA RESIDUAL SUBSCRIPT

Temporal regressions ^
p. u O t

for individual firms % ^i 'H it

1
e 1"^. 0.
t ^i i it

Cross-sectional i' , , , .

regressions t t t 'it

1 * * *
% \ \ ^it ^

Aggregate regressions a. B K €+ t

h ^* ^*
^t *

As can be seen from the table, upper case letters denote parameters of aggre-
gate regressions, lower case Latin letters denote parameters of cross-sectional
regressions, and lower case Greek letters denote parameters of temporal re-

gressions for individual firms. The i subscript (superscript on equation
variables) denotes the ith individual firm; the t subscript denotes quarter t.

Asterisks denote parameters of regressions in which the dependent variable is

a businessman's expectation.

In what follows we assume for convenience that aggregate ^-quarter change can
be identified with the mean change for firms in the industry. These two
quantities are, of course, not strictly identical, since an unweighted average
of ratios need not coincide with the ratio of the corresponding aggregates.

Nevertheless, the effects of the failure of this identity can be expected to
be both too small and too unsystematic to affect our argument.
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for individual firms or on the relationship between a and a for a particular

cross-sectional sample. Given that (3«l) describes the average relationship over

time between a, and a, ^ for each firm^ then at any time we can specify a cross-

sectional regression of the form

i 'it

where the values of both the slope parameter b and the constant term k, are

dependent on the range of p. for the firms in the sample and on the particiilar

realizations of the residual terms 0., . Since it follows from (3.^) that

(3.5) a^ = \ \_^ + \ ,

then (3.3) and (3.5) inrply only that

(3.6) b^ a^_3_ + k^ = B a^_^ + K + e^

so that

(3.7)
' k^ = (B - \) Vi + K + e^.

The only implication for cross-sectional regressions of the temporal relation

between successive mean changes in an industry or group of industries is thus

that k, , the constant term of the cross-sectional regression, be correlated

with a . ^ up to a constant term K and a random component £ . . It is thiis quite

possible for both b and p. to be consistently less than l/(l+a), the boundary

between regressive and non-regressive values of slope parameters, and for B to

be greater than l/(l+a).

If the restrictive assiimption of industry homogeneity holds, then of

course much more precise statements can be made. Specifically, not only do

all p. = p. = B, but also all b, = p. so that (k^ + H^^) = Q^^ and b^ = B.

It is for this reason that the homogeneity assumption is so convemient . For
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if it were true — as often implicitly assiuned -- that typical distributions of

changes in individual firms ' sales around the industry mean vere not very wide,

so that most firms ' sales moved in roughly the same pattern as that of total

industry sales, then "rational" expectations would clearly mirror a series whose

behavior over time wo\ild typically be non-regressive.

In actuality, typical distributions of changes in individual firms'

sales are anything but narrow. As indicated in [7], the movement of individual

firms ' sales bears little relationship to changes in the industry aggregate

«

For one ind'ustry, for instance, -- the fabricated metal products industry, by

no means the most heterogeneous industry listed in Table 3 -- the median value

for 51 firms of the coefficient of determination of the regression of the quarterly

rate of change in the individual firms ' sales on the quarterly rate of change

of total industry sales was but O0O7. The consequently wide scatter of changes

in sales for individual firms in each industry is shown in Chart 1, which presents

frequency distributions of ^l^-quarter changes in sales reported by individual firms

in two t'j^ical Dun and Bradstreet survey industry ssinples. Thus, for instance,

actual changes in sales reported to the October 19^9 I'un and Bradstreet survey

by kl respondents in the machinery industry ranged from a decrease of 50 per

cent to an increase of 30 per cent, with an interquartile range of I7 per cent.

For the ether sample port.rayed in Chart 1 the interquartile range is I5 per cent.

The mere fact that it is not accurate to postulate homogeneous industries

1
That the dispersion of these two distributions is typical of Dun and

Bradstreet industry samples is indicated by the fact that the range of standard
deviations of a, ^ for all industry samples of August, September, October and

November of 19i<-9 is from k^^ per cent to hj oh per cent. The median of this dis-
tribution of standard deviations is 17,^ per cent, with an interquartile range
of 10.9 per cent. The standard deviations of the two distributions presented
in Chart 1 are 17,^ per cent and 15.9 per cent.





CHART 1

FREQUENCY DISTRIBUTIONS OF a

IN DIFFERENT SAMPLES
t-1

Frequencies

10

1. Chemicals (September 1949)

-to -50 -40 -30 -2o -10 +10 +20 +^^0 +4d 450 +fc'0

2. Machinery (October 1949)

fO

n n -I—I—

t

-ho -50 -40 -2,0 -20 -10 O -i-tO -^20 +30 +4o ^S^O +fcO

Source : Dun and Bradstreet surveys
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does net by itself mean that one should discard the assiJimption, of course „ As

Robert Solow [5^] has pointed out, good theorizing lies not so much in choosing

assumptions which are accurate as in choosing assumptions whose inaccuracy dees

not seriously affect the results of the analysis for which the^^ are madeo The

import^ance of the homogeneity assumption lies not so much in the fact that it

is substantially incorrect as in the fact that it can significantly bias an

analysis of h&w businessmen form their operating expectations

»

This can be seen by considering the implications of the wide dispersion

in firms' experiences port-rayed in Chart, lo It would seem most unlikely -- jvist

to take the first example — that almost a quart.er of the respondents sampled

in the machinery industry could long sustain annual sales decreases of more than

20 per cent;, and just somewhat less likely that another quart.er could continue

to increase their own sales while total industry sales declined,, Businesses do

fail, of course, and some others are unusually successfulo But the proport'.ion of

the business population which fails is not much more than OoU per cent in any year_;

1
This figure represents the postwar average business failure rat-e,, Some change
has occurred in this proportion; indeed, betwen 19^6-19^9 and 1956-1959 i''^ bas
increased roughly by a factor ot k„ In 1946-19^9, the period spanning the data
in our sample, commercial and industrial failures per year never ranged above

0„3^ per cent of the total business population. See Economic Report, of the
Fregjdpnt for I.96O , Table DSk, Because businesses within the coverage of the

SEC sample are by no means necessarily representative of all maniifacturing enter-
prises, it is necessary to use the global indices of biisiness failures wl^^^

some caution in the present context, A priori, one would expect biosiness

failures to be less frequent among listed corporations. Hart, and Prais [30,

Table 7] have presented some evidence that is relevant to this matter, indi-

cating that roughly 12 per cent of the firms listed on the London Stock Exchange
in 1939 ceased to be listed on the exchange over the following eleven years.

On. the basis of a further analysis. of a sample of 400 of the firms removed from
the Stock Exchange list between I885 and 1950, they concluded [30, fn, p, I65]

that roughly 37 per cent of such "deaths" are due to voluxii-ary or involuntary
liquidation, 3^ per cent to mergers, and 27 per cent merely to the loss of

active quotation. It would consequently seem not inaccvirate to say that not

more than k per cent of the firms listed in 1939 were forced into liquidation
during the ensuing decade.
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and the proportion of firms -vrtiich consistently do appreciably better than average

is probably not a very great deal larger. Rather than expecting such increases

or decreases to continue, it would instead seem reasonable to expect that, for

many of the firms outside the interquartile range, their relatively extreme

changes in sales over the previous year resulted from unusual events such as a

major interruption in production, a special sales promotion or innovation, or

a cumulation of less spectacular developments for the firm or

for its customers and competitors. To the extent that such circumstances were

the result either of random, non-repetitive occurrences or simply of differences

between the seasonal timing of firm and industry sales, their influence would

tend to disappear in ensuing periods, thus causing sales to move back to a more

"normal" level and so bringing about a reversal in the direction in which the

firms' sales moved. In other words, a substantial portion of changes in firms*

sales may be transitory in nature, thus inducing subsequent actual movements of

their sales to be regressive as the influence of temporary shocks declines.

An analysis of actual sales data seems to bear this out. Chart 2

presents a scatter diagram of observations of a. and a obtained from SEC

Quart.erly Sales Reports for a group of firms classified in the apparel and

textile mill products industries for a period when the quarter denoted by t

is I947111. As in [9, Charts 3 and k], the k^° line is approximately the boundary

between trend-continuing and trend-reversing sales changes, with the shaded area

between the ^5° line and the abscissa containing those trend-reversing forecasts

The influence of random shocks is particularly important in a variable such
as 4-quarter change, both because (since a quarter is a relatively short length
of time) there will be less chance for offsetting random shocks to occiir during
the period and because the random variability of 4-quarter change will be
greater than that of quarterly sales since both numerator and denominator are
subject to such shocks.





Chart 2

RELATION BEWUEN a^ AlTD a^^^L ^°^

linJIVIDUAL FimiS IN Tim APPAIIBL AND

TEXTILE MILL PRODUCTS INDUSTRIES

(t « 19^7111)

a^. =! .60a|..3^ 0,066

Scale

t

"" '

tV .

"
I .

I t I I I I ' ' ' I ...t.. , 1 J ! 1 J

-1.00 -.80 *..,60 -.IfO -.20 ,20 ,lH) .60 .80 l.OO"

Sourooi SEC Survey of Aoorioan Listed Corx>oratlons —Quarterly
Sales Data

:,'-^.
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vhich are "classically" regressive in the sense of merely turning back towards

a, ^, and with the northwest and southeast quadrants containing those observa-

tions which are trend-reversing to the point of reversing the direction of

it-quarter change. Just under two-thirds of the observations plotted in Chart 2

can be classified as regressive; the impression thus engendered of a tendency

for actual sales changes to be regressive is further confirmed by the regression

of a, on a, ^ for this ample:

(3.8) £ (a la, J = 0.60 (a, J + 0.055 (r = .65)
* •

*"^
(.20)

^"^

The slope parameter of this regression is substantially below the value of B

presented in Table 3 for textiles and related products^ even though the ratio

of a. to a, for the sample is O.85 and thus higher than that value of B.

Similar cross-sectional evidence is presented in Tables 6 and 7^ for

all of the sales data for individual manufacturing firms available from the

SEC sample. As Part A of Table 6 indicates, all but one of the slope parameters

of regressions of a. on a, ^ computed over all firms in each cross-section are

.appreciably less than the values of both B and l/(l4o;) presented in Table 3 for

for all manufacturing. It is of co\u*se conceivable that the relatively low

values of b, obtained from the first regression arise in part from attenuation.

For comparison, parameters of regressions of 1-quarter change on non-overlapping

past change are presented in Parts B and C of Table 6. All but two of the slope

parameters presented in Part C — direct cross-sectional estimates of 7 at the

firm level, although for change expressed as ratios — are significantly negative.

The sample consists of data on quarterly sales for llUl identified manufacturing
firms, which we have here classified into 20 industry groups according with the

2-digit SIC classification. Unfortunately the data is avilable only from 19^6
through the first quarter of 19^9, a time span which is both close to World
War II and short.





TABLE 6

PARAMETERS OF AGGREGATE REGRESSIONS COMPUTED

OVER ALL FIRMS IN EACH CROSS-SECTION
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Four of the slope parameters presented in Part B are likewise significantly

negative. None are significantly positive. This evidence for cross-sectional

regressivity is further substantiated by the distributions of slope parameters

of regressions computed at the industry level which are presented in Table 7«

More than 75 per cent of the l68 slope parameters of industry cross-sectional

regressions of a, on a, ^ are less than the average value of l/(l+a) for the

industries tabulated in Table 3. Likewise, more than 50 per cent and more

than 75 per cent of the slope parameters of the industry cross-sectional

regressions for non- overlapping change are negative. There would thus seem to

be ample evidence of cross-sectional regressivity among individual firms' sales.

Since it is possible (though unlikely, in view of scatters such as

is presented in Chart 2) that this cross-sectional regressivity arises from the

effect of outlying observations, it is of interest to examine the slope para-

meters of similar regressions computed from successive data obtained for each

firm. Table 8 presents distributions of the slope parameters of each regressioa

computed for each of 050 firms for which sales data was available for 12 or more

of the 13 quarters covered by the SEC sample. The slope parameters provide esti-

mates of p. and 7 for each firm. As is evident from the table, the distribution,

of p. is wide, indicating substantial interfirm differences in the actual regress-

isivity of sales. Given the small number of degrees of freedom in each regression

(a maxira\:un of 6 for the first two and of 7 for the third) there is little point

in attempting to generalize very far from this evidence. In addition, the slope

parameters of these regressions will be biassed toward zero if the regression

model specification is accurate. Nevertheless, it is interesting to note that

these firm regressions seem to exhibit more regressivity than is indicated by

the slope of the cross-sectional regressions. The average estimated value of p^.

^ Cf. Hurwicz [40a].





TABLE 7

DISTRIBUTIONS OF SLOPE PARAMETERS OF

INDUSTRY CROSS-SECTIONAL REGRESSIONS
COMPUTED IN EACH PERIOD

DATE (=t) FOR

CROSS-SECTION

REGRESSIONS REGRESSIONS REGRESSIONS
OF a^ ON a^_^ OF (^A^/^A^_j^)-l OF ( A^/^A j^)-l

ON a^_^ ON (^A^_^/^A^_^)-1

NI (1) (2) (1) (2) (1) (2)

1947 II 20

1947 III 20

19H7 IV 20

194 8 I 20

19148 II 20

1948 III 20

1948 IV 20

1949 I 20

.227





Table 7 continued

NI (1) (2) (1) (2) (1) (2)

-.438

All Periods 168 .UGS 2.01 -.026 -.060 -.236 -.319
.253





TABLE 8

DISTRIBUTIONS OF SLOPE PARAMETERS OF TIME-SERIES
REGRESSIONS COMPUTED FOR EACH FIFM

Regressions Regressions
,s . , , ^ /S ^

Number Regressions of (^A^/ A^_^)-l of ( A^/ \_^^)-l

Coverage of firms of a^ on a ^ on a^_-|^ on (^A^.j^/^A.
^^^^

)-l

(1) (2) (1) (2) (1) (2)

All

Industries 850

,109
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for the 850 firms is O.36I; their median value is 0.398. Both are appreciably

belov even, the mean values of b, presented in Table 7» Indeed, more than 75

per cent of the estimates of p. for each firm are less than the value of l/(l+Q:)

presented in Table 3« Likewise, roughly 60 per cent and more than 75 per cent of

the slope parameters of regressions for non-overlapping change for each firm are

negative. *

There thus seems to be substantial evidence for the proposition that

individual firms' sales are themselves regressive. In its essence this proposi-

tion is not novel. Thirty years ago, Horace Secrist [52] presented voluminous

evidence showing the existence of regessivity in rates of change of a number of

business ratios. Indeed, vere it not for the fact that this proposition is

even now at variance with commonly-held assumptions about businessmen's expect-

ations, the proposition could perhaps be considered trivial. As Harold

Hotelling [38, p. 1991 pointed out in commenting on Secrist 's contribution,

regressiveness can be deduced from a very simple model:

Consider a statistical variate x whose variance does not change
from year to year, but for which there is a correlation r between
successive values for the same individual. Let the individuals be
grouped so that in a certain year all those in a group have values of
X within a narrow range. Then among the mean values in those groups,
the variance (calculated with the group frequencies as weights) will
in the next year be less than that in the first year, in a ratio of
which the mean value for linear regression and fine grouping is r ,

but in any case isK^, less than unity.

In other words, if (A - A) = b(A - A), then b = r if the variance of A is

constant. Consequently b -^ 1 so long as r ^ 1, implying a tendency to "regress"

toward the mean. As Hotelling rather harshly remarked [loc . cit . ]

.

This theorem is proved by simple mathematics. It is illustrated
by genetic, astronomical, physical, sociological, and other phenomena.

To "prove" such' a nathematical result by a costly and prolonged niimer-

ical study of many kinds of business profit and expense ratios is analo-

gous to proving the multiplication table by arranging elephants in rows

and columns, and then doing the same for numerous other kinds of animals.
The performance, thoiigh perhaps entertaining, and having a certain peda-
gogic value, is not an important contribution either to zoology or to
mathematics

.
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Actually^ of course, the empirical verification of the relevance of

a "true but trivial" theorem is not always trivial. Tlie fact that regressive-

ness can be deduced from a simple model provides no empirical justification

for the model itself, in spite of Hotelling's cavalier remarks. Seldom is the

applicability self-evidence of any theorem which pirrports to be operational.

In particular, it is not self-evident from Hotelling's "theorem" that regress-

ivity can be effectively postulated without recourse to the sort of empirical

analysis pioneered by Secrist, for the constancy of the variance of a variable

is no more an a_ priori certainty than is the presence or absence of regressi-

vity itself. Moreover, it is possible to obtain only one realization of

a stochastic process at any given time. Hotelling's theorem, though interesting

as an example of the ease with which it is possible to derive an explanation of

regressivity, does not save us from the necessity of obtaining further informa-

tion on the nature of the stochastic process underlying successive observations

of an individual firm's sales if we wish to explain regressivity in such obser-

vations.

As Hotelling observed, regressiveness has been noted in widely

2
scattered phenomena. Perhaps the most notable common feature of each of these

phenomena is the fact that the level of the relevant variable -- be it height

Evidence on temporal differences in cross-sectional variances may nevertheless-
provide some illumination of the temporal stability of firms' sales. Hart and

Prais [30, esp. Table 8] present some evidence on longer-run differences, using
London Stock Exchange data on market value as a rough measure of firm size.

Such differences appear to be substantial, with the cross -sectional variances
of sets of firms existing through several periods of more than a decade in-

creasing over the periods by multiplicative factors ranging from 0,^5 to 5,60.

For the SEC data analyzed earlier, the ratio of the variance of a, to the

variance of a is significantly different from zero at the 2 per cent level

on a two-tail test for I38 out of I66 industry cross-sections. Thus 83. 1 per

cent of these F-ratios are significant at the 2 per cent level -- which is

scarcely encouraging for the applicability of the Hotelling theorem.

2
Possibly its most well-known incidence was pointed out by Galton [27] [28] in

his finding that children of taller-than-average parents tend to be smaller
than their parents, while children of smaller-than-average parents tend to
be larger.
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of individuals, bacterial resistance to atibiotic dosages, or the seasonally-

adjusted level of a firm's sales or profits — is partially ephemeral, suggest-

ing that at least as a crude first approximation such phenomena can be described

by a stochastic process defined as the sum of two components, one fixed and

the other a random variate. Follovrlng the terminology introduced by Friedman

and Kuznets [26, cho ll][25], we shall call the fixed component "permanent"

and the other component "transitor;^', " We can easily show that unbiassed fore-

casts of a variable described by such a process will be regressive. Let P

denote the "permanent" component of A, and 5 , the "transitory" component, Thsn

(3.9) A^=F + \^ , <t \ =0,

so that

(3-10) \-\-l= ^t- U-l

(3-11) \.i-\.k = ^t-l- ^t-k

Since C t, = 0, a linear regression of (A, - A,
^ ) on (A. ^

- A. ^) will be

homogeneous and hence of the form S (A, - A, ^ I A, ^
- A, t-)

= 7 (A, ^
- A, ^),

where the probability limit of the least-squares estimate of 7 is

(^ .o\ •,. ^ ^^-t ^t-1 -^\t-l " ^^t ^t-5 ^^^t-1 ^t-5
(3.12) 7 = plim 7 =

i.\l,-^^KiK-,^^^
'

-5 " t-5

If 7 <^0, then of course A is regressive. If \. is independently and identically

distributed in each period, it is apparent that then 7 = -l/2. If y is less con-

veniently distributed, the value of 7 is not so readily apparent. If, for instance,

5 is identically distributed in each period but £ ( 5 + 1 ^+_n) = S ^t-V
"^^^^
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£\^ \^_y^= g^ ^\-k' Substituting in (3.12),

(3.13) 7 = I (g - 1)

2 .2
Likewise if 5 were heteroscedastic as well so that, say, H S = (l+f ) ^ S it

is evident from (3.12) that then

(S.lif) 7 = Ui+f)'' - g^l ( g-1)

l.d.f)^^
It is apparent from (3.1^) that y ^ if g ^ 1, lff=0 that Hotelling's theorem

applies to the relationship between successive 5, it is clear that g must than

be less than unity. More generally, since

(3.15) e' > =^
St^t-l

g must be less than k /l+f if P-tik •= 1, We can assiirae that %, and ? + _-, are

less than perfectly correlated — usually much less so — and that, for most

time series, values of f very much different from zero are unlikely. Consequently

ve may conclude that regressivity is likely to be a characteristic of most time

series which can be described in terms of the stochastic process specified in

(3.9).

This discussion of regressivity has been phrased in terms of the

relationship between successive changes in A rather than in terms of the rela-

tionship between successive rates of change. We can, however, easily transform

any relationship of the form

^t ^ "t-1
(3.16) A, - A_ = K* -^ ^ K-1 - V5) ^ ^t

to one of the form

(3.17) A. „^-i = K. -r"a,_, + o';

t~x
II I

by simply noting that 7" = 7 (\_5/\_i) = 7/(1 + ^t-1^'
'^^^'^ " ^^ /\-i> ^^^
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11 I .1

that 9. = Q+/A, , . Since 7 vill always have the same sign as J, regressivity

vill show up in either relationship. The only difference is that the magnitude

of the regression coefficients will differ, reflecting the relative dimension-

less of the rates of change in the second relationship.

The stochastic process specified in (3.9) ^s of course a very simple

model of a time series. As demonstrated in [6], this model is a special case of

two more general models: one model specified as

(3.18) A = ^ + \ £ ^ , 0^\tl,
0<t ^

vhere the parameter \ denotes the proportion of each random shock which is

"permanent, " and another model spec ifed as

(3.19) A,= (i-sr £^(*-:r'^*"' V "-s^^'

in which the "permanent" component of each random shock eventually diminishes with

the passage of time. The model specified in (3.9) is the special case of these

two models defined by setting E^= P and either X or S (as the case may be) equal

to zero.

The extent to which regressivity is exhibited by the stochastic processes

defined by (3.l8) and (3.19) along with varying specifications of % . has been
J

evaluated in [6],_ and we shall not reproduce those derivations here. Suffice it

to say that the analysis reported in [6] indicates that there are diverse specifi-

cations of stochastic processes which exhibit regressivity. Furthermore, an analysis

report.ed in [5] of a fairly len^hy sample of observations of shipments to the U.S

domestic market of a reasonably representative product of manirfacturing firms

indicates that regressivity can be exhibited over forecast horizons of up to

several years. It would thus appear that there is ample basis for regarding re-

gressivity as a quite natviral phenomenon in the behavior of a time series. Indeed,

as was suggested above in evaluating equation (4.6) and demonstrated at greater
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length in [6], there is a direct relationship betveen the extent to which a

time series exhibits regressivity and the extent to which the effects of random

shocks are confined to the periods in which they occ\ir. The more evanescent

the shocks, the more regressiveness will be exhibited. Regressivity should thus

be regarded as a not at all surprising property of many time series.
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k. "Adaptive" expectations and "rational" regressivity

Given evidence indicating that actual data may in fact be regressive,

the existence of regressive forecasts should not be particularly surprising.

"Rational" expectations vill be regressive if the actual data is itself re-

gressive. Consequently, the evidence presented in the preceding section

makes, we believe, a convincing case for the rationality of regressive fore-

casts made by individual firms.

Nevertheless, though the regressivity of actual data in itself is

evidence for the reasonableness of regressive expectations, it provides no

evidence that businessmen do in fact have such expectations. We therefore

attempt in this section to show that the expectations reported in svirvey

responses exhibit behavior consistent with the rational expectations hypothesis,

and so to substantiate the representativeness of such survey evidence.

The businessman predicting the fut\rre movement of his firm's sales is

typically faced with much the same forecasting problem as that analyzed for

the consumer by Friedman [25] and Modigliani and Brumberg [U5]. Every quarterly

sales figure provides information which should be taken into account in fore-

casting sales in subsequent quarters. At the same time, any one observation

is subject to random influences which woxild suggest against basing a forecast

exclusively on that observation. Consequently it would appear reasonable for

the businessman to forecast sales by forming some sort of weighted average of

the most recent sales figure and his previo\is forecast of sales based on inform-

ation available before the most recent sales figure became known. Let us assume

that he does so, continually adapting his forecast each period so that

where \ represents the b\isinessman's evaluation of the information content of the





k2

most recent sales figure relative to that of his previous forecast. Rearranging

(if.l), it is clear that such averaging is equivalent to revising the forecast

each period in proportion uo the size of the forecast error in the preceding

period — that in other words

(4.2) h-\-i=>^ ^h-l-\-l^'

It is no coincidence that such a model of adaptive expectations^ originally pro-

posed by Cagan [13] and Nerlove [49][^0] to describe price anticipations, is

equivalent to the stochastic learning models that have been developed by

Bush and Hosteller [12], Estes [19] [20], and others. Though valid objections

can be made to the application of reinforcement theory in many learning situa-

tions, an assumption of a relatively simple stimulus-response relationship

would not seem out of place here.

The model of expectations presented in (4.1) has a long pedigree of

applications, though In some-vrfiat different form. Successively substituting the

expressions defined by (4.1) for E, , and prior forecasts in the right-hand

side of (4.1) itself, it is clear that

(4.3) E, =X 2. (1 - X)^-^ A .

Such exponentially-weighted averages, originally proposed by Koyck [42], have

2
been widely \ised as models of expectations. They have also been proposed as

See for instance the dicta of Bruner, Goodnow, and Austin [ll] on the analysis

of concept attainment, generalization, abstraction, and other features of com-

plex problem-solving situations. Their remarks are applicable with much force

to the forecasting problem faced by businessmen; indeed, as we shall show later

in section ^, the discrepancy between their learning model and the simpler

stimulus -response model is essentially the "missing factor" which we need in

order to explain the regressiveness of the aggregated forecasts. However, at

the level of the individual firm the stimulus -response model would seem to be

a good first approximation.

2
See the references cited in [6, p. I8].
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a means of forecasting sales in normative applications by Brown [lO], Holt [36],

Magee [U3], and Winters [57], and empirical tests in [37, pp. 267-71] of this

forecasting technique (modified to take account of seasonal and trend factors)

have indicated that it performs better than reasonably sophisticated alternative

naive-model extrapolations. Indeed, it can be shown that exponentially-weighted

averages will provide optimal forecasts for certain types of stochastic processes.

If it can be specified that the variate being predicted is a realization of the

stochastic process defined by (3.I8) and that the random shocks ^ . are identi-

cally and independently distributed with zero mean, then, as John Muth [kj] has

shown, exponentially-weighted averages will in such cases be optimal since,

from (^.10),

(^•^)
. h- U = K-i- ^t-l)^^ It-V

so that, since £^= f ^. ^, =0, the best estimate of A. given only inform-

ation about previous A is E, = A, - f . . Substituting this definition of E^ in

(4.5) E^ = E^_3_ + X (A^_^ - E^_^),

which is of course merely a rearrangement of (it-. 2).

That exponentially-weighted averages provide regressive forecasts is

perhaps less evident. Nevertheless, as noted in section 3, a series generated

by the process defined in (3.l8) is regressive for a wide range of specifications

of the process generating ^ j, and it can be quickly shown that this is so for the

particular specification for \rh±ch exponentially-weighted averages provide optimal

forecasts. This can be done by noting from (4.U) that

(^'6) A^ - A^_^ =
^ ^ + (X-1) ^^_3_

Defining "best" as minimum-variance unbiassed.

This is shown in more detail in [6, pp. 19-21].
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and likewise that

k

so that, since E (E^ - A^_
|
A^_^ - A ) = S (A " A , t I

A,
t

" \^c,) ^V virtue of

the unbiassedness of E,, then, specifying that £ (A, - A, ^ |A, . - A, „ =
t t t-i I t-j. t-p

7 (A. ^ - A, £-) as before, the least squares estimate of 7 is 7^ with
t"J- t~^

(2^.8) plim y = i^li
^

2 (l-\) + h x''

Since 0=\'^1, it is apparent from (^.8) that both forecasts and actual data are

in this case regressive so long as X is not equal to zero (in which case change

in A is completely unpredictable), and that moreover this regressiveness increases

as the transience of the random shocks increases.

The predictive optimality of exponentially-weighted averages is of

course limited to stochastic processes such as those defined above. If for

We should note e:cplicitly that the phrase "such as" specifically includes pro-
cesses with independent permanent and transitory components as well as those
with proportional components as specified in (3.I8). Specifically, let

0£t ^ '^

where
I"

= a + b /
, ^ . = P ^., and i-rfiere A and ^ . are independent realizetions

of pure Gaussian processes with zero mean and unit variance. Muth [47] has

shown that exponentially-weighted averages provide optimal forecasts for such

processes. We can show that they are regressive by the same procedure as used

above. Specifically, setting ^ (A - A - W_i ~ \-^'^ ~ "^ ^^\,-\ ~ ^\.-^'

the least-squares estimate of 7 is y, with

T . ^ 4a - pplim 7 = —^ 2 2
16a + 4b + 2p

so that 7-^0 (and hence both forecasts and actual data are regressive) if

2 |a |< p. If, as before, \. is specified to have zero expected value, then
of course this condition is Satisfied for all non-zero p, which simply means

that the condition is satisfied if a transitory component does in fact exist.
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instance other processes such as those defined in (3.19) are specified or it

cannot be specified that the random shocks ^ . in (3.I8) are indeed independently
J

and identically distributed, then exponentially-weighted averages will not be

unbiassed. In such cases, they consequently do not provide accurate models of

(Muthian) "rational" expectations.

Nevertheless, it would not seem unreasonable to use exponentially-

weighted averages as a model of the way in which businessmen's expectations

are generated, either as a first approximation or modified "'a la Holt [36] [3?] to

incorporate adjustments for underlying serial dependencies in '^.. Such a model

is consistent with what would seem to be reasonable reactions by businessmen to

uncertainty defined in terms of the trasitory variability of a variable being

forecast. If "permanent" changes in a series are small relative to the total

variability of that series, the weight attached to the previous forecast will

be relatively close to unity, giving relatively large weight to all past observa-

tions in order that transitory fluctuations may cancel each other. On the other

hand, if "permanent" changes are large relative to transitory "noise, " the

weight attached to data no longer current will be small, giving credit to the

greater amount of information about the current rate and direction of "permanent"

change contained in current data.

Whether such a model (plausible tho\igh it be) is empirically valid is

of course another question. Actually, the answer to this question is not crucial

to the question we are attempting to answer in this paper, for even if exponen-

tially-weighted averages are not themselves appropriate as models of "rational"

expectations, it is apparent from the analysis of stochastic processes reported

in [6] and discussed above that there are numerous processes for -vriiich unbiassed

anticipations will be regressive. Furthermore, the investigations reported in

[5] and in section 3 above suggest that such regressive processes are not
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unrepresentative of sales of manufactiiring firms. Nevertheless, even if regressive

anticipations are reasonable in the sense of providing unbiassed forecasts, it

does not necessarily follow that businessmen deliberately construct regressive

forecasts. An affirmation of the empirical validity of adaptive expectations

models would consequently provide an additional buttress for the hypothesis

that businessmen's anticipations are generally both "rational" and regressive,

quite beyond that already furnished by the evidence for cross-sectionsl regressi-

vity reported in [7] and [9].

It will not be possible here to test conclusively the validity of

adaptive-expectations models. Nevertheless, some indication of their validity

may be obtained by examining the extent to which differences in the degree of

regress ivity of responses to the Dun and Bradstreet survey for firms in different

industries and for different variables is related to differences in the extent

to which random shocks that occur affect subsequent values of those variables.

As noted above, we should expect regressivity in businessmen's anticipations to

vary with the amount of transience associated with the variables being forecast,

if their expectations are "rational". Consequently we should expect differences

in the average degree of transience associated with difference in the degree to

which the reported forecasts are regressive.

The test which we will perfonr, consists simply of comparing the re-

gressivity of forecasts of different variables which a priori would seem to

differ in the extent to which random shocks have only transitory effects. We

shall confine ourselves to examining the differences in the regress ivivity of

forecasts of three variables -- sales, profits, and selling prices -- for which

comparable responses can be obtained from four Dun and Bradstreet surveys.

A priori, little can be said about the relative transience of the random

shocks which affect profits compared with that of the shocks which affect sales.





The imcertainty which a businessman associates vith gross profits as a result of

this transicnec may be more or less than that which he associates with sales,

depending upon whether changes in gross margins tend to directly or inversely

correlate with changes in his firm's sales. Moreover, tie relation between gross

and net profits may vary considerably among firms. For many firms, profits may

be a function of a "smoothed" average of recent sales rather than of current sales,

thus cutting down the variability of net income for such firms. For others, the

variability of net profits may be enhanced by relatively large or relatively fixed

1
overhead expenses. We should consequently not e:q)ect differences between the

regressivity of sales forecasts and that of profit forecasts to be highly

systematic. If anything, it would seem logical to expect transience to be more

characteristic of profits than of sales. But this expectation has to be hedged

for quarterly data because of the undoubted influence of smoothing effects on

contiguous profit figures.

These stat^ onts implicitly assume that the transience of the effect of shocks

influencir he ratio of net to gross income is related to the variability of

net incoir. ''^his assumption is of co\irse not necessarily valid. However,

given the ningly realistic pres\:imption that the permanence of the effect of

shocks on
,

oss profits declines with tme, as for the stochastic process

specified :l:i (3.19), any smoothing operator which reduces the variability of

net income will also increase the time duration over which shocks have signifi-

cant effect and so decrease their transience. (An example of firm characteris-

tics which generate profit-smoothing would be policies that attempt to guard

against being "caught" by shifts in demand, such as marketing policies which

allocate advertising allowances to products on the basis of current product

sales.) Accounting procedures such as standard costing may also smooth profits

and reduce transience to that of sales by making sales and profits changes

more directly proportional. Contrariwise, "stabilizing" policies which increase

the relative variability of net income by smoothing non-profit variables such

as work-force will result in an increase in the transient component of net

income through decreasing the responsiveness of overhead ccsts to changes in

gross income.





- 1^8 -

The difference between the regress ivity of selling price forecasts

and that of either sales or profits forecasts should provide a much sharper test

of our hypothesis. We should expect to find significantly less transience assoc-

iated with selling price changes by businessmen, both because such changes are

likely to be less frequent and because they are more often likely to be con-

trolled. We should consequently expect to find selling price forecasts less

regressive than either sales or profits forecasts if our hypothesis is correct.

Table S, a list of the parameters of the regressions of e, on a,
^

The relative transience of random shocks for different series is difficult
to estimate from cross-sectional data except under quite restrictive assump-
tions. Nevertheless, it is interesting to examine the extent to which our
estimates of relative transience correspond to the relative cross-sectional
diversity of past change experienced by each firm for each variable. The
correspondence is indicated by the following tabulation of parameters of the
distributions of the values of (f computed for each variable in each industry:





Table 9

REGRESSIONS OF e^ on a^_^ FOR ALL SALES, PROFITS,

AND SELLING PRICE RESPONSES REPORTED TO THE DUI^ AND

BRADSTREET SURVEYS OF AUGUST, SEPTEl^lBER, OCTOBER,

AND NOVEMBER OF 19^9

VARIABLE
SLOPE
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for all individual sales, profits and selling price responses in the four

Dun and Bradstreet surveys which are analyzed, indicates substantial agreement

with the predictions of slope parameters that can be made a priori from our

hypothesis. If anything, sales would seem to be more regressive (and hence

implicitly less certain) than profits. But the difference between the slopes

of the sales and profit regressions is relatively minor; using the estimated

standard errors of estimate as valid estimates of the dispersion of such

parameters, the sales and profit regressions differ significantly from one

another only at a significance level greater than 8 per cent. By contrast,

both sales and profits are, as predicted, substantially more regressive than

selling prices. The difference between the profit and price regression slopes

differs significantly from zero at virtually any significance level one might

care to choose.; £ fortiori this is the case for the difference between the

sales and price regression slopes.

Table 10 indicates that these differences are maintained both for

regressions computed at the industry level and for regressions computed for firms

in all industries included in each sxrrvey. In only one survey -- August 19^9 —

does the price regression computed from all responses to the survey exhibit

more regressivity than either of the corresponding regressions for sales and

profits, and in that survey the slope of the "aggregate" cross-sectional price

regression over all industries is not representative of the slopes of the 18

regressions computed at the indiistry level. In all but the November 19^9 survey.

Even \asing the larger of the two estimated standard errors associated with
the slope parameters of the price and profit regressions as an estimate of

the "common" probabilistic dispersion of each of the two parameters yields a

"t"-ratio for the difference between the two parameters of ^.T9« The odds

against obtaining such a "t"-ratio if both parameters deviated only randomly
from some common value are more than 100,000 to 1.





Table 10

COMPARISON OF DISTRIBUTIOWS OF PARAI-ETERS OF INDUSTRY
REGRESSIONS OF e, on a, . OVER FIRMS IN EACH INDUSTRY

"D u — J.

IN A SURVEY WITH PARAMETERS OF THE SAME REGRESSION OVER
ALL FIRMS IN THE SURVEY, FOR SALES, PROFITS, AND SELLING
PRICE RESPONSES REPORTED TO THE DUN AND BRADSTREET SUR\'EYS

OF AUGUST, SEPTEMBER, OCTOBER, Am NOVEMBER OF 19^9

SALES PROFITS

SURVEY DATE NI (l) (2) (3) (1) (2) (3)

SELLING PRICE

(1) (2) (3)

1. SLOPE PARAMETERS

August I9I+9 18

September 19^4-9 I8

October I9U9 20

November 19^9 20

.396

.U76 .631 .571

.797 (.251) (.028)

,667
.7^2 .773 .797
,787 (.151) (.031)

.185

.U26 .36U .409

.515 (oi^33) (.oi+1)

,17^^

.l^-02 .382 .456

.515 (.352) (.352)

.1+02

.7^5 .739 .7^2

.981 (,287) (.02if)

.571

.785 .923 .786

.909 (.779) (.020)

,013
.19i)- .217 .1+18

.556 (.61+5) (.037)

.185

.390 .U22 .l^-32

.624 (.406) (,038)

.825

.950 .890 .683

.991 (.235) (»024)

.920

.980 1.034 1.053
1.017 (.327) (.088)

.405

.633 .648 .637

.835 (,320) (.038)

.114

.483 .468 ,663

.598 (.339) (.027)

2. CONSTANT TERMS

August 1949
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more than 75 per cent of the slope parameters of the sales regressions computed

at the industry level are less than the median slope of the corresponding price

regressions; the same is true for profit regressions in the September and October

surveys. Taking all surveys together^ almost 50 per cent of the slopes of all

regressions at the industry level for both sales and profits are less than 75

per cent of the slopes of the corresponding regressions for prices; more than

85 per cent of the sales and profit regression slopes are smaller than 50 per

cent of the slopes of the price regressions. This is shown in more detail in

Table 11.

Some interesting further insights may be gained by examining the

relation between the three sets of industry regression slopes. As Table 12

indicates, there is an appreciably greater amount of covariation among the

slope parameters of the sales and profits regressions than among the slopes

of the sales and price or profits and price regressions. This is consistent

with what one would expect, in that fewer factors which determine transience

are common to sales and prices or to profits and to prices than re common to

sales and profits. In view of this, it is surprising that significantly

greater covariation shows up only in the November siirvey. Comparing the means

of the distributions of parameters in each survey presented in Table 10, it is

evident that a substantial amount of the greater covariation between sales and

profit parameters than between parameters for other pairs of regressions is

due to the covariation of survey means. Since one would expect few inter-

temporal differences in perceived transience for each variable for a given

forecaster, it is likely that the substantial intertemporal differences indi-

cated in Table 10 result in large part from the fact that the firms samples are

different in each survey.





Table 11

COMPARISON OF DISTRIBUTIONS OF SLOPE PARAMETERS OF

INDUSTRY REGRESSIONS OF e^ ON a^_^ FOR SALES, PROFITS,

AND SELLING PRICES IN THE DUN AND BRADSTREET SURVEYS
OF AUGUST, SEPTEMBER, OCTOBER AND NOVEMBER OF 19^9.

NUMBER OF SLOPE PARAMETERS OF VARIABLE 1 REGRESSIONS
WHICH ARE LESS THAN THE FOLLOWING PARAMETERS OF THE
DISTRIBUTION OF SLOPE PAR;,METERS OF VARIABLE 2

REGRESSIONS:

SURVEY DATE





Table 12

COEFFICIEIOTS OF DETERMINATION OF REGRESSIONS OF THE SLOPE
PARAMETERS OF I^USTRY REGRESSIONS OF e^ ON a^ ^ FOR

t t-1
RESPONSES OF Olffi VARIABLE ON THE SLOPE PARAMETERS OF THE
CORRESPOlttiING INDUSTRY REGRESSIONS FOR RESPONSES OF
ANOTHER VARIABLE, FOR SALES, PROFITS, AND SELLING PRICE
REGRESSIONS FOR INDUSTRIES SURVEYED IK THE DUN AND BRADSTREET
SURVEYS OF AUGUST, SEPTEMBER, OCTOBER, AND NOVEI/BER OF 19^9

COEFFICIENTS OF DETERMINATION OF REGRESSIONS
BETWEEN SLOPE PARAl-ffiTERS OF DTOUSTRY REGRESSIONS OF

SURVEY DATE SALES AM) PROFITS SALES AND PRICES PROFITS AUD PRICES

September 19^9

October 19^4-9

November 19^9

.USh

.069

.059

,101

.155

.008

.162

,036

.068

.100

.]j69

.156

All four surveys .235 .131 .052

* Significant at the 10 per cent level
** Significant at the 5 per cent level

***• Significant at the 1 per cent level
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Equally interesting, as Tables 10 and 11 indicate, the variation of the

slopes of profit regressions is substantially wider than that of the slopes of

either sales or selling price regressions. For all surveys taken together, profit

regression slopes range from -I.905 to i+.OOO compared with ranges of from

-.966 to 1.175 for sales and from -.30O to 2.317 for prices. The standard

deviation of all industry regression slopes is .629 for profits, compared with

.363 for sales and .379 for selling prices. Viewed in terms of our hypothesis

that businessmen's expectations are on the whole rational, such substantially

greater dispersion in regression slopes for profit responses suggests substan-

tially greater variation in the degree of transience associated with the profit

variable than in that associated with sales or selling prices. Though not obvious

a priori, such a finding is quite consistent with our hypothesis. It would seem,

on the whole, that there is substantial, if not conclusive, evidence indicating

that the businessmen's expectations reported by surveys such as Dun and Bradstreet

are not only regressive but also behave as if they were generated by businessmen

in a rational fashion.
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5. An explanation of "non-rational" regresslveness

If regressivity should not be surprising, vhy then does the very fact

of regressivity make the aggregated survey forecasts inaccurate? Such a contra-

diction makes it quite evident that the explanations of regressivity advanced

in the preceding sections, vhile good as a first approximation, are not suffi-

cient to explain the regresslveness in the aggregated forecasts. For if re-

gresslveness in individual businessmen's forecasts merely reflects a regresslve-

ness that exists in their sales, as the hypotheses advanced in the preceding

two sections have suggested, why does it not disappear on aggregation as does

the regresslveness of actual data? Why do aggregated anticipations not parallel

aggregate sales?

To answer this question, it will first be \;iseful to show in fact how

the marked regresslveness of individual firms ' sales noted in Section 3 does

disappear on aggregation. As before, let us denote the relation between suc-

cessive ^-qtiarter change ratios in an individual firm's sales as

(5.1) 4 =
^i Vi •"

^^i
"

®it'
e:o = 0, t = 1, ..., T,

the cross-sectional relationship between a, and a, _, for a given sample of N

firms at a particular time as

(5.2) si = b^ aj_3_ + k^ +
^7 i^, I t^i^

= 0, i = 1, ..., N

and the relationship between successive industry mean ii—quarter change ratios as

(5.3) a^= B i^_^ + K + 6^, 8e = 0, t = 1, ..., T.

As was shown above in Section 3, the only implication for cross-sectional rela-

tionships of the temporal relation between successive mean changes in an indi:istry

is that k. , the constant term of the cross-sectional regression, be correlated

See the exposition of our notation in footnote 1, p. 22.
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with a, ,. (Even this implication doesn't hold unless b, is either more or less

constant or at least uncorrelated with s.,.J In effect^ then^ the regressivity

for individual firms* sales denoted by values of p. and b, •which are less than

l/(l-fO:) disappears on aggregation by virtue of the constant terms k, being related

to a. T so as to force a, to lie on or around a line through the mean values of

a, and a, ^ with a slope equal to the value of B.

The nature of the relationship thus posited between cross-sectional

and temporal regressions is illxistrated in Chart 3 under the assumptions that

b-t = b = 0.5, that B = 0.9, and that K = zero. The solid line through the

origin of Chart 3 represents (5-3) under these assumptions. (The dashed line will

be explained later.) The upper of the two parallel solid lines represents (5*2)

at some specific date at which the mean value of a, ^ happens to be 0.20 and at

which the corresponding value of a, falls precisely at the point "A" on the

regression line defined by (5.3). Since € , is thus by - .losen happenstance equal

to zero, it is no surprise to find that the graph of (5.2) through "A" has a con-

stant term of 0.08, precisely the value given by (3.7). Similarly the lower of

the two parallel lines is the graph of (5.2) for some other point of time at

which a, . happens to be -0.325 and a, falls on the time-series regression at

"B", thus determining a negative intercept k, = -0.13. /

The restrictions postulated in presenting Chart 3 provide a rough approx-

imation to the actual cross-sectional and temporal regressions which have already

been presented in Sections 2 and 3, While in reality the cross-section regression

slopes will not all be equal and the means will be scattered around the temporal

regression of aggregates, Chart 3 nevertheless provides a reasonably accurate

picture of how the cross-section and temporal regression slopes are only seemingly

inconsistent.





CHART 3

THE RELATIONSHIP BETWEEN CROSS-SECTIONAL

AND AGGREGATE REGRESSIONS OF a^ ON a^_^
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Chart 3 also highlights the difference between the relation between

temporal and cross-sectional regression for actual data and that for anticipations.

At the individual firm level, the relation between e, and a, ^ is rouglily the

same as that between a, and a. ^ so that in the cross-sectional regression

(5.M ej=b* aj_^ = k^ -nn*^, ^ U it
1

the regression coefficient b is reasonably stable and of roiighly the same order

of magnitude as the coefficient b, in (5.2). On the other hand, denoting the

relation between successive industry aggregates by

(5.5) ^t " ^ \-l "*" ^*
+^t' ^ ^* = 0^

all the empirical evidence available indicates not only that (K* + ef ) is gener-

ally small, as in (5 .3)^ but also that B* is typically much smaller than B and,

indeed, is of the same order of magnitude as the cross-section slopes b-^ and b,

so that (5«8) can be represented in Chart 3 by the dashed line through the origin.

The aggregated forecasts are characterized by pronounced temporal regressiveness

and so tend consistently to predict inaccurately turning points which do not

occur in the actual series.

It is evident that any explanation of the size of B* must rest on factors

other than those which influence only b, *, for, as with actual data, there is no

necessary relation between B* and b.* so long as k, *« is unconstrained. Aggregating

(5.^), we obtain

(5.6) i^. =3j V;L -^ k* ,

BO that, as with actual data, the only requirement for the consistency of equations

(5.5) and (5.6) is that

(5.7) k* = (B* - b* ) a^_^ + K*+ e*

We can, however, isolate the nature of the explanation that must be made in order
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to obtain B* = b^*. If in fact B* = b *_, then, from (5.7), k must be uncor-

related with a^. -, • In addition, since (k-**- + € *), like (K +£. ), is

generally small, k * should itself tend to be small. To explain the persist-

ence of regressivity on aggregation, we thus need to explain why k, * tends to be

constrained to be zero.

We shall do so in an indirect fashion by first discussing the result

of this constraint on k, * — namely, the resultant excessive prediction of turn-

ing points in the aggregated series. Such excessive prediction by individuals

of turning points in macroeconomic or other variables is not an uncommon phenom-

enon, as is attested by the lengthy literature on the subject of the so-called

"gambler's fallacy." It is, moreover, a phenomenon for which a fairly convinc-

ing explanation is available. While it is possible to overstate the value of

purely stochastic models of macroeconomic variables, it has long been recognized

that an important proportion of the variation of many such variables can best

be regarded as the result of transitory random shocks. As was noted above in

Section 3, the degree of regressivity present in short-term fluctuations in

individual firms' sales is evidence of a substantial transitory component in

such sales. Such "randomness" in itself merely justifies the existence of

regressivity in actual data and hence in imbiassed forecasts. But, as Bruner,

Goodnow, and Austin [11, p. I89] have observed, "It is a very general human

tendency to deny the independence of temporally related events ,
" Chart k, adopted

2
from Jarvik [Ul], presents some particularly graphic evidence of such a tendency.

See the historical references in [6, p. 1^].

2
The results presented in Chart k are an aggregation of the results of experiments
involving 87 binary choices administered to three different groups (labelled A,

B, and C). In all groups the task was to predict whether the next event would
be "plus" or "check;" the correct responses (generated as a series of independent
random trials with the probability of "check" equal to O.6O in group A, O.67 in

group B, and 0.75 in- group C) were announced after each prediction had been made.

Apart from the "negative regency effect, " the predictions in each group tended
to move from an initial no information" average of 50 per cent checks to an average

roughly matching the probability of checks after something like 50 choices had beer





CHART U

JARVIK'S "NEGATIVE REGENCY EFFECT": DECLINE IN

THE PROPORTION OF "CHECK" ANTICIPATIONS IN RUNS

OF FROM TWO TO SIX CONSECUTIVE "CHECK" REINFORCEMENTS

Source: Jarvlk [m]





62 -

Where the degree of randomness in a variate is substantial, we can expect many

forecasters to exaggerate the significance of minimally-valid cues such as the

length of immediately-previous runs in the direction of change in the variate.

Moreover^ as Whitfield [56] and Cohen [ik] have demonstrated, there is some

evidence that the gambler's fallacy is heightened by a further tendency for

individuals to assume runs of events to be shorter than they are in actuality.

The "irrationality" of the gambler's fallacy has been pointed out since

the time of Laplace. Nevertheless, the piesence of such overvaluation of cues

in uncertain situations and consequent event-matching or analogoxxs behavior has

been well-documanted . Excessive prediction of turning points should as a conse-

quence not seem particularly surprising. Tliis vill be all the more true if^ as

is oft.en the case, more credit is given to the forecaster who is accvirate in

predicting turning points than to a forecaster whose accuracy is confined to

"easier" periods in \i±Lich turning points do not occirr.

See the references cited in [11, chapter 7] and [4o]. Such supposedly "irra-

tional" behaviour seems to arise in most circumstances in which a wide variety

of cues exist. As Bruner, Goodnow, and Austin [11, pp. I89-I92] have pointed

out, the tendency for individuals to seek patterns in data — an attribute gen-

erally rewarded in management -- will lead to hypothesis -testing behaviour

whicJi will result in event-matching in most inductive situatiot??. "Patterns"

were for instance seen by 6h per cent of the group asked by Jaiv'Jc [kl] to pre-

dict independent binary choices with a 75 percent lilcelihood for one of the

choices. (An illuminating parlorgame example of such behaviour can be obtained

by watching the behaviour of participants playing ELEUSIS, an inductive game

described in the June, 1959 issue of Scientific American . ) Such pattern-

seeking behaviour is also the basis of a simulation of binary-choice-making

reported by Feldman [21], Perhaps the most striking empirical corroboration

of this explanation for event-matching behaviour is some evidence described in

[11, pp. 215-216] indicating a tendency for event-matching behaviour to disappear

only when there is little or no opportunity for decision-makers to validate hypo-

theses. Such a tendency might seem surprising in the light of conventional defin-

itions of rational behaviour for a forecaster. But perhaps the fact which should

be surprising is the conventional definition of rationality, for pattern-seeking

behaviour can quite easily be viewed as rational. Indeed, as some recent exper-

iments by Siegel [53] have demonstrated, one of the most important parameters

defini.ng the opportunity for subjects to indulge in hypothesis-testing is the

perceived monetary cost of so doing.
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While excessive prediction of turning points may thus appear "reasonable"

on the basis of a tendency toward the "gambler's fallacy" among forecasters, such

an explanation is in itself no more than suggestive. Even if b* were as a result

smaller than b , this in itself need not generate regressivity in the temporal

regressions for the aggregated responses. As before, the only necessary implica-

tion of the relationship between temporal and cross-sectional regressions is that

the regression of k on a be consistent with it.

Nevertheless, the overvaluation of cues leading to excessive turning-

^ —
point prediction has additional implications for the relationship of k, on a^._-,

yrtiich are more conclusive. [These additional implications derive sljnply frcan the

fact that along with any overvaluation of some cues must go an undervaluation of

others. Bruner, Goodnow, and Austin [11, p. 201] have noted a tendency for

hypothesis-generation to be accompanied in many situations by an arbitrary col-

lapsing of the range of possibilities in order to reduce the dimensionality of

a problem and so (in their words) reduce "cognitive strain." Such dimensionality-

reduction — analogous to that performed in stock-price forecasting by Alexander's

phase-space filter — could very possibly lead to undervaluation of the ext.ent

to which change in a firm's sales is likely to be not merely transient, partic-

ularly when reinforced by the typicall;y large dispersion of actual changes in

sales compared to average "permanent" change. A tendency to regard a non-zero

mean value of a variate as effectively zero when the mean is small relative to

the variate 's variance is after all not limited to individuals who are unfamiliar

with statistical theory. We should consequently expect businessmen in many cases

See Alexander [l], A more extreme example of dimensionality-reduction along

the lines of Alexander's filter is provided by point-and-figure analysis. It

should be noted that "easing cognitive strain" is often much more than a luxury

if a solution is to be obtained; Bellman [3] has aptly termed the problems

associated with possibility-enximeration the "ciorse of dimensionality."
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to tend in effect to constrain the relationship between forthcoming and previous

change to be homogeneous. We may consequently hypothesize that, as a general

rule,

(7.11) e^ =Pi Vl + 6., t =1, ..., T
I'D,

vhere on the average 9., is roughly zero, even though at any particular time

j_^ will reflect particular cues which the forecaster regards as significant.

For each firm, p. will depend on particular attributes of the firm's

decision-makers and might, moreover, vary somewhat over time as a result of

whatever changes in cue-utilizing hypotheses may result from reinforcement or

*
non-reinforcement of the decision-makers' forecasts. To the extent that 6.

varies with p., we may expect p. to vary with the relative size of the transitory

component associated with sales of the ith firm. The resulting variety in values

of p. may lead to a non-zero value of k, in the cross -sectional relationship

(7.7) existing at a given time for a given sample of firms, even assuming that

(7.11) holds strictly for all firms and even if in addition 0., = for all the

firms in the particular • ross-sectional sample. For since past k-qnartev changes

of fiiTOs whose sales contain a relatively small transitory component will tend

X-

to cluster around a, ^, we should expect p. to be inversely related to

(a. _. - a.
^

) so that a regression line fitted to the cross-section of observa-

1 i *
tions of e, and a ^ ^ will tend to have a constant term k. which varies with

t t-1 t

^-1-

It would seem at first glance that relaxing the assijmption that Q^+=

for all firms would merely increase the likelihood of non-zero values of k.

.

In reality, however, relaxing this assumption leads to the opposite result. In

spite of interfirm differences in reactions to various cues, the fact that a

ntmber of cues will at any time be common to most firms means that the 9., will
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realistic. It can be readily seen that our conclusions are little affected

if k is not identically zero, provided it is uncorrelated with a, ^ and that

its average value is close to zero. The only difference is that the cross-

sectional regression (7«7) vill then fluctuate around the dashed line in

Chart 3^ though remaining parallel to it. The aggregate relationship (7<>8) vill

still be represented by the dashed line. Moreover, our conclusion remains

valid even if k. (like k, ) is positively correlated with a ^, so long as k,

changes less than k in response to variations in a, ^ . Denoting the regression

of k^ on a^_^ by

(7.13) £(k* |vi) = ^a^_3_ + k*

it is evident, substituting (7.13) into (7*7) and aggregating, that

(7.1^^) (i^ |a^_3_) = (b* + S ) i^_3_ + k*

so that B* = b* + S: . The slope of the temporal regression between e, and a, -

vill thiis be larger than the slope of the cross-sectional regression of e, on

a, ^« However, so long as Sis smaller than the slope of the regression of k, on

a , which by (7,6) is equal to B-b, then B* = (b* = 5) ^ {h* + B-b), so that

B* will still be less thanB if b* = b.

In summary, for our "modified rationality" explanation of regressivity

to hold it is sxofficient that k should generally be close to zero and not vary

greatly with a, . The available cross -section evidence appears to support this
t—

1

If the mean value of k* is not zero, then the aggregate regression (7.8) will
have an intercept K* equal to the man value of k* and will be represented in

Chart 3 by a line through K* parallel to the dashed line. So long as K* is

small relative to the temporal dispersion of a most points on the aggregate

regression will still fall in the region of temporal regressiveness; a, will fail

to understate a, only for a range of very small values of a+_-,

»
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conclusion. As Table 10 indicated, the mean value of k, is generally small

for the industry regressions of e, on a, ^ for sales responses in the four

Dun and Bradstreet surveys vhich were investigated in Section 5- Moreover,

as shorn in Table 13, its cross-sectional dispersion is less than half that of

- ,1 *
a

T
for all but the Augast 194-9 survey. For all four surveys, values of k

t— JL Xi

range from a minimum of -.068 to a maximum of .082 (a range of .150) compared

with a range of .597 (likewise rough centered on zero) for values of a, ^.

Not only is k, generally closer to zero than a^ -, j it also varies substantially

less with a than does k, . The slope of the regression of k, on a ^ differs

significantly from zero only for one of the four surveys, and even for that

survey it is less than two-thirds of the typical difference between B and b, .

The empirical evidence would thus seem to support our hypothesis that so-called

"irrational" regressivity can be explained in terms of widely-prevailing psychol-

ogical reactions to that component of uncertainty which is defined by the exist-

ence of a transitory component in a variate.

At the same time, it should be emphasized that the evidence presented

in Table 13 supports our hypothesis only in verifying that k, is in fact roughly

zero and little correlated with a , ^ , It does not validate our explanation of
t —

X

*
why k. is roughly zero. While our explanation does relate regressively to a

substantial volume of experimental evidence, it sho\ild be noted that all of

this evidence is of behavior on artificial situations rather than evidence on

businessmen's actual forecasting behavior.

Measuring cross-sectional dispersion in terms of the cross-sectional standard

deviation of the variate. Measured in terms of the range of the variate, the

cross-sectional dispersion of kf is less than 'that of a in August 19^9 as well:

k* ranges from -.068 to ,6k0 while a._, ranges from -.132 to .020, The highest

ran^ of kf in any survey is .115 (in September 19^9); the lowest range of a, _,

in a survey is .152 (in August 19^9 )•





TABLE 13

PARAMETERS OF REGRESSIONS OF CONSTANT TERMS (k^O OF

INDUSTRY REGRESSIONS OF et ON a^.^^ ON MEAN PAST

CHANGE (it.j_) OF THE OBSERVATIONS IN EACH INDUSTRY

REGRESSION FOR SALES RESPONSES IN THE DUN AND BRADSTREET

SURVEYS OF AUGUST, SEPTEMBER, OCTOBER, AND NOVEMBER

OF 1949

SURVEY DATE

MEANS AND STANDARD
DEVIATIONS OF

k^-
^t-1

NUMBER OF

INDUSTRY
REGRESSIONS

SLOPE CONSTANT CORRELATION IN EACH

PARAMETER TERM COEFFICIENT SURVEY

August 1949 .002 -.031
(.028) (.036)

September 1949 .024 .014

(.028) (.109)

October 1949 .032 -.024

(.028) (.082)

November 1949 .035 -.006

(.033) (.082)

All four surveys .024 -.012

(.032) (.083)

.29 8''=
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In addition, the static nature of our analysis should also be empha-

sized. Because of the relative non-significance of "permanent" change, recogni.-

tion of any gap between perceived stationarity and actual non-stationarity vill

take place only slowly. However, we should expect some learning (i.e., gap

recognition) to take place. We have not attempted to test whether such learning

does in fact occur. If it does, it will have the effect of increasing the appar-

ent inaccuracy of the sirrveys, since the correction lag should tend to result

in a decrease in the degree of regressivity as time elapses between turning

points, so that the least regressivity should thus occur at turning points.

This seemingly paradoxical result only emphasizes the importance of distinguish-

ing the greater value ex ante and consequent greater tinae rationality to homo

sapiens, a pattern seeker, of adopting an "adaptive rationality" as opposed to

atteiirpting to "correct" forecasts in order to make them unbiassed.
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6. Conclusion

In this paper, we have attenrpted to shov that regressivity in business-

men's expectations is a reasonable and easily-explicable phenomenono We have

done so by first showirg that regressive anticipations reflect rational forecasts

of individual firms, and then proceeding to explain how regressivity persists

when such forecasts are aggregated. We demonstrated the regressive anticipations

reflect rational forecasts by showing first that many businesses exhibit a sub-

stantial degree of regressivity in their sales and second that the businessmen's

expectations report.ed to siirveys seem to behave in accordance with implications

of the rational expectations hypothesis. Not only do regressive forecasts seem

to be rational. In other words, but they also seem to be made rationally by

businessmen. Finally, we have suggested that the persistence of regressivity

upon aggregation is due to an undervaluation of the short-term stationarity in

the predicted time series resulting primarily from a pattern-seeking behavior

that would seem to be sensible from the point of the individual businessman.

The result of the persistence of regressivity upon aggregation is that

bvislnessmen's expectations make poor predictors when aggregated. This in itself

should not be particularly surprising, for, as Grunfeld and Griliches [29] have

pointed out, it is often easier to predict change in an aggregate variable from

an equation expressed in terms of aggregate variables than from the aggregated

ccmiposite prediction of a set of micro-equations. The wide diversity among

individual fdxms ' experiences and consequently between those experiences and the

movement of data aggregated over firms leaves substantial room for the operation

of an aggregation bias.
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This should not be taken to mean that data collected from businessmen

by anticipations surveys are not useful in making macroeconomic forecasts.

On the contrary, ve have shown that there is substantial evidence indicattog

that such data does reflect businessmen's expectations vith a reasonably high

degree of accuracy. Consequently, such data can be used as evidence on busi-

nessmen's anticipations which can be incorporated into models of business plan-

ning and decision-making that can then be used to derive macropredictionso

Perhaps the most suggestive example of such indirect use of businessmen's expect-

ations is that developed by the Economics Branch of the Department of Trade and

Commerce of the Canadian government, in which forecasts of employment obtained

from the survey of employers conducted by the Canadian Depar-tment of Labor are

canrpared with the Economics Branch's own expectations in order to derive estimates

of the extent of regressiveness in businessmen's expectations which are then

used tc adji:ist the aggregated statistics on planned business investment obtained

from the Canadian "Investment Intentions" survey. It is in such indirect appli-

cations that the most fruitful uses of data on businessmen's anticipations un-

doubtedly lie.
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