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I. INTRODUCTION

It has been est5.mated that $15 billion were spent during 1962 by

governmental and industiual organizations to support research arid

development activities.i'^ As a result of such activities our knowledge is

increased, our economy is stimulated, and new products become available

for our comfort and convenience.

The importance of such innovative activities has not been ignored.

Schumpeter found variation? in the rate of innovation sufficient to explain

2/
observed fluctuations in aggregate economic activity »— !'5ore recently

Questions of the viability of certain of our social institutions in a

world where human innovative activity is havinp, more and inojfe v.'idaspread

3/
effects on our environment ai-« being forced upon us.™

Despite its widespread effects innovation is essentially an

individual human phenomenon. It occurs when sovfieone is led to behave in

such a way that this behavior has a significant effect <»i the behavior of

otherso IJnder this definition clearly Einstein and Edison were innovators

but then so are we all. No one is so isolated that his behavior can be

said to have no influence on others. For most of us ^ however , the extent

of this influence is modest indeed.

~ rederal_0_rRan,i?,ations for Scientific Activities 1982, National

Sciences Foundation: Washington 25, D. C. , Superintendant of Documents,

U. S. Government Printing Office, 1963.

2/— Jo Schumpeter, Thepr^, of_ Econ omi.c_,Deve1opmen t., Cambridge, Mass.:

Harvard University Press j 1934.

3/— John T. Dunlop (Ed.), Automation and Technological j^iange,
Englewood Cliffs,, N, J.: PrenticT-Hall (1962). "^
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In the work described in this paper we wert2 not concsr-ned with the

effects of innovation,. Neithei-* did we consider iv; iitail those

cognative processes which might explain the particular results of attempts

to innovate » Our interest instead was in attempting to understand how

these detailed processes which yield new foxTvis of behavior are controlled

or focused on particular parts of a complex environrnsint. We vrsre concerned

more viith the problem of understanding how problems are selected than in

understanding how they might be solved, f-lore specifically we ware

concerned with the process by v;hich an industrial manager might focus his

attention on particular variab3.es in his environmant. In the cousrse of

our study s hov;evers we found no reason to believe that these processes

should be in any way different from those wnich might take place in

quite different situations.

To remain consistent vrith prior work which vre accepted as relevent to

ours we have called the detailed processes by which specific behaviors are

selected p^roblgrn^ solving, »^ The process by which these processes are focused

on problems we have called problem solving control .

We found that the process of problem solving control has been described

in several theoretical frameworks.^ Host of these descriptions were

concerned with interpersonal rather than individual behavior. In the case

of a theory suggested by R. M, Cyert and J, G. March, hovzeverj very modest

additions were required to yield empirically testable propositions regarding

— A. Newell, J. C. Shaw, and H. A. Simon, "Elements of a llieory of Huri-an

Problem Solving", Psychological Review, Vol. 65, (May 1958), pp. 151 - 168.

2/^ For a review of some of the " -rsn G. Bennis, Kenneth D. Benne
and Robert Chin, Tne Planning of G ^ ,,

^

York,. Rinahart and VJinston. l^iGl
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individvisi behavior.—- These addj-tions vieire made and an experimant uas

designed aiid executed.

As a result or this empirical work a ruechanism based on success 3r\d.

failure as defined by independent dynamic goals oi^ aspiration iev;:. ib .-r^s

shoi-m to provide an inadequate explanation of the probleTn solving control

process. Examination of subject prcl:ocols suggested the form of a new

theory, however. Tiiis theory s\xgg's-:xij rhat problero solving is focused on

variables in the decision maker's environmsnt by a discriminating process

defined as a sub-set of attributes of that environmentc The theory also

suggests that attributes are added to this process only as they are

iHjquirad to identify a unique focus for problem solving. Some bahavioral

evidence was gathered which supported this theory subject only to some

reservi'itions about the effect of the process of observation on ths

behavior in question.

In corssiderino the compatability of our theory' with casual observations

of industrial phenomena and the findings of others v;ho have investigated

the problem solving control process, vse found encouraging consistency and

the need for extensive empirical work.

Perhaps the roost significant result of our study was that the processes

which we found to explain problem solving control are quite sinuiar to those

which have been found on studies of detailed problem solving. We concluded,

therefore, that once this similarity is fir>mly established by further

research, wa can look forward to a unified theory of human decision making

behavior which v.'ill explain not only innovation but a --^- -ariety qi -jx^ser

human phenomena.

1/— R. M. Cyert and J. G. March , A_Behavi.oral Tneory of the Fi nn^
Engiewood Cliffs, H. J., Prsntica-H3lijT.863"^ ppT'SH - 36.





jiafore turning to a itioipe detailed description of our v;ork, wa have

devoted the next chapter to a clarification of soine basic philosophical

issues vjhich caji be particularly confusing in the context of theories of

human behavior.





II „ TWO KINDS OF THEORIES

A principal difference between positive and teieological or normative

theories of hun^ari behavior is in their vise of the concept of a goal, Tii.is

chapter will be devoted to a discussion of the issues involved in this

differencs and to a clarification of the use of this concept in these tv?o

kinds of theories.

When we attempt to understand o*^ explain V7hy a particular event takes

place, vts find that the question can be interpreted in two ways. The v.'ord

why is ambiguous o It can be answered either ^-' '-yrnia of the purposes

served by the event or in terms of the prior- coi'.ditions and processes which

pi>adetermined or caused the event. An explanation based on the first

intarpratation is calj.ed teieological while an explanation based on the

second is sometiraes described as inechnjiistic.-^

Philosopher-s have foiond no logical basis for cr:oice between the

teieological and mechanistic modes of tixplanaticn. In the limit both

modes lead to what appear to be unanswerable questions. If a baker bakes

bread for the purpose of selling it, and if he se3.1s it for the purpose of

making money, and he wants money for the purpose of buying food, clearly

this string of objectives can be extended easily to a question of ultimate

purpose which is, at least currently, inipossiblo to anRwcir. It se<5ms

.

therefore, that teieological expianationa are bounded by our knowledge of

ultimate purpose.

»-. For a more complete discussion of these terms see: Bertrand Russell,

.^J14g.;^9Xy".9X,}i^stem ffdl^ Simon and Schuster, IGW, p. 68; and
R. B. BraithwaitGj Scient ifi c_ Explanation ^ Caitibridge University Press, 1953

j

Chapter iO.
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On the other hand, if a baker bakes bread because he is a baker, and

he is a baker because he chose to become one 5 and he chose to become one

because his father v/as a baker, we find this sti'ing of explanations leading

inexorably to a question of first caijse which is also difficult to answer.

Mechanistic explanations are bo\mdedj thei'^fore, by oisr knowledge, not of

ultimate purpose, but of original cause-

Despite the logical disadvantages of both modes of explanation 5 \ie find

that most theory can be roughly categorized as either teleological or

mechanistic^. Newtonian mechanics v/here the motions of bodies are explained

in terms of prior pi-operties like mass, velocity, and the forces acting

on them is clearly mechanisticg while econoinic theory which assumes human

behavior will accoinplish the purpose of utility maximization is obviously

teleological.

In so!;tt= ;-c:ivi'S5 thsories in each mode have been devised to explain the

sama phenomenon, Tne path of a light ray through a lens system; for

example 5 can be explained both mechanistically in terms of the refractive

properties of the syateni and the characteristics of light, and teleologically

in terms of tlis path which will minim ze the time required for light to get

from ? given source to a gix'en destination = Kepler devised a teleological

tne pi.anecary motion which preceded Wewton's mechanistic theoryo Tnus

it appears possible, in principle at least, to discover dual theories, one

mechanistic and one teleological, by which events can be explained » If

this analysis is correct, an attempt to decide in general which mode of theory

is appropriate to a given question is a fruitless one since, given sufficient

effort, t'-' in either or both modes could presumably be devised. A much

flora appropriate question perhaps is,j given that no satisfactory theory exists,
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what kind of theory seems most approoriate to attempt to build? This

question grants the possibility ol; useful theories in eithei^ rnoda and

suggests the appropriate criterion should be one of efficiency,-^

Ir. the attsinpt to devise theories of hurnai-i decision making,

teleological theories ai'e particuiarly appealing. By introspection most

of us are aware that the decisions we make are strongly affected by the

goals v/e seeko It saams appropriate, therefore, to attempt to understand

decision making in terms of such goals. ITie search for a g- set of

goals which will be useful in understanding the decision process has had

limited success, however.

To illustrate the process of a search for predictive goals ^ consider

the problem of devising a teleological theory which will predict the form

of a body of water, ^!ost observations indicate that a body of water seeks

to -minimize the distance from its center of gravity to the center of the

earth, A theory based on water having this objective vjill frequently make

correct predictions. Suppose, however, one weie to half fill a bucket

with water and whirl it suitably around his head. He would observe that

water would stay in the bucket at the top of the arc even thoup.h the

distance fi-otn its center of gravity to the canter of the earth was not

minimized- In this case, the theory would fail. To explain this event

one might invent an ad hoc objective for water in whirling buckets or, if

he thought of it 3 generalize the purpose attributed to water to one of

miniiTiizing its potential energy subject to constraints. The latter theory

would explain both the static and dynamic phenomena in terms of the same

goal and would, as a result j be a more powerful one than the original.

— For a more complete discussion of some of the isE\ these two
modes of theory see: C. G. Hempel and ?. Qppenheim, '"iFhe JjOgic of Explanation ,

"

?Aij^g^'^p';'.Y.-g^. -5,9%", '^^^ » voi. 15, 1949.
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For such a theory to be valid, howsver, both the concepts of potential

energy and the constraints would have to be operationally measur-ab^le

.

Telsological theories of decision m?,king have encountered analogous

problems, V/hile in situations of certairty people decide to choose ths

higher of two alteraative amounts of money » in uncertain ones thay

frequently don't choose the maximunj expected valua. To explain this,

the maximizing goal attributed to people in this situation has been

modified in two ways. In one^ another ad hoc goal of uncer'tainty avoidance

is offcrsd which is in cne same spirit as en ad hj?c theory of water in

whirling buckets. In the other ^ the individual's goals are generalized

to s measure called utility which is similar in kind to the generalisation

of potential energy,' in the water case. The chief disadvantage of utility

as a predictive device is the difficulty , both theoretical and empirical,

. 1/
of operationally iiieasuring it."- Tna attempt to do so continues 5 hotjever,

with optimism of variable over individuals.

During the past several years there has emerged a growing interest in

mechanistic theories of individual and organisational behavior.^-' This

interest appears to have arisen out of a feeling of dissatisfaction with

prooress and promise in teleological theories of decision making and the

availability for the first time of a ir.athodolofiy by v/hich complex mechanistic

theories can be tested.

1/— H, A. Simon, '"Itieoriss of Decision Making in Economics and Behavioral
Sciences 4" Arneri can, Eccggmi c ..feyieij .^ Vol. XLIK. June 1959, pp, 253 - ?83;
and G. P. E. Clarkson ^ The Thjsqry_ of Conaitmer J^^ ; A Criti cal jVpraisal?
Prentice-Hall, 1963.

^ ' ""

2/
""A, Newell and H„ A. Simon, "Tne Simulation of Human Thought./' Curffnt

Trends in Psychological ITieory, University of Pittsburgh Press ^ 1961,
"~

pp. 152 - 179\

R. M, Cyert and J. G. March ^ Behavioral Thieory of the Firm, Prentice-Hallj 1963.





In these (mechanistic) theories, behavior is viev;ed as e. specific

consaquence of complex cognitive processes oDaoatinp on information avaiiab3.e

to the decision maker either from his memory or from his envircnirK-int. A

description » therefore;, of the available information and the process used,

completely defines a theory which vdli p;r'£dict specific sequences of be-

havior« Such a theory can be tested by coiv.paring the predicted behavior

to that exhibited by individuals or organizations under the specified

conditionso Tliese theories are based entirely or. certain physical px-ocesses

of sensing and symbol manipulation and teleological assumptions arc not

required.

Even in the context of such machcinistic theories the. coi'icept of a goal

has proved to be useful for a variety of purposes. We shell describe three

of these applications of the concept which differ siibtly from each other^

It should be emphasized, however j that each of these uses of this concept

lies outside the structure of the theory which itself remains entirely

mechanistic.

Probably the most common reason goai. concepts invade discussions of

purely mechanistic theory is that they provide convenient names for complex

processes o It has been observed by thost; constructing mechanistic theories

that the structure of a process which will explain rather complex behavior

can frequently be separated into relatively independent and self contained

sub-processes t. These sub-processes in turn can be further separatsd into

still more elementary and independent processes, etc.

In discussing or describing such a structure of elements it is 5 not

surprisingly, far more convenient to name the various psr-ts of the

structure than to specify a process completely each time one must " to
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it. It is also not surpr5.sing perhaps that the name ',>fbich gets associated

with an elementary process is one which to the objserver or designer' describes

what seems to him to be the goal or objective of ths process. ITius goals

are associated with inechsnistic processes because they provide designers

and obsexn'ers convenient names for these processes. Perhaps some examples

will help to clarify this point.

OertaJ-n torpedoes are constructed in such a way that the position

of their steering mechanisro is a :function of signals received by £i device

sensitive to a relatively narrov? range of frequsncies of sound in water , The

behavioral characteristics of thesa torpedoes in any environment can be

completely predicted from a knov;ledge of their mechanical structure. We

commonly speak of these torpedoes, however, as homing torpedoes because their

controls are frequently designed in such a way that they will appear to seek

a ship within range of their sensing equipment-. This name, hos-i&vev, has no

influence on the behavior of the torpedoes. Each torpedo fnMcA..'?. p. r,,-!!-]-! which

is completely determined by the interaction of its control system and its

environment. Purpose may have existed in the ;nind of the designer or be

attributed by the observer but it would be imprecise to conclude '"h-'^'- the

torpedo itself wants to find a ship. Thus goals, purposefulxisss » aujd

objectives frequently enter discussions cf mechanistic process as useful

na.ines for avjkward ideas.

In discussing human behavioral mechanisms the need for differentiation

among complex processes leads to more complex names.. He describe a management

policy as one which will yie3,d both growth and prof ^ v.. ...; differentiate it

presumably from one which yields just profit, We speak of a decision routine
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in a chess gams as one vjhich attaropts to gain an advantage in pieces and

position to differentiate it from one which attends only to pieces. Tnus

the concapt of nmitiple goals follows quite natijrall.y fron! the need to have

more specific names for coinpleix raschanistic processes. At the risk of

unnecessary repetition we will firaphasize onca again that even th«se nsore

coropiax naross do not influence the bahavior of the irischanisms with which

they are associated

c

Besides acting as names » goal concepts are also used to specify

criterion functions whereby tv?o or more mechanistic decision processes can

be compared. Goal nsjsses are seidoTn specific enough to specify a unique

behavioral mechanism. For purposes of designing a mechanism, therefore, it

is useful to specify a criterion by which the behavior of alternative

mechanisros can bs cornpaz^d. Thus in the design of a service system for

example J we might specify that custoiner delay and sosria :r.easuj.'^ of direct

cost will be our criteriap We can then agree under certain specified

conditions which of several rriechanisms is preferred ^ We migl ciate

the name efficient or e conomi cal wi th this policy and speak of it as

serving this goal or having this purpose. Just as in the case of the

torpedo, however, we can predict the behavior of this policy by specifying

its rnechanisn and no Icnovjledge of the purpose of its designer is 2:^^qui^^d.

Thus goals enter discussions of raechanistic theories as design crii-eria as

well as names for the resulting process.

Closely related to the notion of design criteria* we soraetimss speak

of a particular value of a criterion function as the goal of the process

under discussion. If vre examine this use of the concept closely, we find

again that while useful in talking about mechanistic processes it is not
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necessary to their undarstending or spacification. Suppose vje observe that

a merchant attends to a record of his monthly sales volujne. '^y ' •' ^^''-

within a certain range he maintains his price level; if it falls btlcw

this rangSj he reduces his prices. We can speak of that value of sales

volume at which he will change his prices as his volume "goal" for it

represents the value of this variable vihich this particular mechanism or

policy iN'ill appe^ to seek to sarcisfy, Simlarly s thermostat selects the

settings on the controls of a furnace by me^;.^ei^wij diffei"-ances between

indicated temperature and -srence setting. igain v?e frequently

describe the mechanism as one which attempts or seeks to maintain the

temperature of the reference setting, when in fact this attribute of its

behavior is enti3?ely deterTninad by the stntcture of its various inschanicai

components. Ihus we use the term goal to describe, equilibrium conditions

of dynamic processes because to the designer or observer these processes

apriear to have as objectives the outcomes associated with these conditions.

To suTJiTn^rize y v?e have described thr- j in i-ibich

the concept of goals came to be associated with purely iiaeciiai^istic processes.

First they ar« used as nairras for complex processes; second they are used as

naices for elsTjisnts in fL'nctions by which al'-f-iTiati" c.sr^r.es mif^bt he.

compared or evalu«-cedj and third they are used tc narae particular equilibriuir.

values of variables which the i: appears to seek to maintain.

Clearly a basic difference between tsleologicsl theories and positive

theories lies in their use of the concept of a goal* sological theory

behavior is a variable whose value depends en its consequences

,

dor

is assumed tc be such that ic w ":OTnpiish s j?:. _ . _, _ ,. .rofit

Tnaximization s In mechariisti isndj behavior in a

»
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particular environment dstermines its consequan ces , Behavior is selected

by specific processes operating on values obtained frori^ nieniory or tb-e

environment „ Certain of these values are sometimes described as goaLs

because they determine equilibrium conditions in the particular behavioral

mechanism in which they are used.

In the field of managenient V7hsn a teleological theory s developed in

the context of a goal like profit maximization, fails to predict or describe

behavior it is frequently converted into a prescriptive or nortnativs theory.

Thus methods derived to describe a phenoir:ancri are used to modify it. It is

not surprising that in such a process it frequently is difficult to identify

the appropriate interpretation of the goals v;hich are so iii>„,. a part of the

discussion. At one point the goal is that outcome which the manager is

assumed to be pursuing e.g., profit raaxiinizatic'ri, and behavior is deduced

under teleological assumptions. This leads to a specification of a behavioral

mechanisin which sometimnes differs from that i-rhich the manager is observed

to be executing. From a descriptive or predictive point of view iTne might

be led to reject the assumptions of the te3.eological analysis ai-iu evcerr^pt

to construct a better theory. Tnis is seldom done= Rather the analyst

maintains his theory and attempts to modify the m.' . ahavioral process

toward that i^hich he (the analyst) has deduced,, For reasons which might

lead one to further question the teleo.logicai basis for these derivations..

managers are sometimes observed to be reluctant to adopt the changes in

their behavior which are thus rscorsmended. Names ranging frcsn resistance to

change to the problem of implementaticai have been used to describe this

phenomenon. It can be a very serious problem to organizations which devote
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considerable i£>asources to this kind of analysis.-- And it v?as a curi

about this phenomenon which v?as one of tlie stimu3.i fosT' the study which >- =

shall describe in the following pages.

Since that part of the implementation process having to do with the

deduction of the proposed behavioral mechanisrc is well documented elsev?h®re 5™

we have concerned ourselves with questions relating to the pi^ocess by which

the manager contro3.s his own behavior. More specifically vis shall be

concerned with the controls which appear to operate on those processes v;hich

modify behavioral routines. It is our hope that a better understanding of

the control of these processes will lead to a better understanding of both

persistent and changing behavior,.

— For a discussion of this problem see: R. A. Hajnmc;.... , making Oc R.

Effective for 'Management /' Business^ Horizcns 9 Spring 1962 ^ pp, 73 ~ 82.

2/— See for example: C. \L Churchman 5 R. L. Ackofr ...- ... ^. Amoff,
Intrgduct_ign_.to .Qperations Reg^eardi^., New York: John Wiley and Sons^ Inc, g

1957, or E. H. Bowniani and R. B. Fetterj ,ftrialysis for Production Miinagemento
Homewood, Illinois, Richard D, Irwin, Inc. 5 1951.





III. A ThLOKi Of PROBLEM SOLVING CONTROL

In this chapter we will outline a framework in v;hich wa can discuss

the problem solving control process and some of the theory and evidence which

has been used to explain this phenomenon.

If we accept the mechanistic mode for our discussion, we can

characterize the process vv'hich underlies observable behavior as a well

defined information processing routine. This routine senses stimuli from

the environment, processes it in coii junction '•''-> other information availabl-

from memory, and selects certain inotor processes to be executed. A thaory

of behavior, therefore, is completely specified by the specification of this

information processing programp--

Variations have been noted, however, in the process by v;hich behavior

is selected under varying circumstances. If the situation is a familiar

one, i, e. 5 many attiubutes have appear-ed in the same context bsiorej it

appears that highly specific behavioral operators can be called directly to

deal with the situation. A fireman sj:isv;ering an alann and a pianist

presented with a familiar piece of music appear to execute highly specific

behaviors with relatively little hesitation for information processing.

On the other hand when people are faced with relatively unusual

stimuli J like the opportunity to invest in a complex venture, vje observe

that ccnsiderable information processing takes place prior to the selection

of a behavioral routine which will indicate acceptance or rejection of the

opportunity.

— For a more complete discussion of this point of view: A, Nevjell and
Ho A. Simon J "Tne Simulation of Human Thought," Current Trends in Phvchological^
Theory, Pittsburgh, Pennsylvania, University of Pittsburgh Press ^ T961 ,

'
'^'"''

pp. 152 - 179.
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If we name the behavior in each typs of s5.tuation decision riiakins.

we can differantiate between the cv/o oy caixing or: ooraininsu decision

and the other unprogrammed^jT'' This distinction suggests that in the routine

situation a ready made program exists vrhich will select satisfactory

behavior, while in the .latter case it was necessary to constz'^uct a

behavioral program ad hoc by means of more general proocesses. We ishall

refer to these mors gen-aral processes as problsTJi solving processes, while

the simple behavioral processes which are employed in routine situations

will be called responses. Clearly, both processes are problem solving

processes but if. most cases this distinction is nor^e. helpful than confusing.

Like most systems of classification, ejctrsma cases are easy to

identify while those cases which lie close to the dividing line between

the categories are more difficult to classify properly. From the point

of view of understanding bahavior, of course, the important question is not

how the observer can or should classify observed behavior, but rather hov:

the decisic>n-maker chooses to cope with a particular situation. It is easy

to recall cases vvhich suggest that quite siml?r situations are sometimes

dealt with by means of routine responses while at other times they call

forth problem solving routines of the highest order.

Consider the case of a manager who received a routine report each week

on the percentage of defective products being produced by a manufacturing

process. For ssve.ral years hs had dea.lt '.fith this infovjuM:xoxi routinely

»

io e., he did nothing and thereby, in effect, approved the standard

_J These terms are suggested and discussed in more detail in: J. G. March
and Ho Ao Simon, Organizations , New York, John Wiley G Sons, Inc., 1959,
pp. 177.
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operating procedure. It appeai'^d that this particular situation vias

being handled satisfactorily (as far as this manager wss concernsd) bv a

well programmed response.

One week, however, he decided to ".Look into" the quality situation en

this process. i\s a results information v.?<-. gathered and analyzed, ejtperimants

were designed and executed, product spacifi cations vjere ch^mgeds and a nev;

operating procedure was v/ritten for the process. After this burst of

problem solving activity was completed the situat^'-'^'' '^>''.-^-i--i'' to one vrhare

the nev; operating procedure was repetitively applied and little if any

problem solving activity was devoted to that part of the process. Tnus it

appears that situations can be mox^ed back and forth across the boundary

between programmed and n on-programmed decisiors making by the decision

maker himself. V/hat is not so appai^ent,, however, is the process by which

this snitching takes place.

A number of theorists have recognized the impoj'tance of this process

which seems to be close to the heart of theories of both individual and

organizational behavior. In individual behavior it is intitna-caly related

to all of the work en learning theory for we can conjectux^ at least that

it is the action of these higher level problem solving routines on the

response patterns which is what we commonly call the learning phanomenon.

To understand when and how these processes are brought to bear on behavioral

routines, therefore, is of very fundamental interest to learning theorists..

In organization theory certainly some of the raost important and

interesting questions have to do with innovation and change in the routines

by which the organisation's problem solvi.ng routines are applied to on roin^'

operations is vital to our understanding of this aspect of organizational
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behaviore This understanding tnight also shed light on 'che

resistance to change which organisations and individuals sometiKes exhibit

in the face of attempts at innovation.

Perhaps because of the lack until recently of a theoratical frame-

wcrk which could permit a precise description of the processes involved

in routine and problem solving; behaviors most theoretical work on questions

of problem solving allocation has not been focused on the structure of the

process o A numbej'' of psripheral areas h-3ve been investif^ated with results

which are of some interest, however.

Because of its fundamental importance to psychologists j psychiatrists

j

sociologists^ 5 and many other branches of social science the phenomenon of

change itself has become a focus for considerable theoretical and empirical

work. In the human relations literature-/ studies of the process of change

have been reported in contexts varying from individual psychotherapy, through

sociological processes of coping with community problems , to socioeconomic

problems of changing work methods used by factory employees

.

In the theory v/hich has evolved with respect to this process, behavior

is treated as a physical entity subject to Lewinian forces and resistances,:;.'

The change agent's role is one of relaxing or unfreesunj^ the resistive forces,

exerting pressu3?e on behavior- in order to move (change) n: ro a; prerarxed

location, and then to re-establish the stabilizinj? environmental forces to

ensure that behavior will be held (frozen) in its nev? position,^ This

:>-. Watsons B- West ley, Th_e Dyn ami cs_ of jp lanned_ Ch ange ;

and Company, New York, 195 8,

2/
—'K, Lawm., Field TJlgory__in. - " " ' -» i^- Cartwright (er ' "ork

Harper, 1951,

3/— K. Lev/in, ••rcncxers m "" ' ". i Relations , 1947 ^

ppo 5 - W„

i
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rather general description of the cliange phencHnanori fits nicely into the

framexiTork of problem solving routines which we have just described

considar unfreezing to be a naree for those processe h evoke the

application of problem solving routines, change to be the execution of these

routines J and freezing to be the specification of a new response routine,

thasa two theoretical views of the change phenomenon differ only in

nomenclature. The sn>pirical work done by those interested in the change

phenomena suggests that change is a recognisable on - off process but no

explicit mechanism has been hypothesized for its coiitrol.

Studies vjhicJi come closer to suggesting a control raechan.lsm for problerri

solving processes are reported in the psychological literature under the

general topic, level of aspiration. While the original studies of this

phenomenon were directed at quits different quastions^ several theorists

have recently suggested this concept may be a useful one in discussing

problem solving control processes.

In 1930 Koppe suggested a new procedure for obtaining a behavioral

measure of personality.™ His procedure was carried out by Dsmbo in 1931

2 /
and she gave his measure the natna, level of aspiration. -=" Th.is nsr.e was

strongly suggested by the axperimffT .__.„._ :;ub-"ei-!t in imtorv

situation was asked to perform a sequsncG of siiriiiar tasks 'whera his per^forpance

could be measured along a single performance scale, e. g« , time, distance,

number of errors, etc. After completing each task the subject wai; q-Tv.-^v! 3

measure of his performance (score) and asked to state the level oi

4,'= F. Hoppe, "Erfolg und Misserfoj /chologische Forschung g 1930, Vcl, IM^,

pp. 1-62.

2/^ T, Dembo, 1931s "Ber Arger ^
, sches Problems »" Psychologis die

Forschunp -. 1 - I'i-t.
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perfor le proposed t npl5,sh on the next task. The sc^

he aspix^ed on the next task vjas definsd as his level of aspiration ..-

tasko Itembo ard all writers since have definsd level of aspii^ation as '•the

level of performance in a familiar task vrhich an individual explicitly

undertakes to r^.a.ch,"

Over ths course of the series of trials (1, 2 5 ...n^^oN) which

constituted an experiment the performance on each trial (o ) was noted as
n

well as the level of aspiration for the nsKt trial (a ,). Following the

completion of N trials the following statistic was evaluated from this data

1. <an-fi - Pn5 / N

n=i

This statistic v;a'3 imaginatively named ths average: differenca score for

the subject for the experiment. Large values of ths averags differance

scoares vere interpreted as evidence of such attributes of personality as

self confidences optimisms etc, ^ while small or negative scox-^s indicated

fear of failure, lack of self confidence, etc. on ths part of the subject.

Many of the early experiments were concerned i^ith questions ^-^ -----y

independence and correlation with ether measures of the same attributes

^

Evidence on both sides of each of these questions is repor^red.-—

By 19i(-i enough interest and effort had baen invesxya xu ,ii;uQ-'.es of

aspiration level phenomena that J. D= Frank published a revievr article in

which he concluded:

' " " '.dner, "'The vexation of Certain Perr ' '" " obiss to Level
As- f-'^^al of Psychology, 19^0, pp, 191 -
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"The significance of the studies of the level of
aspiration lies in their demonstration of a

promising experimsntai approach to the problems
of success and failui'^ , of the formation of goals ^

and of the self and its relation to personality - ,

structure, achievement > and the social environiT)ent."—

It is interesting to observe, that during the ten years from 1931 to

19M-1 some of the interest in the level of aspiration phenomenon as a passi\''e

descriptive statistic had shifted to the ccfnsideraticn at least that this

measure might yield insight into such behavioral variables as goals. This

trend continued.

In 1944 K. Lewin~-' and others again reviewed the literature on the level

of sispiration and in addition suggested that the level of aspiration is an

essential elesnent in the understanding of behavior. They also ;;ted a

theory of the process by which aspiration levels might be established. Tnsir

theory is teisological in that it predicts that the selected level of

aspiration will roaximize a criterion involvingj (1) valence values which are

subjectively associated with success and failure at various aspiration levels ,.

and (2) the subjective probabilities of success and failure =•'- •<-'--^'-- aspiration

levels. The theory suggests that that level of aspiration will be selected

which will maximize expected valence. Except for terminology the analysis

is quite similar to more recent discussions of statistical decision theory.

1 /

— J, D. Frank, "Recent Studies of l^svel of Aspiration," Psy chol

o

gi gal
Bulletin , 1941, pp. 218 - 215.

2/— K. Lswin, T. Danleo, L. Fe;i- : Aspiration,"
in J. M. Hunt (ed > ) PersOTality - -v^Kjr^i-.:,^ vw... . —Id Press s

1944, pp. 333 - 378.
~°~~^ ^ .«:..=^.....^..==.-.
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Ing their model the authors use probability aad vo''

1 / 2/
values sugg; . y some empirical work of Escalona;-" Fsstinger— and

Gould and Lswm.— 'Hiese investigators are reported to have found that the

valences associated with success and failure change rapidlji" over that raTjge

of aspiration levels where the probability of success changes from near one

to near zero. Outside this range both probc^bilities and valences ars asserteci

to change slovjly,,

'It»e authors claim neither empirical validity for theit^ model nor that

the process they describe is similar to the process subjects cf ?i,-

usGo They seein unconcerned about the latter point and optimis at the

possibility of the former. No report of an attempt to c ^lly validat'n

the model has been discovered, however.

Since 194U there have been a number of attempts to add the refreshing

simplicity of asniration levels to the somewhat tangled vjeb of ir.d.' fference

curves implied by utility theory. H, A. Simon-^ suggested it to solve some

of the observed psychological difficulties which utility models encounter

5/
as theories of behavior » and S. Soieoel— su«;p,ested it as an avenue for

-= S. K^ EscalonSj "The Effect of Success and Failure Upon the Level of
Aspiration and Behavj.or in Manic Depressive Psychoses ," Uni>ffj;s_ity_o^Iowa a

Studies^ of jgpjrig- ^l^-ggg s J-6» ISUOj No. 3, pp. 199 -~ 302.

2/—
' L„ FestiTigerj " A Theor-stical Interpretation of Shifts in T-r.,-j.. -.--

Aspi ration ^ " Psycholq^i cal Review , '-^9, 1912 j pp. 235 - 250.

i- P.„ Gould ciu :s, Lyewin, UnpubJj.shed.

<-=.'Ho A. Simon 3 Hqdals_ of Mail ^ Nsw York: John Wiley £ Sons, : .1957

^

pp, 2141 - 260.

5/^ S, Siegelj Level of Aspiration and Decision Malcings'' Psydiological.
Review

,

Vol. 70, N'o, 1, January 1963, pp. 51 - 50.
"" "
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experimental work on utility functions, A reviev? of these and other p-tt:

to marry level of aspiration phenanena vjxth utility -'dwiory ./as puDiiGnea cy

M, Ho Starbuck in 1963.i^

Until 1958 virtually all attempts to include the concept of level of

aspiration in theories of behavior took place ?-: ' ontext of eeiaoiogical

theories. The level of aspiration concept was uyed merely to suggast sorae

attributes of the form of the criterion (utility) function. Behavior vjas

stiil assumed (predicted) to be that which would maxi-mize this criterion^

Thus in these theories the level of aspiration affected behavior only through

its effect on the form of the criterion function and no direct behavioral

implications were hypothesized.

In 19585 however, J. G. March and H. A. Simon suggested quite a

2/different use for t..., ,,^-;cept of aspiration level.— In outlining a mechanistic

theory of human and organisational behavior j they four ey required

a theoretical mechanism to control the rate of search ving)

activity that an organisiri would undertake. Wor'-'-'' 'v--i--Hrds from observed

and introspective evidence they postulated a dynamic model which related the

rate of search to the level of satisfaction through a variable they called

the level of aspiration » While this name suggested the possibility -j: ^

relationship between this variable and the empirical vjork on this concept

reported in the literature, the authors made no attempt to establish it.
\

— W. H, Starbuck,"levels of fe-- ---••-- " '^sy^chqlogical Kgvj._gj;:

Noo I5 January 1963, pp. 51 - 60.
^

• -
.*

2/— J. Qc March and H. A. oiia-ju^ vyiji^ii.i.i;cn,ions, """
"'r^r'- "!• wiley

Inc. 5 1959s pp. fiS - H9.





Tlieir modal clearly suggests 5 however » that in the context cm ,, ,.,'...

theory the iavel of aspiration could have direct behavio5?al . implications whic

might be observed.

In 1963 R. Mv Cyert and J. G, March use the concept of level of

aspiration extensively in their mechanistic theory of the firm.^' They

hypothesised:

1) that explicit levels of aspiration (.goais; are mainxainea

by manibers of an organization viith respect to a large

nijrabsr of variables in which they have soTce interest.

2) that individual and organizational performance is corcparsd

to these aspiration levels to evaluate performance on a

success-failura seals.

3) that failure to achieve the level of aspiration is the

trigger for problem solvin g_ (search) activity. ' Jxr/^/z^/vc^'i'

Thus Cyert and Hai-^ch suggest that their level of aspiration is a

vital part of the rnechanxsm required to explain problem solving control

not only in some general sense, but also with respect to individuals and

therefore, easily observable variables.

Basing their conjectures both on the published findings and their

own einpirical work Cyert and March go ^ aest the following dynamic

properties for the level Of aspiration,

1) In the steady state, aspiration level exceeds achievement by

a small amount.

— R. M„ Cye. . ' G. March, A Beh ayioral The ory of the Firm:
Englswood Cliffs, P. .963, pp. 34 "- 367

"^^ "
•—•>-=.
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2) Where achie"

—

-^"t (performance) ir.creases at an increasing

rate the level of aspiration will exhibit short run lags behind

achievement

o

3) Whera achievement decreases , aspiration level will he above

achievemsnt

.

Ths authors point out that these propositions are derived from

simpler assumptions about the process whic rates aspiration l«veis.

These consist principally of the assurapticn that current aspiration is the

result of an optimistic extrapolation of past achievement and past

aspiration.

The authors further suggest that a model which wc. " " .pleta3.y explain

the process by which le\'sls of aspiration are generated niight not completely

describe the probleTR sc. ...„.,, ....... irol process. In addition to this process

th«$y see the need for en attention focusing process which will permit the

lecisioR Tiiaker to attend at any one time to a sub-s of variables

in his environment. They suggest that it is the interaction of this focusing

mechanism and an aspiration level modifying rnechanism which will constituta

the problem solving control process which thsy see as required. Throughout

this discussion the authors emphasize the lad? of empirical evidence with

respect to the phenoKena they are discussing and the terrtative nature of

their description

„

Before summarizing our review of the. literature relevant to problem

solving control v?e should niention the extensive theoretical and ecipirical
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work of H, A. Simon ,i/ A. Mewelljl'^ F. H. Tonge,i/ and G> P, E. Clar ^
By showing that rniv.... ...^;jtic theories of human dacision raeking processes

feasible alternatives to the snore class' .leological theories these sfien

have provided both the impetus and philosophical basis for this study. Since

for vary good reasons their work has been conducted in the context of highly

specific problem areas we feel it is not directly applicable to the question

of how these problem areas are selected over time. Since this question is

the one vjhicli concerns us here we vjUj. prucead in the c--- -— of the other

theories which '~i^y(^ been suggested to explain this phenomenon. We shall

have occasion to return to this work on problem solving in later pages

j

however.

In the preceding pages we have attempted to present both a theoretical

framex'Jor'k and a survey of the literature relevant to a discussion of problem

solving control processes. We began by separating behcivior into tvjo broad

categories—prograranied behavior and unprogrammed behavior. The distinction

between these categories is based on the extent to which behavior is based

on ready made and available behavioral processes. We named these higher

level routines problem solving processes. The question as to whether a

particular situation calls forth prograr.i^:,;. -. ^.... .. ogramrned behavior depends

-I /

.. S5.7non , Tjje_Jj
ew_ ScieTi cs of Nan agemen t Decision , Nei* Yoi'k : Harper

and bj..- ..^iS, 1950 5 and "Theories of Decision Making in Economics ano • '-

Behavioral Sciences," American Econo-inic Reviev;. Vol, XLIXj June 1959 ^53-28,'

2/— A, Newell and H. A. Sijnons "A General Problem Solving, _ x .-;-,- -;.. - -'i'^ a

Computer," Compute rs jn d Aut o;nation , Vol. 8., July 1960, pp. 10-17, and A,

J. Co Shaw, ana H. A.'' SIwot » '^mpirrcal Exploration of the ' 'lacr.iQi, .,'

Proceeding of the Western Joint Coinputer Conference , Febru-:-. , , .,, , •/l'..'^'"n

and The Simulation of Human^fhought , opT^S^t"."

^'F. M. Tonga, A Heuristic Program for Assembly Jjii.- .^^.... .......̂ .

Cliffs. N, J., Prentl^g^flaTrTT^gn""'^"''''""'""''"''''''^
" '

^Qi^ P. E. Cl^;... .c^ ^/i 5 PortfoliG_ o>t.j^o„^...^.. . .. Simulation of Trust ...

Englewood Cli.ffs, M. J., Prentice-HalT , 1052.
"^
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entire Ij' on how the decision maker choosss to deal with it. Unf^ftrst

his procass of choices however, seems to be important to theori^^. u^

individual and organizational behavior.

Virtually all theorists who have considez^d this problem agree in tha

context of their 0'«m theoretical framework that problem solving is a

reasonably well defined phenomenon. In the context of ths human relations

literature it has been called unfreezing or changing while those working ori

level of aspiration phenomena observe shifts in level of interest or effor-t

in accomplishing various levels of perfortnance.. Thus problem solving appears

to bs a relatively obset^/able cn-off phenomenon..

In the context of teleologicai theory the theorists have been led to

pcstulate discontinuous utility functions to explain the shift in behavior

due to the evoking of problem solving routines j and some have argued that

this concept may be useful in discovering soine empirically valid basis for

teleologicai theories of behavior.

Those working in the context of mechanistic theory on the '^ -'-••••^ hand

have postulated that problem solving control can be explained by a process

closely similar to that vjhich generates the level of aspiratior 'S process

establishes criteria whereby the level of perforrnsnce on varicu.:. '^i.v.trcniriental

variables can be evaluated on a success-failure senile and the conjecture has

been suggested that failure is the trigger for problem solving processes





IV. DEiiiG;^ OF AN L;XPER..M;^?nViL SITUATION

In view of the lack of empirical eviderice with respect to the

hypothesis that success and failure ar-e the critical variables in the

control of problem solving activity 5 we designed an eKperiimantal situation

in which this hypothesis could be tested. In the course of design it was

necsssary,, however, to consider theories of behavior outside this specific

srea in order that the effects of other processes raight be controlladc j.:.

describing the experimental situation, therefore j it seems appropriate to

review briefly the structure of the over-all process which was hypothesised

prior to the design.

If we assume that the human organise is capable of x-eceiving ailj? e

small sample of the total inforraation available from the environment , and

further that it is capable of processing '^' "ding to) only a small fraction

of the information vjh:. ,;an recei' that this processed information

is the basis for behavior,, then to understand behavior we need a theory of

how the limited infcRT-atioii processing capacity is allocated to the recsived

information and how the limited receiving capacity is allocated to the

available information. The hypothesis used for design purposes v?as that

two coding processes could provide at least the framework for such vry.

The first coding process is that of categorization. This is a process

whereby the decision maker codes the raw data he receives into vbr^:. . . :

be called variable classes^ For example , an executive in a firm attends to

a set of reports on such classes of variables as defect rates, share of

markets labor cost per unit, work force size, forecast demands etc, r>i--.,=

vari^ible classes contain far less information than is available in his

environnient and as such his system of categories constitutes a filter by

which he controls the information r_ ..... io. Other examples can be
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constructed which suggest that the categorization process is a ger.c

filtez^ing method not confined to executives o>' irienagcrial behavior,

•Hie process by which categories are constnicted is described in the

psychological literature under the general title of concept formation and

has for the most part been studied "*'
;• -boratory situations whei^e other

•J
/

parts of the decision process could be largely suppressed .,— 'This process

has also received attention under the general name, pattern recopn.ltion^ c"r;d

Imports ci' work on this process ' -iTisrgea fi-om an interesting variecy or

theoretical disciplines,-^ It seems clear that the theories of this procest;

whether under ths name concept formatior. 02' pattern recognition tsrill fit

into a general theory of decision making as the fix-'St of the tvro coding

processes being described here.

If we assume that information from the envxroniDpjnt is codec! 'n-o a

set of toeasurfts on a v>eli defined (but not necassari-iy const ai-Jt) sat of

variable classes, the next pr-oblem facing the deci?. 'ker is to allocate

his limited processing abilities over this set of variables. It has been

suggested that this allocation is accomplished by the second coding process.

This process is one which codes variable classes into tvio categories by

3/
means of values called aspiratioyi levels or c^-^T'^ ->'

•" For a description of this work see: Brunes and Austin

5

A^S.tudV-Af-ThAnMPR ., Wiley ^ 1955,

2/— H. D. Blacks "The Perceptrc- -rain Functioning 1 5" Reviews
0.1 ilQdejrn JPhV-gica. , Vol. 3l^<, Mo. 1, i.j ,.. , .,p. 123 - iA2.

"""

K. Minisky^ "Steps Toward Artificial Intcslligence,'" Proceedings c'r

IRE, ComT)uter Issue, Vol. U9 -T'^ \ r.,... •.,.,. 1961, po. 8 -30.

3/
«. See pp. 12 for a discussion of this use of the go?'





tit.t,._ .i» -^ WW .ariable classes are cc^istantly received from the

en\'.'.ronine~ j^.t. 5 workforce size - 100 iDerij estimated share of market -

62 %» etc- These measiires are compared with goal values on the appropriate

variaijle class andj a1: least as a first approximations a simple categorization

results. If 5 measur<? exceeds its goal value (where exceed is defined within

the definition of the --ariable class) this variable class is a meraber of the

set of variable classes which requires no further information processing..

If, 05- ..rer hands a goal exceeds the measure received, this variable

class is a ine>Tihfr of the 3ct of variable classes v.rhich constitutes probjLeng ^

and require-3 information )rocessing of the problem solving type, i, e.-j

find a behavior routine to reduce the difference between the measure r

goal,'^ The execution of the routine discovered by this processing contitutes

The existence is n each class of variables does not guarantee,

hov:evsr- that the info i processing called for viill bear any particular

raaenijjiance to the inforrnatioi processing capacity of the decision maker. A

particular setting ^1 veiiss could overload cr leave idle the problem

!^oi-r'nc; mechanisnu These t'^'^r, .ossibilities can be considered separately.

Assume for the moraant tha; goc ~^-ngs are such that demands for

infomiati ^^ing exceed he decision maker's capacity to do this

o. - ",.Tr> ni-^,,,.,.,^,,... for solv. ng this type of allocation probie .. ..-...st.

Tiie fir-at is to ignore one or n^re variable classes and thereby remain

"-'
/i, Newell and H. A, Sinc-i, "A General Problem S or a

Computer-" Coniputers^an^^jfertory.ion, -
, July jp. 10 - 17.
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ignorant of the fact that capacity is excaaded™ Tne second is to modify

goals dovmward in such a way as to bring the number of probiarns within the

capacity of the pi'^ocsssing system. It is suggested that both methods of

resolving this problem may be used.

Assuming conversely that the information processing capacity is not

being fully utilised at a given goal setting, two alternatives are also

open to the decision maker. He can either enlarge the number of variables

to which he will attend or he can raise goals on the existing classes » Here 3

too, it is suggested that both mechanisras may be used.

While the four mechanisms just described would produce an allocation

of processing capability, these descriptions offer no insight i.nto the

process by vjhlch these mecharjisms accomplish this allocation,. It is,

therefore 4 to the problem of goal modification and the problem of controlling

the set of variable classes to which we v.'ill now turn.

Assuming as a first approximation chax the infor'juation receiving and

processing system is sequential, a single sequential process must be

capable of performing the work of the four mechanisms just described ..::L'

lifhile it is probably true that the categorisation process described

earlier is carried on in conjunction with the modification of goals and

variable sets, v?e assimEd for simplicity that the total set of variable

classes is given and will remain fixed. The following theory was hypothesized

for the mechanisms described above. (See figure 1).

"Hia set of all variable classes and associated goal values is sto

in a reemory device. The decision maker, aided by his environment, '-
:

general discussion of nechajiisms and their iinplications
for

"

: March and Simon, Organizations, Wiley, 1959.
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priority .jhich orders tha seouance in vihj.di hf; vj'.Tl R^.-Vcr,-:) ".c the

various variable classes-.. Schamas such as a series of reports at diffarent

intervals like weekly labor reports, daily accident reports 5 and the annual

reports of a subsidiav-y , are stiggestive of formal proc9dui''es used to acccmrjlish

this sequencing. Khen a measure is received it is evaluated by comparing if

with the stored goal value for that variable. If the roeasure exceeds the

goal, performance is satisfactory and no problem solving is undercaken "^-

goal value which defines success and failure w.3y be modified as a result of

this experience, however j, and the nevr goal value is stored for the next time

it is required. It is by this raodification process that r^-''' rnight appear

to drift upward on success

„

If on the othep hand the received raeasyre fails to meet the established

goal value, problarfl solvi.rig is called for. When this process is coiripieta

an actioTi program may be undertaken which will requii'a soma time to have its

effect, "ihe goal value for this variable is modified in accordance with

the outcome predicted by the problem solving routine and stored for the neyit

reading cti performance.^y

One can make some general propositions about the Darfornancs of sucVj

a routine. For example ^ one would expect the loop involving satisfactory

performance to require less time tc execute than the loop involving

unsatisfactOi->y performance and the concommit ant problem solving routines.

Thus i«fhen the environment yields measures which exceed their asr ' d goal

values, one would expect it would be possible if the environment vfero

1 /

— It should be emphasized that in the context of this theoiy success n
and failure are the controls on problem solving and the goal modification
process mersly changes those measures imich define successes llures.
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providing measures below goal values.

It is interesting to note that the decision ina}<er himself dstermines

whether the environmental measures are above or below the associated g:

values through his choice of a goal modification rule. If, for exajnple.

a Measure which is satisfactory under the existing goal results in the

goal being sharply raised before it is stored , it is quite likely that over

tiraa this variable will bacome unsatisfactory and thus constitute a problem

in the future. Similarly s if the goal associated with a varicible class i;hich

is currently a problem is sharply lowered v?hsn corrective action is under-

taken, this action will almost surely be successful . Thus the goal modification

process interacts with the priority process end the environment in controlling

the set of variables to v;hich the decision maker will attend and the aniount

of problem solving activity he will unde-otake.

To summarize,, three processes have been described which when acting

together control both the information which the decision maker r-eceivas and

the set of variables to v;hich he will allocate his limited pi'^oblein solving

ability. The first of these processes is that of categorisation. The second

is a priority assignment process, and the third is a process of goal modifi-

cation <, The existence of these th3?ee processes is the basic hypothesis

which guided the design of our experimGntal situation.

Since it appeared to be possible to control for the effects of these

three processes we decided to attempt to test one of the assumptions of this

theory. Mor« specifically wa decided to test the hypothesis that problem

solving is controlled by failure to achieve a par-fciculai" perforrnance Isvel

on a perceived variable.
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Our experimental procedure was as follows ; after rsjadinp s dete

1 /
set of instructions ,>—' a subject vjas asked to indicate a nurawex' ...u Dj.ar,K

space opposite trial number one on a data sheet--^ on a desk before him, T;

data sheet was laid out to provi-de for oric hundred trials and the subject

understood that additional sheets vfere f' " '-le if he required them.

He also understood from the instructions that the experimenter would compars

the number he (the subject) wrote for trial number 'Dne (and all succeedincj

trials) to a corresponding number(s) on a previously prepared list of

numbers which the subject could not see<. If the SKperimenter found in this

comparison that the subiact's number was higher than thst on his o?r'acared

list, he announced that the subject had lost on that tTial. If on tha other

hand the subject's number was lowr the number on the prepared list

the experimenter announced that the subject had "rv-! on that trial,. The

stibject was instructed to circle the number he had wr ^own on all

tibials where he v/as told he had won. In either event the subject proceeded

at his own speed to write down a number for the next tritj. . /.lis process

continued until the subject had won fifty timer -it was imposed

on the total nuinbar of trials.

The instructions read by the subject before the first trial also

contained information about a system of revjards which he could ate

with his performance. He read that each tr. ;Id cost him a fixed fee

specified by the experimenter prior to th* "^•'
-""^t trials Tn -

-ir.; .m chs

case of most subjects » the fee was $. trial, fifty v?i ne

hundred trials would cost the subject $10 ^ fifty wins in fifty trials would

— See Appendix A.
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cost $5 5 etc» Qi t' ;iue side, tha subject understood that he would

win the face value of the tiurnber he wrots down on each trial he won. Thus

at the end of the experiinsirc the subject could dsxermine nis total revenue

by adding those fifty numbers he had circled (won) over the course of the

experiment. "Kie difference between this total and the total trial fee would

be his net earnings for the experiment,, ITie instructions included a sample

calculation to clarify these revenues <aid costs. Subjects were instructed

to attemot to make as large net earnings as they could but understood, they

would Dii paid a fixed fee for their participation in the experiment.

With respect to the numbers on the experimenter's prepared list the

instructions indicated that they had been detei^mined by choosing at random

and with replacement from a carefully selected set of numbers, Mo information

regarding any parameters of this set of numbers v?3S given the subject g however^

Figure 2 indicates the relationship believed to exist between this

experimental procedure and the theory discussed on pages 25 and 32 and

represented in Figure 1, Figure 1 is reproduced in Figure 2 over the title

"Theory'" for convenience, Tha other diagram in Figure 2 represents the same

process as it would apply to the experiment.

We argue as follows: Tlie environment of the subject was largely

determined and co\-jtrolled by the experimental situation. Variations in this

environment were of course introduced irto the experimental situation by

variations in the subject's expei'ience a^d perception of the instructions

but the systematic effect of these variations were hopefully con-croiied by

observing the behavior of several subjects.

Large parts of the subjects' concept structure were given in the

instructions^ The relatioTiship between the numbers ' ' ' .'.dj..
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the nuTtvbejfs on the experimenter's .list, and the x^esponses of v;in or

together wj lascription of the implication of these terms for a

particular criterion v^ere carefully explained.

Measures on the only significant variaJsle in the experiaiental situation

ware well defined in the instructions. The subject controlled completely

the number ha wrote on his data sheet while ths goal value vjhich would

determine the success or failure of this activity appeared on the

experirnsnter's list. Thus measures and criteria of success and failure

(win - lose) wer-3 clearly present.

Since the subject was not told^ in general, the nurjiibsr on ths experimenter's

list which partly determined the outcome of each trials he could not modify

his perception of success and failure with this knov/ledge. For example,

if he wrote the number 1.7U and had known that he lost because the expsriiwanter's

nuiTibar for that trial was 1.73 he might have considered this a less scriovis

loss than if he had known the experimenter's number had been .i^5. By v/ith-

holding information about the numbers on ths experimenter's list, therefoi'^,

it was pcssibla to focus clearly on the experirfiantal variable of success

(vfin) or failure (lose) and the subject had no part in defining this variable

once he had selected a particular number.

Under our hypothesis this variable (success or failure) was predicted

to control the subject's problem solving routines. It was predicted that

problem solving routines would be evoked and appl ;ly vrhen behavior

(the number written down on the data sheet) failed to yield satisfactory

performance. The app3.ication of these routines, hovreverj v/as difficult

to observe even when the subjects attempted to describe th of

their decision with respect to the number for the next trial. It was
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change in a subject's number was evidence of the effect of problem solving

processes modifying the routine which had yielded the previous nuTr^ber,

while no change in the subject's number would be evidence of no probiem

solving modification. This assumption presumed that a change in routine

would always yield a change in behavior which was, of course ^ not in general

tJruSo Tnis assumption was not important in the case of moat subjects g howevai'*.,

for they seldom left their number unchanged from trial to trial.

To summarize 3 the design consisted of an extremely simple expsrimsntai

situation where a subject's application of probism solving routines could

be observed under conditions of success and failure, the. hypothesis to be

tested was one which suggests that failure is the trigger for probism solving

activity.





Y, ANALYSIS AND DISCUSSION OF EXPERIMENTAL RESULTS

Toe experiroental situation and procedure described in the preceding

chapter was designed to test the hypothesis that problem so3.ving processes

are controlled by the success or failura of a behavioral routine. Undar

this procedure a subject was placed in a situation whei-e hifi behavioral

routine yielded a specific output, i. e. j a nuRiber, The sxperiynsnter

evaluated the success or failure of the subject's routine by coinpariiig the

nurobsr v/hich it yielded with 2 pr-eviousiy prepar-ed number on a list

corresponding to the series of experimental trials. The subject received

only success-failure feedback on the output of his behavioral routine. If

the subject changed his number from the preceeding trial .^ this was accepted

as evidence of problem solving modification of the behavioral routine i\?hioh

had yielded the previous auvnber; if the subject did not change his number

frcsa trial to trial it was assumed that no problem solving modification had

taken place. IJnder the hj'pothesis no change in number was predicted following

successful numbers and a change in number was predicted follovdng unsuccessful

nuiRbars,

Tnirty-tvfo subjects participated in variations of the basic expariraent.

These variations consisted of changes in some of the Qconomic parametsi'^ of

the experimental situation not relevant to the hypothesis now under

discussioHo

These thirty-two subjects wei^e drawn from among the graduate students

_ -..^ faculty of the School of Industrial Mananernent at Massachusetts

Institute of Technology and as such probably do net constitute a rancioin sample

of the population of the United States. The conclusions which can be drawn

from the experiments therefore must be interpreted in light of the sample

evidence on which they are based..





- '41 -

The series Oi thirty-two experiments yieidso 4032 observations of

the effect of success and failu:re on the application of problem so3.ving

routines. Of these 1728 trials were successful (wins) and the remaining

2321+ trials were failures (losses).

Since our hypothesis was quite specific ws could easily describe the

critical attributes of data on number changes « The hypothesis predicted no

(0) number changes v;ould ocejr following those 1728 trials on which the numbar

was successful and, under the assumption -nentioned earlierj 232't changes in

number were predicted following those 2324 trials on which the number v.'as

unsuccessful. The data did not support these predictions. Instead of no

(0) changes following the 1728 trials csi which the subjects rs wero

successful there v,'ere 998 changes. Instead of 232t chernges folloHing the

232'! trials csi which the subjects' numbers were unsuccessful there vrera only

831 changes. While the latter result could conceivably have been due to

problem solving raodificat.ions which resulted in no change iv.
;-••- ----^ --^ the

former result is unexplainable under the hypothesis and we wsre forced,

therefoire, to reject it.

As is always the case when an attempt is made to establisi ;T^pirical

validity of a proposition, not only the proposition itself is tasted but also

all the auxiliary propositions whicn v;ere necessary to the testing procedure.---

When a test is successful it is easy to focus on the major proposition as the

meaningful result and to ignore those supporting propositions which were also

i'H. K. '-onen snd E. Nagel, An Introdu et ion to [.ogi c an d^ tJie^Scign

t

iXi

c

Methods New York, Harcourt, Braca"T Co. » 193U, pp. 219 - 220.
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tested. When a test is unsuccessful, however, it is ir. seme cases usefv'J.

to question all aspects of the experimental pr-ocedure before rejecting the

major proposition. But in doing so we iriust guard against the temptation

to always attribute failures to the auxiliary assuTivptioiis, Foi" by this;

process we can indefinitely protect our major propositions froro confrontatior.

by test and lose thereby the principal advantage of empirical rssearch. V?e

must at some point let the data tell us if a proposition is false even though

it is our own.

In view of the fact that the test we have just described failed to be

supported by empirical results it seamed appropriate that v.'g review and

re-evaluate some aspects of the design.

We had attempted to test the influence of success and failure on

problem '--'----ig control. In the theory of problf-rn solving control which

suggested our hypothesis ^ what the subject v/ill consider to be success and

failure is not made clear. In our design we assumed that these attributes,

i= ©c , the success or failure, of the subject's behavioral rout'"- -Gre

determined completely by the feedback of win-lose information by the

experimenter. We also assumed that the subject would consider his behavioral

routine to have been successful v?hen he heard the v/ord win ',ful

when he heard lose. If this assumption were incorrect,, it could

nullify our result and indicate a mora appropriate test should be devised.

Since the theory does not make explicit the process by which the subject

will identify when his behavioral routine has been successful, it is untastable

until prtjpositions which define these evaluations are added. Clearly a large

number of such propositions are possible and the test which is appropriate

to validate the conjpieted theory will depend to a considerable extent on the
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propositions selected.

It should not be inferred from the fact that a large number of

propositions can be added to the theory to make it testable, that

proposition is a valid candidate. A proposition which relates the

definition of success and failure to subsequent evidence of problem solving

control processes vfould be an inappropriate addition. For example , if we

assert that those behavioral routines are successful which are not follawsd

by problem solving and that those behavioral routines are unssuccessiTil v?hich

are followed by problem solving we have turned a potentially testable

hypothesis into a tautology. We must therefore seek a de^fjmti^n of success

and failure which is independent of the procsss we wish to explain.

The proposition we selected for purposes of our test was that a subject

in this experiment would associate success with a vjin on a single trial and

failure with a loss. After rejecting the hypothesis including this pro-

position, we tried several other propositions to see if we could f5.nd one

that would simultaneously be independent of the problem solving phenomenon

and be supported by the data. We tried for example the proposition that

success is a function of the outcomes of the previous two^ trials. We

predicted that only if both numbers on these trials vjere wins would the

subject consider the number successful. Under ail other circumstances we

predicted he would consider the nuraber a failure. In the course of such

exercises in ingeniousness v\'e were encouraged from time to time but in each

case we found as we attempted to explain more and more data we hat d

more and more ad hoc propositions ; In each case we eventually violated our

own standard of simplicity for a useful proposition and were forced to r-vjGC':
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the raaior hypothesis, .As Douelas Gaskinr-- has noint< r\ c.l'J^.XT' ^"^

"what we find neatj simple, easy^ and intellectually satisfying suieiy

depends rather oii; our psychological makeup s than on the behavior of measuring

rods, solids and fluids » electincal charges—the ^external world'." Tnis

comment made about theorizing the physical sciences seems appropriata to

theorizing in generals Vfithin our standards at least we found no empirically

valid proposition

«

Just as the theory of problem solving control doss not suggest an

operational definition of success and failures i't also does not specify the

variables on which these attributes will bs defined. In our test we assumed

that they were defined on the output of the subject's behavioral routines

io e, J the number he wrote dowi for eeich trial. In view of our experience,

we decided to admit defeat with respect to our search for independent

definitions of success and failure which vjould explain problem solving control

in terms of this variable and turned instead to the consideration of other

variables. One set of these was suggestec by a review of subject protocols

recorded during the experiinents.

Suppose following each trial the subject evaluated his experiance on

that trial with respect to two measures. Suppose these measui:^s v.ere each

two valued:

Measure I "^

— Douglas Gasking, ^'Mathematics and the World 3" in J. R. Newman (ed.).
T^J;forldof Mathematics, Vol., 3^ New York, 1955, pp. 1708 - 1722..
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^ TT
Win Mort?

VJin Same

Suppose further that these measures were evaluated sequentially and

that on each level, success and failure were associated with each value o.t

the measure as follows

:

„ Win (Success)

Lose (Failure)
Measure I

Measure II

iVin More (Success)

Win Same (Failure)

The process of evaluation of success and failure would proceed as

follows

:

Suppose the s'object had just lost on Trial 20 viith the number

loU?, Ke would have failed with respect to Measure I and under

the theory we would predict problem solving prior to Iris?.
"'''

Suppose on the other hand the subject had just won on Trial 20

with the number l,i+7. He would have succeeded with respect to

Measure I but he would have failed in Measure II because he did

not win on a number higher than 1.47 which v?as conceivably

possible. Thus he would undertake problem solving to pick a

number for Trial number 2.

Clearly these propositions suggested that in our experiment the

would undertake problem solving on every trial because under no circumsrance

could he succeed simultaneously with respect to both measures. Since these
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propositions were independent of the process of problem solving ccnti^ol

they could be added to the theory which predicts failure as the trigger for

problem solving to make that theory testable.

Under this form of the theory our pi-^evious predictions for the results

of our thirty-two experiments viere considerably chan<;»ed. Under tha n-sv;

propositions we predicted that problem solving would occur between every

trial and, admitting the possibiJJty that problem solving chsjiges might have

no immediate behavioral effect » v/e predicted 4052 or fev;er "number chariges"

over the coarse of these experiments. The data we gathered is not in-

consistent with this hypothesis. We observed 1829 dianges.

Since any outcome of our axperireent v;ould have supported the revised

hypothesis our enthusiasm over this result was considerably restrained. Vie

had modified the hypothesis to the point wher« i.t vras no longer testable in

the context of the situation we had dasigaed. This did not imply that the

new hypothesis was untested^ Despite this cistcome we did not conclude that

the results of the first series of experiments had been useless . It had led

us to reject several prop^caitions vjhich ws might otherwise have thought were

true and in addition suggested the need to test a different set of propositions

Before proceeding to the design of a nevj tests however, it seemed

appropriate to review the progress of our investigation, ^e had tested

and rejected the hypothesis that problero solving is controlled by the success

or failure of a sing.le output of a behavioral process. We y^^e le:"

hypothesize instead that problem solving will occur with respect to one of

tv;o variables defined on the output of the subject's behavior roucins

on every trial. Tliis new hypothesis, while untestedj suggested a disturbing

possibility about the procedure used in the first exps^finisnt.
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Assunie for the moment that tha new hypothasis is true. Problern

solving does take place following each trial. In thsi first experiment 'w«

gave th© subject only one variable because that v^as the simplest cess and

completely tested the hypothesis v at that -time. In doing so we also

forced the subject to focus his problem solving on that variable simply

because no other was available, ix inight vjeii hevs Deen for this reason

that problem solving was demonstrated on successful trials as well as on

failure. It simply had no where else lisd,

Ttiis arguntant suggested a simple modification in the experijnsntal

procedure which would iv-niove that constraint and provide the subject « under

some circumstances at leasts, a choice between applying his problem solving

routines to a successful variable or an unsuccessful one. The modification

was the following:

In an experimental situation much like the one described above a

subject was asked to specify tvo numbers on each trials The experiraenter

compared these numbers to corresponding numbers on two previously prepared

listso Using the saiae rules as before he informed the sabject he had vjcn or

lost on each number. The subject circled those numbers (if any) on which

he won and proceeded to the next trial. The reward system in this

experisnent was such that the subjscu vrOi, ^ne sura of the face values of those

numbex^s on which he had won at the completion of a specified number of t

There was one raore fundamental change. In the first experiment the subject

was free to change his number from trial to trial as he liked. In factj

for purposes of our testj whether or not he changed his ruriiber was the

variable of interest. In the second experiment, however, we imposed a

constraint on his behavior. In proceedir- •-"—Tr the numbers he had written





on one trial to those he wrote on the nextj, the subject wsa free to chaige

at most one of his two numbers. The other one had to remain unchanged. He

was free to leave both uncbariged if he liked. He was also free to choose

the number to change and the amount it would be changed. But at least one

numbar on each trial had to bs the same as it had been on the previous trial.

We employed this constraint for two reasonso First we added it to

force an explicit choice of that variable to which pi-obleni solving would be

applied. For example if on Trial 20 the subject had written l.'-f? and 2.15

and the experimenter had told him ha had lost on l»if7 but had won on 2,155

ujider the imposed constraint the subject jvould have to choose between problem

solving (changing) on a variable which was successfnl and one which was a

failure. Without this constraint our earlier observations indicated he

might be led to change both nunibers. The constraint was added, therefore,

to guarantee data which would test the hypothesis that failure is the

trigger for problem solving. On those trials where both nuirsbers win or lose

the hypothesis makes no prediction and these trials therefore would offer

no test of the theory,

Ihe second reason we added the constraint was because we felt it raors

reali.stically represented the problem of problem solving control faced by

decision makers outside our experitnsntal sitvsation. Host decision makers

(humans) over time face a large numbar of variables in their envijxjnment^

Due to the apparently serial nature of parts of their informatioij processing

mechanism 5 however, they attend to these variables virtually csne at a time.

By forcing a choice between alternative variables 5, therefore,, we believe

the constraint made the experimental situation more "realistic."
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To summarize, a subject 5.n the second tv/o variable experimental

situation vas asked to produce : : , -._ aacb of a series of trials.

Following each trial the experimenter told the subject vjhether either or

both of these numbers had been successful under criteria which had been

previously established. The subject was then asked to produce tv?o more

numbers one of which was required to be the same as the corresponding nuriTbei

on the previous trial. The subject vjas expected to attempt to riicxiiTiize

the SUB of those nurobers on which he won over the course of the experiment.

The hypothesis which led to this design consisted of the following

propositions:

l- A change in number from trial to trial is evidence of problem

solving.

2c Subjects use the outcome of the last trial to determine the

success or failure of the behavioral ro\!tine which proo-.^csd

ito

3„ On those trials whers there is a choice subjects will under-

take problem solving where their behavioral routine has been

unsuccessful.

In the context of our second experimental situation the test of this

hypothesis was planned as follows:

lo Run a subject in the experiment:.

2c Attend to thosa trials where one of the subject's nuinbers had

won and the other had lost.

3. Predict a number change in these situations on that nusTiber

which had lost.
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We conducted this test viith suojecr A5 a r a student in

Industrial Management at M,I,T. Of the 100 trials which constituted the

experiment p both numbers the subject specified were successful (won) on 46

trials, neither was successful on 11 trialSj and one of the two numbers was

successful on 1+3 trials.

"Hie subject changed one of his two numbers » i, e. , exhibited evidence

of problem soivingj on 96 of the 99 occasions on which he could do so. Tais

observation supported to some extent at least our conjecture that probj.eni

solving takes place between every trial regardless of its success or

failure

.

The hypothesis we were testing, hoi<7evar, was concerned only with the

focus of problem solving on those 43 trials on vjhich one number was

successful and the other was a failure. We predicted that we v?ould observe

1*3 number changes on those numbers which were unsuccessful and no (0)

changes on those numbers which were successful.

The data did not support this hypothesis. VJe observed 30 number changes

on those nunibei^s which were unsuccessful (vei-sus a predicted '^5) ^ 10 number

changes en those numbers which v;ere successful (versus a predicted 0)^ and

three trials where neither number was changed (versus a predicted 0). iJe

could explain the latter result in the same way we explained no change in

number in our earlier experiment 5 butthose ten instances vjhere the r.t

focussed his problem solving on the successful variable when faced with a

^^o^ce between successful and unsuccessful variables clearly violated our

hypothesis.

We repeated this experiment with 19 other subjects om

M.I.T.'s School of Industrial Management and from the business School

with the results shovrn in Table I,
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Of the 20 subjects only three (F, 0^ and T) behaved as predicted under

our hypothesis. We were forced to conclude, therefore, that the hypothesis

did not offer a general explanation of the behavioz'' of those subjects who

par-ticipated in our experiment.

Until this point in our investigation our hypothesis hsd been 9 as

suggested by the theory froro which they were derived j completely deterministic.

We predicted failure was the trigger for problem solving cmd clearly one

observation to the contrary was sufficient to cause the rejection of such

a hypothesis. As we have seen our experimental procedure yielded data which

far exceeded this minimum criterion^ A simple mechanism based on success

and failure (at least as we X'jere able to define and observje them) ssemad

to have been clearly demonstrated to be an insufficient explanation of the

problem solving control processes demonstrated by those vjho participated in

our experiments, we reconsidered both our general theory and our specific

hypothesis in light of these empirical results.

In the theory which v;e accepted as the basis for cur experimental

design, problem solving is applied to a variable if a perceived measure of

it (the variable) fails to meet a performance standard (aspiration level

or goal value) which the decision maker has established for that variable.

We saw in our first experiment, however, that pi-'obiam solving seemed to be

applied continuously to a single variable independent of its performance.

It was not until our second experiment where we added a constraint on the

subject's problem solving ability which did not permit him to attend to all

the valuables in his environment, that we wer-e able to induce behavior which

appeared to be problem solving control. In the second experiment the subject

appeatNed to withhold his problem sclvitjg capability from one variable and to
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devote it to the othero In the context of received theory we interpreted

this behavior as the result of satisfaction with one variable and dis-

satisfaction with the othar and it was also in the context of that theory

we searched for a mechanism which independently modified the definition of

success and failure in such a way that we could predict the focus of problem

solving attention.

So long as we are concerned with only one variable in the decision

maker's environments the possibility of discovsring such a binary mechanism

has some appeal. The iJiechanism merely has to predict one of two mutually

^,.,1, .„,•... ^...- Toy-hes of the variable; i, e, ^ when it calls forth problem

solving and when it doesn't^ Despite the fact that we have not been able

; mechsr, its e>dstence does not appear to be a logical

-^^:'^^ty.

As our ' other variables in the decision rn.

environmsntj howeverj i-f a set of such independent mechanisms fades

Lerably, In this case we must 'r
"

' set of mechanisms which

ivsfines success and failure in such a way that only one

variable will be judged - jre at a tirne,, Tt)e point her^e seems to be an

important one.

So long as we are :! 3'Stem whi. be in either of two

-j-jSj i. e., V problem solving or not probl; . :. ,.^ ^.: ^ _-:„^ ~ls,

a binary attribute can easi.ly discriminate between the events ' trest-

V/hen the system can be in eitfier of two states on each of several variables

,

a set of independent binaz^y attributes can discrirr. „ between the evciT>-?=

of interest on each variable. When w- -"straints
'

., that the

system can be in a specific state, i. e., prob.' at inost one
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of Liie "'ciiuables at a timej it becomes unlikely indeed that o se-c of

independent binary mechanisms would in general accomplish the required

discrimination. It seemed so unlikely, in fact, that we were led to

reject this theory of problem solving control.

In summary s we have designed and executed tests of hypotheses which

suggest that failure is a trigger for problem solving activity. V/e found

in the case of a single variable that success also triggers problem solving

and were led to conjecture that problem solving may be continuous. By

adding a second variabla to the experimental environment and by placing a

contraint on the subject's px-oblem solving ability j we vfere able to test the

failure hypothesis in a situation where the subject had to choose between a

successful and an unsuccessful variable^ The hypothesis was again rejected.

Finally s v/e argued theoretically that the discrimination required to

allocate problem solving in a multivariable environment exceeds that which

could be reasonably expected from independent processes of success-failure

determination o In the next chapter v^fa shall consider the possibility of

non-independent processes of problem solving control.





VI o COGITATION AND EXPLORATION

We have argued that the process by Mhidi decision makers select the

variables to which they will devote their limited problem solving ability is

important to our understanding of individual and organizational behavior^

We have designed two experimental situations where this behavior could be

observed in subjects under reasonably controlled conditions.

We found that when faced with a single variable environment ,, subjects

demonstrated no need for problem solving control. They appeared to apply

these processes continuously to the variable at haiid.

When we increased the number of variables to twOj however, and imposed

a constraint on problem solving, we found that the control behavior in which

we vjere interested was demonstrated. It was easy to show that independently

defined attributes of success and failure were in general insufficient to

provide the discrimination required by the decision maker's limited problair.

solving ability. On the other hand 5 once this discrimination was accomplished

and behavior executed, it would always be possible to describe problem solving

control in teinns of success and failure. As we pointed out earlier, such

a description would be tautological. V^e rejected > therefore, our theory v/hich

suggested that success and failure are the controlling attributes in the

process of problem solving control.

In attempting to formulate a new hypothesis we found two main ideas

suggested by our empirical v;ork most helpful. 'Ihe first of these was that

problem solving could be considered a csxrtinuous process. Tliis suggested

that the control mechanisn could be conceived of simply as a process which

allocates or focusses problem solving on a specific variable. As a result

we could shift the question of the intensity of problem solving to those
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vvjutines v.'hich would be selected to deaJ. with this variable. The second

idea was that problem solving control includes a consideration of a number

of attributes of the decision maker's environiuent. Since almost any

environment contains a large number of attributes we can consider these

which the subject selects for discrimination to be a sample of those available.

Similarly we can then consider any hypothesis v/hich we might construct to

contain a sample of attributes from the Soine environment. In testing a

specific hypothesis, thsreforea it seemed possible to be ab3.e to compare the

number of correct predictions yielded by our hypothesis to that which would

have been generated by a random sample of attributes. In other words the

idea that the subject's control process must be based on a sample froni a

large population seems to suggest the possibility of testing our hypothesis

against an "equally likely" alternative hypothesis.

We niust hasten to point outa hov;evsrj that this change in experimantaJ.

procedure does not reflect a change in our confidence that behavior is

deterministic^ We vmuld not argue that our subject's behavior was randcnic

We accepted only the shortcomings of our ox-m understanding-

As an example of this testing procedure „ consider the following process

of problem solving control which can be used to explain behavior in the

second (two variable) experi.ment described in the last chapter,

1. If on the last trial one nujnber won and one number lost

5

problem solving will be allocated to the nuraber which lost.

2, If en the last trial both numbers won but on the preceding

trial only cxie number wcnj problem solving will be allocated to

the number which won on the preceding trial.
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3„ If on the last trial both nurobGrs vjcn and on the precBu.tng

trial neither cr both numbers won j problem solving will be allocated

to the nuniber v?hich was not changed from the previous trial.

14,, If on the last trial both nurobers lost but on the p:c^ceding

trial only one nuTtibex-' lost, problem solving will be allocated to

the nun±!sr which lost on the preceding

5. If on the last trial both numbers lost and on the preceding

trial neither or both numbers lost , problsre solving will be

allocated to the number vfhich was cV.anged frotn the ps-^vious trial.

This particular process of control is based on son^o TA--r,tor.ol data which

suggests that some subjects attend primarily to losses. Only vjhen both numbers

are winning do they attend to winning numbers. In case both numbers are

winning, they attend to each number in turn. In case both nu"sjibers are lo3ing.j

however, they attend to one number until it wins.

If we apply this process to the data which the subject had before hini

en each trial in our second (two variable) expsriment, w? <='"' ^'- the case

of subject G we correctly predict the focus of his problem solving on 33 of

the 36 trials on which problem solving was demonstrated and the process we

have specified would make sn explicit predicr!:ion„ Under the hypothesis that

problem solving was allocated by chance, this number of correct pi^edictions

in a sample of 36 observations would occur less frequently than 1 t:ima in iOOO.

We make no claim of generality for this process although it perfromsd

reasonably well (10% level of sijrnificance or better) on several other

subjects. We include it only to indicate the ccsnpiexity of "•x)c.ess

which is required to allocate problem solving in even so simple a sx .'
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as this one designed to limit the subject's enviraiment to only two vardables.

In order to get a somewhat more valid insight into the nature of the

problem solving control process v;hich subjects use in this simple situati.on,

we undertook to have subjects describe their ovm process by the fol3.owing

procedure- We told individual subjects that they would p-- - -•- --•-
- -r, an

experiment exactly like that described --as the second (two variable) experiment

in the last chapter. The difference was that they would participate only

through a rule which they would have to specify in advance. In order to give

them some basis on which to prepare their ruJ-e, they were given the opportunity

to perform a number of trials "by hand". In some cases no limit vjas placed

on the number of these practice trials. In other cases this nuuiber v?as limited

to conserve time.

TvxeYsti'~one subjects prepared rules by which they were willing; to ear-n

the rewards offered by the experiment. (Tliess rewards in the range of one

to four dollars were actually paid on the basis of the performance of the

subject's rule.) lliree of the rules which resulted are shown belovj and

several others are shown in Appendix D.

Siibject Z:

Rule for two-number situation:

"Tlie starting point is $1.00.
The primary attention is paid to the losing number.
Leave winning number to adjust itself. If you vjin

on both numbers at the start- pick left number and
increase it $.10.
If you win on both, increase the winning number that
you picked by $.10, Vfhen you lose on one numbers
decrease the number by $.20 at first to avoid losses
and on the next trial increase the market that seems
to be on a winning streak by $.10. Keep this pafirern,"
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Subject Y:

Rula for two-number situation

:

"Loss rule: - $,11
Win rule: + $.05
If a loss : ( one or mor^ )

1. Always invoke loss rule first.
2. Alvjays operate loss rule on higher numbero
3. If ir7 ambiguous, operate loss rule on

historically higher average value,
>i. If j?3 ambiguous, use loss rule on left

number..

If tvjo wins:
1. Use win rule on higher number.
2. Use win rule on highar average value.
3. Use win rule on laft number first."

Subject X:

Rule for two-number situation

:

"Trial 1. Write $1.00 for each number.
Trial 2. . If one win, decrease loser by $.20.

If ti-ro winSs increase right by $.10,
If two losses, decrease right by $.20.

Trial 3. If one win, decrease loser by $,20.

If t'.<fo wins, increase lowest number by $.10.
If two losses, decrease highest numbex" by $.20.
If two numbers are the same 5.n any trial and

either 2 losses or 2 wins, change right
number.

Do not go above $1.50 or below $.70.
Follow rule for trial 3 on remainder- of trials."

Ssfhile these rules differ from each other in both structurs and behavior,

the general pattein of problem solving control which we had conjectured was

clearly present in each of them. Each subject identified certain attributes

of his experience with each of his nuinbers and defined a decision rule based

on these attributes which would select the number to which problem solving

would be allocated.
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For example
.J
Subject Y used the concepts of win or lose, '-r''- r.n hr.^->,

one, or neither number-, higher or lower numbers higher or lovrer avt-i.-'age for

a sequence of numbers » and right or laft nurebei' in his rule to control his

problem solving operators. These operator's, hox-jeverj vjere quite sinple. If

problem solving was allocated to a number which had won he applied the

operator: increase number $.11, If problem solving was allocated to a

nuniber which had lost he applied the operator- :':- crease nuinber $.05,

Since the set of all possible attributes '.-jhich would have been defined

on str-earas of data like those before our subjects is very large, it is not

surprising perhaps that there was some variation in the attributes which each

selected. It is more surprising perhaps that the variation was so slight.

We have listed belov; all those attributes? relevant to problem solving control

which were mentioned in the rules prepared by our 21 subjects. Beside each

attribute the number of subject vjho used it is indicated.

1. Win 5 Lose 21

2. Win, both-one-neither (last trial) 20

3„ Left, Right 17

U„ Higher, Lower 9

5o More sequential wins on same nureber 5

6v More plays at lumber 2

7« Kore losses st same nuznbsr 2

8« More previous wins 2

9c. More trials since change in number 2

10. Higher previous winning number 1

lie Ifext higher previous winning number 1
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12. More previous losses I

13. Larger maximuin number which has v;chi 1

14. Difference between numbGrs

15. Higher av~ —- 1

16. Mora losses in a row on same nutnbar 1

17^ Larger [Last loss -i- .5 (Number of wins since last 1

loss) - Last number]

The number of attributes used in the rtiies of individual subjects

ranged from two to nine. Tn© average number of attributes par ruls was ^i,?.

Before discussing scnie of the interesting isriplications of this evidenca,

we should consider ca3?efuliy the relavauce of these data to our investigation.

If the rules X'jritten by cur- subjects accurately describe their problem sclving

control process 4 then the data is clearly relevant, Hovf can we be sure,

however 5 that these rules are descriptive of these behavioral iTOcassss and

not just arbitrary responses to the r'equsst to write dcvm a rule? An honest

answer is that we can probably never be sure» i?e do have some ex'idence v?hich

may bear csi the question.

On the positive side we have soihg belief that the rules are £t least

partially accurate because our subjects appeared to vjork very diligently in

their preparation and they were willing to have the rule behave in their

stead in a situation where various tangible and intangible rewards ware at

stake. Somewhat niora convincing, however, is the fact that elements of these

weittsn rules ai^ quite similar to elements of Drotccols of subjects vrho

were working under no pressure to foiTnalir" r aecision process, Sonis c;

the same attributes which we have just listed from the written rules ware

mentioned frequently in our protocol data.
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On the negative side vje must recognise that tha n^.lep vrh.ich trare

v;ritten dovm did not eKplain much of that De..::i\'ior whicfi \ne aui'joccs

exi'sibited prior- to their specification. In other words, the subjects did

not seem to follow their own ruless vsry v?ello He mij^ht explain this by

saying that the srJDJects modified their rules as they gathered experience

and that the rule which thay specified would only bs expected to pa^dict

fii^' . ior wh.i ... We think this would be only

partially true, hovjever» By observation of erasures, if nothing else, we

are convince^ the subjects' rules evolved and were modified by their

,..,.„. i^'r-- the series of "hand" t:-* -!!=• Hovrever; to say that once

specified their rules would bs immune to further experience seems naive,

^id suggest instead that the evidence contained in the v;ritten rules be

-•^''--'"'H as a crci, ^ ...ctior. of an on Boing process by which these rules ars

de< rather than some iirmutable characteristic of tha various a.ndividuals

who devised thetn. By accepting this interpretation of our subjects' rules

Hs must also accept the rtopw*,3.i.biiity to include a modificav:^.o<. :.;achenisin

in any theory which we raight derive from this evidence.

Another probable defect in evider; itainsd in the rules written by

^j::<.- si.ibj
'"-"'"• ^' that in some ws'" -'--,; may be more coitiplete than the

be- anisni which they were intend:' describe « This possibility

at fir ..^s paradoxical but froiii obssrvations of the subjects dtiring their

rule v;ritinf! ' -lieve it is true. Consider the rule praparea ay but)jeer i'

above c In selecting the nuniber to inodify in th:= of two wins he decidad

to chr --: higher number. In real liiis v/ouid hsve taken cars of 99%

'J

I

--.ses but in writing ? "
''

•
'^ recognizee xneT: cni.'s c^Tzxr.i.ciute

might not di :ate in aJ.l cases sc ^tribute higher
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average value. But this, too, could pr£:rai?:Ebly be equal on both a

To take care of this raraote possibility 5 he addeu tne arbitrary r-uis, -'ti^.Ka

the left number". In wr5.tir.g rules, these sr-amote possibilities had to be

taken care of if the siibject wanted to be precise. As a result, it seftuis

quita likely that the rules 'v^hich evolved niay have covered situations with

which the subject had had no experience. Ihus the written rules niay very well

have been more coaiplete than the behaviovai routine which they v/ere intended

to describe^

In addition to this perhaps subtle possibility there isj of course, the

very real danger that the subject's v/ritten rule did not contain some of the

more subtle eittributes to whidi he snight have attended to because they uere

so hard to describe. The experimental situation did not encourage long or

involved rules although they were certainly not prohibited. Some subjects

waxed quite eloquently. We feel we must admit, however 5 the very reel

possibility that the need to write specific rules raay have led to scrsie

censorship of complex concepts.

In spite of all these dafects, which may very well be in the rules v;hich

our s-ubjscts have written, we feel that there is enough nserit in this evidence

to provide the framework for a theory of problem solving control which can

be tested by perhaps more appropriate experimental methods. We believe the

data to be well v;orth considering.

Perhaps the most obvious characteristic of the attributes defined by our

subjects is that they consist of relative rather than absolute ^leasu^•^ss of

the variables in their environment, Mjectives like higher,, loi^rer, morss both^

nsitherj etc., appeared in virtually - attribute by which the 1

process allocated problem solving. B ling absolute and independent





measures like greater' than $1,503 the subjects substant ially increased the

discrimination power of their control process. I . liikalv Indeed thr-t

^ iargs number of variables like thosa our subjects dealt with would

simultaneously be equal an 5 sequence of relative attributes. Thus by using

interdependent ^t-'v-ihutes of th>- v^-lables in their environment, ihe subjects

substantially rsduced the numbei-^ required for discrimination.

Because of the fact that a fevf discriminant attributes would suffice

..._og_t c" -"'^stances, maiiy sui> ,.. .. in some sense incomplete.:

That iSs ons could construct situations in which the rule which had been

written would not b(= able to allocate problem solving because its attributes

>vu;,j._ .t'.:r;.;i!j..;,:; n- , When thesfi situations were rK;;.j.t:ed and pointed cvi-

to the subjects either before or during simulation of play with theii"' rules 5

they would add an attribute to take care of the situation,, In seme cases this

,...u-. ...jg g guaranteed discrimnant like left or rigisc v,fixc),i would resolve

all question of further "ties". The frequency with which the attributes left

3.rt6 'rir;ht v.'ere ussd seems to be partisliy eKolsined by this property. These

aicriDutes clipped the discriroination trea oy guaranteeing an unambiguous if

arbitr^iry choice under all possible circumstances.

3v the use of such dsvicsp or by i<iaving irhis rule olete". our

puDjuc'cs vjsre able to keep th'.-:- number of attribute-s anvi, therefore, the

L-y of their rules within very niodest bounds. Even so there was

ccr.sidereibie variation in the frequency with which th^ j.-.v-ioi-s Av.--!-rihiifs=;

ware requiredr A few like "wir; on both-one-neither" might be used on evei\v

"*-' o-ae like '"left" in subject Y^s rule might only be requir.

une trial in a thousand.
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Thus J because of the discriminating povjsr of the attributes which were

chosen , our siibjects were able to unambiguously allocate their attention to

individual variables by maans of vsry simple control processes. Some of these

attributes wera used frequently x-Jhile others were required very infrequently.

It seems perfectly possible that a subject could behave for long periods of

tinie with a relatively incomplete control process simply bec-^--^ '.-hose events

requiring more complete discriminating power did not occurc We v;iil discuss

this point f. when we attempt to coTiStruct a theory of problem solving

control in the next chapter.





VXI.. TOWARD A THEORY OF PROf '= -•-'- CONTROL .AND SOME COMMENTS ON ITS
KELATIOMSHIP TO OTHER i

V?e began th :':stigation of problem solving control processes by

constructing a theory of behavior in vfhich these process^.s v/ere one element.

He hypothesized a structure for this element and designed and executed an

empirical test of this hypothesis. We concluded from this test that problem

solving control processes are not based on independently defined measures of

success and failui^.

In order to r<eplace this element in our over-all theory we conducted

soms exploratory laboratory work which suggested a someivhat different hypothesis

of the problem solving control process. In this chapter v;e v?ill attempt to

fit this element into our over-all theory of behavior. We will then consider

the revised structure from several theoretical points of viev^.

In Chapter IV we suggested that stimuli from the environment are filterad

through a c<xicept structure which yields a stream of measures on the variables

defined by this structure. We did not disaiss the process of concept fofii'sation

at that time but did refer to some theoretical work which is currently being

focussed on it. On the basis of the observations we have described in the

preceding pages , howeveri we believe that the pr-oblera solving control process

is intimately related to the process of concept formation.

We have seen that our subjects,^ using very fev; attributes were able

to discriminate easily between the variables in our experimental situation.

We observed that attributes wej?e added to their discrimination processes only

as they were required. In other vrords, it appeared that ao -c-r- ns ^n in-

complete (in sOTie theoretical se-
' '

a iixsciimimits
^^

it was used. Only when an event occur i process failed to
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discrimincte a:i!ong alternative behevior^ v?as an attribute addad tc the

strucru).^. 'Itius we suggest that one Trigger xor concept formation, or at

least processing st that level, is the failure of tha problero soj.ving control

process to allocate problem scdving to e. single var'iabls.

It is interesting to note that wa rave been led to postulate failure

to discriminate as a trigger for concept formation. The siraLlari^ty between

this hypothesis and ourc earlier OJie X'fhich held, that failure to achieve a

particular goal was the trigger for problem solving is striking. It is

important to note, hox^reverj that they are different^ In our earlier theory

success and failure vrere attributes defined on certain intervals of measure

scales o In our current hypothesis they are defined on a discrimination process

Under our present hypothesis v-q would predict that failure to discriminate

is independent of the welfare of the decision rfiaker.

It is also interesting to note that when an attribute is added to the

discrimination process » vjhich v;e have hypothesized, Lhe decision maker v;ill

attend to that variable which is selected as a result of the addition and

vfill ignore those other variables which were competing for his attention

before modification. Under our earlier theory vie. would have called this

change goal modification because some of those va ' " 'C which 'jera ^jnsuccess '

(i. e. J demanded prcfalem solving) did not get it and would have to be called^

therefore, successful. Tnus the goal modification process which wa had

hypothesized earlier emerges quito naturally, although in substantially

different form^ in our new hypothesis. Goal modifications we now suggest,

is accomplished by specific addition or raodification of the concept

structure of the problem solvir ~ --^
-. -ccess. If our

'

\

I
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empiricslly true, it w5.11 explain why it was so difficult to define

independent dynamic definitions of success and failure. It also suggestE

that further effoi'ts to discover goal modification mechanisms which v^ill

piHsdict problem solving may be fruitless.

Once the decision maker has accomplished disc:cimnatxon o!i his environ

the application of problem solving to the variables selected iSj under the

new hypothesis 5 straightforward. He applies operators vjhich he has developed

to deal vjith the particular variable v.'hich he has selected. Under our earlier

hypothesis we did not describe in any detail either the form or the process

of development of these operators. We referred only to the extensive v;ork

being devoted to these processes. In the contexL oi the revised hypothesis

,

howevers we find that the problem solving control process may also be impcz'tant

to problem solving itself.

To take an extrerriS axarn
'

idsr a situation in vjn.ich the exteri-al

environment is changing extremely slowly vjith respect to the decision maker.--

That is,, the environment is yielding constant values of all his attributa.-:

.

A laboratory situation or perhaps s factory work station m.ight be examples.

Under our hypothesis, if a set of attributes do not call for problem solving

on a unique variable, attributes will be added until it is called for. Thus

new attributes are added which define new problems and the en^'ironment is made

to change by interrial changes in the decision maker. On the other ha3id» if

the environment changes in such a way that the problem solving control process

cannot discriminate among the various demands, simplifying or generalising

/

1 /

--'Note that this condition is complr ,3e attributes bv
wh.' decision maker chooses to vl envirorifflent.
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attributes will be added to reduce the number of competing variables. In

other words, under cur hypothesis the decision niakar's probleni solving

control process modifies his view of his environment to match his problem

solving capacity. We would predict, therefore, that problem solving

involving subtle variations in detailed concept structure will tales pi.acy

in extexTfially tranquil environments, while problem solving involving

generalization or routinization , sometimes calJ.ed policy making, vrll.T be

undertaken by those whose attribute structure defines a rapidly cicivijiLng

worlds

This prediction is perhaps casually supported in many industrial

situations. Industrial engineers who es-cab3.ish ingenious controls on the

environment of factory workers find theire'.elves unable to define it j.n

sufficient detail to prevent the workers' problem solving process frcTii

discovering vjays to increase their earnings over the rates expected of them.

Thus we find innovation in routine situations where every attempt is made

to prevent it.

On the other hand, we find most middle managers are subject to rapidly

changing events and expectations. We find also that most industrial

organizations engage in a variety of programs to stimulate innovation among

their managers. If we conclude from this that innovation is felt to be

lacking among middle managers, we find a lack of innovation where it is

most encouragea—

'

Our hypothesis not only suggests that these observations would occur

but also suggests that the level of innovation in both cases may be about the

It

\

•i-' Tnis obsei'vation has led March 8 Simon to propose a Gresham's Law for
Planning which suggests that programmed activity drives out unprogrammed
activity. For this and other interesting observations see: J. C. Flarch &

H. A, Simons Organizations , New York: Jchn Wiley G Sons, 1958, pp. 185.





same. It may require just as much innovative energy to TnerHsly survive in

a changing environment as to discover nei'^ vjays to deal with a stable one.

We seem to have developed a cultured preference for one over the other,

however.

To summarize our discussion of the theoretical changes we have been led

to make over the course of our investigation » we have r'eproduced the scheinstic

diagram of the structure on vjhich we based the design of our first experi!u:i!iL

next to a diagram of the structure -rfe have proposed to replace it in Figure 3.

The chief modification which we have made is in the structures of the contro] «

device. We now suggest, rather than a process which independently adjusts

aspiration levels on various variables in such a way that failure vjill

constitute the trigger for the application of problem solving, that problsra

solving control is a process which allocates essentially continuous problem

solving capability to individual variables in the decision maker's environment,

It does so by adding attributes as necessary to a discrimination structuj-^.

It might appear that we have suggested an impractically complex allocation

scheme to replace an impractically complex goal modification process. We

believe, hov;ever, that this is not true. In the first place, as we have seen

in the rules written by our laboratory subjects, relatively few attributes

are required to discriminate among variables which are by many attributes

identical. We believe, therefore, that the number of attributes which are

required to yield behavior as complex as human behavior will be well within

the bounds of human information processing capacity. In the second place,

the control process we have suggested would be consideraibly more complex if

we implied that when an attribute is added to the discrimination structure
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that it is added simultaneously to all pai-'ts of the structure where it might

be applicable. We have made no such requ;i and believe that such a

requirement would complicate rather thap simplify the decision maker's over-

all control process. We believe that attributes are added locally to the

discrimination structure as failure to discriminate occurs. (See the rules

written by Subject Y, pp. 59.) These local additions to the discrimination

structure imply a modest amount of processing only in those cases where the

existing structure fails to discriminate. Third and finally, we believe the

structure we have conjectured is practical because it behaves in such a

way that it guarantees a feasible structure. As more processing is devoted

to control and less to problem solving, a decision maker would devote less

energy to the control of his environment and (presuming even modest effectivenest

on his part) the environment therefore would begin to yie3.d attributes

which would compete for his problem solving attention. Our theory suggests

that in such a situation attributes will be added to reduce these simultaneous

demands and at the same time reduce the processing required for control.

Thus over time we would predict a tendency toward equilibrium such that the

control attributes trigger problem solving behavior at a rate which just

matches the capacity of the decision maker to perforin problem solving. In

this equilibrium situation, no nev; attributes would be required and no

innovation in problem solving v;ould be called for. These systems would

balance. We suspect that this would be a rare observation because it vjould

require fortuitous exogenous effects to maintain the balance. We feel we can

argue for the practicability of the system which we have conjectured on the

basis of its adaptability to variations in demand vdthin some lim5.ting capacity

for processing.





- 73 -

We regret the necessity to argue so casually for the structure we have

conjectured. We believe j howeverj that until such a structure is specifically

hypothesized, it will be difficult to design ussful empirical work which might

add validity to such conjectures.

In the next chapter vje will outline a number of experimental tests vjhich

we feel would provide the beginnings of the validation v/hich our argument so

obviously requires.

Before proceeding to that discussions hovjever, in order to clarify our

perhaps inadequate description of the process we have conjectured, v/e will

attempt to shov; its relationship to several other theoretical structures.

Theories_of^angg„FheiTcgigna

In Chapter III we referred to some theoiretieal and empirical v/ork on the

phenomenon of change. It was pointed out that this phenonsnon is virtually

identical to the process of problem solving as we have defined it and suggested

that a theory of problem solving control should be consistent with the

frequently observed and reported behavior which has been named "resistance

to change"^ We will consider first the behavior and then our interpretation

of it in the context of the theory we have proposed.

In the theory on change clients are people who behave. More than this,

they behave in such a routine manner that a sample of their behavior can be

classified as changed or not changed.

Change agents are people who interact with clients in or-der to get them

to change their behavior. Change agents are not always successful, and when

a client behaves the same way after the efforts of a change agent as before

»

he is said to have resisted change.





The methods employed by change agents vary greatly. Sometiiines they use

face to face conve;?sations with clients to effect change. Soynetimes they use

such impersonal methods as the mass media.

A considerable amount of careful empirical work suggests that change

agents are most successful when the client actively participates or at least

thinks he participates in the change program, Tnis participation can vary

from an explicit committment to a given proposal to active interaction in the

design of the change. At a more general level the change process appears to

be most successful when the client is active during the change process than

when he is passive.

V/e v;ould explain these observations in the contest of our theory as

follows: First, we would expect routine behavior to occur when the problem

solving control process generates demands on the problem solver which closely

match its capacitj'- Vie have argued that the processes of problem solving

control and problem solving itself will interact in such a v;ay that this

should not be an unlikely observation. Thus, our theory predicts the routine

behavior from which change can be measured.

Our theory further suggests that this routine behavior is controlled

by a discrimination structure defined on attributes of the decision maker's

(clients) environment. We would predict, therefore ^ that so long as both

the relevant environment and this structure is unchanged, the decision maker

behavior will be unchanged. We have further suggested that changes in this

structure are made locally when the structure fails to discriminate a unique

focus for problem solving. This failure may only be discoverable in the

context of all the other attributes and the discrimination structure. In other

a
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words, only when the dacision-maker is forced to r./-,nve in .. . ..

conflict between his old structure and the new dernavid will new attributes

be added to generate different behavior. By not undertaking behavior he
|

may not recognize the conflict between his structure and that implied by the

exhortations of the change agent and thereby leave his old structure unchangi;

The resulting lack of change in his behavior would be called resistance to

change.

Thus the theory we have proposed is not inconsistent with ths observations

of those who have studied the change phenomenon. It predicts both routine

behavior and the need for behavioral activity to induce a change in the

behavioral control process.

Utility Theory

In Chapter II we discussed at seme length the relationship between

teleologicai and mechanistic theories of behavior. We indicated that our

study would be conducted in the mechanistic mode. Because of ths v;idsspread

interest in teleologicai theories , however, we shall discuss what we see as

the implications of this study for theories of behavior based on utility

maximization.

While our experiments generated a considerable amount of data which might

be analysed from a teleologicai point of view, we shall discuss only two

examples to illustrate some of the problems we see in that approach to the

understanding of individual human behavior.

In each of the experiments the experimenter compared the number(s)

written by the subject to the number(s) on a previously prepared list's).

If the subject's nuvTiber(s) was the larger of the twOj the experimenter said
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"lose"; if it was the smaller, he said "v;in". Given knovrledge of the foriti

and parameters of the probability distribution from vvhich the experimenter's

numbers were drawn, it was easy in each case to compute that number vjhich the

subject should write in order to maximize his net earnings over the course

of the experiments As a result, it i-fas possible in each experiment to caiipare

actual behavior with that which was predicted by a theory which asserts that

behavior will maximize expected net earnings.

There were two difficulties in making this comparison. First, sines

the subjects did not know the form or the parameters of the distribution from

vihich the experimenter's numbers were dravm, it seemed unreasonable to expect

the subject to immediately undertake optimum behavior. "Rius, instead of

analysing the trial by trial behaviors we took either what appeared to be the

central tendency of the last fevj trials in the experiment or in some cases

we asked the subject at the end of the experiment to choose one number which

he felt would maximize his net earnings. In those cases v;here vje could

compare these two estimates they were quite consistent.

Since both the theoretical prediction and our observations were quite

specific, we can report that none (0) of our seventy plus subjects chose

that number v/hich maximized his expected net earnings, A few, perhaps

chose numbers which were close (plus or minus one-tenth of a standard

deviation) to the optimum. But most were considerably farther away.

In one series of experiments in the single variable situation;, we

noticed that those subjects who modified their number on each trial selected

final numbers in the neighborhood of the median of the distribution from which

the experimenter's numbers had been drawn. Since it was easy to show that
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in this experimental situation any process v?hidi syminetrically increases

numbers which win and decreases numbers which lose v/ill tend to the median

of the experimenter's numbers , we compared the subject's behavior with this

model. We found general agreement. Step sizes were not always symmetrical

and there were exceptions to the directions of the changes but these were

few and typically occurred early in the Gxper5.mentc

Tne economics of this series of experiments were such that the number

which would maximize expected net earnings was one standard deviation above

the median. Thus, we found a discrepancy of one standard deviation between

the numbers selected by some of our subjects and that number which would

maximize their expected net earnings. Wiis brought us to the second probler;i.

We had no very good reason to suspect that our subjects actually tried to

maximize their expected net earnings. They frequently said in their

protocols that they wanted to make as much money as possible fi-'on! the

experiment but what they meant by this vjas not made more precise.

In an attempt to explain our observations in the tsleological mode we

assumed that the subjects wanted to maximise some function which included

both frequency of wins and earnings. In other words we assumed that the

subjects had in fact maximized their utility by playing in such a v;ay that

they won more frequently than they v?ould have at the optimam but that this

difference in frequency was worth the difference in expected net ear

To test this utility model,, we revised the economics of the situation

such that the number i*hich maximized expected earnings was at the mediaii

minus one standard deviation instead of at the median plus one standard

deviation. Thus the frequency of wins at the optimum was changed from about

one out of five to about four out of five. If the svibjects wanted to win mors
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frequently in rsturn for lower expected earnings „ they wou-.. ^«<=^ n ftnal

number smaller than the median minus one standard deviation. On the other

hand, if they behaved in such a way that they symmetrically increased their

number whan it won and decreased it when it lost 5 this rule would be un-

affected by the change. This theory would predict that they would continue

to choose numbers near the median, Tne test V7as clear. If subjects chosa

numbers less than the mean minus one standard deviation ^ this would support

the utility model. If » on the other hand, they chose numbers greater than

the mean minus one standard deviations this would support the mechanistic

modelo

Every subject who participated in the revised experiment » some of vjhom

were the same as those who participated in the earlier experiment » chose

numbers higher than the mean minus one standard deviation. It should be

pointed out, however, that because such demonstrations vrere not our primary

interest in these experiments, we did noi: pursue this line of investigation

to mora conclusive results.

Besides these observations in the context of the single variable

experirrient, vie generated some data in our two variable experiments which wej^e

also disturbing from the point of vievj of theories of behavior based on

utility maximization. We mention these observations not only because of

thsir relevance to utility theory but because they demonstrate clearly the

relative importance of problem solving and problem solving control processes.

In the single variable experiment no constraint was imposed on the

subject's problem solving process. In our two variable experiment subjects

had to select one of two variables to which they could apply their problem





solving routines on each trial. Since we ran some of our subjects through

both one and two variable experiments, we could directly compare their

behavior in a constrained and unconstrained situation,, In a single variable

experiment one of our subjects ciiose to make s^/mnetrical changes i.n his

nuTiiber on wins and loses and as we have just discussed, he appeared to

pursues ^"<^ iJ^ fact chose as his final niiiiiberj the median of the

distribution from v^hich the experimenter's data had been dra\m.

When faced with two variables and a constraint on his problem solving

he appeared to follow the rule we described on page 51. He attended to his

losses, if any, before attending to numbers vjhich were winning. Vihen he

attended to a loss he alvjays decreased the number; when he attended to a

win, he always increased it.

If we take as the equilibrium condition of this process that point on

the distribution from which the experimenter's data iijas drawn where the

subject is equally likely to increase a number as to decrease itr. k<e can

compute this point by solving the following equation:

p2 = 2[p(l - p)3 + (1 - p)2

Where p = probability of a win at equilibrium.

p = probability of a win on both numbers and therefore a
step up.

2[p(l - p)3 = probability of only a win on only one of the numbers and
therefore a step down.

(1 - p) = probability of a loss on both numbers and therfore
a step dovm.
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The solution to thi . ticn is p = ,71 which ininl'ns t:_:_

we have describad for the two marlcet game will reach aquilibr-i

defined it at a point on the distribution where each number v;ill win 71% of

the time as opposed to the single variable gams whezv2 this rule will reach

equilibrium at 50% wins.

We ran a subject through both the one and two variable situations with

data drawn from identical distributions. In the single variable gains the

subject won 21 trials out of 50 or 'i-2% and in the two variable gajne he won

101 trials out of 150 or 67%. Neither of these frequencies deviate significantly

from our predictions at the .05 level,

l^iese results are very difficult to explain in the context of utility

maximization. In the single variable game the subject behaved as though, he

preferred to win 50% of the time at a number near the median of the experimenter'

data. In the two v'ariable experiment, however s he behaved ten minutes later-

as though he preferred to win 70% of the time on numbei'S seven-tenths of a

standard deviation below the median. Such a shift in preferar ' ihe

change in experimental procedure v?e have described is inconsistent vjith

every formulation of utility theory with which we are familiar.

We were gratified that these results v^rere so well explained in the

context of the theory we have suggested, but they are interesting from another

point of view as well. The steady state behavior of the rule ue conjectured

for our subject is independent of the step size. That is, if steps are

symmetrical in the directions we have sjjecified, then the subject's behavior

in the steady stats is independent of their size. This suggests that in some

situations at least problem solving control processes have a more powerful

effect on some attributeis of behavior than the problem solving which they

control.
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To summarize this discussic " '"ity theory, vjg hava reported two

sets of observations which ara predicted in the context of our Tnechan5.stic

theory but which ars inconsistent vrith a theory of utility rfiaxiniisaticn.

are led as a result to be less than optimistic about the predictive power

of teleological theories of individual behavior.

Cognitive Dissonanjce

As the result of some observations of rumor generation and transmission

;

Lson Festingar proposed a theory of cognitive dissonance on v;hich ha and others

have done extensive empirical research in a wide variety of situations .£/ We

believe that our theory of problem solving control may provide a mechanistic

explanation of the dissonance phenomenon.

Festinger defines dissonance as a state which exists when two cognitive

elements in an individual "do not fit together". In the context of our

theory vje would describe this situation as one where the process of problem

solving control containing these elements could not make an unambiguous

choice of a variable to which to allocate problem solving behavior. V/e

would predict attributes v;ould be added to the process until discrimination

could take place. Festinger describes this process as a pressure "to reduce

or eliminate dissonance"*

He points out that dissonance can be reduced either by modification of

the cognitive elements themselves or by changing the environment. We have

described the first of these processes in some detail. By adding new

attributes of the environment to a discrimination structure, we have

suggested that decision-makers not only bring about internal consistency but

if L. Festinger, A Tl-teory of Cogtiitijj;^ J)i^scT>anos , Stanford, California;
Stanford University Press, 1957.
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also revise their view of "reality".

Some of Festinger's most interesting work has been concerned with

explaining the process of behavioral change. He has explained, for examples

in the context of his dissonance theory why active participation of •"'' -•-----•-

of change should facilitate the change process. Sines we have already

covered this point in our discussion of resistance to change, vre vjiil taks

one other of Festinger's results and attempt to show its consoanarice '.vith our

theory.

In studying situations v;here individuals are forced to undertake an

externally specified mode of behavior, Festinger finds an interesting relation

ship between the "strength" of the force—^ applied and the amount of

permanent change in behavior which remains after the force is released. If

the force is just large enough to effect compliance, the permanent change

in behavior is maximized. Forces too small to effect compliance have little

or no affect on behavior while forces rauch greater than that required for

compliance only accomplish compliance while they are supplied but have little

permanent affect.

We would explain these results in the context of our theory as follows

:

When the decision-maker finds that he faces the problem of discriminating be

tween his "nonnal" mode of behavior and one vjhich has bean proposed to him,

he must add attributes of the situation to his discz^'imination process until

he is able to make a choice. As we have suggested earlier, in any complex

—ihis term refers to force in the context of Lewin's force field theories
of behavior.
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situation the number of attributes from vjhich he can draw is very large.

Suppose J however, in the case where force is "small'' j no conflict is

recognized and no change in behavior occurs either during or after the

application of the force. In the case whei'-e force is "large", the attributes

selected are all defined in the context of the force situation. Consequsntiy

when force is removedj those attributes relevant to the specified behavior

are all removed and the problem solving control process selects "normal"

behavior again. When the force is "just right", however, new attributes are

added not only from the force situations but also from the local environment.

These latter elements , therefore , constitute a change in the problem solving

control process which v;iil continue to affect behavior after the force is

removed.

While this interpretation of these results hardly constitutes empirical

validation of our theory, we find it encouraging that our predictions are

compatible with those made under the theory of cognitive dissonnance» It

seems possible that by suggesting a process of disscnnance reduction, our

theory may offer a new methodology for further empirical work on important

and interesting phenomenon of cognitive dissonance.

Behavioral^Theory _pf ...^j??, J!^JI°

Since most of our empirical work was directly suggested by propositions

made by Cyert and Marchi' , we have already discussed most of the implications

z/% Mc Cyert and J. G. March, Op. Cit.





- 8U -

of our vjork for their behavioral theory of the firm. We have found that

"aspiration level like" goal values on each variable in the decision-maker's

environment provide insufficient discrimination to determine behavior. We

found instead that a focussing mechanism which Cyert and March saw as

necessary in addition to a goal modifying process vjas sufficient in itself

to explain behavior. Thus, in this area^ a rare event has occurred. As the

result of our empirical work 5 we have concluded our study with a simpler

theory to explain the same behavior than that with which vjg started.

It might seem that by rejecting the success-failure trigger for problem

solving we have raised some question with regard to those parts of the

Behavioral Theory of the Firm whidi uses these attributes as a mechanism

to explain internal change. We will argue on the contrary that what vie

suggest not only is consistent v;ith current formulations of this theory but

also may suggest interesting nev; areas for research on it.

In their model Cyert and March hypothesize measures or attributes of the

environment of decision makers within the fi3?m which are compared to goal

values on these same attributes to control the rate of search or problem

solving I'/hich will be undertaken. Since in most firms such attributes,

measures, and goal values are institutionalized through an accounting system,

it seems entirely possible, in fact quite likely, that thsy would be

important attributes in the process by which decision makers in firms focus

on problems. The wily assumption required to make the theory we have

suggested compatible with the current formulation of the behavioral theory

is that the amount of problem solving i/hich is triggered by this process

always matches the capacity of the organization to perform it. Since we

have argued that the process we have described will lead the processor toward
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this matching of demand and capacity v?e see nothing vrrong with ;-••
'

assumption as at least a first approximation.

It is interesting to consider the possibility of removing this assumption

and replacing it vjith ons v;hich asserts that problem solving capacity o'^ t'"----

organization is constant and that the demands of the institutionalized control

system are variable. We might conjecture as do Cyert and March that v/hen

the demands of the institutionalized attribute structure are all satisfied

that most (although probably not all) problem solving will be al].ocated to

better satisfying the members of the organization by internal bargaining over

work rules, recreational activities, atc= These uses of the problem solving

capacity underaanded by the control system are what Cyert and March call

organization slack and we find it completely consistent with our theory of

problem solving control.

On the other hand, we can easily imagine situations when the demands of

the institutionalized control system might exceed the problem solving capacity

of the organization. The behavioral theory of the firm as it is now

formulated does not recognize this possibility. It assumes instead that

innovative activity can and will alv/ays be applied to all variables v/hich

demand it. It would be interesting to investigate the effect of removing

this assumption and replacing it with any one of several possible models

which would allocate search (problem solving) under a constraint. In

something so complex as an organization it would be difficult to predict

without empirical observation just how such a constraint might operate,

but it appears to be an interesting area in which research could be conducted

either in the field or in the context of a computer model or preferably both.





While on the subisct of institutionalized nrobDcro solving,

processes (budgati; li point out one of the predictions of our theory.

A budget will have a maximum behavioral (focussing) effect when it generates

problems at the sarae rate the organization can deal vjith their,. If it

generates problems too slov;lyj attention will be allocated by other attributes.

If it generates problems which exceed the problem solving capacity cf the

organization 5 attributes will be added to reduce this demand. It is r. .. , -\:

all clear that these attributes will focus problem solving on variables related

to the budget. The possibility of individuals solving the problem by leaving

the firm might be considered for example and this variable might v/ell becortie

the focus for their innovative activity.

In summary we have found our theory of the problem solving control

process to be consistent under not unreasonable assumptions with current

formulations of the behavioral theory of the firm. It appears , however ^ that

the behavior of a firm under heavy demands from a formalized control system

is "- ---Ba in which further research might t- '^•' ly conducted.

Mechanistic Theories_ of Human Prob Igm Sglyin

g

We suggested earlier that we would have occasion to discuss again the

pioneering work which has been done in devising mechanistic theories of

human problem solving behavior (see page 24) . As we indicated tn - did

not conduct our research in the context cf these theories because they have

not been directly applied to the kinds of behavior in which we vj-re interested.

If we compare the results of our study of problem sclving concrcL to those

processes which have bean found to explain human problem solving behavior
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we find large ar«sas of agreement in both process and structure. Clarkscn—

found that a trust officer selects those stocks which he purchases by means

of discriminating processes acting on well defined attributes of his

environment o In the context of our theory if we cciisider the act of

purchasing to be a behavioral routine which can be applied to a stock, then

the trust officer's discrimination process is completely analagous to the

problem solving control process we have investigated. Since those particular

attributes used by the observed trust officer always yielded a unique output.

Clarkson did not observe the process of adding attributes vjhich vjg observso

when no choice could be made.

On the other hand, Feigenbaum'sf/ work on verbal learning behavior indicated

clearly that attributes of non-sense syllables are only added as required to

discriminate between two syllables. Thus our observation of an attribute

structure vjhich is only as large as it needs to be for discrimination is

supported by Feigenbaura's work. Since the subjects in our experimental

situation were not given a set of attributes which would "guarantee" dis-

crimination we got some insight into the process by vihich people control the

size of their discrimination processes. 3y using arbitrary attributes independ-

ent of their experience (e. g, , left, right) subjects were able to cut off

the growth of their discrimination structures. This observation suggests a

possible mechanism v/hereby people can deal with noisy feedbacks a problem which

Feigenbaum's EPAM process has not faced.

— G. P. E. Clarkson, Op. _Cit .

._'E. A. Feigenbaum, "Simulation of Verbal Learning Behavior," Computers

,^'^_?19\jgJJLt-» E- '^- Feigenbaum and J. Feldman (Eds.), McGraw Hill, New York,,"

1963,
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To summarize we have found that our conclusions, based on s stud;.' of

the process whereby people choose the variables to iv'hich they ^-rill allocate

problem solving, support and are support-ad by work '.<rhioh has beer done ov.

activities where the focus of problem solving was large.i.y concro

a result we are led to conclude that the so called higher levels of

making process rtva very similar to the processes operating at the lower 1.-.-.

Summary

In this chapter we have suggested a theory of problem solving control

to r-eplace the one vjhich we rejected as the result of our empirical tests.,

We have argued that the problem solving control process as we have defined

it appears to be an important part of both the processes of concept formation

and problem solving^ The processes we found to explain problem solving

control appeared in many ways similar to those v;hich have been found to

explain problem solving that we were led to conclude that the structure of

the processas at both levels may indeed be the same.

We discussed the compatibility of cur theory v/ith observations made in

the context of a variety of other theoretical structures. We found not only

that our theory was compatible with these others but also that it seemed to

offer more complete explorations of some of the phenomena.

We recognize that the theory we have proposed is at this stage in-

sufficiently supported by direct testo In the next chapter, therefore , we

will outline a prcgram of empirical research vjhich if successful will place

our theory an a sound empirical base.





VIII. SUGGESTIONS FOR FUTURE RESEARCH. SUMMARY AND CONCLUSIONS

:\.'i^ijj^.iiiWhile we are encouraged by the degree to v\»hich the theory of pr<

solving control vjhich we have suggested is consistent with other observations

and theories of this process, it seems clear that more direct testing is

called for. We shall outline what seems to be the most promising progrsm

for accomplishing this task.

At a general level the program is a simple one. We should proc

construct specific models of problem solving control behavior vjithin the

framework of the theory which has been suggested and compare the predictions

of these models with the behavior of those individuals whom the models were

designed to describe. To the extent that these models predict the behavior

of the individuals for which they were devised and to the extent that

appropriate variations of these models describe other individuals, our

confidence in the theory will increase. To the extents however, that specific

models fail to describe individual behavior we will question first the

formulation of the models and then the framework of the general theory.

This process of validation is clearly no different than that we would

prescribe for any theory which alleges to explain any observable phenomencMfi.

Such a general prescription, however, hardly constitutes a program of

research. We shall tun:j, therefore 5 viithin this general procedure to consider

some more specific suggestions.

The theory we have proposed makes specific predictions of two aspects

of problem solving control behavior. Firsts it asserts that problem solving

control is exercised by means of a discriminating process which operates on

a well defined sub-set of those attributes "which can be defined on the

stimuli received by a decision maker. Second, it asserts that the attributes





which are included in this discrirainatior. functic .dded only when the

discrimination process fails to select a. unique focus for problem solving.

It would seem that testing can proceed on both of these aspects of the theory.

We will consider each in turn.

To test the proposition that problem solving is controlled by a

discriminating process operating on a well defined set of attributes of the

decision maker's enviivDninent we might look for the following: (1) A decision

maker who deals with a variety of problems such that the effect of his control

process is observable. (2) A decision maker V7hose control process is v;ell

adapted to his environraent such that new attributes are required ivifrequentiy

,

and (3) a decision maker whose control process is based largely on formalized

attributes of his environment like published reports or other objective

measures, (4) A decision maker willing to discuss and/or describe his process

of problem solving control v;ith the person performing the test of the theory.

The test procedure would be quite straightforward. By means of interviews

and observation the observer could get insight into the attributes included

in the discrimination process by vrhich the decision maker focusses his ettenticr,

on the various problems before him. To the extent that this set of attributes

would be processed by a discriminating function which would predict the focus

of his problem solving this aspect of our theory would be supported.

A variety of industrial positions would appear to be potentially fruit-

ful ai'eas for such an investigation. The quality control manager in a

manufacturing organization might be expected explicitly to shift his focus

of attention over the set of manufacturing operations which contribute to

the quality of the finished product. Some parts of his discrimination process
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would prcbahlv T-)?. fovrnaTi^-^i.d, e. o, - X .-inn R charts, while others might be

more suitable j e. g. , knowledge of the cojapetence of various foremen and

their employees or the importance of a particular order, 'Ihe process of

problem solving control of a quality control manager might be of interest

not only with respect to theories of problem solving control but also with

respect to theories of quality control. It might be interesting to see,

for examples the degree to which eKplicit and frequently sxr -•;'" quality

control charts affect the focus of those analytical processes vrhich they are

maintained to control.

The process by v;hich a salasraan chooses to call on customers and the

process by which manufacturing orders receive the attention of those

scheduling manufacturing facilities are suggested as other interesting

situations vjhere the standards we have set dowT« for this aspect of a testing

program might be met.

For purposes of testing that aspect of the theory concerning the process

by which the problem solving control process is constructed we "
' 'gest

work in slightly different situations. Hers it v?ould seem desirable to find:

(1) A situation vrhore a decision maker liiust deal with a variety of variables

such that his allocation of problem solving is observable. (2) A situation

with which he has had little or no experience so that he will frsquently

encounter situations where a discrimination process based on past experience

would not apply directly. (3) A situation simple enough so that the set of

attributes from which he has to draw will be relatively small. (H)

a situation in which the suiject can and is willing to cooperate with ths

person conducting the study by giving interviews and protocols of his decision

process

.





Cl'-f

Since the objective of tija scudy wou-.a ds to tet-

'

hypocn

:

that attributes are added to the discrimination process only as they are

required it viould be necessary to have some reaans of gaining knowledge of

the discriminating structure over time. In any kind of situation where

the subject is free to behave even within certain constraints on his problem

solving capability, it is extremely difficult to be sure which of -ety

of possible discriminating structures might be yielding the behavior which

is being observed. For purposes of testing this hypothesis 5 however 5 it

would be necessary to know this structure.

Despite some of the obvious disadvantages of the method , we believe the

best procedure to get at this kind of question is the one we have used and

described. It seemed that by having the subject specify a decision rule by

which he would respond to his experience we got considerable insight not only

into the form but also the process of problem solving control. If j instead

of having the subject prepare a rule once and for all, via permitted him to

revise it as he gained experience, we could obsei^ve those circumstances where

he modified it and the nature of the modification. Thus by observing trial

by trial modifications in the control process itself vie should be able to

get insight into its evaluation.

Chice the form end general process of evaluation of the control process

is established we can proceed to work in several directions. In the airsction

of more basic research we might attempt to understand the process by '.<hich

those attributes v;hich are added to the control process are identifi?;

selected. Research in this direction would proceed tcs-zard more fundamental

understanding of such phenomena as cognitive dissonance and resistance to

change » While vje argued in the last chapter that our theory may provide a
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mechanistic explanation for these phenomena the case will not be conclusive

until the theory can be more specific about v ch will be

added under various circumstances.

Another direction in which we might proceed from an estabi5.shed theory

of problem solving control is toward a raechanistic theoi^y of interpersonal

«

small group, and organizational behavior. Since the problem solvinj^ control

process acts as a filter between the environTiient and the decision maKor's

behavioral mechanisms, it seems to provide a theoretical structure for the

study of such concepts as authority s influence, and personality which have

been long recognised as important to theories of interperscaial relations.

The process by v;hich one might go about constructing a model of that part of

the problem solving control process vrhich deals v;ith stimuli from other

people is not completely clear, however. One procedui''e vjhich might be

useful in approaching this problem is the following: Using experimental

situations much like the ones we have described , let -fcvjo subjects independent l^f

arrive at decision rules with which they are satisfied. Ihen bring th

gether and without revealing their rules to each other have them come to a

rule which they will jointly accept. Protocols of this process might suggest

not only the nature of the processes which deal with interpersonal stimuli

but also shed some light on the individual process as v;ell.

Without hav'ing performed such experiments we can only predict that they

may be useful. The exact nature of the attributes which make up the process

which deals with interperswial stimuli is at the moment unpredictable.

Despite our rather parochial discussion of the problem solving control

process we can see no reason , once its form and general process of evolutioji





are establishacs xo mii±nxaxn ics j-aerrciry ds s. saparate ana aistirjct

cotaponent of the more general theory of human deci.sion Triakir

is a part. In fact, in the context of that theory .Its identitv mav be

impossible to preserve. As we have indicated the processes v.'e rouiid to

control the application of problem solving operators appear to be virtually

identical to those which others have found vjithin the operators thamsel-ren.

Thus it apjjears that simply by continuing to build more end mora medals of

mora and more individuals and arguing this within the fraraevjork of the

general theory we can not avoid doing research on those phenomena we have

identified as problem solx'ing control processes. And since, in this wcrkj

those processes of the most interest will receive the most attention

perhaps we can take comfort in the fact that the processes we have called

problem solving control will receive the attention they deserve.

To summarize the work described in this paper it might be said ws have

proceeded frovn an untested hypothesis to a sanawhat different theory' vjhich

will require considerable more v/ork before it is fully validated- Our

empirical work was sanewhat more conclusive on the hypothesis we rejected

than it vjas in offering support to the theory vve proposed to replace it.

Nevertheless vie find our evidence modestly persuasive and are encouraged by

the fact that our theory seems to explain more v;hile remaining compatible

with a variety of other vjork which has been done on the same phenomenon.

We began our study with an interest in the process by which innovations

are undertaken in organizations. Choosing to work in the context of

raechanistic theories of behavior v;e defined two kinds of behavior. Programmed

behavior is that which is undertaken in situations with which the decision

maker is quite familiar and his behavior varies only slightly in response to
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to the same stipiuii. Non-programrned behavior on the otwsv licmu is undar—

taken when a situation evokes those activities vfhich have been called search

or problem solving. Since innovation appeared almost by definition to be

the result of problem solving activity we undertook to investigace ens

process by which such activity is controlled.

After reviewing several theories which have been suggested to explain

the process of problem solving control vre chose a hypothesis which suggests

that failure to achieve an aspiration level on a particular variab3.e is the

trigger for problem solving activity. We shovfed how this hypothesis might

fit into an over-all theory of behavior and designed in this context an

experiment to test the hypothesis.

We found in the case of a single variable environment that success ax\<i

failure did not ccffstrol the application of problem solving routines. In

considering this results hoi'fevers we were led to suspect that a single

variable environment might be a special case and we proceeded to design a

test of the hypothesis in a two variable situation. Here again, hoi^jever, we

found that success and failure did not explain the allocation of problem

solving to the variables. In considering this result we vjere ab3.e to

show that we night expect this result in general.

In oiHier to generate a new theory of the control process we 2d

the behavior of subjects in an experimental situation which forced

be explicit about their process of problem solving control and we were led

to theorize as follovjs

:

1. Problem solving activity is a continuous rather than an

intermittant process.

2. It is allocated to particular variables in the decision
maker's environment by means of a discriminating process
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defined on attributes of that envircnmsnt.

3o Attributes are added to this discrimination process
as necessary to generate a constant demand on the
problem solving processes of the decision maker.

We shov;ed that this theory not only predicts certain casual observaticxis

of innovative activities in industrial organizations but also provides a mora

complete explanation of observations made under a variety of other theories.

We pointed out that the theory v;e devised to explain problem solving

control behavior is virtually identical to those which have been devised to

explain complex problem solving and learning behavior.

Perhaps our most basic conclusion 5 therefore, is that the so called

higher level cognitive processes appear to be the same as those which have

been found to explain more routine ?<inds of behavior. This conclusion suggests

that while these distinctic»ns v/hich have been made between programmed and

unprogrammed behavior, between persistence and change, and between creative

and routine behavior may be useful for some purposes, these terms should not

be permitted to suggest that essentially different theories are required to

explain the behavior to which they refer. It appears that models carefully

built within a single theoretical framework may explain all of these phenomena,

A theory which promises such scope in explanation but v/hich at the same

time remains vulnerable to empirical tests is a comparatively recent event

in the social sciences. Its significance, therefore, ws believe would be

difficult to exaggerate. It nov? appears that only painstaking v/ork lies

between us and the ability to understand as well as name such phenomena as
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managenient covixtoI, reais-cance xc cnangej rnoci. incGj crea'civ

personality, j\; :5 etc. And with this understanding will surely coiue

more approoriata bases for management behavior and moz-e effective means

of management education. If the theory v<g have suggested is correct

,

attributes of that new environment v;ill be identified which vjill suggest

new foci for problem solving and the task ahead will appear to be just as

large and full of promise as ours does now.
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APPENDIX A

Instructions for Experimental Situation I
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Instructions

Tns experiment in vjhich ycu ars about to participate is o i-.
i .. of

a research project designed to investigate certain fundamental processes
of human decision making. During the course of this experiment j'ou have
the opportunity to make a number of decisionso These decisions will, by a
process described below, determine a measure of your performance in the
experiment. This measure will be expressed in dollars and cents and you

can think of these as your earnings in the experi.ment although no payoff
will be made. You should attempt to make your decisions in such n v;ay as

to make your earnings as large as possible.

On the forms provided you can see that the experiment consists of a number
of trials and a decision by you on each trial. Your decision v/ill consist
of choosing a number to write opposite each trial number. The numbers you
choose can be thought of as dollars and cants, can be positive or negative,
and can be of any size you choose. Ttiere is absolutely no limit on the
number you choose on each trial except that it be in the dollar and cent form.

After you have chosen a number for a trial I will compare that number
with the number corresponding to that trial on a long list (5,000 numbers)
which I have prepared. Note that the number on my list ciianges at each
trial whether yours does or not. If .j v?han I compare your number v;ith mine
on any trial, I find my number is higher than yours, I vjill say "you vdn".

In this event you viiil circle your number and note beside it the cumulative
number of wins up to that trial. You can think of yourself as winning the
money implied by these circled numbers.

If, on the other handj the number on my list corresponding to the
trial is smaller than the number you have vrritten on your list 5 1 will say
"you lose" and you can proceed to the next trial.

You will continue to play until you have won 50 times. The number of
trials this will take will vary depending, on how frequently you win. Tne

minimum number of trials, of course, is 50 but there is no rule as to the
maximum numbsr. You may take as many trials 33 you like or find necessary;

to win 50 times. Do not feel constrained one v;ay or the other by the fact
that the prepared form has 100 trials on it. You may use mor'e or less trials
if you like.

In order to limit the number of trials you may find it desirable to
play, however, a fee is imposed vjhich you must pay per trial whether you win
or lose^ Since the fee will vary from experiment to experiment, you will
be told the size of the fee per trial before you begin to play.
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For example 5 suppose you played as folJ

$olO per trial.

;d the trial fee were

Trial Number

1

2

3

4

De cisi on

.75

.60

.50

.50

Expe riment_ or Response

Lose
Lose
Lose

Win

Your earnings through trial 4 vjculd be:

.50 = Sum of circled values
-.40 = Four trials at $U.O perjfcria1

,10 = Earnings through trial U

Are there any questions about proceduire?

Now just a word about the numbers on my list, Tbiese numbers were
selected carefully but then arranged in e random sequence such that any
numh'er can follow any number as one goes dowiTTFTe list. You v;ill be given
no infoiTnation about the set of nijmbers from which this list was selected.

Since this experiment is designed to reveal certain aspects of your
decision process, it would be helpful if you can describe the process by
which you select the numbers you write on your list as you go along. If

you forget to do this, you may be reminded by the experimenter.

Since most subjects will, like yourself, come from within the school,
you are requested not to discuss your experience here outside this room
because prior knowledge vrould, no doubt, influence future subjects and
nullify their value to this study.
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APPENDIX B

SaraDle Data Sheet
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APPENDIX C

Sample Data Sheets—First (single variable) Experiinent





\ir.->z .SubJectJ.L

104

'••AVE
/o/y
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Subject^j^..!-. »%imm^t0m* na^» a— ii.— »«.. «*

I^::cJ.i:;Lo:;i

-^. yp/jy^:.

ii« i > I ii





!* • :

106

DATA Si-;SET

Subject H 2
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DATA SIIECT

f=^
Subject if 3

M*«««»»M^ka*MN
•pAYE ^lnji>2^

d .-:

lVicisi.cn . . Tpda3. !Jo. Dacisiw TPii'l IIo, Dscioicn

f r; /j5>^'^S^-:'51 AC.V'

. > . (^-o

:

'

"ail"'" y,:'.n ASfc.58:r? (ILI^ ''

•

•l^.f-^? u

'4fl
82

v;.i'

?• X'p.7Q ;;fe:38f

4^
/. (r (^

I> . ^ 0";

71 ^ . N-O

Ti*ia.\ no. P=c3.r..xcT

• .*

• .1" <».;v •.: -ja . .--'it •»<•. . i'-'V."''';!""-" }•"'• •'

10'
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DATA SKSST

KAH2
Subject H 4 DATE n ^^<. ^

l.%'.'.r..-.'>.CKi Trial Ko, Docisxcn Trial Mo.

1.4-

Dacislcn

- 2> ?^

3>

b*-^

bJ>

>i'^

^>

—
' -ri^it- ^- ~ —

>s"f

5S

b>

> .0 ^.

StJW

i?(n?

5.^t?

"bi*^

Trial Ho. JDrcin^cjv:

7S y/<>

_ /S^3f-

5."'

5»^

77

73

79

80

Gl

Q2

OS'

C^

35

S5

S7.

&3

89

SO

91

S2

93

94

•b.'^^'i 10.

"b.l^
.

b.'"

bj*?
: I

b./w

^J''

b./:*^.

5.i»

- 3.6^ !

tfTWi ! '.'!

3 i^i?

^f^
I

y^^ 3.«^o

YS3^/ I

M

to

V

\

/V .•'
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APPENDIX D

Sample Data Sheets—Second (tvjo variable) Experiment





.
PART I

<>hr\^
Subject ff U

\u I"*

; -
-

^8

?.C

'
: '.Vh

33

•I

i J

i^ 1

Si .

f-r-

'SI

60
.

^^

•h'jl .

•2 >

U3
1

' ; i.i\ .

8.

n"

•r

Hi
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PART II.

. DATA SiiBET

iT.Vfji:

Subject U

, u

••; 5

J'

0'.

I

-,

^'-

20

PATE

• -'•^

fil lio»





.PART III

i I

Siibjeot # M
DAYE

T-ii^l No.

c.\o

V

8

8

S

OC

0-..

07

9.1-

/"

33

Q5

SS

39

100

\0
-US

^-1

u-' >V'-1-

k.^.1«.





PART III
0-.TA fil'T.

».'.Hr. Suibjeot

I

. 10

.11

^1

i>

er ' '•

nAff:

iii

So

c>o

0-:

".'*v

t".S

r-,7

71

••''1

/.7

'-io'. ?:0

OS

kOG
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APPENDIX E

Samples of Rules written by Subjects in

Second (Two variable) Experiment
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Subjec'L" A:

"When both numbcjrs lose reduce the left market by $.05.

When one number loses reduce the losing bid $.05,

When both numbers win raise the number which has been constant

for the greatest number of trials $.05.

Exception

:

1. If the same number wins twice in a row, and the

other number loses tvjice in a row, raise the

winning number $.05 and leave the losing bid

alone o"





'Play left at $1.75g right c-.u vj..ov.

In sll cases make same play for siy ;s5.V8 times

If both ifinninj; H out r-f r (Ti-,.?mh

:

If one (ni.

by $,25,

If one (nuTTi-ber) . lower

'jy :,.-.25i keep latter the sejm.

If both

If both v;:'.nr;in':^ less t' ': bv ft.2Ii.

mor-3 c.

raise former by $.23,.





4ct C:

''Start at vl.-00 each, if both win, a<i<l $.05 to lett.

After that 5, if both win, add $.05 to the lov-fer of the two. o?r

if they are equal- to rr,,x nne. <-hp:- has had M-.-' ''ighest numbar o;"-

px>evious wins. (If both have had the r :.ber, add to the one

with the highest previous winning nunibsr. If this is the samej

If one wins 5 and ann. loses add $.05 to the winning number j, but stay

the same if the neKt highest bid has been tried twice or i; . v.d

" -:•: each ;ia.me . '/" .-^.i^a.^v;: ''•-" '"" ^'*-- -''-^'',

If both lose, subtract $.05 frcxn the lower j or if equals the ona

with reost losses or if that is equal, the one with the lower

/;:;.,;.! lo'.ii winning bid."





So'oiect D:

"Start both numbers at $.1,50.

If both win, iceep the numbers fixed at $1.50.

If both lose, drop th,. ^„:.t to $1.25. Procaed in this manner

until both viin again, then raise the left nurabsr back to $1.50.

If only one number loses- 3.ower that number to $1.25 until both

win again, the-^ .,-,•,,,, -•-; .^-,, iba(;]< •;- - "v '0.''





oUDLeCu r. :

'Starting at $1.00 I will raise by ov-s ..n either number.

If I lose in one number I will hold that number constant

and rslss the other. If both v\'in go up iv: lowest number.

If j;otn lose, hold both ^

' .t-."
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