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#### Abstract

The dynamics of wing rock on rigid aircraft having single, two, and three rotational degrees-of-freedom are analyzed. For the purpose of the analysis, nonlinear mathematical models of the aircraft are developed. The aerodynamic expressions contained in the models can be built by fitting the appropriate aerodynamic data into the model. The dynamic analysis is performed analytically using a technique combining the Multiple Time Scales method, Center Manifold Reduction principle, and bifurcation theory. The technique yields solutions in parameteric forms and leads to the separation of fast and slow dynamics, and a great insight into the system behavior. Further, a unified framework for the investigation of wing rock dynamics and control of aircraft is developed. Good agreement between the analytical results and the numerical simulations is demonstrated.

Based on the results of the dynamic analysis, appropriate control strategies for the wing rock alleviation are developed. The control power limitation of the conventional aerodynamics control surfaces is considered and its effects on the alleviation of wing rock are investigated. Finally, the potential use of advanced controls to overcome the conventional controls limitation is discussed.
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## Chapter 1

## Introduction

### 1.1 Background

Most modern aircraft, especially of the fighter type, are required to have enhanced performance capabilities in order to expand their flight envelopes for superiority. Such requirements necessitate an aircraft to operate in nonlinear flight regimes in which the dynamics are highly complex. One example is flight at high angles-of-attack, where many interesting but often undesirable phenomena can occur. Examples of such phenomena include jump responses, yaw departure, pitching oscillations, and wing rock. These phenomena often limit the potential maneuver performance of the aircraft and could even lead to catastrophic consequences.

Understanding the nonlinear phenomena in aircraft dynamics is the key to alleviating many such problems. Research on many of these phenomena have been reported in the technical literature [1-21]. However, due to the complexity of the problems, there is, as yet, no complete and satisfactory treatment. More research is still needed to gain a better insight into the flight dynamics phenomena.

### 1.2 Wing Rock Phenomenon

An important manifestation of the effect of nonlinearities is the phenomenon of wing rock. This phenomenon occurs at moderate to high angles-of-attack and involves sustained lateral oscillation dominated by roll motion oscillating with a constant amplitude and definite frequency. An example of this phenomenon is given in Figure 1-1,


Figure 1-1: Wing rock build-up of an $80^{\circ}$ delta wing at $\alpha=27^{\circ}[15]$
where the wing rock build-up of an $80^{\circ}$ delta wing at an angle-of-attack of $27^{\circ}$ is depicted. Another example is given in Figure 1-2, where the wing rock motion on the F-4 aircraft is shown. The degree of severity of wing rock is determined mainly by the amplitude of the motion and to a lesser extent by the period of the oscillation.

Wing rock is a concern for current and future aircraft because it proves to be a major maneuver limitation. The capability of modern combat aircraft to perform enhanced agility maneuvers at high angles-of-attack, such as point-and-shoot maneuver and positioning (Figure 1-3), will suffer if wing rock comes into play, since it impairs the tracking and tactical effectiveness. In addition, it also poses a safety problem in some critical flight conditions, such as landing. In this situation, wing rock might cause loss of aircraft controllability and might prove to be catastrophic.

Because wing rock has potentially severe adverse effects on maneuver capability and safety, the alleviation or control of this undesirable motion is of great interest in the operation of modern aircraft. A good control strategy has to be devised in order to successfully alleviate the wing rock motion. The development of such strategy requires a thorough understanding of wing rock dynamics. Several work in the area as an attempt to gain a better understanding of wing rock motion has been reported, although none is comprehensive, especially in the multiple degrees-of-freedom cases. A brief review of the literature in the area will be presented next.


Figure 1-2: Wing rock motion as observed on the F-4 aircraft [4]


Figure 1-3: Point-and-shoot and positioning maneuvers

### 1.2.1 Previous Work

While there is a considerable body of work on conventional flight dynamics, the situations involving nonautonomous or nonlinear flight regimes are infrequently investigated. This is mainly because of the fundamental mathematical difficulties in dealing with such systems. Ramnath [30] analyzed the time-varying dynamics of a VTOL vehicle during a transition from hover to forward flight, by the Generalized Multiple Scales (GMS) method. Ramnath [34] also analyzed the re-entry dynamics of the space shuttle by the GMS method and developed a separation of the fast and slow aspects of the aircraft through variable flight conditions.

In particular, research on wing rock in the literature can be divided into three major groups. The division is based on whether the emphasis of the work is about the aerodynamic causes of wing rock, wing rock dynamics, or wing rock control.

On the subject of aerodynamic sources of wing rock, the most notably is the work done by Ericsson [12, 13, 14]. He investigates the fluid flow mechanisms causing wing rock. For aircraft with highly swept wing leading edges, wing rock is caused by asymmetric vortex shedding. For aircraft with straight or moderately swept leading edges, the causative mechanism of wing rock is usually the asymmetric airfoil stall. If the aircraft has a slender forebody, wing rock can also be generated by asymmetric body vortices from the nose. By representing the aerodynamic time history effect with a lumped time lag and by using the experimental static data, the amplitude of the wing rock can be predicted. However, in this method, the frequency of the wing rock must be known in advance for the amplitude prediction.

Several work emphasizing the dynamics of wing rock motion will now be described. A study of the aerodynamic factors which cause the low speed wing rock of a free-to-roll flat plate delta wing with $80^{\circ}$ leading edge sweep is conducted by Nguyen et al. [15]. Static force tests and dynamic wind tunnel experiments are utilized in their investigation. Their results indicate that the wing rock phenomenon is caused by a dependence of aerodynamic damping in roll on sideslip such that negative (unstable) roll damping is obtained at smaller sideslip angles and positive (stable) roll damping is obtained at the larger angles. A mathematical model of this effect is also developed and shown to agree closely with the experimental results.

Based on the test data in [15], Hsu and Lan [16] develop a mathematical model to calculate the wing rock characteristics. The amplitude and frequency of the wing rock motion are obtained analytically by solving the resulting dynamic equations using the Beecham-Titchener asymptotic method. They extend their analysis to also
include the case involving additional lateral degrees-of-freedom (sideslip and yaw). The result is a set of coupled nonlinear algebraic equations which can be solved through numerical iterations to get the amplitude and the frequency of the wing rock.

In a series of papers [17-20], Nayfeh et al. present some numerical simulations and analytical study of wing rock phenomenon on slender delta wings. In the numerical simulation of free-to-roll delta wings in [17], the governing dynamic equation of rolling motion is coupled with the unsteady vortex-lattice method, which is then integrated using a predictor-corrector technique. The simulation and the experimental results are shown to be in agreement. Based on the numerical simulation results, some analytical models of single degree-of-freedom wing rock are developed and analysis of the models are done using Multiple Time Scales Method [18, 19]. In [20], the influence of the second degree-of-freedom in pitch on wing rock motion is simulated numerically. The results suggest that the motion of the two degree-of-freedom case can differ significantly compared to the single degree-of-freedom one. However, no analysis is given to explain the phenomenon.

Wing rock phenomenon on Gnat aircraft is considered by Ross [21]. Effects of cubic nonlinearities in roll rate and sideslip are considered and analytical approximations of the solution using the Beecham-Titchener method were obtained. The analysis is performed by considering only the lateral degrees-of-freedom of the aircraft. As in [16], a set of nonlinear algebraic equations has to be solved numerically to get the amplitude and frequency of the resulting wing rock motion. It is shown that such nonlinearities can cause wing rock on the aircraft.

In [9, 10], Planeaux etal. examines the high angle-of-attack solution structure of an eight-state nonlinear equations of motion representative of a high performance fighter aircraft. A numerical approach using bifurcation theory and continuation method is used to trace the branches of both equilibria and periodic solutions. Their analysis shows that for some parameter combinations, wing rock can appear in the system. Since the focus of their work is mainly on obtaining the structure of the solutions at high angles-of-attack and on interpreting the results, no attempts are made to extract the parameters causing certain phenomena. In a similar fashion, Jahnke [11] performs a similar numerical analysis on various nonlinear aircraft equations of motion representing the F-15 aircraft. Wing rock is also shown to occur in the system for some parameter combinations.

Some work on wing rock control has also been reported. An example is the work of Luo and Lan [22], where the theoretical analysis of the optimal control input for wing
rock suppression is conducted. The one degree-of-freedom wing rock model in [16] is used in their analysis. Although the control law obtained in their analysis is quite complicated (a nonlinear function of roll angle and roll rate), after observing some simulations, they conclude that controlling roll rate is an effective way to suppress the wing rock. Other work involving the application of other nonlinear control methods, such as adaptive control and neural network, to the one degree-of-freedom model is given in [24, 25].

Most of the earlier work concerns wing rock on aircraft with only one degree-offreedom in roll, although some attempts to extend the investigation to include more degrees-of-freedom have been made. Most of the work involving multiple degrees-of-freedom, however, is numerical in nature, hence the results apply only to specific cases considered.

### 1.3 Contributions of the Dissertation

This dissertation extends the previous work on wing rock in an attempt to gain a better understanding of the nonlinear aircraft dynamics. The extension includes the use of a more general nonlinear aircraft model in the analysis, the development of an analysis technique in the treatment of multiple rotational degrees-of-freedom wing rock cases, and the derivations of analytical solutions to the problem. The technique utilizes the powerful Multiple Time Scales (MTS) method in conjunction with the center manifold reduction principle and bifurcation theory. As we shall see later, this technique offers a systematic approach to uncover the important dynamics of the system and enables us to separate the rapid and slow aspects of the complex nonlinear dynamics. Moreover, the application of the above technique leads us to solutions in a parametric form, which enables us to see how each parameter influences the resulting system dynamics. The technique also leads to the development of a unified framework for the single and multiple degrees-of-freedom wing rock dynamics, the results of which can easily be utilized for control design.

The development of strategies for wing rock alleviation is also considered in the dissertation. The strategies are based on the results of the dynamics analysis. Unlike most of the previous work in the area, the control power issue is emphasized, as it is a main limiting factor for an aircraft flying at high angles-of-attack. Several control strategies are described and the advantages and disadvantages of each strategy are discussed.

### 1.4 Outline of the Dissertation

The discussion in this dissertation is arranged in the following order.

- Chapter 1 provides an introduction to the wing rock problem, discusses the previous work in the area, and describes the general contributions of the dissertation.
- Chapter 2 describes in brief the theories and methods which are used in the analysis.
- Chapter 3 treats the simplest case of wing rock motion, where the aircraft is assumed to have only a single rotational degree-of-freedom in roll. This case is useful in building our understanding of the basic wing rock dynamics.
- Chapter 4 discusses the wing rock motion on an aircraft having two rotational degrees-of-freedom, in roll and pitch. It is shown that the additional degree-offreedom increases the complexity of the analysis. Some interesting phenomena not found in the single degree-of-freedom case are noted and discussed.
- Chapter 5 considers an aircraft having the complete rotational degrees-of-freedom: roll, pitch, and yaw. A significant increase in the complexity of the analysis can be observed for this case as compared to the previous simpler cases. More interesting phenomena are also uncovered by the analysis.
- Chapter 6 describes the possible control strategies for the alleviation of wing rock motion. The effects of the limitation in controls are also discussed. Possible use of nonconventional control techniques to satisfy control power requirement to alleviate wing rock is also addressed.
- Chapter 7 provides the conclusions of the work described in the dissertation and also the recommendations for future work.


## Chapter 2

## Theories and Methods

### 2.1 Introduction

In the following sections, the main theories and methods directly used in the analysis of the wing rock problem are discussed. The interested reader may refer to the cited literature for a more detailed discussion of the subjects.

In general, the analysis is based on the Multiple Time Scales (MTS) method in conjunction with techniques derived from dynamical systems theory, such as Center Manifold Reduction techniques and bifurcation analysis. As we shall see later, these tools are very useful in uncovering the complex dynamics of the system.

### 2.2 The Multiple Time Scales Method

### 2.2.1 Concept

The concept of the Multiple Time Scales (MTS) Method described here is based on the work of Ramnath [27, 28, 29]. The interested reader may consult those references for a complete treatment of the method.

The motion of many dynamic systems consists of a mixture of fast and slow behaviors. Some parameters of a system may mainly affect the fast behavior, while some others may mainly affect the slow behavior of the system. In most dynamic systems, this is not easy to detect. Knowledge of how a certain parameter affects the system behavior would be very valuable, as this would provide a clue on what to
do if we are to alter the system behavior. For this reason, it would be advantageous to separate the fast and the slow behaviors of a system. The Multiple Time Scales (MTS) approach is a technique based exactly on this idea.

The MTS method belongs to a larger body of knowledge called Perturbation Methods. As with other perturbation methods, the MTS method enables us to obtain approximate solutions to a problem in limiting cases. This kind of problem is usually recognized by the existence of a very small or very large parameter in a system. In dynamic systems the existence of such parameters generally implies the existence of fast or slow behaviors. Since many physical systems of interest contain such parameters, the MTS method can find a wide range of applications. One example of such a system is a rigid body in orbit around the earth (see [31]). For this system, the small parameter is the ratio of the orbital frequency to the nutational frequency.

The main concept of the MTS approach is selecting the appropriate scales to observe the behavior of a system. For a dynamic system, in most cases time is the independent variable, hence the words time scales or clocks are often used instead of scales. In general, one can employ as many scales as one wishes to represent the dynamics of a system, depending on the level of accuracy to be achieved. In many applications, however, the use of only two scales is adequate to capture the important dynamics of the system. It is worth noting that the choice of scales determines the quality of the solution. The inappropriateness of the scales used will show up as an incompatibility with the assumptions previously made or as a nonuniformity in the solution.

The time scales used in the MTS method are generally real and linear. Ramnath [27, 29] generalized the method to the Generalized Multiple Scales (GMS) method by including nonlinear and complex scales. In general, the GMS method introduces additional degrees-of-freedom to the problem, which can be used to determine the appropriate time scales for the problem. Because of this reason, this approach normally generates better results than the regular MTS approach. Several applications of the GMS method in science and engineering can be found in [29, 33, 34, 35].

### 2.2.2 Mathematical Concept of the MTS Approach

The following is based on the development of Ramnath and Sandri [27]. The MTS approach relies on the concept of extension. The fundamental idea of the concept of extension is to enlarge the domain of the independent variable to a space of higher dimension. Since our main interest is on dynamic systems, we will think of time as


Figure 2-1: The concept of extension
our independent variable. Time as the independent variable is extended to a set of new independent timelike-variables which are called time scales or clocks. Each clock captures a certain behavior of the system. For example, the fast clock captures only the fast behavior of the system. The extension of time $t$ is symbolized as follows :

$$
\begin{equation*}
t \longrightarrow\left\{\tau_{0}, \tau_{1}, \ldots, \tau_{n}\right\} \tag{2.1}
\end{equation*}
$$

where $\tau_{0}, \tau_{1}, \ldots, \tau_{n}$ are the time scales or the clocks, which are normally functions of $t$ and the small or large parameter in the system $\epsilon$, that is

$$
\begin{equation*}
\tau_{i}=t_{i}(t, \epsilon) \tag{2.2}
\end{equation*}
$$

How $\tau_{i}$ relates to $t$ determine the nature of the time scale. In GMS approach, this relation is determined in the course of analysis and not determined a priori. The relation of $\tau_{i}$ to $\epsilon$ in this case determines whether the clock is fast or slow. Figure 2-1 shows a schematic illustration of the concept.

Suppose now that $y(t, \epsilon)$ is the dependent variable in a dynamic equation and restrict the discussion to a dynamic equation in the form of an ordinary differential equation. Then, since $t$ is extended, $y(t, \epsilon)$ is also extended as

$$
\begin{equation*}
y(t, \epsilon) \longrightarrow Y\left(\tau_{0}, \tau_{1}, \ldots, \tau_{n} ; \epsilon\right) \tag{2.3}
\end{equation*}
$$

It is understood from the discussion above that due to the extension of the independent variable, an ordinary differential equation will become a partial differential equation. This is not a limitation, however, since the resulting partial differential
equation is usually simpler than the initial ordinary differential equation.
From the definition of extension, when Equation (2.2) is inserted into extended function $Y$ we have

$$
\begin{equation*}
Y\left(\tau_{0}(t, \epsilon), \tau_{1}(t, \epsilon), \ldots, \tau_{n}(t, \epsilon) ; \epsilon\right)=y(t, \epsilon) \tag{2.4}
\end{equation*}
$$

The result of substituting the trajectory in the extended function $Y$ is called the restriction of $Y$.

### 2.2.3 Principle of Minimal and Subminimal Simplification

The following treatment is based on the development by Ramnath [32]. The purpose of all approximation methods, including the MTS method, is to make a difficult problem become more tractable. In essence, by employing these methods, one wishes to have a simpler problem. One subtle question is; how far can one simplify a problem. Of course, what one wants is to capture all the important behaviors of the system. In other words, the simplification should be as minimal as possible so as to retain all the important information of the system. This is called the principle of minimal simplification. This facilitates a derivation of the correct and optimal ordering of the terms in the mathematical model which then leads to accurate asymptotic solutions in a systematic manner.

There are some cases where the principle of minimal simplification needs to be extended in order to develop meaningful solutions. This refinement, i.e. the principle of subminimal simplification was developed by Ramnath [27, 33] and has been applied succesfully in several cases (see [33] and [35]).

### 2.3 Dynamical Systems Theory

Some main points of dynamical systems theory that are used in the later analysis are discussed briefly in the following subsections. The interested reader may refer to the literature $[36,38,39]$ for a more detailed development of the subjects.

A dynamical system is a set of ordinary differential equations of the form

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t ; \mu) \tag{2.5}
\end{equation*}
$$

where $\mathbf{x} \in \mathbf{R}^{n}, \mathbf{f}$ is an $n$-dimensional vector field, $t$ is time, and $\mu \in \mathbf{R}^{m}$. (•) represents differentiation of $(\cdot)$ with respect to time $t . n$ is referred to as the dimension of the system. The representation (2.5) shows explicit dependence on time, $t$. A dynamical system with this property is called nonautonomous.

Many physical systems can be represented by dynamical systems, including aircraft equations of motion. Although in general, the aircraft motion is nonautonomous, work in this dissertation will be focused on the situations where the aircraft equations of motion can be validly assumed to be time independent. Dynamical systems of this type are called autonomous and have the form

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x} ; \mu) \tag{2.6}
\end{equation*}
$$

The discussion in the next subsections is limited to the autonomous type of system.
Another assumption made in the following discussion is that all vector fields considered are smooth. This means that the vector field and all of its derivatives are continuous. This assumption allows us to ignore the questions about the degree of differentiability of the vector field for the theorems introduced in the subsequent subsections.

The solution history of a dynamical system for some initial condition is usually referred to as a trajectory. The solution trajectories are smooth for smooth vector fields. For many systems, including aircraft, it is impossible to determine the solution trajectories exactly. Therefore, some approximation techniques have to be employed to find the approximation of the solutions.

The families of solution trajectories of a system can be expressed graphically in the phase space, that is the Euclidean space of the dependent variables. The shortcoming of phase space representations is that for systems of dimension four or higher, it is not possible to show the entire phase space in one plot. In this situation, the phase space has to be projected onto two or three dimensional space, and this makes the interpretation of the system behavior more difficult. For low dimensional systems, phase space representations can be very useful and can provide clear pictures of the system behavior.

### 2.3.1 Equilibrium Points and Their Stability

Equilibrium points or fixed points are points in phase space where all time derivatives are zero. As its name implies, these points describe the equilibrium states of
the system but provide no information about the transient response of the system. Equilibrium points of the system (2.6) are determined by solving the equation

$$
\begin{equation*}
\mathbf{f}(\mathbf{x} ; \mu)=\mathbf{0} \tag{2.7}
\end{equation*}
$$

It is equivalent to finding the zeros of a set of algebraic equations, which are in general nonlinear. In many problems, finding zeros may not be an easy task, however there have been many techniques developed to overcome this difficulty (for example, see [40]). Note also that one can always apply a transformation to (2.7) such that it has an equilibrium point at the origin. Such an equilibrium point is also referred to as zero solution. Often in a physical system, the zero solution represents the nominal or equilibrium condition of interest.

The stability of an equilibrium point provides an important information in a dynamical system. It determines whether the states of the system are attracted or repelled from the equilibrium point. In general, one can differentiate two types of stability : global stability and local stability. Global stability characterizes the stability of an equilibrium point for any initial condition in the phase space, while local stability determines the stability of an equilibrium point in a small region around the point. Global stability information, while useful, is very difficult to obtain in most situations. Fortunately, in many cases, local stability information, which is easier to obtain, is enough to uncover the important dynamics of a system.

The local stability of an equilibrium point of a nonlinear dynamical system can be derived using the Poincare-Liapunov's linearization method. The great value of this method lies in the fact that under certain conditions, the local stability properties of a nonlinear system can be inferred by studying the behavior of a linear system, which is obtained by linearizing the nonlinear system around an equilibrium point of interest. Then the stability can be determined by calculating the eigenvalues of the linearized system. An equilibrium point is asymptotically stable if the real parts of all eigenvalues are negative and unstable if any eigenvalue has a positive real part. If one or more eigenvalues have zero real parts, then the stability of the nonlinear system cannot be deduced from the linearized system. In this case, one has to use other means to determine stability, such as the Center Manifold theorem, which will be discussed in the next subsection.

The linearization of the system (2.6) at an equilibrium point $\left(\mathrm{x}^{*} ; \mu^{*}\right)$ is

$$
\begin{equation*}
\dot{\mathbf{u}}=\nabla_{\mathbf{f}}\left(\mathbf{x}^{*} ; \mu^{*}\right) \mathbf{u} \tag{2.8}
\end{equation*}
$$

where $\mathbf{u}=\mathbf{x}-\mathbf{x}^{*}$ and $\nabla_{\mathbf{f}}\left(\mathbf{x}^{*} ; \mu^{*}\right)$ is the Jacobian matrix of $\mathbf{f}$ evaluated at $\left(\mathbf{x}^{*} ; \mu^{*}\right)$, or symbolically

$$
\begin{equation*}
\nabla_{\mathbf{f}}\left(\mathbf{x}^{*} ; \mu^{*}\right)=\left.\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}^{*}, \mu=\mu^{*}} \tag{2.9}
\end{equation*}
$$

The eigenvalues of $\nabla_{\mathbf{f}}\left(\mathbf{x}^{*} ; \mu^{*}\right)$ determine the stability of the equilibrium point $\left(\mathbf{x}^{*} ; \mu^{*}\right)$ as discussed in the above.

### 2.3.2 Center Manifold Theory

An invariant manifold of a dynamical system is a curve in phase space such that a solution trajectory starting from a point on that curve will remain on the curve for all time. Based on this definition, any equilibrium point is also an invariant manifold because if a system starts at an equilibrium point, it will stay there forever. We will specifically look at the invariant manifolds of an equilibrium point, that is the invariant manifolds that contain the equilibrium point. The stable manifold of an equilibrium point is an invariant manifold containing the equilibrium point such that if the system starts on the invariant manifold, it will asymptotically approach the equilibrium point as time goes to infinity. The unstable manifold can be defined in the same manner, only reversely, that is the system starting on the invariant manifold will asymptotically approach the equilibrium point as time goes to negative infinity. Mathematically, these can be expressed as

$$
\begin{align*}
\mathbf{W}^{s} & =\left\{\mathbf{x} \rightarrow \mathbf{x}^{*} \text { as } t \rightarrow \infty\right\} \\
\mathbf{W}^{u} & =\left\{\mathbf{x} \rightarrow \mathbf{x}^{*} \text { as } t \rightarrow-\infty\right\} \tag{2.10}
\end{align*}
$$

where $\mathbf{W}^{s}$ and $\mathbf{W}^{u}$ symbolized the stable and unstable manifolds respectively.
For a linear system, such manifolds are called stable and unstable eigenspaces and defined respectively as follows

$$
\begin{align*}
\mathbf{E}^{s} & =\operatorname{span}\left\{\mathbf{v}_{i} \mid \Re\left(\lambda_{i}\right)<0\right\} \\
\mathbf{E}^{u} & =\operatorname{span}\left\{\mathbf{v}_{i} \mid \Re\left(\lambda_{i}\right)>0\right\} \tag{2.11}
\end{align*}
$$

where $\mathbf{v}_{i}$ is the eigenvector and $\lambda_{i}$ is the corresponding eigenvalue. The notation $\Re(\cdot)$ denotes the real part of the term in the parenthesis. We note without proof that $\mathbf{W}^{s}$ and $\mathbf{W}^{u}$ of a nonlinear system are tangent to $\mathbf{E}^{s}$ and $\mathbf{E}^{u}$ of the corresponding linearized system [38]. This makes sense intuitively as the behavior of a nonlinear system in the neighborhood of an equilibrium point can be approximated by the


Figure 2-2: Illustration of stable, unstable and center manifolds
behavior of the linearized system about the equilibrium point in the absence of pure imaginary eigenvalues (zero real part).

In the case where eigenvalues with zero real part are present, one can define center eigenspace as follows

$$
\begin{equation*}
\mathbf{E}^{c}=\operatorname{span}\left\{\mathbf{v}_{i} \mid \Re\left(\lambda_{i}\right)=0\right\} \tag{2.12}
\end{equation*}
$$

In a way similar to the stable and unstable manifolds, a center manifold ( $\mathbf{W}^{c}$ can also be defined for a nonlinear system. The center manifold of an equilibrium point is an invariant manifold that contains the equilibrium point and is tangent to the center eigenspace of the linearized system. Note that no evolution information is given by the definition. This is because one cannot draw conclusions about the behavior of the nonlinear system around an equilibrium point from the corresponding linearized system having a center eigenspace. The behavior of the system on the center manifold has to be examined in the nonlinear context. An illustration of the nonlinear and linear manifolds is given in Figure 2-2. Several theorems on center manifolds which will be useful for later analysis are discussed next.

We consider the system of the following form

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{A x}+\mathbf{p}(\mathbf{x}, \mathbf{y}) \\
\dot{\mathbf{y}} & =\mathbf{B y}+\mathbf{q}(\mathbf{x}, \mathbf{y}) \tag{2.13}
\end{align*}
$$

where $\mathbf{x} \in \mathbf{R}^{l}, \mathbf{y} \in \mathbf{R}^{m}, \mathbf{A}$ and $\mathbf{B}$ are constant matrices such that $\Re\left(\lambda_{i}[\mathbf{A}]\right)=0 ; i=$ $1, \ldots, l$ and $\Re\left(\lambda_{i}[\mathrm{~B}]\right)<0 ; i=1, \ldots, m$. The functions $\mathbf{p}$ and $\mathbf{q}$ along with their Jacobians vanish at the origin, which is the equilibrium point of interest. In other words, $\mathbf{p}(0,0)=\nabla_{p}(0,0)=0$ and $\mathbf{q}(0,0)=\nabla_{\mathbf{q}}(0,0)=0$.

The linearized equation around the origin in this case takes the form

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{A x} \\
\dot{\mathbf{y}} & =\mathbf{B y} \tag{2.14}
\end{align*}
$$

This system has two obvious eigenspaces, namely $\mathbf{x}=0$ and $\mathbf{y}=0$ which represent stable and center eigenspaces, respectively. As $t \rightarrow \infty$ all solutions of Equation (2.14) tend to go exponentially to the solutions of

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x} \tag{2.15}
\end{equation*}
$$

That is, the equation on the center eigenspace determines the asymptotic behavior of the solutions of the system (2.14) modulo exponentially decaying terms. Analogous results can be expected for the nonlinear system.

First, it is a well-known result that the system (2.13) possesses a center manifold, as stated in the following theorem.

Theorem 1 [39] Equation (2.13) has a local center manifold $\mathbf{y}=\mathbf{h}(\mathbf{x})$ for $|\mathbf{x}|<\delta$, $0<\delta \ll 1$, where $\mathbf{h}(\mathbf{0})=\nabla_{\mathbf{h}}(\mathbf{0})=\mathbf{0}$

The flow on the center manifold is then governed by the $l$-dimensional system

$$
\begin{equation*}
\dot{\mathbf{z}}=\mathbf{A z}+\mathbf{p}(\mathbf{z}, \mathbf{h}(\mathbf{z})) \tag{2.16}
\end{equation*}
$$

which generalizes the corresponding problem (2.15) for the linearized case. The conditions $\mathbf{h}(\mathbf{0})=\nabla_{\mathbf{h}}(\mathbf{0})=\mathbf{0}$ reflect the tangency of the center manifold to the center eigenspace at the origin. The dynamics of the system will converge to the dynamics of the center manifold after some transients as stated in the following lemma.

Lemma 1 [39] Let $(\mathbf{x}(t), \mathbf{y}(t))$ be a solution of Equation (2.13) with $|(\mathbf{x}(0), \mathbf{y}(0))|$ sufficiently small. Then there exist positive constants $K$ and $\nu$ such that

$$
\begin{equation*}
|\mathbf{y}(t)-\mathbf{h}(\mathbf{x}(t))| \leq K \exp (-\nu t)|\mathbf{y}(0)-\mathbf{h}(\mathbf{x}(0))| \tag{2.17}
\end{equation*}
$$

for all $t \geq 0$.

Therefore it can be understood that Equation (2.16) contains all the necessary information to determine the asymptotic behavior of the solutions of Equation (2.13), as stated in the following theorem.

Theorem 2 [39] (a) The zero solution of Equation (2.16) has the same stability property as the zero solution of Equation (2.13).
(b) Suppose the zero solution of Equation (2.16) is stable. Let $(\mathbf{x}(t), \mathbf{y}(t))$ be a solution of Equation (2.13) with $(\mathbf{x}(0), \mathbf{y}(0))$ sufficiently small. Then there exists a solution $\mathbf{z}(t)$ of Equation (2.16) such that as $t \rightarrow \infty$

$$
\begin{align*}
& \mathbf{x}(t)=\mathbf{z}(t)+O(\exp (-\gamma t)) \\
& \mathbf{y}(t)=\mathbf{h}(\mathbf{z}(t))+O(\exp (-\gamma t)) \tag{2.18}
\end{align*}
$$

where $\gamma>0$ is a constant depending only on $\mathbf{B}$.

This result enables one to deal only with an $l$-dimensional equation, which is the dimension of the center manifold, to obtain the asymptotic behavior of the $(l+m)$ dimensional system. This systematic order reduction method is called center manifold reduction.

Now we will discuss on how to compute the center manifold. The substitution of $\mathbf{y}=\mathbf{h}(\mathbf{x})$ into the second equation in (2.13) and the use of chain rule yield

$$
\begin{equation*}
\nabla_{\mathbf{h}}(\mathbf{x})[\mathbf{A} \mathbf{x}+\mathbf{p}(\mathbf{x}, \mathbf{h}(\mathbf{x}))]=\operatorname{Bh}(\mathbf{x})+\mathbf{q}(\mathbf{x}, \mathbf{h}(\mathbf{x})) \tag{2.19}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{N}(\mathbf{h}(\mathbf{x})) \equiv \nabla_{\mathbf{h}}(\mathbf{x})[\mathbf{A} \mathbf{x}+\mathbf{p}(\mathbf{x}, \mathbf{h}(\mathbf{x}))]-\mathbf{B h}(\mathbf{x})-\mathbf{q}(\mathbf{x}, \mathbf{h}(\mathbf{x}))=0 \tag{2.20}
\end{equation*}
$$

This equation together with the conditions $\mathbf{h}(\mathbf{0})=\nabla_{\mathbf{h}}(\mathbf{0})=\mathbf{0}$ is the system to be solved for finding the center manifold. Unfortunately, this equation for $\mathbf{h}(\mathbf{x})$ in general cannot be solved exactly, since to do so would imply that a solution of the original equation had been found. The next theorem, however, shows that in principle, its solution can be approximated arbitrarily closely.

Theorem 3 [39] If a function $\vartheta(\mathbf{x})$, with $\vartheta(\mathbf{0})=\nabla_{\vartheta}(\mathbf{0})=\mathbf{0}$, can be found such that $\mathbf{N}(\vartheta(\mathbf{x}))=O\left(|\mathbf{x}|^{r}\right)$ for some $r>1$ as $|\mathbf{x}| \rightarrow 0$ then it follows that as $\mathbf{x} \rightarrow 0$,

$$
\begin{equation*}
\mathbf{h}(\mathbf{x})=\vartheta(\mathbf{x})+O\left(|\mathbf{x}|^{r}\right) \tag{2.21}
\end{equation*}
$$

In case the center manifold is analytic, we can approximate $\mathbf{h}(\mathbf{x})$ to any degree of accuracy by seeking series solutions of (2.19).

### 2.3.3 Bifurcation Analysis

The term bifurcation was originally used to describe the branching of equilibrium solutions in a family of differential equations as certain parameters are varied. Bifurcations of equilibria are normally accompanied by changes in the topological properties of the solutions. For system (2.5), $\mu=\mu_{0}$ is called a bifurcation point if the qualitative nature of the solutions of (2.5) changes at $\mu=\mu_{0}$. That means that in any neighborhood of $\mu=\mu_{0}$, there exist $\mu_{1}$ and $\mu_{2}$ such that the topological behavior of the solutions of (2.5) for $\mu=\mu_{1}$ and $\mu=\mu_{2}$ are not equivalent.

In this section, only one parameter bifurcation (also called codimension one bifurcation) is discussed. Such bifurcation normally occurs in one or two dimensional systems. As we shall see, although the dimension of the aircraft equations of motion in general is greater than two, the application of the center manifold technique described above could reduce the representation of the important dynamics of the system into one or two dimensional equations. The bifurcation analysis can then be done on this reduced system. Several prototypical one parameter bifurcations are discussed next.

Consider the first order system

$$
\begin{equation*}
\dot{x}=\mu+x^{2} \equiv f(x) \tag{2.22}
\end{equation*}
$$

where $\mu$ is a parameter, which maybe positive, negative, or zero. The Jacobian of the system in this case is

$$
\begin{equation*}
\nabla_{f}(x)=2 x \tag{2.23}
\end{equation*}
$$

When $\mu$ is negative, there are two equilibrium points at $x^{*}= \pm \sqrt{|\mu|}$ with $\nabla_{f}\left(x^{*}\right)=$ $\pm 2 \sqrt{|\mu|}$. The linearized system around each of the equilibrium points is

$$
\begin{equation*}
\dot{u}=\nabla_{f}\left(x^{*}\right) u \tag{2.24}
\end{equation*}
$$

Here, the Jacobian is the same as the eigenvalue of the linearized system. Based on the stability theory discussed earlier, the equilibrium point at $x^{*}=-\sqrt{|\mu|}$ is stable and the one at $x^{*}=\sqrt{|\mu|}$ is unstable (see Figure 2-3). As $\mu$ approaches zero from below, the parabola moves up and the two equilibrium points move toward each other. When $\mu=0$, the two equilibrium points coalesce into the so-called half-stable equilibrium point at $x^{*}=0$ (see Figure 2-3). Such an equlibrium point is very delicate, it vanishes as soon as $\mu$ moves away from zero. There are no equilibrium points when $\mu>0$ (see Figure 2-3). In this example, $\mu=0$ is the bifurcation point of the system, since the


Figure 2-3: The plots of $\dot{x}=\mu+x^{2}$ as $\mu$ varies


Figure 2-4: The bifurcation diagram of $\dot{x}=\mu+x^{2}$
system is qualitatively different for $\mu<0$ and for $\mu>0$.
Bifurcation is often represented in a diagram the showing the values of the equilibrium points and their stability as a parameter varies. Such diagram is called a bifurcation diagram. The bifurcation diagram for the example above is given in Figure 2-4. In the diagram, the solid line indicates the locus of the stable equilibrium points, while the dotted line indicates the locus of the unstable equilibrium points. Bifurcation of this type is called saddle-node bifurcation.

Other types of bifurcation, which typically occur in a one dimensional system, are transcritical and pitch fork bifurcations. The prototypical first order equations for the occurence of these types of bifurcation and their bifurcation diagrams are shown in Figure 2-5. The transcritical bifurcation is characterized by the exchange of stabilities between the equilibrium points. In the example, the two equilibrium points do not dissappear after the bifurcation (as in the saddle-node case), they merely switch their stability. Pitchfork bifurcation is common in physical problems that have a symmetry, where the equilibrium points tend to appear and dissappear in symmetrical pairs.



Figure 2-5: Transcritical and pitchfork bifurcations

The term 'pitchfork' becomes clear from the shape of the bifurcation diagram for this type of bifurcation. There are two different types of pitchfork bifurcation and they are categorized as supercritical and subcritical (see Figure 2-5). Note that in the subcritical case, the only stable equilibrium is $x^{*}=0$ when $\mu<0$.

In systems of dimension two or greater, more than one eigenvalue could be zero at the bifurcation point and this gives rise to a very involved situation. Such a situation, however, occurs very rarely, and hence it will not be discussed further here. A more important case occurs when the system posseses a pair of pure imaginary eigenvalues at certain parameter value. In this situation, if the stability type of the equilibrium changes when subjected to perturbations, then this change is usually accompanied with either the appearance or dissappearance of a periodic orbit encircling the equilibrium point. This type of bifurcation is called Hopf bifurcation and is often encountered in physical systems. The following theorem formulates this type of bifurcation formally.

Theorem $4[37,38]$ Let $\dot{\mathbf{x}}=f(\mathbf{x}, \mu)$ be a dynamical system of dimension two depending on a scalar parameter $\mu$ with $\mathbf{f}(\mathbf{0}, \mu)=\mathbf{0}$. Assume that the linearized system at the origin $\dot{\mathbf{u}}=\nabla_{\mathbf{f}}(\mathbf{0}, \mu)$ has the complex conjugate eigenvalues $\lambda(\mu)$ with $\Re(\lambda(0))=0$ and $\Im(\lambda(0)) \neq 0$. Furthermore, suppose that the eigenvalues cross the imaginary axis with nonzero speed, that is

$$
\begin{equation*}
\frac{d \Re(\lambda)}{d \mu}(0) \neq 0 \tag{2.25}
\end{equation*}
$$

Then, in any neighborhood $N$ of the origin and any given $\mu_{0}>0$ there is a $\bar{\mu}$ with $|\bar{\mu}|<\mu_{0}$ such that the differential equation $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \bar{\mu})$ has a nontrivial periodic orbit in $N$.


Figure 2-6: The analysis technique utilizing the MTS method, center manifold reduction principle, and bifurcation theory

It is interesting to note that the above theorem allows us to detect the occurence of a periodic orbit in a nonlinear system by examining the properties of the eigenvalues of the corresponding linearized system. However, to learn more about the properties of the resulting periodic orbit, such as its stability, one has to do further analysis by including the nonlinear terms.

### 2.4 Methodology

By virtue of the methods discussed so far, Figure 2-6 shows schematically the logical flow of their application in the analysis.

Starting with the equations of motion, which are parameterized by introducing
a small parameter, $\epsilon$, the MTS method is then applied. The time scales used in the analysis are selected based on the Principle of Minimal Simplification and its extensions. As we shall see later, the systems of interest are oscillatory in nature and the application of the MTS method usually leads to the amplitude and phasecorrection equations in the slower time scales. These equations may or may not be solvable, depending on the system. In the single degree-of-freedom wing rock case, the amplitude and phase-correction equations are solvable analytically. However, in the multiple degrees-of-freedom cases, these equations are coupled and hence are very difficult to be solved exactly. As we can see later, in all cases we consider in the dissertation, the amplitude equations can be solved independently from the phasecorrection equations. The phase-correction equations can usually be solved once the solution of the amplitude equations are found. This fact simplifies the problems. However, it should be remembered that in the multiple degrees-of-freedom cases, the amplitude equations are also multi dimensional and coupled.

As we have mentioned, the exact solutions of the amplitude equations are very difficult or may be imposible to obtain. Approximate solutions can be derived with some information of the system dynamics, such as its topological properties. To obtain such properties, we first simplify the problem by reducing its dimension using the center manifold reduction principle. Bifurcation analysis can then be performed on the reduced dimensional system to get the topological picture of the system around the equilibrium point of interest. As we can see from Figure 2-6, the information on the topological properties of the system will be used to obtain the analytical approximation of the solution.

The above paragraphs describe the technique of analysis in general. The technique provides a systematic approach to obtain approximate solutions to the problems. Moreover, the application of the technique leads to considerable insight into the complex phenomenon, as will be demonstrated in the next three chapters.

## Chapter 3

## Single Degree-of-Freedom Wing Rock

### 3.1 Introduction

In this chapter, a simplified treatment of the problem is considered, where it is assumed that the aircraft has only one rotational degree-of-freedom in roll. This simplification is based on the fact that the wing rock motion in most situations is dominated by oscillations in roll. Most published work on wing rock deals with such simplified case [12-18]. The largely available data of wind tunnel experiment on wing rock motion for a one degree-of-freedom aircraft or wing model also explains why much work is focused on this very special case.

Although relatively less difficult, a great deal of insight can be gained by studying the single degree-of-freedom wing rock problem. Note however, that because of the model limitation, some important physical effects, such as aerodynamic crosscoupling, are not included.

This chapter revisits and extends the previous work on single degree-of-freedom wing rock dynamics. It serves as a basis for later work on multiple degrees-of-freedom cases, which require more complex analysis.


Figure 3-1: The aircraft axis systems

### 3.2 Equation of Motion

In this and subsequent chapters, the Lagrangian approach is used in deriving the equations of motion of the aircraft. This approach reduces the formulation of problems in dynamics to that of the variation of a scalar integral irrespective of the coordinate systems used. Note that for the simple case of single rotational degree-of-freedom motion, the equation of motion can be derived easily using any available methods. However, the Lagrangian approach will be used in this derivation to provide uniformity with the derivations in subsequent chapters, which deal with multiple degrees-of-freedom problems.

The axis systems needed in deriving the equations of motion are established next. The first axis system is denoted as $X_{o} Y_{o} Z_{o}$ and referred to as the stability axis system. Its origin is at the center of mass of the aircraft and the orientation of the axes describes the nominal or unperturbed attitude of the aircraft. The $X_{o}$ axis is oriented towards the nominal nose direction of the aircraft, the $Z_{o}$ axis is on the nominal vertical plane of the aircraft pointing down and perperdicular to the $X_{o}$ axis, while the $Y_{o}$ axis completes the righthanded axis system. The second axis system $\left(X_{b} Y_{b} Z_{b}\right)$ is called the body-fixed axis system. As the name implies, this axis system has its origin on the center of mass of the aircraft and it is fixed to the aircraft body. The $X_{b}$ axis points towards the nose of the aircraft, the $Z_{b}$ axis is on the aircraft vertical plane and perpendicular to $X_{b}$, while $Y_{b}$ completes the righthanded axis system. In nominal flight condition, these two axis systems coincide with each other. See Figure 3-1.

The aircraft is assumed to be rigid and has only a single rotational degree-of-
freedom in roll. Hence, in this case, $X_{b}$ and $X_{o}$ axes coincide. Perturbations in the system will only make the aircraft rotate about this axis. In perturbed situation, the $Y$ axis of the body and stability axis systems makes an angle $\phi$ with respect to each other. Similarly for the $Z$ axis. This angle is called roll angle. Because of the assumption, the angular rate of the aircraft can simply be expressed as follows.

$$
\begin{align*}
\boldsymbol{\omega} & =p \mathbf{i}_{\mathbf{x}_{\mathbf{b}}} \\
& =\dot{\phi} \mathbf{i}_{\mathbf{x}_{\mathbf{o}}} \tag{3.1}
\end{align*}
$$

where the notation $\mathbf{i}$ denotes the unity vector along the axis described in its subscript. Following the usual convention, $p$ denotes the roll rate of the aircraft. For this special case, $p=\dot{\phi}$.

As the aircraft has only the degree-of-freedom to roll, the rotational kinetic energy of the aircraft is given by

$$
\begin{equation*}
T=\frac{1}{2} I_{x x} \dot{\phi}^{2} \tag{3.2}
\end{equation*}
$$

where $I_{x x}$ is the moment of inertia of the aircraft about the $X_{b}$-axis. By substituting the above expression of kinetic energy into the Lagrange's equation

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\phi}}\right)-\frac{\partial T}{\partial \phi}=Q \tag{3.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
I_{x x} \ddot{\phi}=Q \tag{3.4}
\end{equation*}
$$

where $Q$ is the generalized force, which is assumed to be contributed solely by the aerodynamics. The generalized force in this case is just the aerodynamic rolling moment of the aircraft. The generalized force, $Q$, can be found using

$$
\begin{equation*}
Q=\frac{\delta W}{\delta \phi} \tag{3.5}
\end{equation*}
$$

which is basically the variation of the work done by the generalized forces due to the variation of the generalized displacement. The influences of gravity and propulsive forces are neglected in current analysis. Also, since we are interested in the free motion of the aircraft, we assume that no controls have been applied to the aircraft system. We will now discuss the aerodynamic moment acting on the aircraft.

### 3.3 Aerodynamic Moment

In this section, the aerodynamic moment on the aircraft is derived. The purpose of this section is to find the appropriate nonlinear form of aerodynamic moment to be used in the analysis. The details of the aerodynamic coefficients appearing in the final moment expression are of no importance at this point. These coefficients can be calculated by interpolating a polynomial of a certain order to the aerodynamics data of the aircraft found by using various techniques : analytical, computational, or experimental. This point will be further clarified as we proceed with the derivation.

The aerodynamic moment is derived under the assumption that the air flow around the aircraft is incompressible and quasi-steady. Simple modified strip theory aerodynamics is utilized in the derivation, since, as we have stated before, we only need to obtain an appropriate expression of the aerodynamic moment. In the usual strip theory, the local aerodynamic force is determined solely by the aerodynamic properties of each aircraft segment ( $c_{L}$ vs. $\alpha, c_{D}$ vs. $\alpha$ ) and the gross angle-of-attack of the aircraft, with no consideration of three dimensional flow effects. Here, to keep the generality of the aerodynamic moment developed, the three-dimensional effect of the flow is taken into account. Because of this effect, each segment of the aircraft may see a different effective angle-of-attack. Nominally, it is assumed that the aircraft flies a horizontal straight path at specific angle-of-attack. It is also assumed that only the wings and the horizontal tail of the aircraft are effective in generating the aerodynamic forces.

We consider the derivation of aerodynamic forces on the wing in detail. The derivation for the horizontal tail will then follow in a similar fashion. Consider a streamwise segment of the wing of width $d y$. The incremental lift and drag forces produced by this segment are

$$
\begin{align*}
d L(y) & =\bar{q} c(y) c_{L}(y) d y \\
d D(y) & =\bar{q} c(y) c_{D}(y) d y \tag{3.6}
\end{align*}
$$

where $\bar{q}=\frac{1}{2} \rho V^{2}$ is the dynamic pressure, $c(y)$ is the airfoil chord at location $y$ along the $Y_{b}$ axis, $c_{L}(y)$ and $c_{D}(y)$ are the local lift and drag coefficients, respectively. The relationship of the local lift and drag coefficients $\left(c_{L}(y)\right.$ and $\left.c_{D}(y)\right)$ on the local effective angle-of-attack $\left(\alpha_{e}(y)\right)$ is represented by a cubic polynomial as follows.

$$
\begin{align*}
c_{L} & =c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3} \\
c_{D} & =c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3} \tag{3.7}
\end{align*}
$$

As we will point out later, the inclusion of the cubic terms in the above relations is necessary for the generation of wing rock motion. In Equation (3.7), the dependence of the coefficients and $\alpha$ on the spanwise location, $y$, has been omitted for simplicity.

The effective angle-of-attack distribution along the wing span consists of several contributions. For the one degree-of-freedom case, in general, this distribution depends on the nominal angle-of-attack, roll rate, sideslip angle and sideslip rate. Since we only consider small deviations from the nominal condition, then the contributions of the above factors on the effective angle-of-attack distribution can be expressed using a linear relation as follows.

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+\frac{\partial \alpha(y)}{\partial p} p+\frac{\partial \alpha(y)}{\partial \beta} \beta+\frac{\partial \alpha(y)}{\partial \dot{\beta}} \dot{\beta} \tag{3.8}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+\alpha_{2}(y)+\alpha_{3}(y)+\alpha_{4}(y) \tag{3.9}
\end{equation*}
$$

where $\alpha_{1}(y), \alpha_{2}(y), \alpha_{3}(y)$, and $\alpha_{4}(y)$ indicate the component of the effective angle-of-attack distribution contributed by the nominal angle-of-attack, roll rate, angle-ofsideslip, and sideslip rate, respectively. The following itemization describes each of the above components briefly.

- Nominal angle-of-attack $\left(\alpha_{0}\right)$.

Since the aircraft in the nominal condition is assumed to fly symmetrically, then the resulting effective angle-of-attack distribution due to $\alpha_{0}$ is symmetric. This distribution generates aerodynamic forces necessary to keep the aircraft in equilibrium. For a wing in three dimensional flow,

$$
\begin{equation*}
\alpha_{1}(y)=\alpha_{g}(y)-\alpha_{i}(y) \tag{3.10}
\end{equation*}
$$

where $\alpha_{e}(y)$ denotes the local true angle-of-attack seen by the local wing section, $\alpha_{g}$ denotes the local angle-of-attack in case the flow is two dimensional, and $\alpha_{i}(y)$ denotes the induced angle-of-attack, which is basically a three-dimensional effect. Equation (3.10) can be expressed as

$$
\begin{equation*}
\alpha_{1}(y)=\sin ^{-1}\left(\sin \alpha_{0} \cos \Gamma \cos \phi\right)-\alpha_{i}(y) \tag{3.11}
\end{equation*}
$$

where $\Gamma$ is the dihedral angle of the wing.

- Roll rate ( $p$ ).

By convention, positive roll rate tends to move the right wing tip down and
the left wing tip up. It is clear therefore that positive roll rate increases the effective angle-of-attack seen by the right wing and decreases the one seen by the left wing. In this work, it is assumed that the angle-of-attack distribution due to roll rate is perfectly antisymmetric and can be generally expressed using

$$
\begin{equation*}
\alpha_{2}(y)=f_{2}(y) p \tag{3.12}
\end{equation*}
$$

where $f_{2}(y)$ is an odd function of $y$, which may take into account the three dimensional nature of the flow. In a simple case where the three-dimensional aerodynamic effects are absent, $\alpha_{2}$ is given by

$$
\begin{equation*}
\alpha_{2}(y)=\frac{y p}{U} \tag{3.13}
\end{equation*}
$$

where $U$ is the component of the aircraft speed on the $X_{b}$-axis.

- Angle-of-sideslip ( $\beta$ ).

Nonzero angle-of-sideslip indicates the presence of cross flow, and such a cross flow destroys the symmetry of the flow and induces changes in the angle-ofattack seen by each streamwise segment of the wing. For an aircraft flying at high angles-of-attack, the angle-of-sideslip can be induced by the deviation of the aircraft from the wing level position. At low angles-of-attack, the induced angle-of-sidelip is negligible. The magnitude of the incremental angle-of-attack due to sideslip is dependent on several factors such as wing dihedral angle, wing position on the fuselage (high, low or mid), fuselage shape and wing sweep angle. The angle-of-attack distribution generated by this effect is assumed to be antisymmetric and can be expressed as

$$
\begin{equation*}
\alpha_{3}(y)=f_{3}(y) \beta \tag{3.14}
\end{equation*}
$$

$f_{3}(y)$ is an odd function of $y$, whose values and sign depend on the factors mentioned above.

- Sideslip rate $(\dot{\beta})$

The $\dot{\beta}$ effect is mostly due to the lag effect of the flow between the right and left wings. The component of the effective angle-of-attack distribution due to this effect is assumed to be antisymmetric and is expressed as

$$
\begin{equation*}
\alpha_{4}(y)=f_{4}(y) \dot{\beta} \tag{3.15}
\end{equation*}
$$

where $f_{4}(y)$ is an odd function of $y$. There is no known simple expression for

$$
f_{4}(y) .
$$

The effective angle-of-attack seen by each streamwise segment of the wing can then be calculated by summing up the components discussed above, that is

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \dot{\beta} \tag{3.16}
\end{equation*}
$$

In a similar fashion, we can obtain the local effective angle-of-attack for each streamwise segment of the horizontal tail. By substituting Equation (3.16) into Equation (3.7), we get $c_{L}$ and $c_{D}$ expressions in terms of $\alpha_{1}, p, \beta$, and $\dot{\beta}$. From Equation (3.6), the incremental lift and drag forces generated by each streamwise segment can also be expressed in terms of the above variables. The work done by the aerodynamic forces through a displacement $\delta \phi$ can then be calculated using

$$
\begin{equation*}
\delta W=-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi \tag{3.17}
\end{equation*}
$$

where $a / c$ underneath the integration sign means that the integration is performed along the wings and the horizontal tail, which are the only effective aerodynamic surfaces of the aircraft (by assumption).

The integrands in the above expression can be expanded in terms of variables $\alpha_{1}, p, \beta$, and $\dot{\beta}$. Term-by-term integration can then be performed. The integration process is not difficult, however it is quite lengthy and is described in more detail in Appendix A. Several important aspects of the integration which lead us to the integration result below are discussed next. In general, the integrands can be divided into two groups of terms. The first group contains even terms (even functions of $y$ ), and the other contains odd terms (odd functions of $y$ ). It can be understood that the odd integrands are integrated to zero and hence the final integration result is the contribution of the even integrands only. Then, by using Equation (3.5), the resulting aerodynamic moment, which is rolling moment for this single degree-offreedom model, is given by

$$
\begin{align*}
\bar{Q}= & \bar{c}_{1} \beta+\bar{c}_{2} p+\bar{c}_{3} \dot{\beta}+\bar{c}_{4} \beta^{3}+\bar{c}_{5} \beta^{2} p+\bar{c}_{6} \beta^{2} \dot{\beta}+\bar{c}_{7} \beta p^{2}+\bar{c}_{8} \beta \dot{\beta}^{2}+\bar{c}_{9} \dot{\beta}^{3}+ \\
& \bar{c}_{10} p^{3}+\bar{c}_{11} \beta \dot{\beta} p \tag{3.18}
\end{align*}
$$

where $\bar{Q} \equiv \frac{Q}{I_{x x}}$. The above equation can be expressed in terms of aircraft stability derivatives as follows.

$$
\begin{equation*}
\bar{Q}=\frac{L}{I_{x x}}=L_{p} p+L_{\beta} \beta+L_{\dot{\beta}} \dot{\beta} \tag{3.19}
\end{equation*}
$$

where $L_{p}, L_{\beta}$, and $L_{\dot{\beta}}$ are the rolling moment derivatives with respect to roll rate, angle-of-sideslip, and rate of sideslip, respectively. It should be noted, that in the above equation, the stability derivatives $L_{p}, L_{\beta}$, and $L_{\dot{\beta}}$ are not constant in general, as in the linear treatment of aircraft dynamics. They may be functions of the variables $\beta$, $p, \dot{\beta}, \alpha$, and in general, can be nonlinear. For example, by comparing Equations (3.19) and (3.18), $L_{p}$ can be written as follows.

$$
\begin{equation*}
L_{p}=\bar{c}_{2}+\bar{c}_{5} \beta^{2}+\bar{c}_{7} \beta p+\bar{c}_{10} p^{2}+\bar{c}_{11} \beta \dot{\beta} \tag{3.20}
\end{equation*}
$$

In practice, numerical or experimental techniques are usually used to get the values of the aerodynamic moment. Various aerodynamic moment values for various combination of $\alpha_{0}, p, \beta$, and $\dot{\beta}$ can be computed. One can then utilize curve-fitting techniques to the numerical or experimental results to obtain the values of the coefficients in Equation (3.18). Note that curve-fitting can be applied only to the range of angle-of-attack of interest. It can be understood, that for some cases, some of the coefficients are not important or significant. For these cases, the terms associated with these coefficients can be dropped and this will simplify the rolling moment expression (3.18). For the sake of generality, however, all the terms in Equation (3.18) will be carried over to the subsequent analysis.

### 3.4 Motion Analysis

Before doing further analysis, we will first express the equation of motion in terms of roll angle, $\phi$, only, by using the following kinematic relations :

$$
\begin{align*}
p & =\dot{\phi} \\
\beta & =\phi \sin \alpha_{0} \\
\dot{\beta} & =\dot{\phi} \sin \alpha_{0} \tag{3.21}
\end{align*}
$$

The equation of motion of the aircraft (Equations (3.4) and (3.18) then becomes

$$
\begin{equation*}
\ddot{\phi}=\hat{c}_{1} \dot{\phi}+\hat{c}_{2} \phi+\hat{c}_{3} \phi^{3}+\hat{c}_{4} \phi^{2} \dot{\phi}+\hat{c}_{5} \phi \dot{\phi}^{2}+\hat{c}_{6} \dot{\phi}^{3} \tag{3.22}
\end{equation*}
$$

where

$$
\hat{c}_{1}=\bar{c}_{2}+\bar{c}_{3} \sin \alpha_{0}
$$

$$
\begin{align*}
& \hat{c}_{2}=\bar{c}_{1} \sin \alpha_{0} \\
& \hat{c}_{3}=\bar{c}_{4} \sin ^{3} \alpha_{0} \\
& \hat{c}_{4}=\bar{c}_{5} \sin ^{2} \alpha_{0}+\bar{c}_{6} \sin ^{3} \alpha_{0} \\
& \hat{c}_{5}=\bar{c}_{7} \sin \alpha_{0}+\bar{c}_{8} \sin ^{3} \alpha_{0}+\bar{c}_{11} \sin ^{2} \alpha_{0} \\
& \hat{c}_{6}=\bar{c}_{9} \sin ^{3} \alpha_{0}+\bar{c}_{10} \tag{3.23}
\end{align*}
$$

In the above relations, there are some coefficients which are equivalent to the linear stability derivatives, that is the constant stability derivatives used for linear aircraft dynamics analysis. They are summarized below.

$$
\left[\begin{array}{lll}
\bar{c}_{1} & \bar{c}_{2} & \bar{c}_{3}
\end{array}\right] \equiv\left[\begin{array}{lll}
L_{\beta_{0}} & L_{p_{0}} & L_{\dot{\beta}_{0}} \tag{3.24}
\end{array}\right]
$$

Here, the subscript 0 is used to indicate the linear stability derivatives.
As can be seen from Equation (3.23), the sign of the coefficient $\hat{c}_{2}$ depends on the static lateral stability derivative $L_{\beta_{0}} \equiv \bar{q} S b C_{l_{\beta_{0}}}$. Typical variation of the static lateral stability derivative with angle-of-attack is shown in Figure 3-2. For the range of angles-of-attack of interest here ( $0^{\circ}$ to $90^{\circ}$ ), $C_{l_{\beta_{0}}}$, and hence $L_{\beta_{0}}$ is negative. It is possible that $L_{\beta_{0}}$ becomes positive on some range of angles-of-attack. This case, however is not typical and results in a divergent motion due to loss of static stability and of no interest here. The analysis in this work is based on the case where $L_{\beta_{0}}$ is negative. To signify this, we define

$$
\begin{equation*}
\omega^{2} \equiv-\hat{c}_{2}=-L_{\beta_{0}} \sin \alpha_{0} \tag{3.25}
\end{equation*}
$$

The damping term $\hat{c}_{1} \dot{\phi}$ plays an important role in the dynamics of the aircraft and we define the following.

$$
\begin{equation*}
\tilde{\mu} \equiv \hat{c}_{1} \tag{3.26}
\end{equation*}
$$

Then, by also defining

$$
\left[\begin{array}{llll}
\tilde{c}_{1} & \tilde{c}_{2} & \tilde{c}_{3} & \tilde{c}_{4}
\end{array}\right] \equiv\left[\begin{array}{llll}
\hat{c}_{3} & \hat{c}_{4} & \hat{c}_{5} & \hat{c}_{6} \tag{3.27}
\end{array}\right]
$$

the equation of motion (3.22) becomes

$$
\begin{equation*}
\ddot{\phi}+\omega^{2} \phi=\tilde{\mu} \dot{\phi}+\tilde{c}_{1} \phi^{3}+\tilde{c}_{2} \phi^{2} \dot{\phi}+\tilde{c}_{3} \phi \dot{\phi}^{2}+\tilde{c}_{4} \dot{\phi}^{3} \tag{3.28}
\end{equation*}
$$

It should be noted that when the nonlinear aerodynamic effects are insignificant and


Figure 3-2: Static lateral stability derivative vs angle-of-attack for a fighter configuration with wing sweep angle of $22^{\circ}$ [44]
the aircraft flies at low angles-of-attack, the equation of motion is represented by

$$
\begin{equation*}
\ddot{\phi}=\tilde{\mu} \dot{\phi} \tag{3.29}
\end{equation*}
$$

In this case, roll motion is not oscillatory and is usually called roll subsidence mode. Aerodynamic nonlinearity and high angle-of-attack change the nature of the roll motion to become oscillatory.

We focus on the small motions of the aircraft about an equilibrium condition near wing rock situation. In this case, we have

$$
\begin{equation*}
\lim _{\mathbf{x} \rightarrow \overline{0}} \frac{|N(\mathbf{x})|}{|\mathbf{x}|}=0 \tag{3.30}
\end{equation*}
$$

where $\mathbf{x}=\{\phi \dot{\phi}\}^{\mathbf{T}}$ and $N(\mathbf{x})$ contains all the nonlinear terms in the equation. This is equivalent to saying that $N(\mathbf{x})=\mathbf{O}(\epsilon)$, where $0<\epsilon \ll 1$. Also, as previously mentioned, the roll damping parameter $\tilde{\mu}$ plays an important role in the aircraft dynamics. We shall see later that wing rock situation is associated with the loss of such damping. Therefore, because our analysis focuses on the dynamics of the system in the vicinity of wing rock, it is reasonable to assume that the damping term is small. By virtue of experience with numerical solutions for the wing rock problems, the following parameterization in terms of a small parameter, $\epsilon$, is found to be convenient and constructive. Thus, we parameterize the equation of motion as

$$
\begin{equation*}
\ddot{\phi}+\omega^{2} \phi=\epsilon\left(\mu \dot{\phi}+c_{1} \phi^{3}+c_{2} \phi^{2} \dot{\phi}+c_{3} \phi \dot{\phi}^{2}+c_{4} \dot{\phi}^{3}\right) \tag{3.31}
\end{equation*}
$$

It is possible to do a more refined parameterization based on each individual value of the coefficients of the nonlinear terms. However, to keep the generality of the analysis, we do not do such a refinement.

Before doing further analysis based on the nonlinear parameterized equation of motion (3.31), we first look at some properties of the linearized equation around the equilibrium conditions of the system. We first write Equation (3.31) in terms of a system of first order differential equations as follows

$$
\begin{align*}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=-\omega^{2} x_{1}+\epsilon\left(\mu x_{2}+c_{1} x_{1}^{3}+c_{2} x_{1}^{2} x_{2}+c_{3} x_{1} x_{2}^{2}+c_{4} x_{2}^{3}\right) \tag{3.32}
\end{align*}
$$

where $x_{1} \equiv \phi$ and $x_{2} \equiv \dot{\phi}$. The equlibrium points of the system can be found be setting $\dot{x}_{1}=\dot{x}_{2}=0$ and then solving the resulting equation. Doing so, we get

$$
\begin{array}{r}
x_{2}=0 \\
\epsilon c_{1} \phi^{3}-\omega^{2} \phi=0 \tag{3.33}
\end{array}
$$

The solutions of this algebraic equation are $\left(x_{1}, x_{2}\right)=(0,0)$ and $\left(x_{1}, x_{2}\right)=\left( \pm \sqrt{\frac{\omega^{2}}{\epsilon c_{1}}}, 0\right)$. Note that the second set of equilibrium points may not be real, depending on the value of $c_{1}$. If $c_{1}>0$, the second set of equilibrium points are real, while if $c_{1}<0$, they are imaginary.

Now the properties of linear system around these equilibrium points are examined. The linearized system around the equilibrium at $(0,0)$ is given by

$$
\left\{\begin{array}{l}
\dot{x}_{1}  \tag{3.34}\\
\dot{x}_{2}
\end{array}\right\}=\left[\begin{array}{cc}
0 & 1 \\
-\omega^{2} & \epsilon \mu
\end{array}\right]\left\{\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right\}
$$

The eigenvalues of the system are

$$
\begin{equation*}
\lambda_{1,2}=\frac{\epsilon \mu}{2} \pm \frac{1}{2} \sqrt{\epsilon^{2} \omega^{2}-4 \omega^{2}} \tag{3.35}
\end{equation*}
$$

The stability of the linear system is determined by the real part of the eigenvalues, which is $\frac{\epsilon \mu}{2}$. Based on the stability theory (see Chapter 2), the equilibrium $(0,0)$ is asymptotically stable for $\mu<0$ and unstable for $\mu>0$. We will focus now on the equilibrium points at $\left(x_{1}, x_{2}\right)=\left( \pm \sqrt{\frac{\omega^{2}}{\epsilon c_{1}}}, 0\right)$. The linearized equation of motion
around these equilibria is

$$
\left\{\begin{array}{l}
\dot{x}_{1}  \tag{3.36}\\
\dot{x}_{2}
\end{array}\right\}=\left[\begin{array}{cc}
0 & 1 \\
\omega^{2} & \epsilon \mu+\frac{c_{2} \omega^{2}}{c_{1}}
\end{array}\right]\left\{\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right\}
$$

and the eigenvalues for the system are

$$
\begin{equation*}
\lambda_{1,2}=\frac{1}{2}\left(\epsilon \mu+\frac{c_{2} \omega^{2}}{c_{1}}\right) \pm \frac{1}{2} \sqrt{\left(\epsilon \mu+\frac{c_{2} \omega^{2}}{c_{1}}\right)^{2}+4 \omega^{2}} \tag{3.37}
\end{equation*}
$$

Note that in the above expression $\frac{1}{2} \sqrt{\left(\epsilon \mu+\frac{c_{2} \omega^{2}}{c_{1}}\right)^{2}+4 \omega^{2}}>\frac{1}{2}\left(\epsilon \mu+\frac{c_{2} \omega^{2}}{c_{1}}\right)$. Therefore, the eigenvalues of the system are real and have opposite signs. This implies that the equilibrium points at $\left(x_{1}, x_{2}\right)=\left( \pm \sqrt{\frac{\omega^{2}}{\epsilon c_{1}}}, 0\right)$ are unstable and of the saddle-point type.

The rest of the analysis developed in this chapter will be focused on the dynamics of the system around the equilibrium at $\left(x_{1}, x_{2}\right)=(0,0)$, which is physically the nominal condition of the aircraft. Because of the nature of the analysis, the results will not be accurate for the situations which are close to the other equilbrium points. In essence, the knowledge about the locations of the other equilibrium points of the system is crucial in that it gives us an information about possible limitation in the region of validity of the analysis developed. It should be noted that the nonzero equilibrium roll angle are proportional to $\frac{1}{\sqrt{\epsilon}}$. Since $\epsilon$ is small, these roll equilibrium usually occurs at large angles. Hence, their effects on the system dynamics around the nominal condition may not be noticable in the region of validity of the analysis.

The MTS method is invoked and applied to Equation (3.31). Two time scales approach is used in the analysis. Using this approach, the independent and dependent variables are extended as follows.

$$
\begin{gather*}
t \rightarrow\left\{\tau_{0}, \tau_{1}\right\} \quad ; \quad \tau_{0}=t \\
\tau_{1}=\epsilon t \\
\phi(t) \rightarrow \phi_{0}\left(\tau_{0}, \tau_{1}\right)+\epsilon \phi_{1}\left(\tau_{0}, \tau_{1}\right)+\ldots \tag{3.38}
\end{gather*}
$$

In this formulation, $\tau_{0}$ is the fast time scale, while $\tau_{1}$ is the slow one. By this extension, the equation of motion (3.31), which is an ordinary differential equation, becomes a partial differential equation. Grouping the terms in the resulting partial differential
equation according to the order of $\epsilon$, we get

$$
\begin{align*}
\frac{\partial^{2} \phi_{0}}{\partial \tau_{0}^{2}}+ & \omega^{2} \phi_{0}+\epsilon\left[\frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}+\omega^{2} \phi_{1}+2 \frac{\partial^{2} \phi_{0}}{\partial \tau_{0} \partial \tau_{1}}\right]= \\
& \epsilon\left[\mu \frac{\partial \phi_{0}}{\partial \tau_{0}}+c_{1} \phi_{0}^{3}+c_{2} \phi_{0}^{2} \frac{\partial \phi_{0}}{\partial \tau_{0}}+c_{3} \phi_{0}\left(\frac{\partial \phi_{0}}{\partial \tau_{0}}\right)^{2}+c_{4}\left(\frac{\partial \phi_{0}}{\partial \tau_{0}}\right)^{3}\right]+\ldots \tag{3.39}
\end{align*}
$$

where the dependence of $\phi$ on $\tau_{0}$ and $\tau_{1}$ has been suppressed for notational simplicity. Only terms up to $O(\epsilon)$ are shown in the above equation. As we shall see later, only terms up to this order are needed to obtain the zeroth order approximation of the solution. The approximate solution is built by equating groups of the same order on the left and the righthand side of Equation (3.39), beginning from the leading order one (dominant group of terms).

The dominant terms from the above equation are of $O(1)$ and equating these terms to zero yields

$$
\begin{equation*}
O(1): \frac{\partial^{2} \phi_{0}}{\partial \tau_{0}^{2}}+\omega^{2} \phi_{0}=0 \tag{3.40}
\end{equation*}
$$

The solution of this equation is

$$
\begin{equation*}
\phi_{0}=A\left(\tau_{1}\right) \sin \Psi \quad ; \quad \Psi \equiv \omega \tau_{0}+B\left(\tau_{1}\right) \tag{3.41}
\end{equation*}
$$

Note that the amplitude and the phase of the solution vary with the slow time scale $\tau_{1}$. Once these variations are known, the zeroth order approximation to the motion dynamics is complete. The variation of the amplitude and phase with $\tau_{1}$ is found from the next order analysis of Equation (3.39), which is

$$
\begin{align*}
O(\epsilon): & \frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}+\omega^{2} \phi_{1}=-2 \frac{\partial^{2} \phi_{0}}{\partial \tau_{0} \partial \tau_{1}}+\mu \frac{\partial \phi_{0}}{\partial \tau_{0}}+c_{1} \phi_{0}^{3}+c_{2} \phi_{0}^{2} \frac{\partial \phi_{0}}{\partial \tau_{0}}+ \\
& c_{3} \phi_{0}\left(\frac{\partial \phi_{0}}{\partial \tau_{0}}\right)^{2}+c_{4}\left(\frac{\partial \phi_{0}}{\partial \tau_{0}}\right)^{3} \tag{3.42}
\end{align*}
$$

By substituting Equation (3.41) into the above equation, we get

$$
\begin{align*}
\frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}+ & \omega^{2} \phi_{1}=-\left[2 \omega \frac{d A}{d \tau_{1}}-\mu \omega A-\frac{1}{4} \omega\left(c_{2}+3 c_{4} \omega^{2}\right) A^{3}\right] \cos \Psi+ \\
& {\left[2 \omega A \frac{d B}{d \tau_{1}}+\frac{1}{4}\left(3 c_{1}+c_{3} \omega^{2}\right) A^{3}\right] \sin \Psi-\frac{1}{4} \omega\left(c_{2}-c_{4} \omega^{2}\right) A^{3} \cos 3 \Psi-} \\
& \frac{1}{4}\left(c_{1}-c_{3} \omega^{2}\right) A^{3} \sin 3 \Psi \tag{3.43}
\end{align*}
$$

If the $\cos \Psi$ and $\sin \Psi$ terms on the righthand side of the equation are nonzero, secular terms of the form $\tau_{0} \cos \Psi$ and $\tau_{0} \sin \Psi$ appear in the solution for $\phi_{1}$. These secular terms destroy the uniformity of the approximation. Therefore, to keep the approximation uniform, the coefficients of the $\cos \Psi$ and $\sin \Psi$ terms are set to zero. This obtains

$$
\begin{align*}
\frac{d A}{d \tau_{1}} & =\frac{1}{2} \mu A+p_{1} A^{3} \\
\frac{d B}{d \tau_{1}} & =p_{2} A^{2} \tag{3.44}
\end{align*}
$$

where

$$
\begin{align*}
p_{1} & =\frac{1}{8}\left(c_{2}+3 c_{4} \omega^{2}\right) \\
p_{2} & =-\frac{1}{8}\left(\frac{3 c_{1}}{\omega}+c_{3} \omega\right) \tag{3.45}
\end{align*}
$$

The sign of $p_{1}$ and $p_{2}$ depends on the nonlinearities involved. Equation (3.44) are the governing equations for the slowly varying amplitude and phase corrections. The amplitude equation determines whether the solution increases or decreases with time, hence the stability of the motion. Note that the amplitude equation can be solved independently. Once this amplitude solution is found, the solution of the phasecorrection equation can be obtained, since the phase-correction equation depends only on $A$. For this simple one degree-of-freedom case, the exact solution of the amplitude equation can be obtained analytically. Before doing so, we will first look at the properties of the solution in the framework of bifurcation as $\mu$ varies.

### 3.4.1 Bifurcation Analysis

The equilibria of the amplitude equation are $A_{1}=0$ and $A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}}$. Plotted in $A_{1}-\mu$ diagram, the equilibria consist of the $\mu$-axis and the parabola $\mu=-2 p_{1} A_{1}^{2}$. The stability of these equilibria for any $\mu=$ constant $\neq 0$ can be determined by examining the eigenvalues of the linearized systems around the equilibria of interest. As has been discussed in Chapter 2, an equilibrium point is stable if all the eigenvalues of the corresponding linearized system about this point have negative real parts, and an equilibrium point is unstable if one of the eigenvalues of the linearized system has positive real part.

The linearization around the equilibria at $\mu$-axis $\left(A_{1}=0\right)$ yields

$$
\begin{equation*}
\frac{d A}{d \tau_{1}}=\frac{1}{2} \mu A \tag{3.46}
\end{equation*}
$$

The eigenvalue of this simple equation is $\frac{1}{2} \mu$. Therefore, it is clear that the equilibria are stable for $\mu<0$ and unstable for $\mu>0$. Physically, this means that the nominal flight condition at angles-of-attack where $\mu<0$ is stable, but becomes unstable at angles-of-attack where $\mu>0$. The linearized system around the equilibria at $\mu=-2 p_{1} A_{1}^{2}$ is

$$
\begin{equation*}
\frac{d A}{d \tau_{1}}=-\mu A \tag{3.47}
\end{equation*}
$$

The eigenvalue of this linearized system is $-\mu$. It is obviously stable for $\mu>0$ and unstable for $\mu<0$.

The previous discussion is only valid for $\mu \neq 0$. When $\mu=0$, we cannot conclude about the stability based on the linearized system. The stability of the system has to be determined by including the nonlinear term in the equation. For $\mu=0$, the amplitude equation becomes

$$
\begin{equation*}
\frac{d A}{d \tau_{1}}=p_{1} A^{3} \tag{3.48}
\end{equation*}
$$

which is a first order nonlinear ordinary differential equation, whose properties are quite well known. Basically, the solution of this equation $\left(A\left(\tau_{1}\right)\right)$ decays to zero when $\frac{d A}{d \tau_{1}}<0$ and increases when $\frac{d A}{d \tau_{1}}>0$. In other words, the system is stable if $p_{1}<0$ and unstable if $p_{1}>0$.

The above discussion clearly shows that the properties of the solution changes as $\mu$ varies from negative to positive. For example, the number of the equilibrium points changes across $\mu=0$. Consider the case when $p_{1}<0$. For this situation, the system only has one equilibrium point when $\mu<0$, but it has three equilibria when $\mu>0$. In mathematical terms, the system undergoes topological changes as $\mu$ varies from negative to positive. Hence, $\mu=0$ is the bifurcation point of the system. The bifurcation diagrams of the system for $p_{1}>0$ and $p_{1}<0$ are given in Figure 3-3. These diagrams imply that there is a finite amplitude oscillation (limit cycle) appearing or dissapearing in the system as $\mu$ is varied across $\mu=0$. Thus, this is a Hopf type bifurcation. For $p_{1}>0$, the Hopf bifurcation is subcritical, since the new branch of equilibria appear for the values of $\mu$ below the onset of bifurcation. For $p_{1}<0$, the Hopf bifurcation is supercritical, as the new branch of equilibria exist only for values of $\mu$ larger than the onset of bifurcation. It can also be seen from the diagram, that the stable limit cycle is only possible when $p_{1}<0$. This implies


Figure 3-3: Bifurcation diagrams for (a) $p_{1}>0$ and (b) $p_{1}<0$
that sustained wing rock motion can only occur in this situation and the wing rock amplitude is given by $A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}}$.

### 3.4.2 Analytical Approximation of the Solution

In this subsection, the zeroth order solution of the MTS expansion will be completed. We have already had the form of the solution in (3.41) and the governing differential equations for the amplitude and phase-correction variations. To complete the zeroth order solution, we need to derive the analytical solutions of these equations.

We first focus on the amplitude equation and we discuss specifically the case where wing rock is possible, that is $p_{1}<0$. By separating the variables and integrating Equation (3.44), and after some manipulations, $A$ can be explicitly expressed as

$$
\begin{equation*}
A=\frac{\sqrt{K_{2}^{\mu}} \exp \left(\frac{\mu}{2} \tau_{1}\right)}{\sqrt{1-K p_{1} \exp \left(\mu \tau_{1}\right)}} \tag{3.49}
\end{equation*}
$$

The constant $K$ in the above equation is determined from the initial condition.
Some properties of Equation (3.49) are now examined. If $\mu<0$, then the numerator of Equation (3.49) goes to zero as $\tau_{1}$ goes to infinity, because $\exp \left(\frac{\mu}{2} \tau_{1}\right)$ decays monotonically with time. Hence, $A \rightarrow 0$ as $\tau_{1} \rightarrow \infty$. In other words, the amplitude of the motion decays with time, and so the system is stable. If $\mu>0$, the exponentials
in the numerator and the denominator are dominant, and for sufficiently large $\tau_{1}$,

$$
\begin{equation*}
A \rightarrow \frac{\sqrt{K \frac{\mu}{2}} \exp \left(\frac{\mu}{2} \tau_{1}\right)}{\sqrt{K p_{1} \exp \left(\mu \tau_{1}\right)}}=\sqrt{-\frac{\mu}{2 p_{1}}} \tag{3.50}
\end{equation*}
$$

As has been previously stated, $p_{1}<0$, so $A$ is real in this case. This fact is consistent with the previous analysis using bifurcation theory, where it is found that the nominal condition is stable for $\mu<0$ and unstable for $\mu>0$. The aircraft undergoes limit cycle oscillations for $\mu>0$ (wing rock). Note also that the steady state amplitude of the limit cycle obtained in this analysis is consistent with the one obtained from the bifurcation theory. This analytical development, however, has an advantage, that is it also captures the transient part of the solution.

The substitution of the analytical solution for $A$ into the phase-correction equation (3.44) yields

$$
\begin{equation*}
\frac{d B}{d \tau_{1}}=p_{2} \frac{K \frac{\mu}{2} \exp \left(\mu \tau_{1}\right)}{1-K p_{1} \exp \left(\mu \tau_{1}\right)} \tag{3.51}
\end{equation*}
$$

Integrating this equation, we get

$$
\begin{align*}
B\left(\tau_{1}\right) & =K p_{2} \frac{\mu}{2} \int \frac{\exp \left(\mu \tau_{1}\right)}{1-K p_{1} \exp \left(\mu \tau_{1}\right)} d \tau_{1} \\
& =\frac{1}{2} K p_{2} \int \frac{d \exp \left(\mu \tau_{1}\right)}{1-K p_{1} \exp \left(\mu \tau_{1}\right)} \\
& =-\frac{1}{2} \frac{p_{2}}{p_{1}} \ln K_{1}\left(1-K p_{1} \exp \left(\mu \tau_{1}\right)\right) \tag{3.52}
\end{align*}
$$

where $K_{1}$ is a constant depending on the initial condition. For $\mu<0$, as $\tau_{1} \rightarrow \infty$, $\exp \left(\mu \tau_{1}\right) \rightarrow 0$ and so $B \rightarrow-\frac{1}{2} \frac{p_{2}}{p_{1}} \ln K_{1}$ (a constant). This means that after some transients, the frequency of the system is described very well by $\omega$ and no correction is necessary. For $\mu>0, B \rightarrow-\frac{1}{2} \frac{p_{2}}{p_{1}} \mu \tau_{1}-\frac{1}{2} \frac{p_{2}}{p_{1}} \ln \left(-K K_{1} p_{1}\right)$. This shows that in steady state, the phase correction vary linearly with the slow time scale $\tau_{1}$. Since $\tau_{1}=\epsilon t$, this also implies that in steady state, the frequency of the system is constant and is given by $\omega-\frac{1}{2} \frac{p_{2}}{p_{1}} \mu$.

With these results, we can write the zeroth order approximation of the aircraft rolling motion in terms of $t$ as follows.

$$
\begin{equation*}
\phi_{0}(t)=\frac{\sqrt{K \frac{\mu}{2}} \exp \left(\epsilon \frac{\mu}{2} t\right)}{\sqrt{1-K p_{1} \exp (\epsilon \mu t)}} \sin \left(\omega t-\frac{1}{2} \frac{p_{2}}{p_{1}} \ln K_{1}\left(1-K p_{1} \exp \left(\mu \tau_{1}\right)\right)\right) \tag{3.53}
\end{equation*}
$$

The above result subsume the result of the linear analysis, that is the analysis without the inclusion of all the nonlinear terms. For the linear case, the solution we get is

$$
\begin{equation*}
\phi_{0}(t)=K_{2} \exp \left(\frac{\epsilon \mu}{2} t\right) \sin \left(\omega t-K_{3}\right) \tag{3.54}
\end{equation*}
$$

where $K_{2}$ and $K_{3}$ are constants depending upon the initial conditions. The linear analysis only leads to an asymptotically stable solution when $\mu<0$ and an unstable solution (divergent) when $\mu>0$. Limit cycle oscillations cannot be captured by the linear analysis.

### 3.5 Comparison with Numerical Results

To examine the accuracy of the analytical approximation obtained, dynamics of a generic fighter aircraft model in the vicinity of wing rock is looked at. The model includes nonlinearities in most of its aerodynamic parameters, as can be seen from Table 3.1. Note that this model is only valid for angles-of-attack in the range $20^{\circ}$ to $40^{\circ}$, which is the range where transition from stable to wing rock motion occurs.

$$
\begin{array}{ll}
I_{x x}=36610 \mathrm{~kg} \mathrm{~m}^{2} & b=12 \mathrm{~m} \\
I_{y y}=162700 \mathrm{~kg} \mathrm{~m}^{2} & c=4.8 \mathrm{~m} \\
I_{z z}=183000 \mathrm{~kg} \mathrm{~m}^{2} & S=164.6 \mathrm{~m}^{2} \\
I_{x z}=6780 \mathrm{~kg} \mathrm{~m} \\
\rho=1.225 \mathrm{~kg} / \mathrm{m}^{2} & \\
V=100 \mathrm{~m} / \mathrm{s} & \\
C_{l}=\left(-0.295 \alpha_{0}+0.1975 \alpha_{0}^{2}\right) \beta+\left(0.22+0.63 \alpha_{0}-\right. & \\
& \left.0.797 \alpha_{0}^{2}+0.975 \alpha_{0}^{3}\right) \frac{b p}{2 V}+5.2 \beta^{3}-0.075\left(\frac{b p}{2 V}\right)^{3} \\
& -1.42 \beta^{2} \frac{b p}{2 V}-0.6 \beta\left(\frac{b p}{2 V}\right)^{2}-0.011 \dot{\beta}-0.5 \beta^{2} \dot{\beta}
\end{array}
$$

Table 3.1: Generic fighter aircraft parameters for $10^{\circ} \leq \alpha_{0} \leq 50^{\circ}$
For this aircraft the variations of the parameters $\tilde{\mu}$ and $\tilde{p}_{1} \equiv \epsilon p_{1}$ with angle-ofattack are given in Figure 3-5. We can see that $\tilde{\mu}$, and hence $\mu$, changes sign from negative to positive at $\alpha_{0}=27.34^{\circ}$. This specific angle-of-attack is the onset of wing rock. Below this angle-of-attack, the nominal flight condition is stable with no wing rock motion. Above this angle-of-attack, the free response of the aircraft begins to exhibit a wing rock motion. The variation of the eigenvalues of the linearized system about the nominal condition as a function of the angle-of-attack is shown on the complex plane in Figure 3-4. The points where the eigenvalues cross the imaginary


Figure 3-4: The variation of the eigenvalues of the system as the angle-of-attack increases
axis correspond to $\alpha_{0}=27.34^{\circ}(\mu=0)$, which is the onset of bifurcation. This illustrates the Hopf bifurcation theorem discussed in Chapter 2.

In order to examine the accuracy of the prediction on the onset of wing rock, the aircraft responses slightly below ( $\alpha_{0}=27.2^{\circ}$ ) and slightly above the onset angle-ofattack ( $\alpha_{0}=27.6^{\circ}$ ) are simulated. The results are depicted in Figure 3-6. As can be seen from the figure, the amplitude of the aircraft oscillations below the onset decreases, while above the onset, the amplitude increases initially until limit cycle amplitude is attained. Thus, the analytical wing rock onset is very accurate.

Comparison of the aircraft response obtained from the analytical result to the exact one obtained using numerical integration is given in Figure 3-7 for $\alpha_{0}=29^{\circ}$. At this angle-of-attack, $\mu$ is positive and so the aircraft exhibits wing rock motion. The figure shows that the analytical approximation is in excellent agreement with the numerical integration result. The amplitude and phase history of the response are very well predicted by the analytical result.

The phase plane of the system is now examined. As an example, the phase plane of the system at the nominal angle-of-attack of $30^{\circ}$ is depicted in Figure 3-8. Based on Equation (3.33), this particular aircraft model at nominal angle-of-attack of $30^{\circ}$ possesses saddle-type equilibrium points at $(\phi, \dot{\phi})=( \pm 0.71,0)$ rad. These two saddle points and the limit cycles of the system can be observed from the figure. As can be


Figure 3-5: $\tilde{\mu}$ and $\tilde{p}_{1}$ variations with nominal angle-of-attack $\alpha_{0}$



Figure 3-6: Aircraft response for $\alpha_{0}=27.2^{\circ}$ (upper) and $\alpha_{0}=27.6^{\circ}$ (below)


Figure 3-7: Roll angle response for $\alpha_{0}=29^{\circ}$ and initial condition $\phi(0)=0.08 \mathrm{rad}$
seen, the locations of the saddle points match very well with the analytical prediction.

### 3.5.1 Energy Exchange Concept

A useful tool to gain physical insight on the motion dynamics is the concept of energy exchange. Since no control action is assumed during the motion, the change in aerodynamic energy during a certain time interval is given by

$$
\begin{equation*}
\Delta E=\int_{t_{1}}^{t_{2}} \bar{q} S b C_{l}(t) \dot{\phi}(t) d t \tag{3.55}
\end{equation*}
$$

Through a change in integration variable, the above expression can be written as a line integral as follows

$$
\begin{equation*}
\Delta E=\int_{C_{\phi}} \bar{q} S b C_{l}(\phi) d \phi \tag{3.56}
\end{equation*}
$$

where $C_{\phi}$ is the curve of $C_{l}$ versus $\phi$ for $t_{1} \leq t \leq t_{2}$. Such curve is usually called histogram. In a wing rock situation, $C_{\phi}$ is a closed curve over one oscillation cycle. The net energy change over a cycle is given by

$$
\begin{equation*}
\Delta E=\oint_{C_{\phi}} \bar{q} S b C_{l}(\phi) d \phi \tag{3.57}
\end{equation*}
$$



Figure 3-8: Phase plane for $\alpha_{0}=30^{\circ}$

It is clear that the net aerodynamic energy exchange in a cycle is directly proportional to the areas contained within the histogram loops. For a clockwise loop, $\Delta E>0$ or, in other words, energy is added to the system (destabilizing). Conversely, for a counter-clockwise loop, $\Delta E<0$, which means that energy is extracted from the system (stabilizing).

In a sustained free wing rock motion, it is obvious that the system is in energy balance and so no energy is added or extracted from the system. In this situation, we will find that $\Delta E=0$, which implies that the area within the clockwise loop must be the same as the area within the counter-clockwise loop. How the area is distributed within the clockwise and the counter-clockwise loops in a cycle can help us to gain some insights about the wing rock mechanism.

The histogram for the aircraft model considered at $\alpha_{0}=30^{\circ}$ is shown in Figure 3-9 for one wing rock cycle. A relatively large destabilizing loop (clockwise, $\Delta E>0$ ) is observed around the origin for roll angle magnitudes less than about $8^{\circ}$ ( 0.14 rad ). Smaller stabilizing loops (counter-clockwise, $\Delta E<0$ ) are observed for roll angle magnitudes greater than $8^{\circ}$. The net area within these loops has to be zero from the energy exchange concept. This diagram also implies that the rolling moment in the system is destabilizing when the roll angle is small and becomes stabilizing when the roll angle is large. The magnitude of the roll angle continues to increase up to a point and then decreases such that the stabilizing moment has enough energy to balance


Figure 3-9: $C_{l}$ vs $\phi$ for one cycle of wing rock at $\alpha_{0}=30^{\circ}$
the destabilizing energy generated by the destabilizing rolling moment. When such an energy balance is achieved, a wing rock limit cycle is sustained in the system.

### 3.6 Effects of Specific Types of Aerodynamic Nonlinearity

### 3.6.1 Effects of Nonlinearity in Roll Damping Parameter With Sideslip and Roll Rate

Evidence on the nonlinear variation of damping in roll with respect to angle-of-sideslip and roll rate has been reported in literature (see [1, 15]). To examine this specific type of nonlinearity, a simplified single rotational degree-of-freedom aircraft model which includes only this type of aerodynamic nonlinearity is studied. The other aerodynamic characteristics of the aircraft are assumed to be linear. To be more specific, we consider an aircraft with the following rolling moment.

$$
\begin{equation*}
L=L_{p} p+L_{\beta_{0}} \beta+L_{\dot{\beta}_{0}} \dot{\beta} \tag{3.58}
\end{equation*}
$$



Figure 3-10: Roll damping variation with sideslip and roll rate for $80^{\circ}$ delta wing [15]

The stability derivatives $L_{\beta_{0}}$ and $L_{\dot{\beta}_{0}}$ are constant and usually used in the linear treatment of aircraft dynamics. Here they are taken to be constant In Equation (3.58), only $L_{p}$ is not constant and will be modeled as

$$
\begin{equation*}
L_{p}=L_{p_{a}}(p)+L_{p_{b}}(\beta) \tag{3.59}
\end{equation*}
$$

In the above model, $L_{p_{a}}$ reflects how $L_{p}$ varies with roll rate and $L_{p_{b}}$ reflects how $L_{p}$ varies with sideslip angle. Note that for simplicity, nonlinear interaction between $p$ and $\beta$ is not included in the above model. The forms of the function $L_{p_{a}}(p)$ and $L_{p_{b}}(\beta)$ in the current analysis are based on available data found in the literature [15].

Figure 3-10 shows the variation of rolling moment coefficient $C_{l}$ with sideslip and roll rate as obtained from an $80^{\circ}$ delta wing experiment. From the figure, we can see that $C_{l}$ is an odd function of roll rate $p$. This fact can also be inferred from the aerodynamics of the aircraft. Based on this fact, the simplest approximation for $L$ vs $p$ is a cubic polynomial in $p$ with no $p^{2}$-term, that is

$$
\begin{equation*}
L=k_{1} p+k_{2} p^{3} \tag{3.60}
\end{equation*}
$$

In other words, $L_{p_{a}}$ is a quadratic function of $p$ as follows

$$
\begin{equation*}
L_{p_{a}}=L_{p_{0}}+L_{p_{1}} p^{2} \tag{3.61}
\end{equation*}
$$

The $C_{l_{p}}$ variation with respect to sideslip angle $\beta$ on the other hand is typically
symmetric, as can be seen from Figure 3-10. The model we employ here is the simplest model that still reflects the symmetrical variation with respect to $\beta$, namely a simple quadratic $\beta$ function, as follows.

$$
\begin{equation*}
L_{p_{b}}=L_{p_{2}} \beta^{2} \tag{3.62}
\end{equation*}
$$

Based on this development, the nonlinear $L_{p}$ model used here is

$$
\begin{equation*}
L_{p}=L_{p_{0}}+L_{p_{1}} p^{2}+L_{p_{2}} \beta^{2} \tag{3.63}
\end{equation*}
$$

Inserting this $L_{p}$ model into Equation (3.58) and comparing the result with Equation (3.18), the following correspondence is observed.

$$
\begin{equation*}
\left[\bar{c}_{1} \bar{c}_{2} \bar{c}_{3} \bar{c}_{5} \bar{c}_{10}\right] \equiv\left[L_{\beta_{0}} L_{p_{0}} L_{\dot{\beta}_{0}} L_{p_{2}} L_{p_{1}}\right] \tag{3.64}
\end{equation*}
$$

Hence, for this case, the equation of motion becomes

$$
\begin{equation*}
\ddot{\phi}+\omega^{2} \phi=\epsilon\left(\mu \dot{\phi}+c_{2} \phi^{2} \dot{\phi}+c_{4} \dot{\phi}^{3}\right) \tag{3.65}
\end{equation*}
$$

which is much simpler than its complete form (Equation (3.31)). Following the procedure in Section 3.4, the following amplitude and phase-correction differential equations are obtained.

$$
\begin{align*}
\frac{d A}{d \tau_{1}} & =\frac{1}{2} \mu A+p_{1} A^{3} \\
\frac{d B}{d \tau_{1}} & =p_{2} A^{2} \tag{3.66}
\end{align*}
$$

where

$$
\begin{align*}
& p_{1}=\frac{1}{8}\left[c_{2}+3 c_{4} \omega^{2}\right] \\
& p_{2}=-\frac{1}{8 \omega}\left[3 c_{1}+c_{3} \omega^{2}\right] \tag{3.67}
\end{align*}
$$

Notice that the form of the amplitude and phase equations in this case is the same as the complete version, so the analytical solution obtained for this case is the same as before.

For a more detailed analysis of wing rock amplitude, we express $\mu$ and $p_{1}$ in terms
of stability derivatives as follows.

$$
\begin{align*}
\tilde{\mu} & \equiv \epsilon \mu=\left(L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}\right) \\
\tilde{p}_{1} & \equiv \epsilon p_{1}=\frac{I_{x x}}{8}\left[L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}+3 L_{p_{1}} L_{\beta_{0}} \sin \alpha_{0}+L_{p_{2}} \sin ^{2} \alpha_{0}\right] \tag{3.68}
\end{align*}
$$

It is clear from this detailed parameter representation that the coefficients $L_{p_{1}}$ and $L_{p_{2}}$ affect the resulting steady state wing rock amplitude. Note also that the $\mu$ expression here is the same as in general case, which implies that the onset on wing rock for this specific case is the same as in the general case considered in this chapter. The wing rock onset is determined by the linear roll damping parameter ( $L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}$ ). The loss of this linear roll damping ( $\mu$ becomes zero and positive) causes the aircraft to encounter the wing rock oscillation.

A physical explanation on how the wing rock motion develops in this situation is discussed using the energy concept. The aircraft model in the previous section is used again here with all nonlinearities removed, except the ones contributed by $L_{p_{1}}$ and $L_{p_{2}}$. The histogram for this system at $\alpha_{0}=30^{\circ}$ with $C_{l_{p_{1}}}=\frac{L_{p_{1}}}{q S b}=-0.011$ and $C_{l_{p_{2}}}=\frac{L_{p_{2}}}{q S b}=-2.84$ are shown in Figure 3-11. The histogram shows similarity with the example in the previous section. It has a destabilizing loop for roll angle magnitudes less than $8^{\circ}$ ( 0.14 rad ) and stabilizing loops for roll angle magnitudes greater than $8^{\circ}$.

When $C_{l_{p_{1}}}$ is sufficiently large, a counter intuitive situation can arise. Figure 3-12 shows the histogram of one wing rock cycle for $C_{l_{p_{1}}}=-0.043$ and $C_{l_{p_{2}}}=-0.426$. In this case, a stabilizing loop exists when the roll angle magnitudes are small and a pair of destabilizing loops exist when the roll angle magnitudes are relatively large. This situation might suggest that if the initial roll angle is small and in the range of the stabilizing loop, wing rock would not occur. This is not true, however, as Figure 3-13 shows. To explain this phenomenon, histograms for several oscillation cycles of Figure 3-13 are plotted in Figure 3-14. The histogram of cycle 1 shows that initially the rolling moment in the system is destabilizing, as indicated by the single clockwise loop. This destabilizing loop still appears in histogram for cycle 2, which indicates that at this point aerodynamic energy is still added to the system, hence the amplitudes of oscillations continue to increase. At the time when the wing rock amplitude is approached, the stabilizing loop starts to appear, as can be seen from the histogram for cycle 3. At this point, however, the amount of the energy extracted from the system is still less than the amount of energy added, and therefore, the amplitude of motion still increases. When the balance of energy is achieved, wing


Figure 3-11: Histogram for $\alpha_{0}=30^{\circ}\left(C_{l_{p_{1}}}=-0.011, C_{l_{p_{2}}}=-2.84\right)$
rock motion is sustained.
We will now examine how the wing rock amplitude variation with the the variations of $L_{p_{1}}$ and $L_{p_{2}}$. We start by assuming that wing rock occurs in the system, which means that all the requirements for the wing rock occurence are satisfied. The derivatives of the amplitude $A_{1}$ with respect to $L_{p_{1}}$ and $L_{p_{2}}$ are

$$
\begin{align*}
& \frac{d A_{1}}{d L_{p_{1}}}=\frac{d A_{1}}{d p_{1}} \frac{d p_{1}}{d L_{p_{1}}}=\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-L_{\beta_{0}} \sin \alpha_{0}\right) \\
& \frac{d A_{1}}{d L_{p_{2}}}=\frac{d A_{1}}{d p_{1}} \frac{d p_{1}}{d L_{p_{2}}}=\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right) \sin ^{2} \alpha_{0} \tag{3.69}
\end{align*}
$$

In the above expressions, the factor in the first parenthesis is the square of steadystate wing rock amplitude, hence it is of positive value. For the factor in the second parenthesis, the denominator is always positive because of the square and the numerator $(\mu)$ is also positive in wing rock situation. Hence this factor is also positive. Therefore the sign of the last factor in each of the expressions determines whether the derivatives are positive or negative. The last factor in the $\frac{d A_{1}}{d L_{p_{1}}}$ expression is equivalent to the square of the wing rock frequency, which is positive. The last factor in $\frac{d A_{1}}{d L_{p_{2}}}$ expression is also positive due to the square operation. Thus, both derivatives are positive. Physically, this implies that increasing the values of $L_{p_{1}}$ and $L_{p_{2}}$


Figure 3-12: Histogram for $\alpha_{0}=30^{\circ}\left(C_{l_{p_{1}}}=-0.043, C_{l_{p_{2}}}=-0.426\right)$


Figure 3-13: Motion simulation for initial conditions $(\phi, \dot{\phi})=(0.02,0) \mathrm{rad}$


Figure 3-14: Histograms for cycle 1 (upper), 2 (middle), and 3 (bottom) of Figure 3.11


Figure 3-15: Variation of wing rock amplitude with $L_{p_{1}}$
increases the wing rock amplitude.
As an example, we consider the aircraft model from the previous section with all sources of nonlinearity being removed except for the nonlinearity in $C_{l_{p}}$. The changes of the wing rock amplitude at certain angle-of-attack as $C_{l_{p_{1}}}$ and $C_{l p_{2}}$ vary are shown in Figure 3-15 and 3-16.

### 3.6.2 Effects of Cubic Variation of Rolling Moment with Sideslip

Nonlinearity in the variation of rolling moment with respect to sideslip angle is found in many fighter aircraft flying at high angles-of-attack. Some examples of such variation are given in Figures 3-17 and 3-18. This variation can be modeled fairly well using an odd order polynomial. The simplest model to incorporate such nonlinearity is using a cubic polynomial as follows

$$
\begin{equation*}
L=L_{p_{0}} p+L_{\beta_{0}} \beta+L_{\beta_{1}} \beta^{3}+L_{\dot{\beta}_{0}} \dot{\beta} \tag{3.70}
\end{equation*}
$$

The effect of $L_{\beta_{1}}$ on the motion dynamics can now readily be looked at. When only such nonlinearity is present, the equation of motion becomes

$$
\begin{equation*}
\ddot{\phi}+\omega^{2} \phi=\epsilon\left(\mu \dot{\phi}+c_{1} \phi^{3}\right) \tag{3.71}
\end{equation*}
$$



Figure 3-16: Variation of wing rock amplitude with $L_{p_{2}}$


Figure 3-17: Variation of static lateral stability with sideslip for an $80^{\circ}$ delta wing [15]


Figure 3-18: Variation of static lateral stability with sideslip for a twin jet fighter airplane [44]
which is a damped Duffing's type of equation. It is known (see [37]) that this type of equation does not possess a periodic solution for $\mu \neq 0$. The cubic variation of rolling moment with sideslip by itself does not cause wing rock. Comparison with Equation (3.18) yields

$$
\begin{equation*}
L_{\beta_{1}}=\bar{c}_{4} \tag{3.72}
\end{equation*}
$$

In Equation (3.44), $L_{\beta_{1}}$ only contributes to $p_{2}$ through $c_{1}$. Therefore, this kind of nonlinearity only affects the phase or frequency of the roll motion but does not affect the roll amplitude history. Since

$$
\begin{equation*}
\frac{d p_{2}}{d L_{\beta_{1}}}=-\frac{3}{8} \frac{\bar{q} S b}{I_{x x}} \omega \sin ^{3} \alpha \tag{3.73}
\end{equation*}
$$

and the frequency correction varies proportionally with $-\epsilon p_{2}$, then we see that positive $L_{\beta_{1}}$ causes a slight decrease in the frequency of motion and negative $L_{\beta_{1}}$ causes a slight increase in frequency. See Figure 3-19. Positive $L_{\beta_{1}}$ is analogous to the case of softening spring and negative $L_{\beta_{1}}$ is analogous to the case of hardening spring. In case that wing rock occurs in the system (due to other types of nonlinearity), $L_{\beta_{1}}$ affects the frequency of the wing rock motion in a similar way as described above.

### 3.7 Chapter Summary

Wing rock dynamics on an aircraft having only roll degree-of-freedom have been considered in this chapter. The development of the analytical solutions using the MTS method in conjunction with the bifurcation theory is discussed in detail. These solu-


Figure 3-19: Variation of roll frequency with $C_{l_{\beta_{1}}}$
tions are shown to be in excellent agreement with the numerical integration results. The usefulness of our analysis is further demonstrated by the studying the effects of some specific nonlinearities on the resulting wing rock motion. Numerical approaches will only give us results for certain values of parameters, but the effect of a specific type of nonlinearity on the overall motion is not transparent. However, the analytical study allows us to see clearly how a certain parameter influences the overall dynamics of the aircraft. It can be understood that such results are very useful to alleviate undesirable wing rock behavior at the design stage and also to guide us to the right control strategy for the wing rock suppression.

## Chapter 4

## Two Degrees-of-Freedom Wing Rock

### 4.1 Introduction

Wing rock dynamics on an aircraft having only two rotational degrees-of-freedom in roll and pitch is discussed in this chapter. This assumption is good for an aircraft with negligible yaw dynamices during the motion of interest. This investigation shows the interdependence of the pitch degree-of-freedom and the wing rock motion. The analysis here also serves as an intermediate step before we treat the more complicated three degrees-of-freedom case. Again, an analytical approach using the multiple scales method in conjunction with the center manifold reduction and bifurcation theory is used in the analysis to obtain an approximate solution of the problem. This approach enables us to gain insight into the system dynamics and to identify the important parameters which influence the overall motion.

### 4.2 Equations of Motion

The axis systems used in deriving the equations of motion are described next. As our interest is in a flight condition which is symmetric nominally, then two axis systems are enough to describe the aircraft attitude during its perturbed motion. The first set of axes $\left(X_{b} Y_{b} Z_{b}\right)$ is called the body-fixed axis system. As the name implies, this axis system has its origin at the center of mass of the aircraft and is fixed to the aircraft body. The $X_{b}$ axis points towards the nose of the aircraft, the $Z_{b}$ axis is in
the aircraft vertical plane and perpendicular to $X_{b}$. The $X_{b}-Z_{b}$ plane is the vertical symmetry plane of the aircraft. The $Y_{b}$ axis completes the righthanded axis system. The second set of axes $X_{o} Y_{o} Z_{o}$ is referred to as the stability axis system. Its origin is at the center of mass of the aircraft and the orientation of the axes describes the nominal or unperturbed attitude of the aircraft. The $X_{o}$ axis is oriented towards the nominal nose direction of the aircraft, the $Z_{o}$ axis is in the nominal vertical plane of the aircraft pointing down and perperdicular to the $X_{o}$ axis, while the $Y_{o}$ axis completes the righthanded axis system. In the nominal flight condition, these two axis systems coincide with each other.

The expression for the aircraft angular rate in the body-fixed axes can be found by noting that the aircraft can be brought from its nominal position to the perturbed one by using two consecutive rotations, first in pitch and then in roll (see Fig. 1). Hence,

$$
\begin{align*}
\boldsymbol{\omega} & =p \mathbf{i}_{\mathbf{x}_{\mathbf{b}}}+q \mathbf{i}_{\mathbf{y}_{\mathbf{b}}}+r \mathbf{i}_{\mathbf{z}_{\mathbf{b}}} \\
& =\dot{\theta} \mathbf{i}_{\mathbf{y}_{\mathbf{o}}}+\dot{\phi} \mathbf{i}_{\mathbf{x}_{\mathbf{b}}} \tag{4.1}
\end{align*}
$$

where the notation $\mathbf{i}$ denotes the unit vector along the axis indicated by the subscript. Per usual convention, $p, q$, and $r$ are the roll rate, pitch rate, and yaw rate respectively of the aircraft. $\phi$ and $\theta$ denote the roll and pitch angular perturbations from the nominal position. Since

$$
\begin{equation*}
\mathbf{i}_{\mathbf{y}_{\mathrm{o}}}=\cos \phi \mathbf{i}_{\mathbf{y}_{\mathrm{b}}}-\sin \phi \mathbf{i}_{\mathbf{z}_{\mathrm{b}}} \tag{4.2}
\end{equation*}
$$

and by assuming that the perturbation angles are small, the following relations are obtained.

$$
\begin{align*}
p & =\dot{\phi} \\
q & =\dot{\theta} \cos \phi \approx \dot{\theta} \\
r & =-\dot{\theta} \sin \phi \approx-\phi \dot{\theta} \tag{4.3}
\end{align*}
$$

Note that $r$ is not zero in this formulation, however its magnitude is one order of magnitude smaller than $p$ and $q$.

We further assume that the aircraft body is vertically symmetric, which implies that the product of inertia $I_{x y}=I_{y z}=0$. The rotational kinetic energy of the aircraft can then be expressed as follows.

$$
T=\frac{1}{2} I_{x x} p^{2}+\frac{1}{2} I_{y y} q^{2}+\frac{1}{2} I_{z z} r^{2}-I_{x z} p r
$$



Figure 4-1: Transform angles and rotations between the stability and body-fixed axis systems

$$
\begin{equation*}
=\frac{1}{2} I_{x x} \dot{\phi}^{2}+\frac{1}{2} I_{y y} \dot{\theta}^{2}+\frac{1}{2} I_{z z} \phi^{2} \dot{\theta}^{2}-I_{x z} \phi \dot{\phi} \dot{\theta} \tag{4.4}
\end{equation*}
$$

where $I_{x x}, I_{y y}$, and $I_{z z}$ are the moment of inertia of the aircraft about $X_{b}, Y_{b}$ and $Z_{b}$, respectively. The Lagrange's equation is

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\gamma}_{i}}\right)-\frac{\partial T}{\partial \gamma_{i}}=Q_{i} ; \quad i=1,2 \tag{4.5}
\end{equation*}
$$

where $\gamma_{1}=\phi, \gamma_{2}=\theta$ and the generalized force $Q_{i}=\frac{\delta W_{i}}{\delta \gamma_{i}}$, which is the variation of the work $\delta W_{i}$ due to the variation of the displacement $\delta \gamma_{i}$. Substitution of Eq. 4.4 into Eq. 4.5 yields

$$
\begin{gather*}
I_{x x} \ddot{\phi}+I_{x z} \phi \ddot{\theta}+I_{x z} \dot{\phi} \dot{\theta}-I_{z z} \phi \dot{\theta}^{2}=Q_{1} \\
\left(I_{y y}+I_{z z} \phi^{2}\right) \ddot{\theta}+I_{x z} \phi \ddot{\phi}+I_{x z} \dot{\phi}^{2}+2 I_{z z} \phi \dot{\phi} \dot{\theta}=Q_{2} \tag{4.6}
\end{gather*}
$$

The generalized forces are assumed to be contributed solely by the aerodynamic moments. The effect of gravity is neglected in the current analysis. The derivation of the aerodynamic moments is performed next.

### 4.3 Derivation of the Aerodynamic Moments

The aerodynamic moments acting on the aircraft are derived under the assumption that the flow is incompressible and quasi-steady. For simplicity, modified strip theory aerodynamics is used in the derivation. In the usual strip theory, the local aerodynamic force is determined solely by the local force versus angle-of-attack properties of each aircraft segment and the gross angle-of-attack of the aircraft, with no con-
sideration of three-dimensional flow effects. Here, the aerodynamic model developed is general enough such that the three-dimensional effects of the flow can be taken into account. In this case, each segment of the aircraft may see a different effective angle-of-attack. We also assume that the aerodynamic forces are produced mainly by the wing and the horizontal tail planes. The aerodynamic forces on the fuselage is neglected. The fuselage does however have a significant presence, and contributes to three-dimensional effects especially in the unsymmetric flow case.

The purpose of this derivation is to find the appropriate mathematical expressions to represent the nonlinear aerodynamic moments to be used later in the analysis. The resulting moment expressions are expected to capture the parameters which have a significant impact on the system dynamics.

The aerodynamic forces on the wing are now considered. The derivation for the tail will then follow in a similar fashion. At each streamwise segment of the wing of width $d y$, the incremental lift and drag forces produced are

$$
\begin{align*}
d L(y) & =\bar{q} c(y) c_{L}(y) d y \\
d D(y) & =\bar{q} c(y) c_{D}(y) d y \tag{4.7}
\end{align*}
$$

where $\bar{q}=\frac{1}{2} \rho V^{2}$ is the dynamic pressure, $c(y)$ is the airfoil chord at location $y$ along the $Y_{b}$ axis, $c_{L}(y)$ and $c_{D}(y)$ are the local lift and drag coefficients, respectively. In this work, the dependence of the local lift and drag coefficients $\left(c_{L}(y)\right.$ and $\left.c_{D}(y)\right)$ on the local effective angle-of-attack $\left(\alpha_{e}(y)\right)$ is represented by a cubic polynomial.

$$
\begin{align*}
c_{L} & =c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3} \\
c_{D} & =c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3} \tag{4.8}
\end{align*}
$$

For notational simplicity, in the above equations, the dependence of the coefficients and $\alpha$ on the spanwise location has been dropped.

The effective angle-of-attack distribution along the wing span consists of several contributions. The following discussion describes the components building up the total distribution. The contribution of yaw rate $r$ due to kinematic coupling is neglected, since its value is normally small in this two degrees-of-freedom aircraft model. Therefore, in this case, the angle-of-attack distribution depends on the nominal angle-of-attack, roll rate, sideslip rate, pitch rate, the rate of change of angle-of-attack and sideslip, and the deviation from the nominal angle-of-attack. As we only consider small deviations from the nominal condition, then the contributions of the above factors on the effective angle-of-attack distribution can be expressed using a linear
relation as follows.

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+\frac{\partial \alpha_{e}(y)}{\partial p} p+\frac{\partial \alpha_{e}(y)}{\partial \beta} \beta+\frac{\partial \alpha_{e}(y)}{\partial \dot{\beta}} \dot{\beta}+\frac{\partial \alpha_{e}(y)}{\partial \alpha} \alpha+\frac{\partial \alpha_{e}(y)}{\partial q} q+\frac{\partial \alpha_{e}(y)}{\partial \dot{\alpha}} \dot{\alpha} \tag{4.9}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+\alpha_{2}(y)+\alpha_{3}(y)+\alpha_{4}(y)+\alpha_{5}(y)+\alpha_{6}(y)+\alpha_{7}(y) \tag{4.10}
\end{equation*}
$$

where $\alpha_{1}(y), \alpha_{2}(y), \alpha_{3}(y), \alpha_{4}(y), \alpha_{5}(y), \alpha_{6}(y)$, and $\alpha_{7}(y)$ indicate the component of the effective angle-of-attack distribution due to the nominal angle-of-attack, roll rate, angle-of-sideslip, sideslip rate, the deviation from the nominal angle-of-attack, pitch rate, and the rate of change of angle-of-attack, respectively. $\alpha_{1}(y), \alpha_{2}(y), \alpha_{3}(y)$, and $\alpha_{4}(y)$ have been described in Chapter 3 and will not be repeated here. Brief discussions on the contribution of the other components are given next.

- The deviation from nominal angle-of-attack $(\alpha)$.

Because of the assumption that the trajectory of the aircraft is unaltered due to its attitude motion, the change in the angle-of-attack means the change in pitch angle. The resulting spanwise angle-of-attack distribution due to the deviation from the nominal angle-of-attack is assumed symmetric and in general expressable as

$$
\begin{equation*}
\alpha_{5}(y)=f_{5}(y) \alpha \tag{4.11}
\end{equation*}
$$

where $f_{5}(y)$ denotes an even function of $y$. As before $f_{5}(y)$ may take into account the effect of the three-dimensional air flow.

- Pitch rate $(q)$.

This effect normally contributes to a symmetric angle-of-attack distribution. It can be generally expressed as

$$
\begin{equation*}
\alpha_{6}(y)=f_{6}(y) q \tag{4.12}
\end{equation*}
$$

where $f_{6}(y)$ is an even function of $y$. If the three-dimensional flow effect is negligible, then $f_{6}(y)$ can be approximated well using

$$
\begin{equation*}
f_{6}(y)=-\cos \alpha_{0} \frac{l(y)}{U} \tag{4.13}
\end{equation*}
$$

where $U$ is the component of the aircraft speed on the $X_{b}$-axis and $l(y)$ denotes the distance between the center of mass of the aircraft and the aerodynamic center of the wing segment, positive if the center of mass lies behind the aero-
dynamic center. The negative sign in the equation is due to the fact that positive $q$ contributes to negative angle-of-attack increment in the case where $l(y)$ is positive.

- The rate of change of angle-of-attack $(\dot{\alpha})$.

The $\dot{\alpha}$ factor is mainly due to the lag of downwash experienced by the horizontal tail. The angle-of-attack increment distribution due to $\dot{\alpha}$ is assumed to be symmetric as follows

$$
\begin{equation*}
\alpha_{7_{h}}(y)=f_{7}(y) \dot{\alpha} \tag{4.14}
\end{equation*}
$$

with $f_{7}(y)$ is an even function of $y$. Often, $f_{7}(y)$ is approximated well using

$$
\begin{equation*}
f_{7}(y)=-\frac{l_{h}(y)}{U} \frac{d \epsilon}{d \alpha} \tag{4.15}
\end{equation*}
$$

where the subscript $h$ indicates the horizontal tail. $l_{h}(y)$ is the distance from the center of mass of the aircraft to the aerodynamic center of the horizontal tail segment of interest.

The total effective angle-of-attack experienced by each streamwise segment of the wing is then given by summing up the effects from the components discussed previously, as follows.

$$
\begin{equation*}
\alpha(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \dot{\beta}+f_{5}(y) \alpha+f_{6}(y) q+f_{7}(y) \dot{\alpha} \tag{4.16}
\end{equation*}
$$

The contribution of the horizontal and vertical tails on the overall aerodynamic moments experienced by the aircraft is neglected.

The substitution of Equations (4.16) into Equation (4.8) and then the substitution of the resulting equation into Equation (4.7) results in lengthy expressions involving the lift and drag forces on each segment of the wing and tail in terms of the variables $p, \beta, \dot{\beta}, \theta, q$, and $\dot{\alpha}$. The work done by the aerodynamic forces for the displacements $\delta \phi$ and $\delta \theta$ can then be approximated by

$$
\delta W=-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) l \delta \theta(4.17)
$$

Note that the integrations are performed along the wing and the horizontal tail span of the aircraft. The above equation can be expanded in terms of variables $p, \beta, \dot{\beta}$, $q, \alpha, \dot{\alpha}$, and then integrated term by term. The process is not difficult, but it is lengthy and is shown in Appendix B. In general, the integrands can be divided into
two groups, the first contains the symmetric integrands and the second contains the antisymmetric ones. The antisymmetric integrands are integrated to zero and hence the final result is the contribution of the symmetric integrands only. Then by using $Q_{i}=\frac{\delta W_{i}}{\delta \gamma_{i}}$, the aerodynamic moments can be expressed as follows.

$$
\begin{align*}
\bar{Q}_{1}= & \bar{c}_{1} \beta+\bar{c}_{2} p+\bar{c}_{3} \dot{\beta}+\bar{c}_{4} \beta^{3}+\bar{c}_{5} \beta^{2} p+\bar{c}_{6} \beta^{2} \dot{\beta}+\bar{c}_{7} \beta p^{2}+\bar{c}_{8} \beta \dot{\beta}^{2}+\bar{c}_{9} \dot{\beta}^{3}+ \\
& \bar{c}_{10} p^{3}+\bar{c}_{11} \beta \alpha+\bar{c}_{12} \beta q+\bar{c}_{13} \beta \dot{\alpha}+\bar{c}_{14} \dot{\beta} \alpha+\bar{c}_{15} \dot{\beta} q+\bar{c}_{16} \dot{\beta} \dot{\alpha}+\bar{c}_{17} p \alpha+ \\
& \bar{c}_{18} p q+\bar{c}_{19} p \dot{\alpha}+\bar{c}_{20} \beta \alpha^{2}+\bar{c}_{21} \beta q^{2}+\bar{c}_{22} \beta \dot{\alpha}^{2}+\bar{c}_{23} \dot{\beta} \alpha^{2}+\bar{c}_{24} \dot{\beta} q^{2}+ \\
& \bar{c}_{25} \dot{\beta} \dot{\alpha}^{2}+\bar{c}_{26} p \alpha^{2}+\bar{c}_{27} p q^{2}+\bar{c}_{28} p \dot{\alpha}^{2}+\bar{c}_{29} \beta \alpha q+\bar{c}_{30} p \alpha q+\bar{c}_{31} \dot{\beta} \alpha q+ \\
& \bar{c}_{32} \beta \alpha \dot{\alpha}+\bar{c}_{33} p \alpha \dot{\alpha}+\bar{c}_{34} \dot{\beta} \alpha \dot{\alpha}+\bar{c}_{35} \beta q \dot{\alpha}+\bar{c}_{36} p q \dot{\alpha}+\bar{c}_{37} \dot{\beta} q \dot{\alpha}+\bar{c}_{38} \beta \dot{\beta} p \\
\bar{Q}_{2}= & \bar{d}_{1} \alpha+\bar{d}_{2} q+\bar{d}_{3} \dot{\alpha}+\bar{d}_{4} \alpha^{2}+\bar{d}_{5} \alpha q+\bar{d}_{6} \alpha \dot{\alpha}+\bar{d}_{7} q^{2}+\bar{d}_{8} q \dot{\alpha}+\bar{d}_{9} \dot{\alpha}^{2}+ \\
& \bar{d}_{10} \alpha^{3}+\bar{d}_{11} \alpha^{2} q+\bar{d}_{12} \alpha^{2} \dot{\alpha}+\bar{d}_{13} q^{3}+\bar{d}_{14} q^{2} \alpha+\bar{d}_{15} \alpha \dot{\alpha}^{2}+\bar{d}_{16} q \dot{\alpha}^{2}+ \\
& \bar{d}_{17} q^{2} \dot{\alpha}+\bar{d}_{18} \dot{\alpha}^{3}+\bar{d}_{19} \alpha q \dot{\alpha}+\bar{d}_{20} \alpha \beta^{2}+\bar{d}_{21} \alpha \beta p+\bar{d}_{22} \alpha \beta \dot{\beta}+\bar{d}_{23} \alpha p^{2}+ \\
& \bar{d}_{24} \alpha p \dot{\beta}+\bar{d}_{25} \alpha \dot{\beta}^{2}+\bar{d}_{26} q \beta^{2}+\bar{d}_{27} q \beta p+\bar{d}_{28} q \beta \dot{\beta}+\bar{d}_{29} q p^{2}+\bar{d}_{30} q p \dot{\beta}+ \\
& \bar{d}_{31} q \dot{\beta}^{2}+\bar{d}_{32} \dot{\alpha} \beta^{2}+\bar{d}_{33} \dot{\alpha} \beta p+\bar{d}_{34} \dot{\alpha} \beta \dot{\beta}+\bar{d}_{35} \dot{\alpha} p^{2}+\bar{d}_{36} \dot{\alpha} p \dot{\beta}+\bar{d}_{37} \dot{\alpha} \dot{\beta}^{2}+ \\
& \bar{d}_{38} \beta^{2}+\bar{d}_{39} \beta p+\bar{d}_{40} p^{2}+\bar{d}_{41} \beta \dot{\beta}+\bar{d}_{42} \dot{\beta}^{2} \tag{4.18}
\end{align*}
$$

where $\bar{Q}_{1} \equiv \frac{Q_{1}}{I_{x x}}$ and $\bar{Q}_{2} \equiv \frac{Q_{2}}{I_{y y}}$.
The above expressions can be simplified by the use of stability derivatives as in the linear case, as follows.

$$
\begin{align*}
& \frac{Q_{1}}{I_{x x}}=\frac{L}{I_{x x}}=L_{p} p+L_{\beta} \beta+L_{\dot{\beta}} \dot{\beta}+L_{q} q+L_{\dot{\alpha}} \dot{\alpha} \\
& \frac{Q_{2}}{I_{y y}}=\frac{M}{I_{y y}}=M_{q} q+M_{\alpha} \alpha+M_{\beta} \beta+M_{p} p+M_{\dot{\alpha}} \dot{\alpha} \tag{4.19}
\end{align*}
$$

where $L$ and $M$ are the usual notations for the aerodynamic rolling and pitching moments on the aircraft. It should be noted, however, that in the above expressions, the stability derivatives $L_{p}, L_{\beta}$, etc. are not constant. They may be functions of the variables $\beta, p, q, \alpha, \dot{\beta}, \dot{\alpha}$ and in general, can be nonlinear. For example, by comparing Equations (4.18) and (4.19), we can write $L_{p}$ as follows

$$
\begin{align*}
L_{p}= & \bar{c}_{2}+\bar{c}_{5} \beta^{2}+\bar{c}_{7} \beta p+\bar{c}_{17} \alpha+\bar{c}_{18} q+\bar{c}_{19} \dot{\alpha}+\bar{c}_{26} \alpha^{2}+\bar{c}_{27} q^{2}+ \\
& \bar{c}_{28} \dot{\alpha}^{2}+\bar{c}_{30} \alpha q+\bar{c}_{33} \theta \dot{\alpha}+\bar{c}_{36} q \dot{\alpha}+\bar{c}_{38} \beta \dot{\beta} \tag{4.20}
\end{align*}
$$

### 4.4 Simplification of the Equations of Motion

The next step is to express the equations of motion in terms of two variables only, that is $\phi$ and $\theta$. This can be done by using the following kinematic relations and approximations.

$$
\begin{align*}
p & =\dot{\phi} \\
\beta & \approx \phi \sin \alpha_{0} \\
\dot{\beta} & \approx \dot{\phi} \sin \alpha_{0} \\
q & =\dot{\theta} \\
\alpha & \equiv \theta \\
\dot{\alpha} & \approx \dot{\theta} \tag{4.21}
\end{align*}
$$

The equations of motion of the aircraft then become

$$
\begin{align*}
\ddot{\phi}+n_{1} \phi \ddot{\theta} & =\hat{f}_{1}(\phi, \dot{\phi}, \theta, \dot{\theta}) \\
\left(1+\frac{n_{2}}{n_{3}} \phi^{2}\right) \ddot{\theta}+n_{2} \phi \ddot{\phi} & =\hat{f}_{2}(\phi, \dot{\phi}, \theta, \dot{\theta}) \tag{4.22}
\end{align*}
$$

where $n_{i}$ 's are the inertia ratios defined as follows

$$
\begin{align*}
n_{1} & \equiv I_{x z} / I_{x x} \\
n_{2} & \equiv I_{x z} / I_{y y} \\
n_{3} & \equiv I_{x z} / I_{z z} \tag{4.23}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{f}_{1}(\phi, \dot{\phi}, \theta, \dot{\theta})=\bar{Q}_{1}-n_{1} \dot{\phi} \dot{\theta}+\frac{n_{1}}{n_{3}} \phi \dot{\theta}^{2} \\
& \hat{f}_{2}(\phi, \dot{\phi}, \theta, \dot{\theta})=\bar{Q}_{2}-n_{2} \dot{\phi}^{2}-2 \frac{n_{2}}{n_{3}} \phi \dot{\phi} \dot{\theta} \tag{4.24}
\end{align*}
$$

To facilitate the analysis, Eq. 4.22 will be expressed explicitly in $\ddot{\phi}$ and $\ddot{\theta}$. First, Eq. 4.22 is expressed in the matrix form as follows.

$$
\left[\begin{array}{cc}
1 & n_{1} \phi  \tag{4.25}\\
n_{2} \phi & 1+\frac{n_{2}}{n_{3}} \phi^{2}
\end{array}\right]\binom{\ddot{\phi}}{\ddot{\theta}}=\binom{\hat{f}_{1}}{\hat{f}_{2}}
$$

Using the inverse operation, we get

$$
\binom{\ddot{\phi}}{\ddot{\theta}}=\frac{1}{1+\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}}\left[\begin{array}{cc}
1+\frac{n_{2}}{n_{3}} \phi^{2} & -n_{1} \phi  \tag{4.26}\\
-n_{2} \phi & 1
\end{array}\right]\binom{\hat{f}_{1}}{\hat{f}_{2}}
$$

Since we are only interested in small values of $\phi$, then the following approximation is used.

$$
\begin{equation*}
\frac{1}{1+\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}} \approx 1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2} \tag{4.27}
\end{equation*}
$$

This leads us to

$$
\begin{align*}
\ddot{\phi} & =\left(1+\frac{n_{2}}{n_{3}} \phi^{2}\right)\left(1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{1}-n_{1} \phi\left(1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{2} \\
\ddot{\theta} & =-n_{2} \phi\left(1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{1}+\left(1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{2} \tag{4.28}
\end{align*}
$$

In later analysis, only terms up to third order will be retained. Therefore, considering the fact that $\hat{f}_{1}$ and $\hat{f}_{2}$ consist of first and higher order terms, the above equations can be simplified further into

$$
\begin{align*}
& \ddot{\phi}=\left(1+\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{1}-n_{1} \phi \hat{f}_{2} \\
& \ddot{\theta}=-n_{2} \phi \hat{f}_{1}+\left(1-\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right) \hat{f}_{2} \tag{4.29}
\end{align*}
$$

The substitution of $\hat{f}_{1}$ and $\hat{f}_{2}$ into the above equations yields

$$
\begin{align*}
\ddot{\phi}+\omega^{2} \phi= & \tilde{\mu} \dot{\phi}+\tilde{c}_{1} \phi^{3}+\tilde{c}_{2} \phi^{2} \dot{\phi}+\tilde{c}_{3} \phi \dot{\phi}^{2}+\tilde{c}_{4} \dot{\phi}^{3}+\tilde{c}_{5} \phi \theta+\tilde{c}_{6} \phi \dot{\theta}+ \\
& \tilde{c}_{7} \dot{\phi} \theta+\tilde{c}_{8} \dot{\phi} \dot{\theta}+\tilde{c}_{9} \phi \theta^{2}+\tilde{c}_{10} \phi \dot{\theta}^{2}+\tilde{c}_{11} \dot{\phi} \theta^{2}+\tilde{c}_{12} \dot{\phi}^{2}+ \\
& \tilde{c}_{13} \phi \theta \dot{\theta}+\tilde{c}_{14} \dot{\phi} \theta \dot{\theta} \\
\ddot{\theta}+\Omega^{2} \theta= & \tilde{\nu} \dot{\theta}+d_{1} \theta^{2}+\tilde{d}_{2} \theta \dot{\theta}+\tilde{d}_{3} \dot{\theta}^{2}+\tilde{d}_{4} \theta^{3}+\tilde{d}_{5} \theta^{2} \dot{\theta}+\tilde{d}_{6} \theta \dot{\theta}^{2}+\tilde{d}_{7} \dot{\theta}^{3}+ \\
& \tilde{d}_{8} \theta \phi^{2}+\tilde{d}_{9} \theta \phi \dot{\phi}+\tilde{d}_{10} \theta \dot{\phi}^{2}+\tilde{d}_{11} \dot{\theta} \phi^{2}+\tilde{d}_{12} \dot{\theta} \phi \dot{\phi}+\tilde{d}_{13} \dot{\theta}^{2}+ \\
& \tilde{d}_{14} \phi^{2}+\tilde{d}_{15} \phi \dot{\phi}+\tilde{d}_{16} \dot{\phi}^{2} \tag{4.30}
\end{align*}
$$

The relations between the coefficients in Equation (4.30) and Equation (4.18) are given in Appendix D. Dynamic analysis in the subsequent sections is based on the above equations.


Figure 4-2: Wing rock motion on F-4 aircraft [4]

### 4.5 Motion Analysis

In the analysis, the Multiple Time Scales (MTS) Method is used to reduce the equations of motion into the so-called normal form, which is a set of first order equations for the amplitude and phase of the motion. Center manifold reduction techniques along with the bifurcation theory are then applied to this normal form to obtain the approximate solution and to assess the properties of the solution. Steady state and transient motion analysis are both performed and the results are compared with the ones obtained using numerical integration.

To facilitate our analysis, we focus on the small motions of the aircraft about its equilibrium conditions near wing rock situation. In such situations, for most aircrafts $\theta, \dot{\theta}$ are much smaller in magnitude than $\phi, \dot{\phi}$. An example of wing rock motion on a real aircraft is given in Figure 4-2 (from [4]). We can observe from this figure that that during the steady wing rock motion, the longitudinal oscillations are of much smaller amplitudes than the corresponding lateral oscillations. Mathematically, we express this as $O\left(\left|\mathbf{x}_{2}\right|\right)=O\left(\left|\mathbf{x}_{1}\right|^{2}\right)$, where $\mathbf{x}_{1}^{\mathbf{T}}=\{\phi \dot{\phi}\}$ and $\mathbf{x}_{2}^{\mathbf{T}}=\{\theta \dot{\theta}\}$. Because of the small motion assumption, in the $\phi$-equation, we have

$$
\begin{equation*}
\lim _{\mathbf{x}_{1} \rightarrow 0} \frac{\left|f_{1}(\mathbf{x})\right|}{\left|\mathbf{x}_{\mathbf{1}}\right|}=0 \tag{4.31}
\end{equation*}
$$

where $\mathbf{x}=\left\{\mathbf{x}_{1}^{\mathbf{T}} \mathbf{x}_{2}^{\mathbf{T}}\right\}^{\mathbf{T}}$ and $f_{1}(\mathbf{x})$ contains all the nonlinear terms in the $\phi$-equation.

Similarly, for the $\theta$-equation, we have

$$
\begin{equation*}
\lim _{x_{2} \rightarrow 0} \frac{\left|f_{2}(\mathbf{x})\right|}{\left|\mathbf{x}_{2}\right|}=0 \tag{4.32}
\end{equation*}
$$

where $f_{2}(\mathbf{x})$ contains all the nonlinear terms in the $\theta$-equation, except for the nonlinear terms of the form $\phi, \phi \dot{\phi}$, and $\dot{\phi}^{2}$, since these terms will be of $O\left(\left|\mathbf{x}_{2}\right|\right)$ from the previous discussion in this paragraph. As in the single degree-of-freedom case and as we shall see later in the analysis, the roll damping parameter, $\tilde{\mu}$ plays an important role in the wing rock dynamics. Wing rock motion is normally caused by the loss of such damping. Since the analysis is focused on the aircraft motion in the vicinity of wing rock, hence this damping term is assumed to be small. The pitch damping parameter, $\tilde{\nu}$, is also assumed to be small in the current analysis. As we shall see later, relaxation of this assumption does not affect the final results. Hence, this assumption can be applied without loss of generality. Based on the above discussion and experience with numerical solutions of the problems, the following parameterization in terms of a small parameter, $\epsilon$ is found to be constructive.

$$
\begin{align*}
\ddot{\phi}+\omega^{2} \phi & =\epsilon\left[\mu \dot{\phi}+f_{1}(\phi, \dot{\phi}, \theta, \dot{\theta})\right] \\
\ddot{\theta}+\Omega^{2} \theta & =g(\phi, \dot{\phi})+\epsilon\left[\nu \dot{\theta}+f_{2}(\phi, \dot{\phi}, \theta, \dot{\theta})\right] \tag{4.33}
\end{align*}
$$

where $0<\epsilon \ll 1$, and

$$
\begin{align*}
g(\phi, \dot{\phi})= & d_{14} \phi^{2}+d_{15} \phi \dot{\phi}+d_{16} \dot{\phi}^{2} \\
f_{1}(\phi, \dot{\phi}, \theta, \dot{\theta})= & c_{1} \phi^{3}+c_{2} \phi^{2} \dot{\phi}+c_{3} \phi \dot{\phi}^{2}+c_{4} \dot{\phi}^{3}+c_{5} \phi \theta+c_{6} \phi \dot{\theta}+ \\
& c_{7} \dot{\phi} \theta+c_{8} \dot{\phi} \dot{\theta}+c_{9} \phi \theta^{2}+c_{10} \phi \dot{\theta}^{2}+c_{11} \dot{\phi} \theta^{2}+c_{12} \dot{\phi} \dot{\theta}^{2}+ \\
& c_{13} \phi \dot{\theta}+c_{14} \dot{\theta} \dot{\theta} \\
f_{2}(\phi, \dot{\phi}, \theta, \dot{\theta})= & d_{1} \theta^{2}+d_{2} \theta \dot{\theta}+d_{3} \dot{\theta}^{2}+d_{4} \theta^{3}+d_{5} \theta^{2} \dot{\theta}+d_{6} \dot{\theta}^{2}+d_{7} \dot{\theta}^{3}+ \\
& d_{8} \theta \phi^{2}+d_{9} \theta \phi \dot{\phi}+d_{10} \theta \dot{\phi}^{2}+d_{11} \dot{\theta} \phi^{2}+d_{12} \dot{\theta}^{2} \phi \dot{\phi}+d_{13} \dot{\theta} \dot{\phi}^{2} \tag{4.34}
\end{align*}
$$

The MTS method is now invoked. The independent variable, $t$, is extended into two time scales as follows.

$$
\begin{array}{ll}
t \rightarrow\left\{\tau_{0}, \tau_{1}\right\} \quad ; \quad & \tau_{0}=t \\
& \tau_{1}=\epsilon t \tag{4.35}
\end{array}
$$

In this case $\tau_{0}$ is the fast time scale, while $\tau_{1}$ is the slow one. The dependent variables
are also extended as

$$
\begin{align*}
\phi(t) & \rightarrow \phi_{0}\left(\tau_{0}, \tau_{1}\right)+\epsilon \phi_{1}\left(\tau_{0}, \tau_{1}\right)+\ldots \\
\theta(t) & \rightarrow \theta_{0}\left(\tau_{0}, \tau_{1}\right)+\epsilon \theta_{1}\left(\tau_{0}, \tau_{1}\right)+\ldots \tag{4.36}
\end{align*}
$$

The extended variables are then substituted into Eq. 4.33 and grouped according to the order of $\epsilon$. Order by order analysis can then be performed by equating each group to zero.

Equations of leading order are given by

$$
\begin{align*}
& \frac{\partial^{2} \phi_{0}}{\partial \tau_{0}^{2}}+\omega^{2} \phi_{0}=0 \\
& \frac{\partial^{2} \theta_{0}}{\partial \tau_{0}^{2}}+\omega^{2} \theta_{0}=g\left(\phi_{0}, \dot{\phi}_{0}\right) \tag{4.37}
\end{align*}
$$

The solution for the first equation is

$$
\begin{equation*}
\phi_{0}=A_{1}\left(\tau_{1}\right) \sin \Psi_{1} ; \Psi_{1} \equiv \omega \tau_{0}+B_{1}\left(\tau_{1}\right) \tag{4.38}
\end{equation*}
$$

Then by substituting Eq 4.38 into the second equation in 4.37 , we get

$$
\begin{equation*}
\theta_{0}=A_{2}\left(\tau_{1}\right) \sin \Psi_{2}+m_{0} A_{1}^{2}+m_{1} A_{1}^{2} \cos 2 \Psi_{1}+m_{2} A_{1}^{2} \sin 2 \Psi_{1} \tag{4.39}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi_{2} & \equiv \Omega \tau_{0}+B_{2}\left(\tau_{1}\right) \\
m_{0} & =\frac{d_{14}+d_{16} \omega^{2}}{2 \Omega^{2}} \\
m_{1} & =\frac{-d_{14}+d_{16} \omega^{2}}{2\left(\Omega^{2}-4 \omega^{2}\right)} \\
m_{2} & =\frac{d_{15} \omega}{2\left(\Omega^{2}-4 \omega^{2}\right)} \tag{4.40}
\end{align*}
$$

The $O(\epsilon)$ analysis results in the following equations.

$$
\begin{aligned}
\frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}+\omega^{2} \phi_{1}= & {\left[-2 \omega \frac{d A_{1}}{d \tau_{1}}+\mu \omega A_{1}+\left(\frac{1}{4} c_{2} \omega+\frac{3}{4} c_{4} \omega^{3}+\right.\right.} \\
& \left.\frac{1}{2} m_{2} c_{5}-m_{1} \omega c_{6}+\frac{1}{2} c_{7}\left(2 m_{0}+m_{1}\right)+c_{8} m_{2} \omega^{2}\right) A_{1}^{3}+
\end{aligned}
$$

$$
\begin{align*}
& \left.\frac{1}{2} \omega\left(c_{11}+c_{12} \Omega^{2}\right) A_{1} A_{2}^{2}\right] \cos \Psi_{1}+\left[2 \omega A_{1} \frac{d B_{1}}{d \tau_{1}}+\frac{3}{4} c_{1}\right. \\
& +\frac{1}{4} c_{3} \omega^{2}+\frac{1}{2} c_{5}\left(2 m_{0}-m_{1}\right)- \\
& \left.c_{6} m_{2} \omega+\frac{1}{2} c_{7} m_{2} \omega-c_{8} m_{1} \omega^{2}\right] A_{1}^{3}+\frac{1}{2} c_{9}+ \\
& \left.\left.c_{10} \Omega^{2}\right) A_{1} A_{2}^{2}\right] \sin \Psi_{1}+\ldots \\
\frac{\partial^{2} \theta_{1}}{\partial \tau_{0}^{2}}+\omega^{2} \theta_{1}= & \frac{1}{2}\left(d_{1}+d_{3} \Omega^{2}\right) A_{2}^{3}+\frac{1}{2} d_{15} A_{1} \frac{d A_{1}}{d \tau_{1}}+d_{16} \omega A_{1}^{2} \frac{d B_{1}}{d \tau_{1}}+ \\
& {\left[-2 \Omega \frac{d A_{2}}{d \tau_{1}}+\nu \Omega A_{2}+\frac{1}{4} \Omega\left(d_{5}+3 d_{7} \Omega^{2}\right) A_{2}^{3}+\Omega\left(d_{2} m_{0}+\right.\right.} \\
& \left.\left.\frac{1}{2} d_{11}+\frac{1}{2} d_{13} \omega^{2}\right) A_{1}^{2} A_{2}\right] \cos \Psi_{2}+ \\
& {\left[2 \Omega A_{2} \frac{d B_{2}}{d \tau_{1}}+\frac{1}{4}\left(3 d_{4}+d_{6} \Omega^{2}\right) A_{2}^{3}+\right.} \\
& \left.\frac{1}{2}\left(4 d_{1} m_{0}+d_{8}+d_{10}\right) A_{1}^{2} A_{2}\right] \sin \Psi_{2}+\ldots \tag{4.41}
\end{align*}
$$

We concentrate on the case where there is no internal resonance, that is

$$
\begin{equation*}
l_{1} \Psi_{1} \neq l_{2} \Psi_{2} \tag{4.42}
\end{equation*}
$$

where $l_{i}$ 's are arbitrary integers. In this case, we see from Eq. 4.41 that the coefficients of the first harmonic terms must be set to zero in order that no secular terms appear in the solution. By doing so, we get the following set of first order equations for the amplitude and phase.

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{1}} & =\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
\frac{d A_{2}}{d \tau_{1}} & =\frac{1}{2} \nu A_{2}+q_{1} A_{2}^{3}+q_{2} A_{1}^{2} A_{2} \\
\frac{d B_{1}}{d \tau_{1}} & =p_{3} A_{1}^{2}+p_{4} A_{2}^{2} \\
\frac{d B_{2}}{d \tau_{1}} & =q_{3} A_{1}^{2}+q_{4} A_{2}^{2} \tag{4.43}
\end{align*}
$$

where

$$
\begin{aligned}
p_{1}= & \frac{1}{8}\left[c_{2}+3 c_{4} \omega^{2}+\frac{2}{\omega} m_{2} c_{5}-4 m_{1} c_{6}+\right. \\
& \left.c_{7}\left(4 m_{0}+2 m_{1}\right)+4 c_{8} m_{2} \omega\right]
\end{aligned}
$$

$$
\begin{align*}
p_{2}= & \frac{1}{4}\left(c_{11}+c_{12} \Omega^{2}\right) \\
p_{3}= & -\frac{1}{8 \omega}\left[3\left(c_{1}+c_{3}\right) \omega^{2}+c_{5}\left(4 m_{0}-2 m_{1}\right)-\right. \\
& \left.4 c_{6} m_{2} \omega+2 c_{7} m_{2} \omega-4 c_{8} m_{1} \omega^{2}\right] \\
p_{4}= & -\frac{1}{4 \omega}\left[c_{9}-n_{1} d_{1}+c_{10} \Omega^{2}\right] \\
q_{1}= & \frac{1}{8}\left(d_{5}+3 d_{7} \Omega^{2}\right) \\
q_{2}= & \frac{1}{4}\left[2 d_{2} m_{0}+d_{11}+d_{13} \omega^{2}\right] \\
q_{3}= & -\frac{1}{4 \Omega}\left[4 d_{1} m_{0}+d_{8}+d_{10}\right] \\
q_{4}= & \frac{1}{8 \Omega}\left(3 d_{4}+d_{6} \Omega^{2}\right) \tag{4.44}
\end{align*}
$$

Note that the first two equations in (4.43) are the amplitude equations while the other two are the phase-correction equations. The amplitude equations determine the amplitude history of the motion. They determines whether the amplitudes of the motion decay or increase, hence the stability of the motion. The phase-correction equations give corrections to the frequency of the solution.

### 4.5.1 Local Stability Around the Origin

For stability analysis purposes, we need to consider only the amplitude equations. We will focus on the stability of the equilibrium point at the origin. Physically, this means that we are interested in the stability of the aircraft motion about a nominal flight condition. Throughout the discussion we assume $\nu<0$, that is positive damping in pitch motion. The linearization of the amplitude equations around the origin is

$$
\left\{\begin{array}{l}
\frac{d A_{1}}{d \tau_{1}}  \tag{4.45}\\
\frac{d A_{2}}{d \tau_{1}}
\end{array}\right\}=\nabla\left\{\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right\}
$$

with

$$
\nabla=\left\{\begin{array}{cc}
\frac{1}{2} \mu & 0  \tag{4.46}\\
0 & \frac{1}{2} \nu
\end{array}\right\}
$$

It is clear that the eigenvalues of the Jacobian $\nabla$ at the origin are $\mu / 2$ and $\nu / 2$. For $\nu<0$, one of the eigenvalues $(\nu / 2)$ is always negative. When $\mu<0$, then both eigenvalues are negative, and so the origin is an asymptotically stable equilibrium.

When $\mu>0$, then one of the eigenvalues of the system is positive and the origin is an unstable equilibrium. When $\mu=0$, we cannot conclude anything about the stability of the origin from the Jacobian only. Higher order terms that are neglected in the linearization must be included in the analysis to determine the system stability for this particular case. As the system is of order two, then in general the analysis is very complicated. Reduction of order is possible using the center manifold approach, which is performed in the next subsection.

One should note that the above analysis is local. Once we move away from the origin, the nonlinear effects start to come into play. To obtain the whole dynamical picture of the system, the nonlinearity must be taken into account in the analysis. Since analysis of a nonlinear system having two or more cross-coupled equations is in general complicated, the reduction of the system order using the center manifold approach is very useful in making the analysis tractable.

### 4.5.2 Center Manifold Reduction and Bifurcation Analysis

In this section, we focus still on the amplitude equations. We seek a center manifold for this system when $\mu=0$ and look at its properties. In case the exact center manifold cannot be easily found, an asymptotic approximation for it will be attempted. For $\mu \neq 0$ but sufficiently small, we can still use the approximation obtained to obtain the approximate solution of the system.

We will first focus on the case where $\mu=0$. Let the center manifold for this system be

$$
\begin{equation*}
A_{2}=h\left(A_{1}\right) \tag{4.47}
\end{equation*}
$$

Then by using chain rule,

$$
\begin{equation*}
\frac{d A_{2}}{d \tau_{1}}=\frac{d h}{d A_{1}} \frac{d A_{1}}{d \tau_{1}} \tag{4.48}
\end{equation*}
$$

By substituting the first two equations in (4.43) into Equation (4.48), we get

$$
\begin{equation*}
\frac{1}{2} \nu h+q_{1} h^{3}+q_{2} A_{1}^{2} h=\frac{d h}{d A_{1}}\left[\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} h^{2}\right] \tag{4.49}
\end{equation*}
$$

To find an approximation to the center manifold, we let

$$
\begin{equation*}
h\left(A_{1}\right)=A_{2_{0}} \exp \left(-\frac{k}{A_{1}^{2}}\right) \tag{4.50}
\end{equation*}
$$



Figure 4-3: Center manifold

Note that this expression satisfies $h=\frac{d h}{d \tau_{1}}=0$. By substituting the above expression into Equation (4.49), we get

$$
\begin{equation*}
\frac{\nu}{2} h=2 k A_{1}^{-3} p_{1} A_{1}^{3} h+O\left(\left(\left|A_{1}\right|+|h|\right)^{3}\right) \tag{4.51}
\end{equation*}
$$

Considering only the leading order terms in the equation (neglecting higher order terms), we obtain

$$
\begin{align*}
\frac{\nu}{2} & =2 k p_{1} \\
\Leftrightarrow k & =\frac{\nu}{4 p_{1}} \tag{4.52}
\end{align*}
$$

The substitution of this expression into Equation (4.50) results in the following approximate expression for the center manifold.

$$
\begin{equation*}
h\left(A_{1}\right)=A_{2_{0}} \exp \left(-\frac{\nu}{4 p_{1} A_{1}^{2}}\right) \tag{4.53}
\end{equation*}
$$

Note that this center manifold is non-analytic. Indeed, approximating the center manifold using Taylor series results in all zero terms. Figure 4-3 compares the exact center manifolds and their approximations as given by Equation (4.53) for various $A_{2_{0}}$. For practical purposes here, the above approximation can be considered very good.

One should also note that the center manifold is very flat near the origin. Hence if we are only interested in cases where $A_{1}, A_{2} \ll 0$ then we can approximate the center manifold fairly well using

$$
\begin{equation*}
A_{2} \approx 0 \tag{4.54}
\end{equation*}
$$

For this reason, this approximation is used in further analysis. It can clearly be understood that this approximation considerably simplifies the analysis. As we shall see later, the accuracy of the approximation does not suffer within the assumption of small $A_{1}$.

With this approximation, the reduced system becomes

$$
\begin{equation*}
\frac{d A_{1}}{d \tau_{1}}=p_{1} A_{1}^{3} \tag{4.55}
\end{equation*}
$$

This is a scalar first order differential equation, the solution of which can easily be found. According to Theorem 2, the stability properties of the system (4.43 are the same as the stability properties of the reduced system (4.65). Since the reduced system is quite simple, its stability properties can be studied without finding out its exact solution. Note that $\frac{d A_{1}}{d \tau_{1}}$ determines the slope of the $A_{1}\left(\tau_{1}\right)$. If $p_{1}>0, \frac{d A_{1}}{d \tau_{1}}>0$ for all $\tau_{1}$ and $A_{1}\left(\tau_{1}\right)$ increases monotonically with $\tau_{1}$. In this case, the system is unstable. On the other hand, if $p_{1}<0, \frac{d A_{1}}{d \tau_{1}}<0$ for all $\tau_{1}$, which means that $A_{1}\left(\tau_{1}\right)$ decreases monotonically with $\tau_{1}$. This implies that the system is stable for $p_{1}<0$. For $p_{1}=0$, the stability of the system can only be determined by looking at higher order terms. Since the case where $p_{1}=0$ is very rarely encountered, we will not explore this case further.

Next we will consider the case where $\mu$ is small but not equal zero. In this situation, the previous center manifold results cannot directly be applied. Some modification has to be made to put the problem into the center manifold framework. This is done by considering $\mu$ as a trivial dependent variable, as follows.

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{1}} & =\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
\frac{d A_{2}}{d \tau_{1}} & =\frac{1}{2} \nu A_{2}+q_{1} A_{2}^{3}+q_{2} A_{1}^{2} A_{2} \\
\frac{d \mu}{d \tau_{1}} & =0 \tag{4.56}
\end{align*}
$$

Note that in this formulation, the term $\frac{1}{2} \mu A_{1}$ is considered nonlinear. The equilibrium point of interest is the origin $\left(A_{1}, A_{2}, \mu\right)=(0,0,0)$. The linearization of the system
(4.56) around the origin results in

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{1}} & =0 \\
\frac{d A_{2}}{d \tau_{1}} & =\frac{1}{2} \nu A_{2} \\
\frac{d \mu}{d \tau_{1}} & =0 \tag{4.57}
\end{align*}
$$

The eigenvalues of this linearized system are $0, \nu$, and 0 . By the assumption $\nu<0$, the $A_{2}$-axis is a stable manifold. In this case, we will find a center manifold

$$
\begin{equation*}
A_{2}=h\left(A_{1}, \mu\right) \tag{4.58}
\end{equation*}
$$

which satisfies $h(0,0)=\frac{d h}{d A_{1}}(0,0)=\frac{d h}{d \mu}(0,0)=0$. Note that in order to satisfy this requirement, $h=O\left(\left(\left|A_{1}\right|+|\mu|\right)^{n}\right)$; $n>1$. By differentiating Equation (4.58) with respect to $\tau_{1}$, we get

$$
\begin{equation*}
\frac{d A_{2}}{d \tau_{1}}=\frac{d h}{d A_{1}} \frac{d A_{1}}{d \tau_{1}}+\frac{d h}{d \mu} \frac{d \mu}{d \tau_{1}} \tag{4.59}
\end{equation*}
$$

Then, by substituting $\frac{d A_{1}}{d \tau_{1}}, \frac{d A_{2}}{d \tau_{1}}$, and $\frac{d \mu}{d \tau_{1}}$ from Equation (4.56) into the above equation, we obtain

$$
\begin{equation*}
\frac{d h}{d A_{1}}=\frac{\frac{1}{2} \nu h+q_{1} h^{3}+q_{2} A_{1}^{2} h}{\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} h^{2}} \tag{4.60}
\end{equation*}
$$

Because solving this equation is very difficult, we simplify it by remembering that $h=O\left(\left(\left|A_{1}\right|+|\mu|\right)^{n}\right), n>1$ and neglecting terms in the numerator and denominator of $O\left(\left(\left|A_{1}\right|+|\mu|\right)^{k}\right), k>3$. Doing so, we get

$$
\begin{equation*}
\frac{d h}{d A_{1}} \approx \frac{\frac{1}{2} \nu h}{\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}} \tag{4.61}
\end{equation*}
$$

It can be shown that the solution of the simplified equation is

$$
\begin{equation*}
h\left(A_{1}, \mu\right)=C\left(\frac{A_{1}^{2}}{\frac{1}{2} \mu+p_{1} A_{1}^{2}}\right)^{\frac{1}{2} \frac{\nu}{\mu}} \tag{4.62}
\end{equation*}
$$

where $C$ is a constant to be determined from the condition $h(0,0)=\frac{d h}{d A_{1}}(0,0)=$
$\frac{d h}{d \mu}(0,0)=0$. This condition can only be satisfied when

$$
\begin{equation*}
C=0 \tag{4.63}
\end{equation*}
$$

Therefore, the center manifold of the system is

$$
\begin{equation*}
A_{2}=0 \tag{4.64}
\end{equation*}
$$

which is the $A_{1}-\mu$ plane.
The above result can also be deduced graphically. Figure 4-4 depicts the flows of $A_{2}$ vs. $A_{1}$ for $\mu<0$ and for $\mu>0$. In the figure, the exact flows, shown using the solid curves, are compared to the approximate ones given by Equation (4.62), represented by the dashed curves,. We can see that the approximate solutions follow the exact solutions fairly well. It can also easily seen from the figure that the only solution that always satisfies $h(0,0)=\frac{d h}{d A_{1}}(0,0)=\frac{d h}{d \mu}(0,0)=0$ is $A_{2}=0$. It is clear then that $A_{2}=0$, that is the $A_{1}-\mu$ plane, is the center manifold of the system.

The reduced system is then given by

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{1}} & =\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3} \\
\frac{d \mu}{d \tau_{1}} & =0 \tag{4.65}
\end{align*}
$$

The equilibria of this system consist of the $\mu$-axis and the parabola $\mu=-2 p_{1} A_{1}^{2}$. Since $\frac{d \mu}{d \tau_{1}}=0$, the planes $\mu=$ constant are invariant. In a plane $\mu=$ constant $\neq 0$, all of the equilibria are of hyperbolic type, and so their local stability properties can be assessed by looking at the eigenvalues of the linearized systems around the equilibria. The linearized system around the equilibria at $\mu$-axis for $\mu=$ constant $\neq 0$ is

$$
\left\{\begin{array}{c}
\frac{d A_{1}}{d \tau_{1}}  \tag{4.66}\\
\frac{d A_{2}}{d \tau_{1}}
\end{array}\right\}=\left\{\begin{array}{cc}
\frac{1}{2} \mu & 0 \\
0 & \frac{1}{2} \nu
\end{array}\right\}\left\{\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right\}
$$

The eigenvalues of the system are $\frac{1}{2} \mu$ and $\frac{1}{2} \nu$. Since $\nu$ is assumed to be negative, then the equilibria at $\mu$-axis is asymptotically stable if $\mu<0$ and unstable if $\mu>0$. Similarly, the linearized system around the equilibria $\mu=-2 p_{1} A_{1}^{2}$ for $\mu=$ constant $\neq$


Figure 4-4: The flow of the system for $\mu<0$ (upper) and for $\mu>0$ (lower)


Figure 4-5: Bifurcation diagrams for (a) $p_{1}>0$ and (b) $p_{1}<0$
0 is given by

$$
\left\{\begin{array}{l}
\frac{d A_{1}}{d \tau_{1}}  \tag{4.67}\\
\frac{d A_{2}}{d \tau_{1}}
\end{array}\right\}=\left\{\begin{array}{cc}
-\frac{1}{2} \mu & 0 \\
0 & \frac{1}{2} \nu
\end{array}\right\}\left\{\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right\}
$$

Here, the eigenvalues of the system are $-\frac{1}{2} \mu$ and $\frac{1}{2} \nu$. Hence, the equilibria at $\mu=$ $-2 p_{1} A_{1}^{2}$ are asymptotically stable for $\mu>0$ and unstable if $\mu<0$.

The above discussion shows that the properties of the solution of the system change as $\mu$ varies from negative to positive. For one, it is easy to see that the number of the equilibrium points changes across $\mu=0$. Hence, $\mu=0$ is the bifurcation point of the system. The bifurcation diagrams of this system for $p_{1}>0$ and $p_{1}<0$ are given in Figure 4-5. These diagrams indicate that there is a finite amplitude oscillation of the limit cycle type appearing or dissapearing in the system when $\mu$ is varied across $\mu=0$. Hence, this is a Hopf type bifurcation. When $p_{1}>0$, a subcritical Hopf bifurcation occurs and no stable limit cycle in the system. When $p_{1}<0$, the Hopf bifurcation is supercritical and a stable limit cycle appears for $\mu>0$. Physically this means that a sustained wing rock motion can be observed in the aircraft motion.

An alternative argument can also be used to infer the presence of Hopf bifurcation in the system. If we look at the eigenvalues of the linearized version of the equations of motion (4.33) as $\mu$ varies. In this case, there are two pairs of complex eigenvalues associated with the lateral and the longitudinal modes. Initially when $\mu<0$, both pairs of the eigenvalues lie to the left of the imaginary axis (in the stable region). As
$\mu$ varies, the location of the eigenvalues changes. Exactly when $\mu=0$, the pair of eigenvalues associated with the lateral mode lie on the imaginary axis. As $\mu$ increases further, these eigenvalues move to the right of the imaginary axis. The crossing of the imaginary axis occurs at a nonzero speed and based on the Theorem 2.5, this condition gives rise to the occurence of Hopf bifurcation. This type of analysis, however, does not tell us further whether the bifurcation is subcritical or supercritical.

In case where the stable limit cycle exists in the system, the amplitude of the limit cycle or in other words the amplitude of the wing rock motion is given by

$$
\begin{equation*}
A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}} \tag{4.68}
\end{equation*}
$$

The above analysis can be interpreted as a steady-state analysis. This implies that after some transient, the amplitudes $A_{1}$ and $A_{2}$ eventually reach the steadystate values $A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}}$ and $A_{2}=0$. The steady-state correction to the phase then can be calculated from the last two equations in (4.43), which in this case become

$$
\begin{align*}
& \frac{d B_{1}}{d \tau_{1}}=-p_{3} \frac{\mu}{2 p_{1}} \\
& \frac{d B_{2}}{d \tau_{1}}=-q_{3} \frac{\mu}{2 p_{1}} \tag{4.69}
\end{align*}
$$

These equations can easily be integrated to obtain

$$
\begin{align*}
B_{1} & =-p_{3} \frac{\mu}{2 p_{1}} \tau_{1} \\
B_{2} & =-q_{3} \frac{\mu}{2 p_{1}} \tau_{1} \tag{4.70}
\end{align*}
$$

### 4.5.3 Analytical Approximation of the Solution

In this subsection, a closed form approximation of the system response is developed, which includes an approximation to the transients of the motion. We will start by looking at the amplitude and phase equations depicted in (4.43) and attempt to find a closed form solution to this set of first order differential equations. As can be observed, the phase correction equations can be solved once the amplitude equations are solved. Hence we focus initially on the amplitude differential equations. These equations are nonlinear and coupled and the exact solutions can only be obtained by treat them together. Since our goal is only to obtain approximation to the exact solutions, then
simplification of the system of equation is possible by applying Gronwall's Lemma to the always stable subset of the system, which in this case is represented by the second amplitude equation (recall the $\nu<0$ assumption). This equation is rewritten as follows

$$
\begin{equation*}
\frac{d A_{2}}{d \tau_{1}}=\frac{1}{2} \nu A_{2}+g\left(A_{1}, A_{2}\right) \tag{4.71}
\end{equation*}
$$

where $g\left(A_{1}, A_{2}\right) \equiv\left(q_{1} A_{2}^{2}+q_{2} A_{1}^{2}\right)$.
Now suppose that one can find $0<\delta \ll 1$ and $0<\gamma<\left|\frac{1}{2} \nu\right|$ such that for $A_{1}, A_{2}<\delta$, one has $\left|g\left(A_{1}, A_{2}\right)\right| \leq \gamma A_{2}$. Since we only consider small amplitude motion, this condition can be easily satisfied. The integration of Equation (4.71) yields

$$
\begin{equation*}
A_{2}\left(\tau_{1}\right)=\exp \left(\frac{1}{2} \nu \tau_{1}\right) A_{2_{0}}+\int_{0}^{\tau_{1}} \exp \left(\frac{1}{2} \nu\left(\tau_{1}-s\right)\right) g\left(A_{1}, A_{2}\right) d s \tag{4.72}
\end{equation*}
$$

By the condition imposed on $\left|g\left(A_{1}, A_{2}\right)\right|$, we can write

$$
\begin{equation*}
\left|A_{2}\left(\tau_{1}\right)\right| \leq A_{2_{0}} \exp \left(\frac{1}{2} \nu \tau_{1}\right)+\int_{0}^{\tau_{1}} \exp \left(\frac{1}{2} \nu\left(\tau_{1}-s\right)\right) \gamma\left|A_{2}\right| d s \tag{4.73}
\end{equation*}
$$

Next, by multiplying both sides of the equation by $\exp \left(-\frac{1}{2} \nu \tau_{1}\right)$, we get

$$
\begin{equation*}
\exp \left(-\frac{1}{2} \nu \tau_{1}\right)\left|A_{2}\left(\tau_{1}\right)\right| \leq A_{2_{0}}+\int_{0}^{\tau_{1}} \gamma \exp \left(-\frac{1}{2} s\right)\left|A_{2}\right| d s \tag{4.74}
\end{equation*}
$$

The statement of the Gronwall's lemma is given below. For proof, the reader may refer to [36].
Gronwall's lemma :
If

$$
\begin{equation*}
f(t) \leq K+\int_{a}^{t} f(s) g(s) d s \tag{4.75}
\end{equation*}
$$

for $a \leq t \leq b$, then $f(t)$ is bounded by

$$
\begin{equation*}
f(t) \leq K \exp \left(\int_{a}^{t} g(s) d s\right) \tag{4.76}
\end{equation*}
$$

We see that Equation (4.74) is in the form of Equation (4.75) with $f(s) \equiv$ $\exp \left(-\frac{1}{2} \nu s\right)\left|A_{2}(s)\right|, g(s) \equiv \gamma$, and $K \equiv A_{2_{0}}$. Therefore, it follows from the lemma that

$$
\begin{equation*}
\exp \left(-\frac{1}{2} \nu \tau_{1}\right)\left|A_{2}\left(\tau_{1}\right)\right| \leq A_{2_{0}} \exp \left(\gamma \tau_{1}\right) \tag{4.77}
\end{equation*}
$$

or by multiplying both sides with $\exp \left(\frac{1}{2} \nu \tau_{1}\right)$, we get

$$
\begin{equation*}
A_{2}\left(\tau_{1}\right) \leq A_{2_{0}} \exp \left(\left(\frac{1}{2} \nu+\gamma\right) \tau_{1}\right) \tag{4.78}
\end{equation*}
$$

This inequality provides the upper bound of the amplitude history of pitch motion $\theta$.
When $g\left(A_{1}, A_{2}\right)=0$, Equation (4.71) becomes linear and the amplitude history solution is (from Equation (4.72))

$$
\begin{equation*}
\bar{A}_{2}\left(\tau_{1}\right)=A_{2_{0}} \exp \left(\frac{1}{2} \nu \tau_{1}\right) \tag{4.79}
\end{equation*}
$$

The deviation of the actual $A_{2}$-history from (4.79) depends on the magnitude of $g\left(A_{1}, A_{2}\right)$, which is reflected in its upper bound $\gamma$. As a measure, we can examine the difference between the upper bound of $A_{2}$ and the linear solution $\bar{A}_{2}$ to get an idea on the magnitude of the deviation.

$$
\begin{equation*}
\Delta_{A_{2}}^{u} \equiv A_{2}-\bar{A}_{2} \leq A_{20} \exp \left(\frac{1}{2} \nu \tau_{1}\right)\left(\exp \left(\gamma \tau_{1}\right)-1\right) \tag{4.80}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\frac{\Delta_{A_{2}}^{u}}{\bar{A}_{2}} \leq \exp \left(\gamma \tau_{1}\right)-1 \tag{4.81}
\end{equation*}
$$

The smaller $\gamma$, the closer $\exp \left(\gamma \tau_{1}\right)$ is to 1 , and the smaller $\Delta_{A_{2}}^{u}$ is. This means that for small $\gamma, \bar{A}_{2}$ is a good approximation to the actual $A_{2}$-history. Since we are only interested in small amplitude motions and $\left|g\left(A_{1}, A_{2}\right)\right|$ is of the order of square of the amplitudes, then $\gamma$ can be taken to be very small. Therefore, for our purposes we will use $\bar{A}_{2}$ as the approximation to the $A_{2}$-history.

The substitution of $\bar{A}_{2}$ into the $A_{1}$ differential equation yields

$$
\begin{equation*}
\frac{d A_{1}}{d \tau_{1}}=a\left(\tau_{1}\right) A_{1}+p_{1} A_{1}^{3} \tag{4.82}
\end{equation*}
$$

where

$$
\begin{equation*}
a\left(\tau_{1}\right)=\frac{1}{2} \mu+p_{2} A_{2_{0}}^{2} \exp \left(\nu \tau_{1}\right) \tag{4.83}
\end{equation*}
$$

Equation (4.82) is a first order nonlinear differential equation with a time-varying coefficient in $a\left(\tau_{1}\right)$. The exact solution to this equation can be found using the procedure outlined below.

We first multiply Equation (4.82) with a function $k\left(\tau_{1}\right)$ to be determined later. This function is the integrating factor of the differential equation. By this multipli-
cation, the differential equation becomes

$$
\begin{equation*}
k\left(\tau_{1}\right) \frac{d A_{1}}{d \tau_{1}}=a\left(\tau_{1}\right) k\left(\tau_{1}\right) A_{1}+p_{1} k\left(\tau_{1}\right) A_{1}^{3} \tag{4.84}
\end{equation*}
$$

which can also be written in the following way

$$
\begin{equation*}
\frac{d\left(k\left(\tau_{1}\right) A_{1}\right)}{d \tau_{1}}-\frac{d k\left(\tau_{1}\right)}{d \tau_{1}} A_{1}=a\left(\tau_{1}\right) k\left(\tau_{1}\right) A_{1}+\frac{p_{1}}{k^{2}\left(\tau_{1}\right)}\left(k\left(\tau_{1}\right) A_{1}\right)^{3} \tag{4.85}
\end{equation*}
$$

The above equation can be solved exactly if we equate the second term on the lefthand side of the equation with the first term on the right-hand side, that is

$$
\begin{equation*}
\frac{d k\left(\tau_{1}\right)}{d \tau_{1}}=-a\left(\tau_{1}\right) k\left(\tau_{1}\right) \tag{4.86}
\end{equation*}
$$

This equation determines the integration factor $k\left(\tau_{1}\right)$ and is solvable exactly to give

$$
\begin{equation*}
k\left(\tau_{1}\right)=K \exp \left(-\int a\left(\tau_{1}\right) d \tau_{1}\right) \tag{4.87}
\end{equation*}
$$

where $K$ is an arbitrary constant.
Using this integrating factor, Equation (4.85) becomes

$$
\begin{equation*}
\frac{d\left(k\left(\tau_{1}\right) A_{1}\right)}{d \tau_{1}}=\frac{p_{1}}{k^{2}\left(\tau_{1}\right)}\left(k\left(\tau_{1}\right) A_{1}\right)^{3} \tag{4.88}
\end{equation*}
$$

Then, by using the separation of variable technique and by considering $k\left(\tau_{1}\right) A_{1}$ as one of the variables, Equation (4.88) can be put into a form which is readily integrable as follows.

$$
\begin{equation*}
\frac{d\left(k\left(\tau_{1}\right) A_{1}\right)}{\left(k\left(\tau_{1}\right) A_{1}\right)^{3}}=\frac{p_{1}}{k^{2}\left(\tau_{1}\right)} d \tau_{1} \tag{4.89}
\end{equation*}
$$

Note that in this form, the left-hand side only contains the variable $\left(k\left(\tau_{1}\right) A_{1}\right)$ and the right-hand side has $\tau_{1}$ as its variable. Integration of both sides with respect to its own variables yields

$$
\begin{equation*}
-\frac{1}{2\left(k\left(\tau_{1}\right) A_{1}\right)^{2}}=\int \frac{p_{1}}{K^{2}} \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1}+\bar{C}_{1} \tag{4.90}
\end{equation*}
$$

where $\bar{C}_{1}$ is a constant coming from the indefinite integration of the left-hand side of Equation (4.89). Written explicitly in $A_{1}$, the above equation becomes

$$
\begin{equation*}
A_{1}=\frac{\exp \left(\int a\left(\tau_{1}\right) d \tau_{1}\right)}{\sqrt{C_{1}-2 p_{1} \int \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1}}} \tag{4.91}
\end{equation*}
$$

Note that the constants $C_{1}$ and $\bar{C}_{1}$ in Equations (4.91) and (4.90) differ by a constant factor. $C_{1}$ is determined from the initial condition. The integral $\int \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1}$ is not simple to obtain since $a\left(\tau_{1}\right)$ also contains an exponential term. Here we attempt to assess some of its properties without solving it.

From Equation (4.83), we observe that the second term on the right-hand side is of $O\left(A_{2_{0}}^{2}\right)$. Since we are only interested in small amplitude motion, then the effect of this term is generally small. Moreover, since $\nu<0$, this term goes to zero exponentially as $\tau_{1}$ increases. When $\tau_{1}=0$, then

$$
\begin{equation*}
\int \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1}=0 \tag{4.92}
\end{equation*}
$$

For large $\tau_{1}$,

$$
\begin{equation*}
\int \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1} \approx \frac{2}{\mu} \exp \left(\frac{\mu}{2} \tau_{1}\right) \tag{4.93}
\end{equation*}
$$

and as $\tau_{1} \rightarrow \infty$,

$$
\begin{align*}
& \exp \left(\frac{\mu}{2} \tau_{1}\right) \rightarrow 0 \text { for } \mu<0 \\
& \exp \left(\frac{\mu}{2} \tau_{1}\right) \rightarrow \infty \text { for } \mu>0 \tag{4.94}
\end{align*}
$$

For $\mu=0$, one can refer to the center manifold analysis result presented in the previous subsection for the motion stability.

From the above discussion, if we let the initial condition for $A_{1}$ to be $A_{1_{0}}$, then we get $C_{1}$ in terms of $A_{1_{0}}$ from Equation (4.91) as follows.

$$
\begin{equation*}
A_{1_{0}}^{2}=\frac{1}{C_{1}} \Longleftrightarrow C_{1}=\frac{1}{A_{1_{0}}^{2}} \tag{4.95}
\end{equation*}
$$

Hence, in terms of $A_{1_{0}}$,

$$
\begin{equation*}
A_{1}=A_{1_{0}} \frac{\exp \left(\int a\left(\tau_{1}\right) d \tau_{1}\right)}{\sqrt{1-2 p_{1} A_{1_{0}}^{2} \int \exp \left(2 \int a\left(\tau_{1}\right) d \tau_{1}\right) d \tau_{1}}} \tag{4.96}
\end{equation*}
$$

From the previous discussion, we can then obtain the steady state condition of the $A_{1}$-history. As $\tau_{1} \rightarrow \infty$, the second term in the denominator is much greater in magnitude than 1 , and thus

$$
A_{1} \rightarrow 0 \quad \text { for } \mu<0
$$

$$
\begin{equation*}
A_{1} \rightarrow \sqrt{-\frac{\exp \left(\mu \tau_{1}\right)}{2 \frac{p_{1}}{\mu} \exp \left(\mu \tau_{1}\right)}}=\sqrt{-\frac{\mu}{2 p_{1}}} \quad \text { for } \mu>0 \tag{4.97}
\end{equation*}
$$

### 4.6 Comparison with Numerical Results

A generic fighter aircraft model is used to demonstrate the dynamics of the aircraft motion in the vicinity of wing rock and to examine how good the approximations obtained analytically in the previous section. The model involves nonlinearity in many aspects of aircraft aerodynamics, that is nonlinear variation with angle-ofsideslip, rotation rate, and angle-of-attack.

The parameters of the aircraft and its aerodynamic model as used in the simulation are given in Table 4.1. This model is only valid for angle-of-attack in the range $20^{\circ}$ to $40^{\circ}$, which is the range where transition to wing rock motion occurs.

$$
\begin{array}{rlr}
I_{x x}= & 36610 \mathrm{~kg} \mathrm{~m}^{2} & b=12 \mathrm{~m} \\
I_{y y}= & 162700 \mathrm{~kg} \mathrm{~m} \\
I_{z z}= & 183000 \mathrm{~kg} \mathrm{~m}^{2} & c=4.8 \mathrm{~m} \\
I_{x z}= & 6780 \mathrm{~kg} \mathrm{~m} \\
\rho=1.225 \mathrm{~kg} / \mathrm{m}^{3} & S=164.6 \mathrm{~m}^{2} \\
V=100 \mathrm{~m} / \mathrm{s} & \\
C_{l}=\left(-0.295 \alpha_{0}+0.1975 \alpha_{0}^{2}\right) \beta+\left(-0.22+0.63 \alpha_{0}-\right. \\
& \left.0.797 \alpha_{0}^{2}+0.975 \alpha_{0}^{3}\right) \frac{b p}{2 V}+0.4 \beta^{2} \frac{b p}{2 V}-0.075\left(\frac{b p}{2 V}\right)^{3}- & \\
& -1.42 \beta^{2} \frac{b p}{2 V}-0.011 \dot{\beta}-0.08 \alpha \beta+ & \\
& 0.236 \alpha^{2} \beta+0.56 \alpha \frac{b p}{2 V}+0.09 \alpha^{2} \frac{b p}{2 V}+1.6 \alpha \dot{\beta}- & \\
& 6.1 \alpha^{2} \dot{\beta}+0.5 \beta \frac{c q}{2 V}+30 \alpha \beta \frac{c q}{2 V} & \\
C_{m}= & -0.68 \alpha-2 \frac{c q}{2 V}-0.75 \alpha^{2}-3.75 \alpha^{3} & \\
& +0.7\left(\frac{c q}{2 V}\right)^{3}+0.58 \alpha \frac{c q}{2 V}+3.564 \alpha^{2} \frac{c q}{2 V}+0.4 \beta \frac{c q}{2 V}- & \\
& 4.01 \beta^{2}+0.26 \alpha \beta^{2}+0.1 \beta \frac{b p}{2 V}+0.5 \alpha \beta \frac{b p}{2 V} &
\end{array}
$$

Table 4.1: Generic fighter aircraft parameters for $10^{\circ} \leq \alpha_{0} \leq 50^{\circ}$
For this aircraft, the variation of the wing rock damping parameter $\mu$ and the parameter $p_{1}$ with the nominal angle-of-attack are given in Figure 4-6.

Simulation of the aircraft response for nominal angle-of-attack of $32^{\circ}$ is shown in Figure 4-7. At this angle-of-attack, $\mu$ is positive and wing rock motion is developed,


Figure 4-6: Variation of $\tilde{\mu}$ and $\tilde{p}_{1}$ with $\alpha_{0}$
as can be seen from the Figure. Note that in the Figure, the analytical approximation obtained in the previous section is compared to the exact solution as obtained using numerical integration. In this case, the analytical approximation is in excellent agreement with the numerical integration result. The amplitude and phase history are predicted very well by the analytical result. Note also that for pitch motion, the analytical approximation correctly predicts the existence of the new equilibrium and the sustained oscillation with twice the frequency of the roll motion.

A useful tool to gain physical insight on the motion dynamics is the concept of energy exchange. Since no control action is assumed during the motion, the change in aerodynamic energy during a certain time interval is given by

$$
\begin{equation*}
\Delta E=\int_{t_{1}}^{t_{2}}\left(q S b C_{l}(t) \dot{\phi}(t)+q S c C_{m}(t) \dot{\theta}(t)\right) d t \tag{4.98}
\end{equation*}
$$

Through a change in integration variable, the above expression can be written as a line integral as follows

$$
\begin{equation*}
\Delta E=\int_{C_{\phi}} q S b C_{l}(\phi) d \phi+\int_{C_{\theta}} q S c C_{m}(\theta) d \theta \tag{4.99}
\end{equation*}
$$

where $C_{\phi}$ and $C_{\theta}$ are the curves of $C_{l}$ versus $\phi$ and $C_{m}$ versus $\theta$ for $t_{1} \leq t \leq t_{2}$, respectively. Such curves are called histograms. In wing rock situation, $C_{\phi}$ and $C_{\theta}$ are closed curves over one oscillation cycle. The net energy change over a cycle is given by

$$
\begin{equation*}
\Delta E=\oint_{C_{\phi}} q S b C_{l}(\phi) d \phi+\oint_{C_{\theta}} q S c C_{m}(\theta) d \theta \tag{4.100}
\end{equation*}
$$

It is clear that the net aerodynamic energy exchange in a cycle is directly proportional to the areas contained within the histogram loops. For a clockwise loop, $\Delta E>0$ or, in other words, energy is added to the system (destabilizing). Conversely, for a counter-clockwise loop, $\Delta E<0$, which means that energy is extracted from the system (stabilizing).

In a sustained free wing rock motion, it is obvious that the system is in energy balance and so no energy is added or extracted from the system. In this situation, we will find that $\Delta E=0$, which implies that the area within the clockwise loop must be the same as the area within the counter-clockwise loop. How the area is distributed within the clockwise and the counter-clockwise loops in a cycle can help us to gain some insights about the wing rock motion.

The histograms for the aircraft model at $\alpha_{0}=32^{\circ}$ are shown in Figure 4-8. In the $C_{l}$ versus $\phi$ histogram (rolling moment histogram), a relatively large destabilizing loop


Figure 4-7: Roll and pitch angle response at $\alpha_{0}=31^{\circ}$ and initial condition $\left(\phi_{0}, \theta_{0}\right)=$ (0.04, -0.02) rad
(clockwise, $\Delta E>0$ ) is observed around the origin for roll angle magnitudes less than $4^{0}(0.07 \mathrm{rad})$. Smaller stabilizing loops (counter-clockwise, $\Delta E<0$ ) are observed for roll angle magnitudes greater than $4^{\circ}$. For the pitching moment histogram $C_{m}$ versus $\theta$, only small single loop is seen and it is a stabilizing one. The net area within these loops are zero. From the rolling moment histogram, we see that for small roll angles, the rolling moment is destabilizing. From the pitching moment histogram, we can also observe that the pitching moment tends to stabilize the system, however its energy is so small and cannot overcome the destabilizing energy contributed by the roll moment. When the magnitude of the roll angle passes $4^{\circ}$, the roll moment becomes stabilizing. The magnitude of the roll angle keeps increasing up to a point and then decreasing such that the stabilizing moment has enough energy to balance the destabilizing energy generated by the destabilizing rolling moment. When such energy balance is achieved, wing rock limit cycle is sustained in the aircraft system.

To examine the accuracy of the wing rock onset prediction, simulation of the aircraft responses slightly below and slightly above the onset point is performed. For the aircraft model, the wing rock onset is at $\alpha_{0}=27.34^{\circ}$. Numerical and analytical simulation of the system response for $\alpha_{0}=27.2^{\circ}$ and $\alpha_{0}=27.5^{\circ}$ are given in Figure 49. This example shows that our analytical development is capable of predicting the dynamics of the aircraft in the vicinity of wing rock very accurately. The aerodynamic model used in the example is quite complicated, yet the analytical approximation developed can predict the system response excellently.

The analysis performed here subsumes previous work, which only considers the effects of specific type of nonlinearity. For completeness and to gain more insight on how each specific type of nonlinearity affects the resulting wing rock dynamics, we will discuss some types of important nonlinearity individually in the next sections.

### 4.7 Effects of Specific Types of Aerodynamic Nonlinearity

### 4.7.1 Effects of Nonlinearity in Roll Damping Parameter With Sideslip and Roll Rate

As has been mentioned in Chapter3, the evidence of nonlinear variation of damping in roll with respect to angle-of-sideslip and roll rate has been reported in literature (see [1, 15]). An example of such nonlinearity is depicted in Figure 3-10 in Chapter


Figure 4-8: $C_{l}$ vs $\phi$ and $C_{m}$ vs $\theta$ for one cycle of wing rock at $\alpha_{0}=31^{\circ}$


Figure 4-9: Aircraft response for $\alpha_{0}=27.2^{\circ}$ and $\alpha_{0}=27.5^{\circ}$
3. To examine this specific nonlinearity, a simplified aircraft model which includes only this type nonlinearity is employed. The other aerodynamic characteristics of the aircraft are assumed to be linear. Also, we assume that the nonlinearity due to the inertia cross coupling is negligible. To be more specific, we consider the aircraft with the following aerodynamic moments.

$$
\begin{align*}
L & =L_{p} p+L_{\beta_{0}} \beta+L_{\dot{\beta}_{0}} \dot{\beta} \\
M & =M_{q_{0}} q+M_{\alpha_{0}} \alpha+M_{\dot{\alpha}_{0}} \dot{\alpha} \tag{4.101}
\end{align*}
$$

The stability derivatives with subscript 0 are constant. They are the stability derivatives as usually used in the linear analysis. The nonlinear $L_{p}$ model used here is the same as in Chapter 3 (for the reasoning for using this model, see explanation in 3.6.1), that is

$$
\begin{equation*}
L_{p}=L_{p_{0}}+L_{p_{1}} p^{2}+L_{p_{2}} \beta^{2} \tag{4.102}
\end{equation*}
$$

Inserting this $L_{p}$ model into Equation (4.101) and comparing the result with Equations (4.18), the following correspondence is observed.

$$
\begin{align*}
{\left[\bar{c}_{1} \bar{c}_{2} \bar{c}_{3} \bar{c}_{5} \bar{c}_{10}\right] } & \equiv\left[\begin{array}{lll}
L_{\beta_{0}} & L_{p_{0}} & L_{\dot{\beta}_{0}} \\
L_{p_{2}} & L_{p_{1}}
\end{array}\right] \\
{\left[\bar{d}_{1} \bar{d}_{2} \bar{d}_{3}\right] } & \equiv\left[M_{\alpha_{0}} M_{q_{0}} M_{\dot{\alpha}_{0}}\right] \tag{4.103}
\end{align*}
$$

Next, by continuing the analysis in the same fashion as was done in Sections 4.4 and 4.5, the equations of motion of the aircraft become

$$
\begin{align*}
\ddot{\phi}+\omega^{2} \phi & =\epsilon\left(\mu \dot{\phi}+c_{2} \phi^{2} \dot{\phi}+c_{4} \dot{\phi}^{3}\right) \\
\ddot{\theta}+\Omega^{2} \theta & =\epsilon \nu \dot{\theta} \tag{4.104}
\end{align*}
$$

Thus, the lateral and longitudinal equations of motion are uncoupled when we only deal with this type of roll damping nonlinearity, and so they can be treated individually. As we have already mentioned, we only deal with $\nu<0$ in current work, therefore the longitudinal dynamics is stable. The roll equation in this case is the same as in the single degree-of-freedom case, treated in 3.6.1. The analysis in that section is also valid here, hence it will not be repeated

In summary, this type of nonlinearity affects the amplitude of the wing rock motion. The variation of the wing rock amplitude with the variation of $L_{p_{1}}$ and $L_{p_{2}}$ can be seen in 3.6.1.

### 4.7.2 Cubic Variation of Rolling Moment with Sideslip

Nonlinearity in the variation of rolling moment with respect to sideslip angle is found in many fighter aircraft flying at high angles-of-attack. Examples of such variation are given in Figures $3-17$ and $3-18$ in the preceeding chapter. This variation can be modeled fairly well using odd order polynomial in $\beta$. Here, cubic variation of rolling moment with $\beta$ is used to model this nonlinearity.

To examine specifically the effect of static lateral stability non linearity with sideslip, we consider an aircraft model where only such nonlinearity is present. All other nonlinearity is neglected in the equations of motion. Hence the aerodynamic moments on the aircraft are

$$
\begin{align*}
L & =L_{\beta_{0}} \beta+L_{\beta_{1}} \beta^{3}+L_{p_{0}} p+L_{\dot{\beta}_{0}} \dot{\beta} \\
M & =M_{q_{0}} q+M_{\alpha_{0}} \alpha+M_{\dot{\alpha}_{0}} \dot{\alpha} \tag{4.105}
\end{align*}
$$

As in the earlier subsection, when we deal with only this type of nonlinearity, the roll and the pitch equations of motion become uncoupled and so we can treat them separately. The pitch motion is the same as in Equation (4.104), which is stable for $\nu<0$. The roll equation assumes the same form as in Section 3.6.2, which is of the form of damped Duffing's type of equation. The discussion in Section 3.6.2 is also valid for this case, and will not be repeated here. In general, this type of nonlinearity by itself does not generate wing rock. Positive $L_{\beta_{1}}$ causes a slight increase in the frequency of motion and negative $L_{\beta_{1}}$ causes a slight decrease in frequency.

### 4.7.3 Effects of Dynamic Cross Coupling Derivatives

The effects of the cross coupling stability derivatives $L_{q}$ and $M_{p}$ on the wing rock dynamics are examined in this subsection. These derivatives give rise to nonlinear terms in the aircraft equations of motion. This is understandable since linearly their effects are negligible, which allows us to decouple between the longitudinal and the lateral equation of motion. Also, the cross coupling effects are only present when the attitude of the aircraft is non symmetrical, i.e. $\beta \neq 0$. From basic aerodynamic considerations, the variation of these cross coupling derivatives with the angle-ofsideslip $\beta$ ideally is antisymmetrical. An example of $C_{m_{p}}$ variations with respect to $\beta$ is given in Figure 4-10.

A simple cross-coupling derivative model is utilized in current analysis. The model


Figure 4-10: $C_{m_{p}}$ variation due to $\beta$ [1]
assumes linear variation of the derivatives with respect to $\beta$ as follows

$$
\begin{align*}
L_{q} & =L_{q_{1}} \beta \\
M_{p} & =M_{p_{1}} \beta \tag{4.106}
\end{align*}
$$

Then, if we assume that

$$
\begin{align*}
L & =L_{p_{0}} p+L_{\beta_{0}} \beta+L_{\dot{\beta}_{0}} \dot{\beta}+L_{q} q \\
M & =M_{q_{0}} q+M_{\alpha_{0}} \alpha+M_{\dot{\alpha}_{0}} \dot{\alpha}+M_{p} p \tag{4.107}
\end{align*}
$$

where, as before, stability derivatives with subscript 0 are constant, we get

$$
\begin{gather*}
{\left[\bar{c}_{1} \bar{c}_{2} \bar{c}_{3} \bar{c}_{12}\right] \equiv\left[\begin{array}{lll}
L_{\beta_{0}} & L_{p_{0}} & L_{\dot{\beta}_{0}} L_{q_{1}}
\end{array}\right]} \\
{\left[\bar{d}_{1} \bar{d}_{2} \bar{d}_{3} \bar{d}_{39}\right] \equiv\left[\begin{array}{lll}
M_{\alpha_{0}} & M_{q_{0}} & M_{\dot{\alpha}_{0}}
\end{array} M_{p_{1}}\right]} \tag{4.108}
\end{gather*}
$$

If we only consider this type of nonlinearity and neglect the others, including the ones due to the inertia cross coupling, then $p_{1}=0$, and so no wing rock can occur in the system. If we include the nonlinearity due to the inertia cross coupling and consider only the nonlinearity due to the dynamic cross coupling derivatives in the aerodynamics, then the coefficients $\mu$ and $p_{1}$ of the amplitude equation (4.43) become

$$
\begin{aligned}
\tilde{\mu} \equiv \epsilon \mu= & L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0} \\
\tilde{p}_{1} \equiv p_{1}= & \frac{1}{8}\left[n_{1} n_{2}\left(L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}\right)-n_{1} M_{p_{1}} \sin \alpha_{0}+\right. \\
& \frac{n_{1}\left(M_{\alpha_{0}}-L_{\beta_{0}} \sin \alpha_{0}\right)\left(M_{p_{1}} \sin \alpha_{0}-n_{2}\left(L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}\right)\right)}{4 L_{\beta_{0}} \sin \alpha_{0}-M_{\alpha_{0}}}+
\end{aligned}
$$

$$
\begin{equation*}
\left.4 \frac{n_{2} L_{\beta_{0}} \sin \alpha\left(L_{q_{1}} \sin \alpha_{0}-n_{1}\left(M_{q_{0}}+M_{\dot{\alpha}_{0}}\right)\right)}{4 L_{\beta_{0}} \sin \alpha_{0}-M_{\alpha_{0}}}\right] \tag{4.109}
\end{equation*}
$$

Since wing rock amplitude is defined by $\sqrt{-\frac{\mu}{2 p_{1}}}$, clearly in this case, $L_{q_{1}}$ and $M_{p_{1}}$ influence the resulting wing rock amplitude.

Since $\mu$ is not influenced by the cross coupling derivatives, then wing rock can only occur if the values of such derivatives make $p_{1}<0$ when $\mu>0$. This condition is satisfied when

$$
\begin{equation*}
L_{q_{1}}>\frac{n_{1}\left[n_{2}\left(L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}\right)+2 n_{2}\left(M_{q_{0}}+M_{\alpha_{0}}\right)-M_{p_{1}} \sin \alpha_{0}\right]}{2 n_{2} \sin \alpha_{0}} \tag{4.110}
\end{equation*}
$$

If the above condition is satisfied only marginally ( $p_{1}<0$ but $\left|p_{1}\right|$ very small), then although theoretically wing rock can occur in the system, its amplitude is too large to be realistic. Besides, large amplitude motions destroy the ordering used in the analysis and thus the approximation obtained is not accurate for predicting the behavior of the motion.

Now suppose that wing rock occurs in the system. The derivative of the wing rock amplitude with respect to $L_{q_{1}}$ and $M_{p_{1}}$ are

$$
\begin{align*}
\frac{d A_{1}}{d L_{q_{1}}} & =\frac{d A_{1}}{d p_{1}} \frac{d p_{1}}{d L_{p_{1}}}=\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-\frac{1}{2} \frac{n_{2} L_{\beta_{0}} \sin ^{2} \alpha_{0}}{4 L_{\beta_{0}} \sin \alpha_{0}-M_{\alpha_{0}}}\right) \\
\frac{d A_{1}}{d M_{p_{1}}} & =\frac{d A_{1}}{d p_{1}} \frac{d p_{1}}{d L_{p_{2}}}=\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-\frac{2 n_{1} L_{\beta_{0}} \sin ^{2} \alpha_{0}}{4 L_{\beta_{0}} \sin \alpha_{0}-M_{\alpha_{0}}}\right) \tag{4.111}
\end{align*}
$$

For an aircraft with $4 L_{\beta_{0}} \sin \alpha_{0}-M_{\alpha_{0}}<0\left(4 \omega^{2}>\Omega^{2}\right)$, both $\frac{d A_{1}}{d L_{q_{1}}}$ and $\frac{d A_{1}}{d M_{p_{1}}}$ are negative. This implies that increasing the parameters $L_{q_{1}}$ and $M_{p_{1}}$ decreases the resulting roll angle limit cycle amplitude. It indicates that increasing $L_{q_{1}}$ and $M_{p_{1}}$ increases the amount of energy transferred from the lateral mode to the longitudinal mode. Note that in this model, if $I_{x z}=0\left(n_{1}=n_{2}=0\right)$, no energy transfer between the longitudinal and lateral modes possible. Figure $4-11$ shows the variation of the amplitude of the wing rock motion with respect to $L_{q_{1}}$ and $M_{p_{1}}$ for the aircraft model in Table 4.1 with only cross coupling aerodynamic nonlinearity included.

We note that in many cases, the coupling between roll and pitch modes is weak. Hence, it is very rarely that wing rock occurs due to only this type of nonlinearity. This theoretical analysis demonstrates that in the case where strong coupling does occur in the aircraft system, such coupling is a potential cause of wing rock. However,


Figure 4-11: Variation of wing rock amplitude with $L_{q_{1}}$ and $M_{p_{1}}$
one should be careful when dealing with a very strong coupling. As we have learned, the amplitude of steady state pitch oscillation is influenced by the cross coupling parameters. The increase in the cross coupling parameters (stronger coupling) will cause a larger pitch amplitude. Too strong cross coupling parameters can invalidate the analysis given in Section 4.5, since it is based on the assumption that the pitch motion is much smaller in magnitude than the roll motion. Therefore, further analysis might be necessary to uncover the dynamics of the system when there is such strong coupling.

### 4.8 Chapter Summary

Wing rock dynamics on an aircraft having two degrees-of-freedom in roll and pitch have been considered in this chapter. The analysis technique utilizing the MTS method, Center Manifold Reduction principle, and bifurcation theory describes the system dynamics successfully leading to the results in parametric form. In general, the onset of wing rock is not affected by the additional degree-of-freedom in pitch. However, the amplitude of the resulting wing rock motion in the two degrees-offreedom case is generally different from the single degree-of-freedom one (for the same aircraft starting from the same nominal flight condition). The longitudinal and coupling parameters are shown to have some effects on the wing rock properties. An interesting aspect of the dynamics that is not captured by the single degree-of-freedom model is the steady state pitch oscillation around a new equilibrium with twice the frequency of the wing rock motion. All of these suggest that the simplified single degree-of-freedom model has to be used with caution, as it may not capture all the important aspects of the system dynamics. As we have seen in the examples treated in this chapter, the longitudinal dynamics may look insignificant compared to the lateral dynamics, however it has a quite significant effect on the wing rock properties in general.

## Chapter 5

## Three Degrees-of-Freedom Wing Rock

### 5.1 Introduction

This chapter considers wing rock dynamics on aircraft having three rotational degrees-of-freedom in roll, pitch, and yaw. As we shall see, the additional degree-of-freedom adds significant complexity and makes the analysis more lengthy than in the two degree-of-freedom case treated in the previous chapter. However, there are some physical phenomena captured by the model that are not found in the lower degrees-of-freedom models. The analysis technique combining the MTS method, Center Manifold reduction, and bifurcation theory is solves the problem systematically.

### 5.2 Equations of Motion

The derivation of the equations of motion is based on the assumption that the aircraft is rigid and has conventional configuration. Also we only consider small deviations of the aircraft attitudes from their nominal values. During the motion of interest, the trajectory of the center of mass of the aircraft is straight and horizontal and it is not affected by the aircraft's small attitude motion.

The same axis systems as the ones employed in the previous chapters are also used here. They are the body-fixed axis system $\left(X_{b} Y_{b} Z_{b}\right)$, which is fixed to the aircraft body, and the stability axis system $\left(X_{o} Y_{o} Z_{o}\right)$, which is used to describe the nominal


Figure 5-1: Transform angles and rotations between the stability and body-fixed axis systems
orientation of the aircraft. The description on the orientations of the these axis systems can be found in Chapter 4.

The aircraft can be brought from its nominal position to its perturbed position, described by the orientation of its body axes, by using three consecutive rotations in yaw, pitch, and then roll. This is illustrated in Figure 5-1. The angles describing these consecutive rotations are the Euler angles $\psi, \theta$, and $\phi$, which are called yaw angle, pitch angle, and roll angle, respectively. The angular rate of the aircraft in the body-fixed axes can be expressed in terms of the rate of change of the Euler angles by noting that

$$
\begin{align*}
\boldsymbol{\omega} & =p \mathbf{i}_{\mathbf{x}_{\mathbf{b}}}+q \mathbf{i}_{\mathbf{y}_{\mathrm{b}}}+r \mathbf{i}_{\mathbf{z}_{\mathrm{b}}} \\
& =\dot{\psi} \mathbf{i}_{\mathbf{z}_{\mathrm{o}}}+\dot{\theta} \mathbf{i}_{\mathbf{y}_{\mathbf{1}}}+\dot{\phi} \mathbf{i}_{\mathbf{x}_{\mathbf{b}}} \tag{5.1}
\end{align*}
$$

where as before the notation $\mathbf{i}$ denote the unity vector along the axis described in its subscript and per usual convention, $p, q$, and $r$ are the roll rate, pitch rate, and yaw rate of the aircraft, respectively. The $X_{1} Y_{1} Z_{1}$ and $X_{2} Y_{2} Z_{2}$ are the intermediate axis systems for the rotations from the stability axes to the body-fixed axes. $X_{1} Y_{1} Z_{1}$ system is resulted by rotating the stability axis around its $Z_{o}$-axis through an angle $\psi$. Therefore, $Z_{1} \equiv Z_{0}$. Similarly, $X_{2} Y_{2} Z_{2}$ system is resulted by rotating the $X_{1} Y_{1} Z_{1}$ axis system around its $Y_{1}$-axis through an angle $\theta$. Hence, $Y_{2} \equiv Y_{1}$ and $X_{2} \equiv X_{b}$.

Then, by utilizing the kinematic relations

$$
\begin{align*}
\mathbf{i}_{\mathbf{y}_{1}} & =\cos \phi \mathbf{i}_{\mathbf{y}_{\mathrm{b}}}-\sin \phi \mathbf{i}_{\mathbf{z}_{\mathrm{b}}} \\
\mathbf{i}_{\mathbf{z}_{\mathbf{2}}} & =\sin \phi \mathbf{i}_{\mathbf{y}_{\mathrm{b}}}+\cos \phi \mathbf{i}_{\mathbf{z}_{\mathrm{b}}} \\
\mathbf{i}_{\mathbf{z}_{\mathrm{o}}} & =-\sin \theta \mathbf{i}_{\mathbf{x}_{\mathrm{b}}}+\cos \theta \mathbf{i}_{\mathbf{z}_{\mathbf{2}}} \\
& =-\sin \theta \mathbf{i}_{\mathbf{x}_{\mathbf{b}}}+\cos \theta \sin \phi: \mathbf{i}_{\mathbf{y}_{\mathrm{b}}}+\cos \theta \cos \phi \mathbf{i}_{\mathbf{z}_{\mathrm{b}}} \tag{5.2}
\end{align*}
$$

we get

$$
\begin{align*}
p & =\dot{\phi}-\dot{\psi} \sin \theta \\
q & =\dot{\theta} \cos \phi+\dot{\psi} \cos \theta \sin \phi \\
r & =-\dot{\theta} \sin \phi+\dot{\psi} \cos \theta \cos \phi \tag{5.3}
\end{align*}
$$

If we only care about small angle and angular rate perturbations around the equilibrium position, the following approximations can be used.

$$
\begin{align*}
& p \approx \dot{\phi}-\theta \dot{\psi} \\
& q \approx \dot{\theta}+\phi \dot{\psi} \\
& r \approx \dot{\psi}-\phi \dot{\theta} \tag{5.4}
\end{align*}
$$

As before, since only aircraft with conventional configuration is considered in this analysis, we have $I_{x y}=I_{y z}=0$. The rotational kinetic energy of the aircraft is then

$$
\begin{align*}
T= & \frac{1}{2} I_{x x} p^{2}+\frac{1}{2} I_{y y} q^{2}+\frac{1}{2} I_{z z} r^{2}-I_{x z} p r \\
= & \frac{1}{2} I_{x x} \dot{\phi}^{2}+\frac{1}{2} I_{y y} \dot{\theta}^{2}+\frac{1}{2} I_{z z} \dot{\psi}^{2}-I_{x z} \dot{\phi} \dot{\psi}-I_{x x} \dot{\phi} \theta \dot{\psi}+I_{y y} \phi \dot{\theta} \dot{\psi}-I_{z z} \phi \dot{\theta} \dot{\psi}+ \\
& I_{x z} \phi \dot{\phi} \dot{\theta}+I_{x z} \theta \dot{\psi}^{2}+\frac{1}{2} I_{x x} \theta^{2} \dot{\psi}^{2}+\frac{1}{2} I_{y y} \phi^{2} \dot{\psi}^{2}+\frac{1}{2} I_{z z} \phi^{2} \dot{\theta}^{2}-I_{x z} \phi \dot{\theta} \dot{\theta} \dot{\psi} \tag{5.5}
\end{align*}
$$

where $I_{x x}, I_{y y}$, and $I_{z z}$ are the moment of inertia of the aircraft about $X_{b}, Y_{b}$ and $Z_{b}$, respectively. By inserting this kinetic energy expression into the Lagrange's equation

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\gamma}_{i}}\right)-\frac{\partial T}{\partial \gamma_{i}}=Q_{i} ; \quad i=1,2,3 \tag{5.6}
\end{equation*}
$$

with $\gamma_{1}=\phi, \gamma_{2}=\theta$, and $\gamma_{3}=\psi$, we get

$$
\begin{aligned}
I_{x x} \ddot{\phi}+ & I_{x z} \phi \ddot{\theta}-\left(I_{x z}+I_{x x} \theta\right) \ddot{\psi}-\left(I_{x x}+I_{y y}-I_{z z}\right) \dot{\theta} \dot{\psi}-I_{y y} \phi \dot{\psi}^{2}- \\
& I_{z z} \phi \dot{\theta}^{2}+I_{x z} \theta \dot{\theta} \dot{\psi}=Q_{1}
\end{aligned}
$$

$$
\begin{align*}
\left(I_{y y}+\right. & \left.I_{z z} \phi^{2}\right) \ddot{\theta}+\left[\left(I_{y y}-I_{z z}\right) \phi-I_{x z} \phi \theta\right] \ddot{\psi}+I_{x z} \phi \ddot{\phi}+\left(I_{x x}+I_{y y} I_{z z}\right) \dot{\phi} \dot{\psi}+ \\
& I_{x z}\left(\dot{\phi}^{2}-\dot{\psi}^{2}\right)-I_{x x} \theta \dot{\psi}+2 \dot{\psi}_{z z} \phi \dot{\phi} \dot{\theta}-I_{x z} \dot{\phi} \theta \dot{\psi}=Q_{2} \\
\left(I_{z z}+\right. & \left.2 I_{x z} \theta+I_{x x} \theta^{2}+I_{y y} \phi^{2}\right) \ddot{\psi}-\left(I_{x z}+I_{x x} \theta\right) \ddot{\phi}+\left[\left(I_{y y}-I_{z z}\right) \phi-I_{x z} \phi \theta\right] \ddot{\theta}- \\
& \left(I_{x x}-I_{y y}+I_{z z}\right) \dot{\phi} \dot{\theta}+2 I_{x z} \dot{\theta} \dot{\psi}-I_{x z} \phi \dot{\theta}^{2}-I_{x z} \dot{\phi} \theta \dot{\theta}+ \\
& 2 I_{y y} \phi \dot{\phi} \dot{\psi}+2 I_{x x} \theta \dot{\theta} \dot{\psi}=Q_{3} \tag{5.7}
\end{align*}
$$

where $Q_{1}, Q_{2}$, and $Q_{3}$ are the generalized forces. To simplify the notation, the following inertia ratios are defined.

$$
\begin{align*}
n_{1} & \equiv \frac{I_{x z}}{I_{x x}} \\
n_{2} & \equiv \frac{I_{x z}}{I_{y y}} \\
n_{3} & \equiv \frac{I_{x z}}{I_{z z}} \tag{5.8}
\end{align*}
$$

By utilizing these definitions, Equations (5.7) become

$$
\begin{align*}
\ddot{\phi}+n_{1} \phi \ddot{\theta}- & \left(n_{1}+\theta\right) \ddot{\psi}-\left(1+\frac{n_{1}}{n_{2}}-\frac{n_{1}}{n_{3}}\right) \dot{\theta} \dot{\psi}-\frac{n_{1}}{n_{2}} \phi \dot{\psi}^{2}-\frac{n_{1}}{n_{3}} \phi \dot{\theta}^{2}+ \\
\left(1+\frac{n_{2}}{n_{3}} \phi^{2}\right) \ddot{\theta}+ & {\left[\left(1-\frac{n_{2}}{n_{3}}\right) \phi-n_{2} \phi \theta\right] \ddot{\psi}+n_{2} \phi \ddot{\phi}+\left(\frac{n_{2}}{n_{1}}+1-\frac{n_{2}}{n_{3}}\right) \dot{\phi} \dot{\psi}+} \\
& n_{2}\left(\dot{\phi}^{2}-\dot{\psi}^{2}\right)-\frac{n_{2}}{n_{1}} \theta \dot{\psi}^{2}+2 \frac{n_{2}}{n_{3}} \phi \dot{\phi} \dot{\theta}-n_{2} \dot{\phi} \theta \dot{\psi}=\bar{Q}_{2} \\
\left(1+2 n_{3} \theta+\right. & \left.\frac{n_{3}}{n_{1}} \theta^{2}+\frac{n_{3}}{n_{2}} \phi^{2}\right) \ddot{\psi}-\left(n_{3}+\frac{n_{3}}{n_{1}} \theta\right) \ddot{\phi}+\left[\left(\frac{n_{3}}{n_{2}}-1\right) \phi-n_{3} \phi \theta\right] \ddot{\theta}- \\
& \left(\frac{n_{3}}{n_{1}}-\frac{n_{3}}{n_{2}}+1\right) \dot{\phi} \dot{\theta}+2 n_{3} \dot{\theta} \dot{\psi}-n_{3} \phi \dot{\theta}^{2}-n_{3} \dot{\theta} \dot{\theta}+ \\
& 2 \frac{n_{3}}{n_{2}} \phi \dot{\phi} \dot{\psi}+2 \frac{n_{3}}{n_{1}} \theta \dot{\theta} \dot{\psi}=\bar{Q}_{3}
\end{align*}
$$

where $\bar{Q}_{1} \equiv \frac{Q_{1}}{I_{x x}}, \bar{Q}_{2} \equiv \frac{Q_{2}}{I_{y y}}$, and $\bar{Q}_{3} \equiv \frac{Q_{3}}{I_{z z}}$. To facilitate our analysis later, we will express the equations of motion explicitly in terms of $\ddot{\phi}, \ddot{\theta}$, and $\ddot{\psi}$. Equations (5.9) can be written in matrix form as follows.

$$
\left[\begin{array}{ccc}
1 & n_{1} \phi & -\left(n_{1}+\theta\right)  \tag{5.10}\\
n_{2} \phi & 1+\frac{n_{2}}{n_{3}} \phi^{2} & \left(1-\frac{n_{2}}{n_{3}}\right) \phi-n_{2} \phi \theta \\
-\left(n_{3}+\frac{n_{3}}{n_{1}} \theta\right) & \left(\frac{n_{3}}{n_{2}}-1\right) \phi-n_{3} \phi \theta & \left(1+2 n_{3} \theta+\frac{n_{3}}{n_{1}} \theta^{2}+\frac{n_{3}}{n_{2}} \phi^{2}\right)
\end{array}\right]\left(\begin{array}{l}
\ddot{\phi} \\
\ddot{\theta} \\
\ddot{\psi}
\end{array}\right)=\left(\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right)
$$

where

$$
\begin{align*}
& \hat{f}_{1} \equiv \bar{Q}_{+}\left(1+\frac{n_{1}}{n_{2}}+\frac{n_{1}}{n_{3}}\right) \dot{\theta} \dot{\psi}+\frac{n_{1}}{n_{2}} \phi \dot{\psi}^{2}+\frac{n_{1}}{n_{3}} \phi \dot{\theta}^{2}-n_{1} \theta \dot{\theta} \dot{\psi} \\
& \hat{f}_{2} \equiv \bar{Q}_{2}-\left(\frac{n_{2}}{n_{1}}+1-\frac{n_{2}}{n_{3}}\right) \dot{\phi} \dot{\psi}-n_{2}\left(\dot{\phi}^{2}-\dot{\psi}^{2}\right)+\frac{n_{2}}{n_{1}} \theta \dot{\psi}^{2}-2 \frac{n_{2}}{n_{3}} \phi \dot{\phi} \dot{\theta}+n_{2} \dot{\phi} \theta \dot{\psi} \\
& \hat{f}_{3} \equiv \bar{Q}_{3}-\left(\frac{n_{3}}{n_{1}} \frac{n_{3}}{n_{2}}+1\right) \dot{\phi} \dot{\theta}-2 n_{3} \dot{\theta} \dot{\psi}-n_{3} \phi \dot{\theta}^{2}+n_{3} \dot{\phi} \theta \dot{\theta}-2 \frac{n_{3}}{n_{2}} \phi \dot{\phi} \dot{\psi}-2 \frac{n_{3}}{n_{1}} \theta \dot{\theta} \dot{\psi} \tag{5.11}
\end{align*}
$$

By using the matrix inverse operation and by neglecting the terms of fourth and higher order, we get

$$
\begin{align*}
\ddot{\phi}= & \frac{1}{D}\left[\left(1+2 n_{3} \theta+2 \phi^{2}+\frac{n_{3}}{n_{1}} \theta^{2}\right) \hat{f}_{1}-\left[\frac{n_{1} n_{3}}{n_{2}} \phi+\left(n_{1} n_{3}+\frac{n_{3}}{n_{2}}-1\right) \phi \theta\right] \hat{f}_{2}+\right. \\
& \left.\left(n_{1}+\theta+n_{1} \phi^{2}\right) \hat{f}_{3}\right] \\
\ddot{\theta}= & \frac{1}{D}\left[-\left[n_{3} \phi+\left(n_{2} n_{3}+\frac{n_{3}}{n_{1}}-\frac{n_{2}}{n_{1}}\right) \phi \theta\right] \hat{f}_{1}+\left(1-n_{1} n_{3}+\frac{n_{3}}{n_{2}} \phi^{2}\right) \hat{f}_{2}-\right. \\
& \left.\left(n_{1} n_{2}+1-\frac{n_{2}}{n_{3}}\right) \phi \hat{f}_{3}\right] \\
\ddot{\psi}= & \frac{1}{D}\left[\left(n_{3}+\theta+n_{3} \phi^{2}\right) \hat{f}_{1}-\left(n_{1} n_{3}+\frac{n_{3}}{n_{2}}-1\right) \phi \hat{f}_{2}+\left[1+\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \phi^{2}\right] \hat{f}_{3}\right] \tag{5.12}
\end{align*}
$$

where $D$ is the determinant of the matrix on the left hand side, given by

$$
\begin{align*}
D & =1-n_{1} n_{3}+2\left(1-n_{1} n_{3}\right) \phi^{2}+\left(1-n_{1} n_{3}\right) \phi^{4} \\
& =\left(1-n_{1} n_{3}\right)\left(1+\phi^{2}\right)^{2} \tag{5.13}
\end{align*}
$$

Since we are only interested in small motion around the nominal position, then we can use the following approximation.

$$
\begin{align*}
\frac{1}{D} & =\frac{1}{\left(1-n_{1} n_{3}\right)\left(1+\phi^{2}\right)^{2}} \\
& \approx \frac{1}{1-n_{1} n_{3}}\left(1-2 \phi^{2}\right) \tag{5.14}
\end{align*}
$$

The $Q_{i}$ 's in the equations are assumed to come from the aerodynamics only, which will be derived next.

### 5.3 Aerodynamic Moments

The aerodynamic moments on the aircraft are derived in a similar way as in Chapter 4 . The purpose of the derivation is to obtain the general forms of the appropriate aerodynamic nonlinearity to be included in the aircraft model. Therefore, it is by no means exhaustive. The aerodynamic flow around the aircraft is assumed incompressible and quasi-steady. For simplicity, modified strip theory, which takes into account the three dimensional effects, is utilized in the derivation.

It is assumed that only the aircraft's wings and horizontal tail are effective in generating the aerodynamic forces. As before, the incremental lift and drag produced at each streamwise segment of the wing or tail are

$$
\begin{align*}
d L(y) & =\bar{q} c(y) c_{L}(y) \\
d D(y) & =\bar{q} c(y) c_{D}(y) \tag{5.15}
\end{align*}
$$

where $\bar{q}=\frac{1}{2} \rho V^{2}$ is the dynamic pressure and $c(y)$ is the airfoil chord at location $y$ along the $Y_{b}$ axis. $c_{L}(y)$ and $c_{D}(y)$ are the local lift and drag coefficients, which are assumed to be cubic functions of local effective angle-of-attack, $\alpha_{e}(y)$, as follows.

$$
\begin{align*}
& c_{L}=c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3} \\
& c_{D}=c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3} \tag{5.16}
\end{align*}
$$

where in the above equations, the dependence of the coefficients and $\alpha$ on the spanwise location, $y$, has been dropped. In the two degrees-of-freedom case, the effective angle-of-attack distribution is influenced by the following factors :

- nominal angle-of-attack ( $\alpha_{0}$ )
- roll rate ( $p$ )
- angle-of-sideslip ( $\beta$ )
- deviation from the nominal angle-of-attack ( $\alpha$ )
- pitch rate $(q)$
- time dependent effects ( $\dot{\alpha}$ and $\dot{\beta}$ )

In addition to the above factors, the influence of yaw rate $(r)$ is also important for the three degrees-of-freedom case. Positive yaw rate causes the left wing to see an
increase in the upcoming airspeed and the right wing to see a decrease in the upcoming airspeed. The change in airspeed seen by each wing segment varies depending upon the spanwise location of the segment. This contributes to the changes in angle-of-attack across the wing span. For simplicity, we assume that the angle-of-attack distribution due to yaw rate to be perfectly antisymmetric, that is

$$
\begin{equation*}
\alpha_{8}(y)=f_{8}(y) r \tag{5.17}
\end{equation*}
$$

where $f_{8}(y)$ is an odd function of $y$.
With this additional factor, the total effective angle-of-attack experienced by each streamwise segment of the wing is given by

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \alpha+f_{5}(y) q+f_{6}(y) \dot{\alpha}+f_{7}(y) \dot{\beta}+f_{8}(y) r \tag{5.18}
\end{equation*}
$$

The substitution of Equation (5.18) into Equation (5.16) and then the substitution of the resulting equation into Eq. 5.15 results in some lengthy equations expressing the lift and drag forces in terms of the variables $p, \beta, \dot{\beta}, \alpha, q, \dot{\alpha}$, and $r$. The work done by these aerodynamic forces for the displacements $\delta \phi, \delta \theta$, and $\delta \psi$ can then be approximated by

$$
\begin{align*}
\delta W= & -\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) l \delta \theta+ \\
& \int_{a / c}\left(d L \sin \alpha_{0}-d D \cos \alpha_{0}\right) y \delta \psi \tag{5.19}
\end{align*}
$$

This integration process is described in Appendix C. In general, the integrands can be grouped into the even and odd ones. The odd integrands are integrated to zero and so only the even integrands contribute to the result. By using $Q_{i}=\frac{\delta W_{i}}{\delta \gamma_{i}}$, the aerodynamic moments can be expressed as

$$
\begin{aligned}
\bar{Q}_{1}= & \bar{c}_{1} \beta+\bar{c}_{2} p+\bar{c}_{3} \dot{\beta}+\bar{c}_{4} r+\bar{c}_{5} \beta^{3}+\bar{c}_{6} \beta^{2} p+\bar{c}_{7} \beta^{2} r+\bar{c}_{8} \beta^{2} \dot{\beta}+\bar{c}_{9} \beta p^{2}+ \\
& \bar{c}_{1} 0 \beta r^{2}+\bar{c}_{11} \beta \dot{\beta}^{2}+\bar{c}_{12} p^{3}+\bar{c}_{13} \dot{\beta}^{3}+\bar{c}_{14} r^{3}+\bar{c}_{15} p^{2} r+\bar{c}_{16} p r^{2}+\bar{c}_{17} \dot{\beta}^{2} r+ \\
& \bar{c}_{18} \dot{\beta} r^{2}+\bar{c}_{19} p^{2} \dot{\beta}+\bar{c}_{20} p \dot{\beta}^{2}+\bar{c}_{21} \beta \alpha+\bar{c}_{22} \beta q+\bar{c}_{23} p \alpha+\bar{c}_{24} p q+ \\
& \bar{c}_{25} \dot{\beta} \alpha+\bar{c}_{26} \dot{\beta} q+\bar{c}_{27} \alpha r+\bar{c}_{28} q r+\bar{c}_{29} \beta \alpha^{2}+\bar{c}_{30} \beta q^{2}+\bar{c}_{31} p \alpha^{2}+ \\
& \bar{c}_{32} p q^{2}+\bar{c}_{33} \dot{\beta} \alpha^{2}+\bar{c}_{34} \dot{\beta} q^{2}+\bar{c}_{35} \alpha^{2} r+\bar{c}_{36} q^{2} r+\bar{c}_{37} \beta p r+\bar{c}_{38} \beta \dot{\beta} r+ \\
& \bar{c}_{39} \beta \dot{\beta} p+\bar{c}_{40} \dot{\beta} p r+\bar{c}_{41} \beta \alpha q+\bar{c}_{42} p \alpha q+\bar{c}_{43} \dot{\beta} \alpha q+\bar{c}_{44} \alpha q r \\
\bar{Q}_{2}= & \bar{d}_{1} \alpha+\bar{d}_{2} q+\bar{d}_{3} \dot{\alpha}+\bar{d}_{4} \alpha^{2}+\bar{d}_{5} \alpha q+\bar{d}_{6} \alpha \dot{\alpha}+\bar{d}_{7} q^{2}+\bar{d}_{8} q \dot{\alpha}+\bar{d}_{9} \dot{\alpha}^{2}+ \\
& \bar{d}_{10} \alpha^{3}+\bar{d}_{11} \alpha^{2} q+\bar{d}_{12} \alpha^{2} \dot{\alpha}+\bar{d}_{13} q^{3}+\bar{d}_{14} q^{2} \alpha+\bar{d}_{15} q^{2} \dot{\alpha}+\bar{d}_{16} \alpha \dot{\alpha}^{2}+
\end{aligned}
$$

$$
\begin{align*}
& \bar{d}_{17} q \dot{\alpha}^{2}+\bar{d}_{18} \dot{\alpha}^{3}+\bar{d}_{19} \alpha q \dot{\alpha}+\bar{d}_{20} \alpha \beta^{2}+\bar{d}_{21} \theta p^{2}+\bar{d}_{22} \alpha \dot{\beta}^{2}+\bar{d}_{23} \alpha r^{2}+ \\
& \bar{d}_{24} q \beta^{2}+\bar{d}_{25} q p^{2}+\bar{d}_{26} q \dot{\beta}^{2}+\bar{d}_{27} q r^{2}+\bar{d}_{28} \dot{\alpha} p^{2}+\bar{d}_{29} \alpha \beta p+\bar{d}_{30} \alpha \beta \dot{\beta}+ \\
& \bar{d}_{31} \alpha \beta r+\bar{d}_{32} \alpha p \dot{\beta}+\bar{d}_{33} \alpha \dot{\beta} r+\bar{d}_{34} \alpha p r+\bar{d}_{35} q \beta p+\bar{d}_{36} q \beta \dot{\beta}+\bar{d}_{37} q p \dot{\beta}+ \\
& \bar{d}_{38} q \beta r+\bar{d}_{39} q \dot{\beta} r+\bar{d}_{40} q p r+\bar{d}_{41} \beta^{2}+\bar{d}_{42} \beta p+\bar{d}_{43} \beta \dot{\beta}+\bar{d}_{44} \beta r+ \\
& \\
& \bar{d}_{45} p^{2}+\bar{d}_{46} p \dot{\beta}+\bar{d}_{47} p r+\bar{d}_{48} \dot{\beta}^{2}+\bar{d}_{49} \dot{\beta} r+\bar{d}_{50} r^{2} \\
& \bar{Q}_{3}= \\
& \bar{e}_{1} \beta+\bar{e}_{2} p+\bar{e}_{3} \dot{\beta}+\bar{e}_{4} r+\bar{e}_{5} \beta^{3}+\bar{e}_{6} \beta^{2} p+\bar{e}_{7} \beta^{2} r+\bar{e}_{8} \beta^{2} \dot{\beta}+\bar{e}_{9} \beta p^{2}+ \\
& \\
& \bar{e}_{1} 0 \beta r^{2}+\bar{e}_{11} \beta \dot{\beta}^{2}+\bar{e}_{12} p^{3}+\bar{e}_{13} \dot{\beta}^{3}+\bar{e}_{14} r^{3}+\bar{e}_{15} p^{2} r+\bar{e}_{16} p r^{2}+\bar{e}_{17} \dot{\beta}^{2} r+ \\
&  \tag{5.20}\\
& \bar{e}_{18} \dot{\beta} r^{2}+\bar{e}_{19} p^{2} \dot{\beta}+\bar{e}_{20} p \dot{\beta}^{2}+\bar{e}_{21} \beta \alpha+\bar{e}_{22} \beta q+\bar{e}_{23} p \alpha+\bar{e}_{24} p q+ \\
& \\
& \bar{e}_{25} \dot{\beta} \alpha+\bar{e}_{26} \dot{\beta} q+\bar{e}_{27} \alpha r+\bar{e}_{28} q r+\bar{e}_{29} \beta \alpha^{2}+\bar{e}_{30} \beta q^{2}+\bar{e}_{31} p \alpha^{2}+ \\
& \\
& \bar{e}_{32} p q^{2}+\bar{e}_{33} \dot{\beta} \alpha^{2}+\bar{e}_{34} \dot{\beta} q^{2}+\bar{e}_{35} \alpha^{2} r+\bar{e}_{36} q^{2} r+\bar{e}_{37} \beta p r+\bar{e}_{38} \beta \dot{\beta} r+ \\
& \\
& { }_{39} \beta \dot{\beta} p+\bar{e}_{40} \dot{\beta} p r+\bar{e}_{41} \beta \alpha q+\bar{e}_{42} p \alpha q+\bar{e}_{43} \dot{\beta} \alpha q+\bar{e}_{44} \alpha q r
\end{align*}
$$

where $\bar{Q}_{1} \equiv \frac{Q_{1}}{I_{x x}}, \bar{Q}_{2} \equiv \frac{Q_{2}}{I_{y y}}$, and $\bar{Q}_{3} \equiv \frac{Q_{3}}{I_{z z}}$
The above equations can be expressed in terms of stability derivatives as follows.

$$
\begin{align*}
& \frac{Q_{1}}{I_{x x}}=\frac{L}{I_{x x}}=L_{p} p+L_{r} r+L_{\beta} \beta+L_{\dot{\beta}} \dot{\beta}+L_{q} q+L_{\dot{\alpha}} \dot{\alpha} \\
& \frac{Q_{2}}{I_{y y}}=\frac{M}{I_{y y}}=M_{q} q+M_{\alpha} \alpha+M_{\beta} \beta+M_{p} p+M_{r} r+M_{\dot{\alpha}} \dot{\alpha} \\
& \frac{Q_{3}}{I_{x x}}=\frac{N}{I_{x x}}=N_{p} p+N_{r} r+N_{\beta} \beta+N_{\dot{\beta}} \dot{\beta}+N_{q} q+N_{\dot{\alpha}} \dot{\alpha} \tag{5.21}
\end{align*}
$$

where $L, M$, and $N$ are the usual notation for the aerodynamic rolling, pitching, and yawing moments, respectively. As before, the stability derivatives $L_{\beta}, N_{\beta}$, etc. are not constant, but may be functions of the variables $\beta, p, q, r, \alpha, \dot{\beta}$, and $\dot{\alpha}$. By substituting the aerodynamic moments in (5.20) into Equations (5.11) and (5.12), the complete system equations of motion are obtained.

### 5.4 Simplification of the Equations of Motion

The equations of motion obtained in the previous section are still very complicated and involve many variables. Since we only have three equations, we simplify the equations of motion by using kinematic relations and utilizing the motion constraint so that only three motion variables are left.

By the assumption that the aircraft trajectory is not influenced by the attitude
motion, we can use the following approximations :

$$
\begin{align*}
\alpha & \approx \theta \\
\dot{\alpha} & \approx q \\
\dot{\beta} & \approx p \sin \alpha_{0}-r \cos \alpha_{0}+\frac{g}{V} \phi \cos \alpha_{0} \tag{5.22}
\end{align*}
$$

These approximations together with the kinematic relations (5.3) are then used to express the equations of motion in three variables only, that is $\beta, \phi$, and $\theta$. For this purpose, we need to express the other variables in terms of these three variables.

From the last of the three equation in (5.3), we get

$$
\begin{equation*}
\dot{\psi}=r+\phi \dot{\theta} \tag{5.23}
\end{equation*}
$$

Therefore, to second order the first equation in (5.3) becomes

$$
\begin{equation*}
p=\dot{\phi}-\theta r \tag{5.24}
\end{equation*}
$$

By substituting Equation (5.24) into $\beta$ equation in (5.22) and then expressing explicitly for $r$, we obtain

$$
\begin{equation*}
r=-\frac{1}{\cos \alpha_{0}+\sin \alpha_{0} \theta}\left[\dot{\beta}-\sin \alpha_{0} \dot{\phi}-\frac{g}{V} \cos \alpha_{0} \phi\right] \tag{5.25}
\end{equation*}
$$

Note that the above equation expresses $r$ explicitly in terms of variables $\beta$ and $\phi$.
By differentiating the $\beta$ equation in (5.22) once with respect to time, we get

$$
\begin{equation*}
\ddot{\beta}=\sin \alpha_{0} \dot{p}-\cos \alpha_{0} \dot{r}+\frac{g}{V} \cos \alpha_{0} \dot{\phi} \tag{5.26}
\end{equation*}
$$

Then by replacing $\dot{p}$ and $\dot{r}$ in the above equation with

$$
\begin{align*}
\dot{p} & =\ddot{\phi}-\theta \ddot{\psi}-\dot{\theta} \dot{\psi} \\
\dot{r} & =\ddot{\psi}-\phi \ddot{\theta}-\dot{\phi} \dot{\theta} \tag{5.27}
\end{align*}
$$

and using Equations (5.23) and (5.25), Equation (5.26) becomes

$$
\begin{align*}
\ddot{\beta}= & \sin \alpha_{0} \ddot{\phi}-\left(\cos \alpha_{0}+\sin \alpha_{0} \theta\right) \ddot{\psi}+\cos \alpha_{0} \phi \ddot{\theta}+\frac{g}{V} \cos \alpha_{0} \dot{\phi}+\frac{g}{V} \sin \alpha_{0} \phi \dot{\theta}+ \\
& \left(\cos \alpha_{0}-\sin \alpha_{0} \tan \alpha_{0}\right) \dot{\phi} \dot{\theta}+\tan \alpha_{0} \dot{\beta} \dot{\theta}-\sin \alpha_{0} \phi \dot{\theta}^{2}+\frac{g}{V} \sin \alpha_{0} \tan \alpha_{0} \phi \theta \dot{\theta}+ \\
& \sin \alpha_{0} \tan ^{2} \alpha_{0} \dot{\phi} \theta \dot{\theta}-\tan ^{2} \alpha_{0} \dot{\beta} \theta \dot{\theta} \tag{5.28}
\end{align*}
$$

Next by substituting the equations for $\ddot{\phi}, \ddot{\theta}$, and $\ddot{\psi}$ from ( 5.12 into the above equation and also by doing the necessary substitutions such that Equation (5.11) are expressed in terms of variables $\beta, \phi$, and $\theta$, we obtain the following simplified equations of motion.

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta= & \tilde{\eta}_{1} \dot{\beta}+\tilde{\kappa}_{2} \phi+\tilde{\eta}_{2} \dot{\phi}+ \\
& \tilde{e}_{1} \phi^{3}+\tilde{e}_{2} \phi^{2} \dot{\phi}+\tilde{e}_{3} \phi \dot{\phi}^{2}+\tilde{e}_{4} \dot{\phi}^{3}+\tilde{e}_{5} \beta^{3}+\tilde{e}_{6} \beta^{2} \dot{\beta}+ \\
& \tilde{e}_{7} \beta \dot{\beta}^{2}+\tilde{e}_{8} \dot{\beta}^{3}+\tilde{e}_{9} \phi^{2} \beta+\tilde{e}_{10} \phi^{2} \dot{\beta}+\tilde{e}_{11} \dot{\phi}^{2} \beta+\tilde{e}_{12} \dot{\phi}^{2} \dot{\beta}+ \\
& \tilde{e}_{13} \phi \beta^{2}+\tilde{e}_{14} \phi \dot{\beta}^{2}+\tilde{e}_{15} \dot{\phi} \beta^{2}+\tilde{e}_{16} \dot{\phi} \dot{\beta}^{2}+\tilde{e}_{17} \phi \theta+\tilde{e}_{18} \phi \dot{\theta}+ \\
& \tilde{e}_{19} \dot{\phi} \theta+\tilde{e}_{20} \dot{\phi} \dot{\theta}+\tilde{e}_{21} \theta \beta+\tilde{e}_{22} \theta \dot{\beta}+\tilde{e}_{23} \dot{\theta} \beta+\tilde{e}_{24} \dot{\theta} \dot{\beta}+ \\
& \tilde{e}_{25} \phi \theta^{2}+\tilde{e}_{26} \phi \dot{\theta}^{2}+\tilde{e}_{27} \dot{\phi} \theta^{2}+\tilde{e}_{28} \dot{\phi} \dot{\theta}^{2}+\tilde{e}_{29} \theta^{2} \beta+\tilde{e}_{30} \theta^{2} \dot{\beta}+ \\
& \tilde{e}_{31} \dot{\theta}^{2} \beta+\tilde{e}_{32} \dot{\theta}^{2} \dot{\beta}+\tilde{e}_{33} \phi \dot{\phi} \beta+\tilde{e}_{34} \phi \dot{\phi} \dot{\beta}+\tilde{e}_{35} \phi \beta \dot{\beta}+ \\
& \tilde{e}_{36} \dot{\phi} \beta \dot{\beta}+\tilde{e}_{37} \phi \theta \dot{\theta}+\tilde{e}_{38} \dot{\phi} \theta \dot{\theta}+\tilde{e}_{39} \theta \dot{\theta} \beta+\tilde{e}_{40} \theta \dot{\theta} \dot{\beta} \\
\ddot{\phi}= & \tilde{\kappa}_{1} \beta+\tilde{\kappa}_{3} \phi+\tilde{\xi}_{1} \dot{\phi}+\tilde{\xi}_{2} \dot{\beta}+ \\
& \tilde{c}_{1} \phi^{3}+\tilde{c}_{2} \phi^{2} \dot{\phi}+\tilde{c}_{3} \phi \dot{\phi}^{2}+\tilde{c}_{4} \dot{\phi}^{3}+\tilde{c}_{5} \beta^{3}+\tilde{c}_{6} \beta^{2} \dot{\beta}+ \\
& \tilde{c}_{7} \beta \dot{\beta}^{2}+\tilde{c}_{8} \dot{\beta}^{3}+\tilde{c}_{9} \phi^{2} \beta+\tilde{c}_{10} \phi^{2} \dot{\beta}+\tilde{c}_{11} \dot{\phi}^{2} \beta+\tilde{c}_{12} \dot{\phi}^{2} \dot{\beta}+ \\
& \tilde{c}_{13} \phi \beta^{2}+\tilde{c}_{14} \phi \dot{\beta}^{2}+\tilde{c}_{15} \dot{\phi} \beta^{2}+\tilde{c}_{16} \dot{\phi} \dot{\beta}^{2}+\tilde{c}_{17} \phi \theta+\tilde{c}_{18} \phi \dot{\theta}+ \\
& \tilde{c}_{19} \dot{\phi} \theta+\tilde{c}_{20} \dot{\phi} \dot{\theta}+\tilde{c}_{21} \theta \beta+\tilde{c}_{22} \theta \dot{\beta}+\tilde{c}_{23} \dot{\theta} \beta+\tilde{c}_{24} \dot{\theta} \dot{\beta}+ \\
& \tilde{c}_{25} \phi \theta^{2}+\tilde{c}_{26} \phi \dot{\theta}^{2}+\tilde{c}_{27} \dot{\phi} \theta^{2}+\tilde{c}_{28} \dot{\phi} \dot{\theta}^{2}+\tilde{c}_{29} \theta^{2} \beta+\tilde{c}_{30} \theta^{2} \dot{\beta}+ \\
& \tilde{c}_{31} \dot{\theta}^{2} \beta+\tilde{c}_{32} \dot{\theta}^{2} \dot{\beta}+\tilde{c}_{33} \phi \dot{\phi} \beta+\tilde{c}_{34} \phi \dot{\phi} \dot{\beta}+\tilde{c}_{35} \phi \beta \dot{\beta}+ \\
& \tilde{c}_{36} \dot{\phi} \beta \dot{\beta}+\tilde{c}_{37} \phi \theta \dot{\theta}+\tilde{c}_{38} \dot{\phi} \theta \dot{\theta}+\tilde{c}_{39} \dot{\theta} \beta+\tilde{c}_{40} \theta \dot{\theta} \dot{\beta} \\
\ddot{\theta}+\Omega^{2} \theta= & \tilde{\nu} \dot{\theta}+\tilde{d}_{4} \phi^{2}+\tilde{d}_{5} \phi \dot{\phi}+\tilde{d}_{6} \dot{\phi}^{2}+\tilde{d}_{7} \beta^{2}+\tilde{d}_{8} \beta \dot{\beta}+\tilde{d}_{9} \dot{\beta}^{2}+ \\
& \tilde{d}_{10} \phi \beta+\tilde{d}_{11} \phi \dot{\beta}+\tilde{d}_{12} \dot{\phi} \beta+\tilde{d}_{13} \dot{\phi} \dot{\beta}+ \\
& \tilde{d}_{1} \theta^{2}+\tilde{d}_{2} \theta \dot{\theta}+\tilde{d}_{3} \dot{\theta}^{2}+\tilde{d}_{14} \theta^{3}+\tilde{d}_{15} \theta^{2} \dot{\theta}+\tilde{d}_{16} \theta \dot{\theta}^{2}+\tilde{d}_{17} \dot{\theta}^{3}+ \\
& \tilde{d}_{18} \phi^{2} \theta+\tilde{d}_{19} \phi^{2} \dot{\theta}+\tilde{d}_{20} \dot{\phi}^{2} \theta+\tilde{d}_{21} \dot{\phi}^{2} \dot{\theta}+\tilde{d}_{22} \theta \beta^{2}+\tilde{d}_{23} \theta \dot{\beta}^{2}+ \\
& \tilde{d}_{24} \dot{\theta} \beta^{2}+\tilde{d}_{25} \dot{\theta} \dot{\beta}^{2}+\tilde{d}_{26} \phi \dot{\phi} \theta+\tilde{d}_{27} \phi \dot{\phi} \dot{\theta}+\tilde{d}_{28} \theta \beta \dot{\beta}+ \\
& \tilde{d}_{29} \dot{\theta} \beta \dot{\beta}+\tilde{d}_{30} \phi \theta \beta+\tilde{d}_{31} \phi \theta \dot{\beta}+\tilde{d}_{32} \phi \dot{\theta} \beta+\tilde{d}_{33} \phi \dot{\theta} \dot{\beta}+ \\
& \tilde{d}_{35} \dot{\phi} \theta \beta+\tilde{d}_{3} \dot{\phi} \theta \dot{\beta}+\tilde{d}_{36} \dot{\phi} \dot{\theta} \beta+\tilde{d}_{37} \dot{\phi} \dot{\beta} \tag{5.29}
\end{align*}
$$

Analysis of system dynamics based on these equations is performed in the next section.

### 5.5 Motion Analysis

As in the previous chapter, Multiple Time Scales (MTS) Method is used for this analysis to reduce the complicated equations of motion to a form where center manifold reduction techniques and bifurcation theory can readily be applied. To facilitate the application of the MTS method, we first parameterize the system's equations of motion.

The parameterization is based on several observations. First, since we only consider small motions around the equilibrium conditions, then for each equation we have

$$
\begin{equation*}
\lim _{\mathbf{x} \rightarrow \overline{\mathbf{0}}} \frac{|N(\mathbf{x})|}{|\mathbf{x}|} \rightarrow 0 \tag{5.30}
\end{equation*}
$$

where $\mathbf{x}=\{\beta \phi \theta \dot{\beta} \dot{\phi} \dot{\theta}\}^{\mathbf{T}}$ and $N(\mathbf{x})$ contains all the nonlinear terms in the equation. This is equivalent to saying that $N(\mathbf{x})=\mathbf{O}(\epsilon)$, where $0<\epsilon \ll 1$. Second, we use the fact that in the vicinity of the onset of wing rock, the magnitudes of the lateral motion are much larger than those of the longitudinal motion. This means that mathematically $O(\phi)=O(\beta)=O(\epsilon)$ and $O(\theta)=O\left(\epsilon^{2}\right)$. Third, in near wing rock case, the damping terms are usually small. Finally, we assume that the term $\frac{g}{\omega V}$ is small $(O(\epsilon))$, where $\omega$ denotes the dominant frequency of the rotational motion. This ratio can be interpreted as describing the ratio of the translational motion time scale with that of the rotational motion. The above assumption basically states that the rotational motion time scale is much faster than the translational time scale. This is consistent with our previous assumption that the translational motion is not influenced by the rotational motion. With the above observations and assumptions, the equations of motion can be written in a parameterized form as follows.

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}+f_{1}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})\right] \\
\ddot{\phi} & =\kappa_{1} \beta+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}+f_{2}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})\right] \\
\ddot{\theta}+\Omega^{2} \theta & =g(\beta, \dot{\beta}, \phi, \dot{\phi})+\epsilon\left[\nu \dot{\theta}+f_{3}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})\right] \tag{5.31}
\end{align*}
$$

where

$$
\begin{aligned}
g(\beta, \dot{\beta}, \phi, \dot{\phi})= & d_{4} \phi^{2}+d_{5} \phi \dot{\phi}+d_{6} \dot{\phi}^{2}+d_{7} \beta^{2}+d_{8} \beta \dot{\beta}+d_{9} \dot{\beta}^{2}+ \\
& d_{10} \phi \beta+d_{11} \phi \dot{\beta}+d_{12} \dot{\phi} \beta+d_{13} \dot{\phi} \dot{\beta} \\
f_{1}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})= & e_{1} \phi^{3}+e_{2} \phi^{2} \dot{\phi}+e_{3} \phi \dot{\phi}^{2}+e_{4} \dot{\phi}^{3}+e_{5} \beta^{3}+e_{6} \beta^{2} \dot{\beta}+ \\
& e_{7} \beta \dot{\beta}^{2}+e_{8} \dot{\beta}^{3}+e_{9} \phi^{2} \beta+e_{10} \phi^{2} \dot{\beta}+e_{11} \dot{\phi}^{2} \beta+e_{12} \dot{\phi}^{2} \dot{\beta}+
\end{aligned}
$$

$$
\begin{align*}
& e_{13} \phi \beta^{2}+e_{14} \phi \dot{\beta}^{2}+e_{15} \dot{\phi} \beta^{2}+e_{16} \dot{\phi} \dot{\beta}^{2}+e_{17} \phi \theta+e_{18} \phi \dot{\theta}+ \\
& e_{19} \dot{\phi} \theta+e_{20} \dot{\phi} \dot{\theta}+e_{21} \theta \beta+e_{22} \theta \dot{\beta}+e_{23} \dot{\theta} \beta+e_{24} \dot{\theta} \dot{\beta}+ \\
& e_{25} \phi \theta^{2}+e_{26} \phi \dot{\theta}^{2}+e_{27} \dot{\phi} \theta^{2}+e_{28} \dot{\phi} \dot{\theta}^{2}+e_{29} \theta^{2} \beta+e_{30} \theta^{2} \dot{\beta}+ \\
& e_{31} \dot{\theta}^{2} \beta+e_{32} \dot{\theta}^{2} \dot{\beta}+e_{33} \phi \dot{\phi} \beta+e_{34} \phi \dot{\phi} \dot{\beta}+e_{35} \phi \beta \dot{\beta}+ \\
f_{2}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})= & e_{36} \dot{\phi} \beta \dot{\beta}+e_{37} \phi \theta \dot{\theta}+c_{2} \phi^{2} \dot{\phi}+e_{38} \dot{\phi} \phi \dot{\theta} \dot{\theta}+e_{39} \theta \dot{\theta} \beta+c_{4} \dot{\phi}^{3}+c_{50} \beta^{3}+c_{6} \beta^{2} \dot{\beta} \dot{\beta}+ \\
& c_{7} \beta \dot{\beta}^{2}+c_{8} \dot{\beta}^{3}+c_{9} \phi^{2} \beta+c_{10} \phi^{2} \dot{\beta}+c_{11} \dot{\phi}^{2} \beta+c_{12} \dot{\phi}^{2} \dot{\beta}+ \\
& c_{13} \phi \beta^{2}+c_{14} \phi \dot{\beta}^{2}+c_{15} \dot{\phi} \beta^{2}+c_{16} \dot{\phi} \dot{\beta}^{2}+c_{17} \phi \theta+c_{18} \phi \dot{\theta}+ \\
& c_{19} \dot{\phi} \theta+c_{20} \dot{\phi} \dot{\theta}+c_{21} \theta \beta+c_{22} \theta \dot{\beta}+c_{23} \dot{\theta} \beta+c_{24} \dot{\theta} \dot{\beta}+ \\
& c_{25} \phi \theta^{2}+c_{26} \phi \dot{\theta}^{2}+c_{27} \dot{\phi} \theta^{2}+c_{28} \dot{\phi} \dot{\theta}^{2}+c_{29} \theta^{2} \beta+c_{30} \theta^{2} \dot{\beta}+ \\
& c_{31} \dot{\theta}^{2} \beta+c_{32} \dot{\theta}^{2} \dot{\beta}+c_{33} \phi \dot{\phi} \beta+c_{34} \phi \dot{\phi} \dot{\beta}+c_{35} \phi \beta \dot{\beta}+ \\
& c_{36} \dot{\phi} \beta \dot{\beta}+c_{37} \phi \theta \dot{\theta}+c_{38} \dot{\phi} \theta \dot{\theta}+c_{39} \theta \dot{\theta} \beta+c_{40} \dot{\theta} \dot{\beta} \\
f_{3}(\beta, \dot{\beta}, \phi, \dot{\phi}, \theta, \dot{\theta})= & d_{1} \theta^{2}+d_{2} \theta \dot{\theta}+d_{3} \dot{\theta}^{2}+d_{14} \theta^{3}+d_{15} \theta^{2} \dot{\theta}+d_{16} \theta \dot{\theta}^{2}+d_{17} \dot{\theta}^{3}+ \\
& d_{18} \phi^{2} \theta+d_{19} \phi^{2} \dot{\theta}+d_{20} \dot{\phi}^{2} \theta+d_{21} \dot{\phi}^{2} \dot{\theta}+d_{22} \theta \beta^{2}+d_{23} \theta \dot{\beta}^{2}+ \\
& d_{24} \dot{\theta} \beta^{2}+d_{25} \dot{\theta} \dot{\beta}^{2}+d_{26} \phi \dot{\phi} \theta+d_{27} \phi \dot{\phi} \dot{\theta}+d_{28} \theta \beta \dot{\beta}+ \\
& d_{29} \dot{\theta} \beta \dot{\beta}+d_{30} \phi \theta \beta+d_{31} \phi \theta \dot{\beta}+d_{32} \phi \dot{\theta} \beta+d_{33} \phi \dot{\theta} \dot{\beta}+ \\
& d_{34} \dot{\phi} \theta \beta+d_{35} \dot{\phi} \theta \dot{\beta}+d_{36} \dot{\phi} \dot{\theta} \beta+d_{37} \dot{\phi} \dot{\theta} \dot{\beta}
\end{align*}
$$

The relations between the coefficients in Equation (5.31) and Equation (5.29) are given in Appendix E.

We will attempt to the principle of minimal simplification (subsection 2.2.3) to determine the appropriate time scales for the system. The form of the longitudinal equation is the same as in the two degrees-of-freedom case, and as we have already seen, a simple time scales ordering works ( $t, \epsilon t, \ldots$ ). Therefore, the time scales for this system are determined mainly by the two lateral equations. For convenience, we first decouple the linear part of the lateral equations. The decoupling process is not difficult, but it is rather lengthy. The result of linearly decoupling these equations is given below.

$$
\begin{equation*}
\dddot{\phi}+\epsilon v_{1} \dddot{\phi}+\left(v_{2}+\epsilon v_{3}+\epsilon^{2} v_{4}\right) \ddot{\phi}+\left(\epsilon v_{5}+\epsilon^{2} v_{6}\right) \dot{\phi}+\epsilon v_{7} \phi=\epsilon F_{1}+\epsilon^{2} F_{2} \tag{5.33}
\end{equation*}
$$

where

$$
\begin{array}{ll}
v_{1}=-\left(\eta_{1}+\xi_{1}\right) & v_{5}=-\left(\kappa_{1} \eta_{2}+\omega_{1}^{2} \xi_{1}\right) \\
v_{2}=\omega_{1}^{2} & v_{6}=-\left(\xi_{2} \kappa_{2}-\eta_{1} \kappa_{3}\right) \\
v_{3}=-\kappa_{3} & v_{7}=-\left(\kappa_{1} \kappa_{2}+\omega_{1}^{2} \kappa_{3}\right) \\
v_{4}=-\left(\eta_{2} \xi_{2}-\eta_{1} \xi_{1}\right) & \\
F_{1}=\kappa_{1} f_{1}+\omega_{1}^{2} f_{2}+\ddot{f}_{2} &  \tag{5.34}\\
F_{2}=\xi_{2} \dot{f}_{1}-\eta_{1} \dot{f}_{2} &
\end{array}
$$

The independent variable is then extended as follows

$$
\begin{array}{ll}
t \rightarrow\left\{\tau_{0}, \tau_{1}\right\} & \tau_{0}=t \\
& \tau_{1}=\epsilon^{\sigma} t \tag{5.35}
\end{array}
$$

With this extension, the differential equation (5.33) becomes a partial differential equation as follows.

$$
\begin{align*}
& \frac{\partial^{4} \phi}{\partial \tau_{0}^{4}}+\epsilon^{\sigma} 4 \frac{\partial^{4} \phi}{\partial \tau_{0}^{3} \partial \tau_{1}}+\epsilon^{2 \sigma} 6 \frac{\partial^{4} \phi}{\partial \tau_{0}^{2} \partial \tau_{1}^{2}}+\epsilon^{3 \sigma} 4 \frac{\partial^{4} \phi}{\partial \tau_{0} \partial \tau_{1}^{3}}+\epsilon^{4 \sigma} \frac{\partial^{4} \phi}{\partial \tau_{1}^{4}}+ \\
& \epsilon v_{1} \frac{\partial^{3} \phi}{\partial \tau_{0}^{3}}+\epsilon^{1+\sigma} 3 v_{1} \frac{\partial^{3} \phi}{\partial \tau_{0}^{2} \partial \tau_{1}}+\epsilon^{1+2 \sigma} 3 v_{1} \frac{\partial^{3} \phi}{\partial \tau_{0} \partial \tau_{1}^{2}}+\epsilon^{1+3 \sigma} v_{1} \frac{\partial^{3} \phi}{\partial \tau_{1}^{3}}+ \\
& \left(v_{2}+\epsilon v_{3}+\epsilon^{2} v_{4}\right) \frac{\partial^{2} \phi}{\partial \tau_{0}^{2}}+\epsilon^{\sigma} 2\left(v_{2}+\epsilon v_{3}+\epsilon^{2} v_{4}\right) \frac{\partial^{2} \phi}{\partial \tau_{0} \partial \tau_{1}}+ \\
& \epsilon^{2 \sigma}\left(v_{2}+\epsilon v_{3}+\epsilon^{2} v_{4}\right) \frac{\partial^{2} \phi}{\partial \tau_{1}^{2}}+\left(\epsilon v_{5}+\epsilon^{2} v_{6}\right) \frac{\partial \phi}{\partial \tau_{0}}+\epsilon^{\sigma}\left(\epsilon v_{5}+\epsilon^{2} v_{6}\right) \frac{\partial \phi}{\partial \tau_{1}}+ \\
& \epsilon v_{7} \phi=\epsilon F_{1}+\epsilon^{2} F_{2} \tag{5.36}
\end{align*}
$$

In general, each term in (5.36) is of the form $\epsilon^{c_{0}+c_{1} \sigma}(\cdot)$, where the terms in $(\cdot)$ are assumed to be of $O(1)$.

However, in this situation, the principle of minimal simplification does not yield meaningful information. Therefore, we need to use the extensions of this idea, and invoke Ramnath's principle of subminimal simplification [32]. This leads to the choice

$$
\begin{equation*}
\sigma=1 \tag{5.37}
\end{equation*}
$$

which basically suggests simple time scales ordering for the system $(\{t, \epsilon t, \ldots\})$. However, continuing the MTS analysis using these time scales leads us into mathematical difficulty, and one has to go to the next rank of simplification to get a meaningful result.

Continuing this idea, we are led to the choice

$$
\begin{equation*}
\sigma=\frac{1}{2} \tag{5.38}
\end{equation*}
$$

This result is equivalent to the time scales ordering $\left\{t, \epsilon^{\frac{1}{2}} t, \epsilon t, \ldots\right\}$. As we shall see later, this result leads to a meaningful result and so, the analysis that follows is based on these time scales. Three time scales are used in the analysis, since the use of two time scales only is not enough to capture all the essential dynamics of the system. Also, instead of using the linearly decoupled fourth order lateral equation, we use the original coupled second order equations, because the mathematics is more compact and they both lead to the same result.

To formalize the previous result, the independent variable is extended according to

$$
t \rightarrow\left\{\tau_{0}, \tau_{1}, \tau_{2}\right\} \quad \begin{align*}
& \tau_{0}=t \\
& \\
&  \tag{5.39}\\
& \tau_{1}=\epsilon^{\frac{1}{2}} t \\
& \\
& \tau_{2}=\epsilon t
\end{align*}
$$

The dependent variables are extended as

$$
\begin{align*}
\beta(t) & \rightarrow \beta_{0}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\epsilon \beta_{1}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\ldots \\
\phi(t) & \rightarrow \phi_{0}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\epsilon \phi_{1}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\ldots \\
\theta(t) & \rightarrow \theta_{0}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\epsilon \theta_{1}\left(\tau_{0}, \tau_{1}, \tau_{2}\right)+\ldots \tag{5.40}
\end{align*}
$$

These extended variables are substituted into Equation (5.31) and then grouped according to their orders. This process is not difficult although it is quite lengthy. Order by order analysis can then be performed by equating each group to zero.

The dominant order group $(O(1))$ yields

$$
\begin{align*}
\frac{\partial^{2} \beta_{0}}{\partial \tau_{0}^{2}}+\omega_{1}^{2} \beta_{0} & =0 \\
\frac{\partial^{2} \phi_{0}}{\partial \tau_{0}^{2}} & =\kappa_{1} \beta_{0} \\
\frac{\partial^{2} \theta_{0}}{\partial \tau_{0}^{2}}+\Omega^{2} \theta_{0} & =g\left(\beta_{0}, \dot{\beta}_{0}, \phi_{0}, \dot{\phi}_{0}\right) \tag{5.41}
\end{align*}
$$

The solution of the first equation in (5.41) is

$$
\begin{equation*}
\beta_{0}=A_{1}\left(\tau_{1}, \tau_{2}\right) \sin \Psi_{1} ; \quad \Psi_{1} \equiv \omega_{1} \tau_{0}+B_{1}\left(\tau_{1}\right) \tag{5.42}
\end{equation*}
$$

The substitution of this solution into the second equation in (5.41) yields

$$
\begin{equation*}
\phi_{0}=-\frac{\kappa_{1}}{\omega_{1}^{2}} A_{1}\left(\tau_{1}, \tau_{2}\right) \sin \Psi_{1}+C\left(\tau_{1}, \tau_{2}\right)+D\left(\tau_{1}, \tau_{2}\right) \tau_{0} \tag{5.43}
\end{equation*}
$$

The last term in the above equation is a secular term, which destroys the accuracy of the asymptotic approximation for long times [41]. The existence of such a term is not uncommon in an asymptotic expansion. However, appropriate counterterms can be constructed to cancel this term. The construction is based on the compatibility conditions that must be satisfied by the expansion. A detailed discussion on this subject is presented in [41]. Mathematical elaboration on this point is not done here, however it is clear from the physical reason that $D\left(\tau_{1}, \tau_{2}\right)$ must be dropped in order to get a meaningful result. Therefore,

$$
\begin{equation*}
\phi_{0}=\phi_{0_{1}}+\phi_{0_{2}} \tag{5.44}
\end{equation*}
$$

where

$$
\begin{align*}
\phi_{0_{1}} & =-\frac{\kappa_{1}}{\omega_{1}^{2}} A_{1}\left(\tau_{1}, \tau_{2}\right) \sin \Psi_{1} \\
\phi_{0_{2}} & =C\left(\tau_{1}, \tau_{2}\right) \tag{5.45}
\end{align*}
$$

$\phi_{0_{1}}$ and $\phi_{0_{2}}$ are treated as two independent solutions. Although we are dealing with a nonlinear system, this treatment is justifiable, since these solutions are obtained from a set of linear partial differential equations. We will deal first with $\phi_{0_{1}}$.

The substitution of $\beta_{0}$ and $\phi_{0_{1}}$ obtained above into the third equation in (5.41) results in

$$
\begin{equation*}
\theta_{0}=\theta_{0_{1}}+\theta_{0_{2}} \tag{5.46}
\end{equation*}
$$

where

$$
\begin{align*}
& \theta_{0_{1}}=A_{2}\left(\tau_{1}, \tau_{2}\right) \sin \Psi_{2} \quad ; \quad \Psi_{2} \equiv \Omega \tau_{0}+B_{2}\left(\tau_{1}, \tau_{2}\right) \\
& \theta_{0_{2}}=m_{0} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right)+m_{1} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right) \cos 2 \Psi_{1}+m_{2} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right) \sin 2 \Psi_{1} \tag{5.47}
\end{align*}
$$

with

$$
\begin{align*}
& m_{0}=\frac{1}{2 \Omega^{2}}\left[\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)^{2}\left(d_{1}+d_{3} \omega_{1}^{2}\right)+\left(d_{4}+d_{6} \omega_{1}^{2}\right)-\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)\left(d_{7}+d_{10} \omega_{1}^{2}\right)\right] \\
& m_{1}=\frac{1}{2\left(\Omega^{2}-\omega_{1}^{2}\right)}\left[-\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)^{2}\left(d_{1}-d_{3} \omega_{1}^{2}\right)-\left(d_{4}-d_{6} \omega_{1}^{2}\right)+\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)\left(d_{7}-d_{10} \omega_{1}^{2}\right)\right] \\
& m_{2}=\frac{1}{2\left(\Omega^{2}-\omega_{1}^{2}\right)}\left[\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)^{2} d_{2} \omega_{1}+d_{5} \omega_{1}-\left(\frac{\kappa_{1}}{\omega_{1}^{2}}\right)\left(d_{8}+d_{9}\right)\right] \tag{5.48}
\end{align*}
$$

In Equation (5.46), $\theta_{0_{1}}$ and $\theta_{0_{2}}$ are the homogeneous and the particular solutions of the dominant longitudinal equation, respectively.

Continuing the analysis to the next order $\left(O\left(\epsilon^{\frac{1}{2}}\right)\right)$ we get

$$
\begin{align*}
\frac{\partial^{2} \beta_{0}}{\partial \tau_{0} \partial \tau_{1}}= & 0 \\
\frac{\partial^{2} \phi_{0}}{\partial \tau_{0} \partial \tau_{1}}= & 0 \\
\frac{\partial^{2} \theta_{0}}{\partial \tau_{0} \partial \tau_{1}}= & d_{2} \phi_{0} \frac{\partial \phi_{0}}{\partial \tau_{1}}+2 d_{3} \frac{\partial \phi_{0}}{\partial \tau_{0}} \frac{\partial \phi_{0}}{\partial \tau_{1}}+d_{5} \beta_{0} \frac{\partial \beta_{0}}{\partial \tau_{1}}+2 d_{6} \frac{\partial \beta_{0}}{\partial \tau_{0}} \frac{\partial \beta_{0}}{\partial \tau_{1}}+ \\
& d_{8} \phi_{0} \frac{\partial \beta_{0}}{\partial \tau_{1}}+d_{9} \beta_{0} \frac{\partial \phi_{0}}{\partial \tau_{1}}+d_{10} \frac{\partial \phi_{0}}{\partial \tau_{0}} \frac{\partial \beta_{0}}{\partial \tau_{1}}+d_{10} \frac{\partial \phi_{0}}{\partial \tau_{1}} \frac{\partial \beta_{0}}{\partial \tau_{0}} \tag{5.49}
\end{align*}
$$

The substitution of $\beta_{0}$ and $\phi_{0}$ from Equations (5.42) and (5.44) into the first two equations in (5.49) leads to the following equation.

$$
\begin{equation*}
\frac{\partial A_{1}}{\partial \tau_{1}} \cos \Psi_{1}-A_{1} \frac{\partial B_{1}}{\partial \tau_{1}} \sin \Psi_{1}=0 \tag{5.50}
\end{equation*}
$$

The above equation can only be satisfied when

$$
\begin{equation*}
\frac{\partial A_{1}}{\partial \tau_{1}}=\frac{\partial B_{1}}{\partial \tau_{1}}=0 \tag{5.51}
\end{equation*}
$$

This implies that $A_{1}$ and $B_{1}$ are not functions of $\tau_{1}\left(A_{1}, B_{1} \neq f\left(\tau_{1}\right)\right)$. We now look at the third equation in (5.49). Notice that due to the above result, the righthand side of this equation becomes zero. Then, by substituting $\theta_{0}$ in (5.46) into the equation, we get

$$
\begin{equation*}
\frac{\partial A_{2}}{\partial \tau_{1}} \cos \Psi_{2}-A_{2} \frac{\partial B_{2}}{\partial \tau_{1}} \sin \Psi_{2}=0 \tag{5.52}
\end{equation*}
$$

This equation is satisfied only when

$$
\begin{equation*}
\frac{\partial A_{2}}{\partial \tau_{1}}=\frac{\partial B_{2}}{\partial \tau_{1}}=0 \tag{5.53}
\end{equation*}
$$

which means that $A_{2}$ and $B_{2}$ are not functions of $\tau_{1}$. It is clear from the above development that $A_{1}, B_{1}, A_{2}$, and $B_{2}$ are functions of $\tau_{2}$ only.

Next order analysis on $\beta$ equation yields

$$
\begin{align*}
O(\epsilon): \frac{\partial^{2} \beta_{1}}{\partial \tau_{0}^{2}}+\omega_{1}^{2} \beta_{1}= & -2 \frac{\partial^{2} \beta_{0}}{\partial \tau_{0} \partial \tau_{2}}-\frac{\partial^{2} \beta_{0}}{\partial \tau_{1}^{2}}+\eta_{1} \frac{\partial \beta_{0}}{\partial \tau_{0}}+\kappa_{2} \phi_{0}+ \\
& \eta_{1} \frac{\partial \phi_{0}}{\partial \tau_{0}}+f_{1_{0}} \\
= & {\left[\text { Coef }_{1}\right] \cos \Psi_{1}+\left[\text { Coef }_{2}\right] \sin \Psi_{1}+\ldots } \tag{5.54}
\end{align*}
$$

where $f_{1_{0}}$ is the extended version of the nonlinear function $f_{1}$ of $O(1)$. Note that in the above equation, fourth and higher order terms are neglected. It can be observed from the above equation that the presence of the nonzero $\cos \Psi_{1}$ and $\sin \Psi_{1}$ terms on the righthand side will give rise to the secular terms in the $\beta_{1}$ solution and this makes the approximation obtained nonuniform. To obtain a uniform approximation, we set the coefficients of these terms to zero. By doing so, we get

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{2}} & =\frac{\mu}{2} A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
\frac{d B_{1}}{d \tau_{1}} & =p_{3}+p_{4} A_{1}^{2}+p_{5} A_{2}^{2} \tag{5.55}
\end{align*}
$$

where

$$
\begin{aligned}
\mu= & \frac{1}{2}\left(\eta_{1}-\frac{\kappa_{1}}{\omega_{1}^{2}} \eta_{2}\right) \\
p_{1}= & -\frac{1}{8} \frac{\kappa_{1}^{3}}{\omega_{1}^{6}} e_{2}-\frac{3}{8} \frac{\kappa_{1}^{3}}{\omega_{1}^{4}} e_{4}+\frac{1}{8} e_{6}+\frac{3}{8} \omega_{1}^{2} e_{8}+\frac{1}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{4}} e_{10}+\frac{3}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{2}} e_{12}-\frac{1}{8} \frac{\kappa_{1}}{\omega_{1}^{2}} e_{15}- \\
& \frac{3}{8} \kappa_{1} e_{16}-\frac{1}{4} \frac{\kappa_{1} m_{3}}{\omega_{1}^{3}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{17}+\frac{1}{2} \frac{\kappa_{1} m_{2}}{\omega_{1}^{2}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{18}-\frac{1}{2}\left(\frac{\kappa_{1} m_{1}}{\omega_{1}^{2} \Omega^{2}}+\right. \\
& \left.\frac{1}{2} \frac{\kappa_{1} m_{2}}{\omega_{1}^{2}\left(\Omega^{2}-4 \omega_{1}^{2}\right)}\right) e_{19}-\frac{1}{2} \frac{\kappa_{1} m_{3}}{\omega_{1}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{20}+\frac{1}{4} \frac{m_{3}}{\omega_{1}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{21}+ \\
& \frac{1}{2}\left(\frac{m_{1}}{\Omega^{2}}+\frac{m_{2}}{\Omega^{2}-4 \omega_{1}^{2}}\right) e_{22}-\frac{1}{2} \frac{m_{2}}{\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{23}+\frac{1}{2} \frac{m_{3} \omega_{2}}{\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{24}+ \\
& \frac{1}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{4}} e_{33}-\frac{1}{8} \frac{\kappa_{1}}{\omega_{1}^{2}} e_{35}
\end{aligned}
$$

$$
\begin{align*}
p_{2}= & -\frac{1}{4} \frac{\kappa_{1}}{\omega_{1}^{2}} e_{27}-\frac{1}{4} \frac{\kappa_{1} \Omega^{2}}{\omega_{1}^{2}} e_{28}+\frac{1}{4} e_{30}+\frac{1}{4} \Omega^{2} e_{32} \\
p_{3}= & -\frac{1}{4} \frac{\kappa_{1}}{\omega_{1}^{2}} e_{2}-\frac{3}{4} \frac{\kappa_{1} \omega_{1}^{2}}{\omega_{1}^{2}} e_{4}+\frac{1}{4} e_{10}+\frac{1}{4} \omega_{1}^{2} e_{12} \\
p_{4}= & \frac{\kappa_{1} \kappa_{2}}{2 \omega_{1}^{3}} \\
p_{5}= & \frac{3}{8} \frac{\kappa_{1}^{3}}{\omega_{1}^{7}} e_{1}+\frac{1}{8} \frac{\kappa_{1}^{3}}{\omega_{1}^{5}} e_{3}-\frac{3}{8} \frac{1}{\omega_{2}} e_{5}-\frac{1}{4} \omega_{2} e_{7}-\frac{3}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{5}} e_{9}-\frac{1}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{3}} e_{11}+\frac{3}{8} \frac{\kappa_{1}}{\omega_{1}^{3}} e_{13}+ \\
& \frac{1}{8} \frac{\kappa_{1}}{\omega_{1}} e_{14}+\frac{1}{2}\left(\frac{\kappa_{1} m_{1}}{\omega_{1}^{3} \Omega^{2}}-\frac{1}{2} \frac{\kappa_{1} m_{2}}{\omega_{1}^{3}\left(\Omega^{2}-4 \omega_{1}^{2}\right)}\right) e_{17}-\frac{1}{2} \frac{\kappa_{1} m_{3}}{\omega_{1}^{2}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{18}- \\
& -\frac{1}{2}\left(\frac{m_{1}}{\omega_{1} \Omega^{2}}-\frac{m_{2}}{\omega_{1}\left(\Omega^{2}-4 \omega_{1}^{2}\right)}\right) e_{21}-\frac{1}{2} \frac{\kappa_{1} m_{2}}{\omega_{1}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{20}- \\
& \frac{1}{4} \frac{m_{3}}{\Omega^{2}-4 \omega_{1}^{2}} e_{22}+\frac{1}{2} \frac{m_{3}}{\Omega^{2}-4 \omega_{1}^{2}} e_{23}+\frac{1}{2} \frac{\omega_{1} m_{2}}{\Omega^{2}-4 \omega_{1}^{2}} e_{24}-\frac{1}{8} \frac{\kappa_{1}^{2}}{\omega_{1}^{3}} e_{34}+ \\
& \frac{1}{8} \frac{\kappa_{1}}{\omega_{2}} e_{36}+\frac{1}{4} \frac{\kappa_{1} m_{3}}{\omega_{1}^{2}\left(\Omega^{2}-4 \omega_{1}^{2}\right)} e_{19} \tag{5.56}
\end{align*}
$$

The first equation in (5.55) is the lateral amplitude equation while the second one gives the phase correction of this lateral oscillation. These equations describe the slowly changing behavior of the amplitude and phase of this particular mode. Notice that these differential equations depend on the longitudinal mode through $A_{2}$. The equations that govern the amplitude and the phase correction of the homogeneous longitudinal mode are derived next.

The $O(\epsilon)$ terms in the longitudinal equation leads to the following.

$$
\begin{align*}
O(\epsilon): \frac{\partial^{2} \theta_{1}}{\partial \tau_{0}^{2}}+\Omega_{1}^{2} \theta_{1} & =-2 \frac{\partial^{2} \theta_{0}}{\partial \tau_{0} \partial \tau_{2}}+\nu \frac{\partial \theta_{0}}{\partial \tau_{0}}+g_{2}+f_{3_{0}} \\
& =\left[\text { Coef }_{3}\right] \cos \Psi_{2}+\left[\text { Coe }_{4}\right] \sin \Psi_{2}+\ldots \tag{5.57}
\end{align*}
$$

As before, the terms involving $\cos \Psi_{2}$ and $\Psi_{2}$ on the righthand side of the equation contribute to the secular terms in the solution. Therefore, for a uniform approximation, the coefficients of these terms are set to zero. Therefore,

$$
\begin{align*}
& \frac{d A_{2}}{d \tau_{2}}=\frac{1}{2} \nu A_{2}+q_{1} A_{2}^{3}+q_{2} A_{1}^{2} A_{2} \\
& \frac{d B_{2}}{d \tau_{2}}=q_{3} A_{1}^{2}+q_{4} A_{2}^{2} \tag{5.58}
\end{align*}
$$

where

$$
\begin{align*}
q_{1}= & \frac{1}{8} d_{15}+\frac{3}{8} \Omega^{2} d_{17} \\
q_{2}= & \frac{1}{4} \frac{\kappa_{1} \Omega}{\omega_{1}^{4}} d_{19}+\frac{1}{4} \frac{\kappa_{1}^{2}}{\omega_{1}^{2}} d_{21}+\frac{1}{4} d_{24}+\frac{1}{4} \omega_{1}^{2} d_{25}-\frac{1}{4} \frac{\kappa_{1}}{\omega_{1}^{2}} d_{32}- \\
& \frac{1}{4} \kappa_{1} d_{37}+\frac{1}{2} \frac{m_{1}}{\Omega^{2}} \\
q_{3}= & -\frac{m_{1}}{\Omega^{3}} d_{1}-\frac{1}{4} \frac{\kappa_{1}^{2}}{\Omega \omega_{1}^{4}} d_{18}-\frac{1}{4} \frac{1}{\Omega} d_{22}+\frac{1}{4} \frac{\kappa_{1}}{\Omega \omega_{1}^{2}} d_{30}-\frac{1}{4} \frac{\kappa_{1}^{2}}{\Omega \omega_{1}^{2}} d_{20}- \\
& \frac{1}{4} \frac{\omega_{1}^{2}}{\Omega} d_{23}+\frac{1}{4} \frac{\kappa_{1}}{\Omega} d_{35} \\
q_{4}= & -\frac{3}{8} \frac{1}{\Omega} d_{14}-\frac{1}{8} \Omega d_{16} \tag{5.59}
\end{align*}
$$

Equation (5.58) describes the amplitude and phase correction history of the homogeneous longitudinal mode. This set of first order differential equations together with the one in Equation (5.55) form a complete set of differential equations that need to be solved in order to get the amplitude and phase correction history of the dominant lateral and longitudinal modes. Exact solutions of this set of equations are very difficult to obtain, however they are in the form where the center manifold reduction technique can readily be applied. We will look into more detail on the application of the technique later.

We now focus on the other mode that appears on the roll mode, denoted previously by $\phi_{0_{2}}$. The governing equation for this particular mode can be obtained by examining the $O(\epsilon) \phi$-equation as follows.

$$
\begin{align*}
\frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}= & \kappa_{1} \beta_{1}+\kappa_{3} \phi_{0}-2 \frac{\partial^{2} \phi_{0}}{\partial \tau_{0} \partial \tau_{2}}-\frac{\partial^{2} \phi_{0}}{\partial \tau_{1}^{2}}+ \\
& \xi_{1} \frac{\partial \phi_{0}}{\partial \tau_{0}}+\xi_{2} \frac{\partial \beta_{0}}{\partial \tau_{0}}+f_{2_{0}} \tag{5.60}
\end{align*}
$$

The substitution of $\phi_{0_{2}}$ into $\phi$ in the above equation results in an equation of the following form.

$$
\begin{equation*}
\frac{\partial^{2} \phi_{1}}{\partial \tau_{0}^{2}}=f\left(\tau_{1}, \tau_{2}\right)+P\left(\tau_{0}, \tau_{1}, \tau_{2}\right) \tag{5.61}
\end{equation*}
$$

where $P\left(\tau_{0}, \tau_{1}, \tau_{2}\right)$ contains periodic terms in $\tau_{0}$. These periodic terms in general generate periodic terms after integration. On the other hand, after integration $f\left(\tau_{1}, \tau_{2}\right)$ results in

$$
\begin{equation*}
k_{1}\left(\tau_{1}, \tau_{2}\right)+k_{2}\left(\tau_{1}, \tau_{2}\right) \tau_{0}+\frac{1}{2} f\left(\tau_{1}, \tau_{2}\right) \tau_{0}^{2} \tag{5.62}
\end{equation*}
$$

which is secular and destroys the uniformity of the approximation. Hence, to maintain uniformity, we must set

$$
\begin{equation*}
f\left(\tau_{1}, \tau_{2}\right)=0 \tag{5.63}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\frac{\partial^{2} C}{\partial \tau_{1}^{2}}+\omega_{2}^{2} C+u_{1} C^{3}=0 \tag{5.64}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{2}^{2}=\kappa_{3}+\frac{\kappa_{1} \kappa_{2}}{\omega_{1}^{2}} \\
& u_{1}=c_{1}+c_{17} \frac{d_{1}}{\Omega^{2}}+\frac{\kappa_{1}}{\omega_{1}^{2}}\left(e_{1}+e_{17} \frac{d_{1}}{\Omega^{2}}\right) \tag{5.65}
\end{align*}
$$

The derivation of the solution of this equation follows. By considering that the amplitude of the equation varies with the slower time scale $\tau_{2}$ and $\frac{\partial C}{\partial \tau_{1}}=0$ at the the amplitude, then Equation (5.64) can be integrated to yield

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial C}{\partial \tau_{1}}\right)^{2}+\frac{1}{2} \omega_{2}^{2} C^{2}+\frac{1}{4} u_{1} C^{4}=\frac{1}{2} \omega_{2}^{2} A_{3}^{2}\left(\tau_{2}\right)+\frac{1}{4} u_{1} A_{3}^{4}\left(\tau_{2}\right) \tag{5.66}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\frac{\partial C}{\partial \tau_{1}}\right)^{2}=\frac{u_{1}}{2}\left(A_{3}^{2}\left(\tau_{2}\right)-C^{2}\right)\left(\frac{2 \omega_{2}^{2}}{u_{1}}+A_{3}^{2}\left(\tau_{2}\right)+C^{2}\right) \tag{5.67}
\end{equation*}
$$

where $A_{3}\left(\tau_{2}\right)$ is the amplitude of the motion. By separating the variables and then integrating, we obtain the solution in terms of elliptic integrals as follows.

$$
\begin{equation*}
\tau_{1}=\sqrt{\frac{2}{u_{1}}} \int \frac{d C}{\sqrt{\left(A_{3}^{2}\left(\tau_{2}\right)-C^{2}\right)\left(\frac{2 \omega_{2}^{2}}{u_{1}}+A_{3}^{2}\left(\tau_{2}\right)+C^{2}\right)}} \tag{5.68}
\end{equation*}
$$

Using the table of elliptic integrals in [42], the above solution can be expressed in terms of elliptic function as follows.

$$
\begin{equation*}
\tau_{1}=\frac{1}{\omega_{2} \sqrt{1+\frac{u_{1}}{\omega_{1}^{2}} A_{3}^{2}\left(\tau_{2}\right)}} c n^{-1}\left(\frac{C}{A_{3}\left(\tau_{2}\right)}, k\right) \tag{5.69}
\end{equation*}
$$

where $k$ is the modulus, which in this case is given by

$$
\begin{equation*}
k=\frac{A_{3}^{2}\left(\tau_{2}\right)}{\frac{2 \omega_{2}^{2}}{u_{1}}+2 A_{3}^{2}\left(\tau_{2}\right)} \tag{5.70}
\end{equation*}
$$

The inversion of Equation (5.69) yields

$$
\begin{equation*}
C\left(\tau_{1}, \tau_{2}\right)=A_{3}\left(\tau_{2}\right) c n\left(\omega_{2} \sqrt{1+\frac{u_{1}}{\omega_{1}^{2}} A_{3}^{2}\left(\tau_{2}\right)} \tau_{1}\right) \tag{5.71}
\end{equation*}
$$

The period of the oscillation is given by (see [43])

$$
\begin{equation*}
P=\frac{4 \chi}{\omega_{2} \sqrt{1+\frac{u_{1}}{\omega_{1}^{2}} A_{3}^{2}}} \tag{5.72}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\frac{1}{2} \pi\left[1+\left(\frac{1}{2}\right)^{2} k^{2}+\left(\frac{1.3}{2.4}\right)^{2} k^{4}+\ldots\right] \tag{5.73}
\end{equation*}
$$

If we only consider small amplitude motions, then the modulus, $k$, is small, and $\chi$ can be approximated very well using

$$
\begin{equation*}
\chi \approx \frac{1}{2} \pi\left[1+\left(\frac{1}{2}\right)^{2} k^{2}\right] \tag{5.74}
\end{equation*}
$$

Using this approximation, we get

$$
\begin{equation*}
\chi=\frac{1}{2} \pi\left[1+\frac{1}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)\right] \tag{5.75}
\end{equation*}
$$

The period of the oscillation can then be expressed as

$$
\begin{equation*}
P=2 \pi \frac{1+\frac{1}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)}{\omega_{2} \sqrt{1+\frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)}} \tag{5.76}
\end{equation*}
$$

The angular frequency can be written as

$$
\omega_{3}=\frac{2 \pi}{P}
$$

$$
\begin{equation*}
=\frac{\omega_{2} \sqrt{1+\frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)}}{1+\frac{1}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)} \tag{5.77}
\end{equation*}
$$

Then, by using binomial expansion, we obtain

$$
\begin{align*}
\omega_{3} & \approx \omega_{2}\left(1+\frac{1}{2} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)\right)\left(1-\frac{1}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)\right) \\
& \approx \omega_{2}\left(1+\frac{3}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)\right) \tag{5.78}
\end{align*}
$$

As we have mentioned previously, the modulus, $k$, of the elliptic function is small for the case of interest. This implies that the departure of the elliptic function from the elementary sinusoidal function (sine or cosine) is also small. In general, for small $k$, we can approximate the elliptic function (5.71) fairly well using the sinusoidal function with the same frequency as follows.

$$
\begin{equation*}
C\left(\tau_{1}, \tau_{2}\right)=A_{3}\left(\tau_{2}\right) \sin \left[\omega_{2}\left(1+\frac{3}{8} \frac{u_{1}}{\omega_{2}^{2}} A_{3}^{2}\left(\tau_{2}\right)\right) \tau_{1}+B_{3}\left(\tau_{2}\right)\right] \tag{5.79}
\end{equation*}
$$

where $A_{3}$ and $B_{3}$ represent the amplitude and phase-correction of the solution, respectively. We will use this representation in the rest of the analysis.

The amplitude variation and the phase-correction can be found using the next order group of terms in the expansion of Equation (5.31). Substituting $C\left(\tau_{1}, \tau_{2}\right)$ in place of $\phi_{0}$ into the $O\left(\epsilon^{\frac{3}{2}}\right)$ terms results in

$$
\begin{equation*}
2 \frac{\partial^{2} C}{\partial \tau_{1} \partial \tau_{2}}=\left(\xi_{2}+\frac{\kappa_{1} \eta_{2}}{\omega_{1}^{2}}\right) \frac{\partial C}{\partial \tau_{1}}+c_{2} C^{2} \frac{\partial C}{\partial \tau_{1}} \tag{5.80}
\end{equation*}
$$

Inserting $C$ from (5.79) into the above equation and then equating the coefficient of the $\cos \omega_{2} \tau_{1}$ to zero, we obtain

$$
\begin{align*}
\frac{d A_{3}}{d \tau_{2}} & =\frac{1}{2}\left(\xi_{2}+\frac{\kappa_{1} \eta_{2}}{\omega_{1}^{2}}\right) A_{3}+\frac{1}{8} c_{2} A_{3}^{3} \\
\frac{d B_{3}}{d \tau_{2}} & =0 \tag{5.81}
\end{align*}
$$

Note that in obtaining this equation, we use the simplifying assumption that the part of the frequency that is amplitude-dependent can be neglected since we only deal with small amplitude motions. Equation (5.81) is the governing equation for $A_{3}$ and
$B_{3}$. The amplitude equation determines the stability of this particular mode. We will continue our analysis by considering the stability of the nominal conditions based on our results so far.

### 5.5.1 Local Stability of the Nominal Conditions

To see the stability of the nominal conditions, only the amplitude equations need to be considered. Specifically, for local stability purposes, the linearization of the amplitude equations around the point $\left(A_{1}, A_{2}, A_{3}\right)=(0,0,0)$ is examined. We refer to this point as the origin, since it is naturally represented by the origin of the $A_{1} A_{2} A_{3}$ axis system. From the previous result, the linearization of the amplitude equations around the origin yields

$$
\left\{\begin{array}{l}
\frac{d A_{1}}{d \tau_{2}}  \tag{5.82}\\
\frac{d A_{2}}{d \tau_{2}} \\
\frac{d A_{3}}{d \tau_{2}}
\end{array}\right\}=\nabla\left\{\begin{array}{c}
A_{1} \\
A_{2} \\
A_{3}
\end{array}\right\}
$$

where

$$
\nabla=\left\{\begin{array}{ccc}
\frac{1}{2} \mu & 0 & 0  \tag{5.83}\\
0 & \frac{1}{2} \nu & 0 \\
0 & 0 & \frac{1}{2} \vartheta
\end{array}\right\}
$$

with $\vartheta=\left(\xi_{2}+\frac{\kappa_{1} \eta_{2}}{\omega_{1}^{2}}\right)$. The eigenvalues of the Jacobian $\nabla$ at the origin are given by $\frac{1}{2} \mu, \frac{1}{2} \nu$, and $\frac{1}{2} \vartheta$.

From the linear stability theory, the nominal condition is locally stable if $\mu<0$, $\nu<0$, and $\vartheta<0$. If at least one of these three parameters becomes positive, the nominal condition is unstable. Note, however, that if one of the parameters is zero while the others are negative, the stability of the system is cannot be concluded from this linear representation. In this case, one has to examine the stability of the system by including the nonlinear terms.

In the rest of the discussion we assume $\nu<0$, that is positive damping in pitch motion. Therefore, pitch motion is always stable in the subsequent treatment. We limit the current study on the effects of stable pitch motion on the wing rock dynamics, because that is what we will normally find in real life situation.

### 5.5.2 Center Manifold Reduction and Bifurcation Analysis

This analysis is performed on the amplitude equations of the system. The purpose is to find the branching of the system equilibria and to examine if periodic solutions exist in the system.

We first look at the $A_{3}$ equation given in (5.81), which is uncoupled to the other amplitude equations. For conventional aircraft, the coefficient $c_{2}$ can be approximated very well using

$$
\begin{equation*}
c_{2}=-\frac{n_{1} n_{3}}{n_{2}} d_{2} \tan \alpha_{0} \tag{5.84}
\end{equation*}
$$

Note that in the above equation $n_{i}$ 's are positive. and $\tan \alpha_{0}$ are positive $d_{2}$ is the dominant contribution to the pitch damping parameter. As we have stated previously, we only consider the case where $\nu<0$, and $\nu=\frac{\bar{q} c}{I_{y y}}\left(d_{2}+d_{3}\right)$ (from the definition of $\nu$ ). The coefficients $d_{2}$ and $d_{3}$ depend on the stability derivatives $C_{m_{q}}$ and $C_{m_{\dot{\alpha}}}$, respectively. In most situation, the contribution of $C_{m_{\dot{\alpha}}}$ to $\nu$ is much smaller than $C_{m_{q}}$. Therefore, the sign of $\nu$ is mostly contributed by $d_{2}$. The assumption that $\nu<0$ almost always implies that $d_{2}<0$. Therefore, we assume $d_{2}$ be negative here and for the rest of the discussion. This then implies that $c_{2}>0$.

The equilibria for the $A_{3}$ equation consists of $A_{3}=0$ and $A_{3}=\sqrt{-\frac{4 \vartheta}{c_{2}}}$, where $\vartheta=\left(\xi_{2}+\frac{\kappa_{1} \eta_{2}}{\omega_{1}^{2}}\right)$ In $A_{3}-\vartheta$ diagram, the equilibria of the equation consist of the $\vartheta$-axis and the parabola $\vartheta=\frac{1}{4} c_{2} A_{3}^{2}$. The linearization of the equation about the equilibria at $A_{3}=0$ is

$$
\begin{equation*}
\frac{d A_{3}}{d \tau_{2}}=\frac{1}{2} \vartheta A_{3} \tag{5.85}
\end{equation*}
$$

It is clear that the eigenvalue of the linearized equation in this case is $\frac{1}{2} \vartheta$, which is positive for $\vartheta>0$ and negative for $\vartheta<0$. In other words, around the equilibrium $A_{3}=0$, this specific mode is stable if $\vartheta<0$ and unstable if $\vartheta>0$. About the equilibria at $\vartheta=-\frac{1}{4} c_{2} A_{3}^{2}$, the linearization of the equation is given by

$$
\begin{equation*}
\frac{d A_{3}}{d \tau_{2}}=-\vartheta A_{3} \tag{5.86}
\end{equation*}
$$

The eigenvalue of this linearized equation is $-\vartheta$, which is positive for $\vartheta<0$ and negative for $\vartheta>0$. Physically this means that the equilibria $\vartheta=-\frac{1}{4} c_{2} A_{3}^{2}$ are stable for $\vartheta>0$ and unstable for $\vartheta<0$. This is summarized in the bifurcation diagram depicted in Figure 5-2, which is a subcritical Hopf bifurcation. The only stable


Figure 5-2: Bifurcation diagram for $A_{3}$ equation
branch of equilibria is the the one on the negative $\vartheta$-axis. The nominal condition of the aircraft is stable when $\vartheta<0$. The aircraft motion diverges when $\vartheta>0$.

Next we consider the coupled $A_{1}$ and $A_{2}$ equations as given in (5.55) and (5.58), as follows.

$$
\begin{align*}
& \frac{d A_{1}}{d \tau_{2}}=\frac{\mu}{2} A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
& \frac{d A_{2}}{d \tau_{2}}=\frac{1}{2} \nu A_{2}+q_{1} A_{2}^{3}+q_{2} A_{1}^{2} A_{2} \tag{5.87}
\end{align*}
$$

We consider the case where $\mu$ is small but not zero. The case where $\mu=0$ can be treated in the same way as described in Chapter 4. However, since this is a very degenerate situation, we will not discuss it further here. We will focus on the case where $\mu \neq 0$. To put Equation (5.87) into the center manifold analysis framework, $\mu$ is treated as a trivial dependent variable, as follows.

$$
\begin{align*}
& \frac{d A_{1}}{d \tau_{2}}=\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
& \frac{d A_{2}}{d \tau_{2}}=\frac{1}{2} \nu A_{2}+q_{1} A_{2}^{3}+q_{2} A_{1}^{2} A_{2} \\
& \frac{d \mu}{d \tau_{2}}=0 \tag{5.88}
\end{align*}
$$

Note that in this formulation, the term $\frac{1}{2} \mu A_{1}$ is considered nonlinear. The equilibrium
point of interest is the origin $\left(A_{1}, A_{2}, \mu\right)=(0,0,0)$. The linearization of the system (4.56) around the origin results in

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{2}} & =0 \\
\frac{d A_{2}}{d \tau_{2}} & =\frac{1}{2} \nu A_{2} \\
\frac{d \mu}{d \tau_{2}} & =0 \tag{5.89}
\end{align*}
$$

The eigenvalues of this linearized system are $0, \nu$, and 0 . By the assumption $\nu<0$, the $A_{2}$-axis is a stable manifold. It is clear then that $A_{2}=0$, that is the $A_{1}-\mu$ plane, is the center manifold of the system. The reduced system is then given by

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{2}} & =\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3} \\
\frac{d \mu}{d \tau_{2}} & =0 \tag{5.90}
\end{align*}
$$

The equilibria of this system consist of the $\mu$-axis and the parabola $\mu=-2 p_{1} A_{1}^{2}$. Since $\frac{d \mu}{d \tau_{1}}=0$, the planes $\mu=$ constant are invariant. In a plane $\mu=$ constant $\neq 0$, all of the equilibria are of hyperbolic type, and so their local stability properties can be assessed by looking at the eigenvalues of the linearized systems around the equilibria. The linearized system around the equilibria at $\mu$-axis for $\mu=$ constant $\neq 0$ is

$$
\left\{\begin{array}{c}
\frac{d A_{1}}{d \tau_{2}}  \tag{5.91}\\
\frac{d A_{2}}{d \tau_{2}}
\end{array}\right\}=\left\{\begin{array}{cc}
\frac{1}{2} \mu & 0 \\
0 & \frac{1}{2} \nu
\end{array}\right\}\left\{\begin{array}{c}
A_{1} \\
A_{2}
\end{array}\right\}
$$

The eigenvalues of the system are $\frac{1}{2} \mu$ and $\frac{1}{2} \nu$. Since $\nu$ is assumed to be negative, then the equilibria at $\mu$-axis is asymptotically stable if $\mu<0$ and unstable if $\mu>0$. Similarly, the linearized system around the equilibria $\mu=-2 p_{1} A_{1}^{2}$ for $\mu=$ constant $\neq$ 0 is given by

$$
\left\{\begin{array}{l}
\frac{d A_{1}}{d \tau_{2}}  \tag{5.92}\\
\frac{d A_{2}}{d \tau_{2}}
\end{array}\right\}=\left\{\begin{array}{cc}
-\frac{1}{2} \mu & 0 \\
0 & \frac{1}{2} \nu
\end{array}\right\}\left\{\begin{array}{l}
A_{1} \\
A_{2}
\end{array}\right\}
$$

Here, the eigenvalues of the system are $-\frac{1}{2} \mu$ and $\frac{1}{2} \nu$. Hence, the equilibria at $\mu=$ $-2 p_{1} A_{1}^{2}$ are asymptotically stable for $\mu>0$ and unstable if $\mu<0$.

The bifurcation diagrams depicting the above description are given in Figure 5-3.


Figure 5-3: Bifurcation diagrams for (a) $p_{1}>0$ and (b) $p_{1}<0$
These diagrams show that there is a finite amplitude oscillation of limit cycle type appearing and dissappearing in the system as $\mu$ varies across $\mu=0$ (Hopf bifurcation). However, only for $p_{1}<0$, the system sustains a stable limit cycle. Physically, this means that only for this situation, the sustained wing rock motion can exist.

In case where the stable limit cycle exists in the system, the amplitude of the limit cycle or in other words the amplitude of the wing rock motion is given by

$$
\begin{equation*}
A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}} \tag{5.93}
\end{equation*}
$$

The above analysis can be interpreted as a steady-state analysis. This implies that after some transient, the amplitudes $A_{1}$ and $A_{2}$ eventually reach the steadystate values $A_{1}=\sqrt{-\frac{\mu}{2 p_{1}}}$ and $A_{2}=0$. The steady-state correction to the phase then can be calculated from the last two equations in (4.43), which in this case become

$$
\begin{align*}
& \frac{d B_{1}}{d \tau_{2}}=-p_{3} \frac{\mu}{2 p_{1}} \\
& \frac{d B_{2}}{d \tau_{2}}=-q_{3} \frac{\mu}{2 p_{1}} \tag{5.94}
\end{align*}
$$

These equations can easily be integrated to obtain

$$
\begin{align*}
B_{1} & =-p_{3} \frac{\mu}{2 p_{1}} \tau_{1} \\
B_{2} & =-q_{3} \frac{\mu}{2 p_{1}} \tau_{1} \tag{5.95}
\end{align*}
$$

### 5.5.3 Analytical Approximation of the Solutions

The analytical solutions of the system are derived here from the amplitude and phasecorrection equations obtained earlier. We start by considering the amplitude equation $A_{3}$, since this is the easiest and it is not coupled with the other amplitude or phase equations. Multiplying both sides of Equation (5.81) with $A_{3}$, we get

$$
\begin{align*}
& A \frac{d A_{3}}{d \tau_{2}}=\frac{1}{2} \vartheta A_{3}^{2}+\frac{1}{8} c_{2} A_{3}^{4} \\
\Leftrightarrow \quad & \frac{d A_{3}^{2}}{d \tau_{2}}=\vartheta A^{2}+\frac{1}{4} c_{2} A_{3}^{4} \tag{5.96}
\end{align*}
$$

By separating the variables and then integrating both sides of the equation, we obtain

$$
\begin{align*}
& \frac{d A_{3}^{2}}{A_{3}^{2}\left(\vartheta+\frac{1}{4} c_{2} A_{3}^{2}\right)}=d \tau_{2} \\
\Leftrightarrow \quad & \int\left(\frac{\frac{1}{\vartheta}}{A_{3}^{2}}-\frac{\frac{c_{2}}{4 \vartheta}}{\vartheta+\frac{1}{4} c_{2} A_{3}^{2}}\right) d A_{3}^{2}=\int d \tau_{2} \\
\Leftrightarrow & \frac{A_{3}^{2}}{\vartheta+\frac{1}{4} c_{2} A_{3}^{2}}=K_{1} \exp \left(\vartheta \tau_{2}\right) \tag{5.97}
\end{align*}
$$

Expressing $A_{3}$ explicitly, we find

$$
\begin{equation*}
A_{3}=\frac{\sqrt{K_{1} \vartheta} \exp \left(\frac{\vartheta}{2} \tau_{2}\right)}{\sqrt{1-\frac{1}{4} K_{1} c_{2} \exp \left(\vartheta \tau_{2}\right)}} \tag{5.98}
\end{equation*}
$$

where $K_{1}$ is a constant determined from the initial condition.
Examination of the properties of the $A_{3}$ solution follows. If we talk about $A_{3}$ as departure from the equilibrium condition, then from (5.97), $K_{1}<0$ for $\vartheta<0$ and $K_{1}>0$ for $\vartheta>0$. Note that the assumption $c_{2}>0$ is imbedded in the previous statement. For $\vartheta<0$, the numerator of Equation (5.98) goes to zero as $\tau_{2} \rightarrow \infty$. Therefore, $A_{3} \rightarrow 0$ as $\tau_{2} \rightarrow \infty$. For $\vartheta>0$, the denominator of Equation (5.98) becomes smaller as $\tau_{2}$ increases, while the value of the numerator increases. Hence,
$A_{3}$ increases as $\tau_{2}$ increases and at some $\tau_{2}, A_{3} \rightarrow \infty$. In other words, the solution diverges for $\vartheta>0$.

Next we consider the coupled $A_{1}-A_{2}$ equation. As in the previous chapter, Gronwall's lemma can be used to justify the approximation of $A_{2}$ in the following form.

$$
\begin{equation*}
\bar{A}_{2}\left(\tau_{2}\right)=A_{2_{0}} \exp \left(\frac{1}{2} \nu \tau_{1}\right) \tag{5.99}
\end{equation*}
$$

Using this approximation for $A_{2}$, we are left with the following equation

$$
\begin{equation*}
\frac{d A_{1}}{d \tau_{2}}=a\left(\tau_{2}\right) A_{1}+p_{1} A_{1}^{3} \tag{5.100}
\end{equation*}
$$

where

$$
\begin{equation*}
a\left(\tau_{1}\right)=\frac{1}{2} \mu+p_{2} A_{2_{0}}^{2} \exp \left(\nu \tau_{2}\right) \tag{5.101}
\end{equation*}
$$

Again, as in Chapter 4, the exact solution of Equation (5.100) can be derived. Since the derivation is the same, it is not repeated here. The result is as follows.

$$
\begin{equation*}
A_{1}=\frac{\exp \left(\int a\left(\tau_{2}\right) d \tau_{2}\right)}{\sqrt{K_{2}-2 p_{1} \int \exp \left(2 \int a\left(\tau_{2}\right) d \tau_{2}\right) d \tau_{2}}} \tag{5.102}
\end{equation*}
$$

The constant $K_{2}$ depends on the initial condition. The integral $\int \exp \left(2 \int a\left(\tau_{2}\right) d \tau_{2}\right) d \tau_{2}$ is not simple to obtain since $a\left(\tau_{2}\right)$ also contains an exponential term. However, for integration limit from 0 to $\tau_{2}$, the integral has the following properties.

$$
\begin{gather*}
\int_{0}^{\tau_{2}} \exp \left(2 \int_{0}^{\tau_{2}} a\left(\tau_{2}\right) d \tau_{2}\right) d \tau_{2}=0 \quad ; \quad \tau_{2}=0  \tag{5.103}\\
\int_{0}^{\tau_{2}} \exp \left(2 \int_{0}^{\tau_{2}} a\left(\tau_{2}\right) d \tau_{2}\right) d \tau_{2} \approx \frac{2}{\mu} \exp \left(\frac{\mu}{2} \tau_{2}\right) \quad ; \quad \tau_{2} \gg 1 \tag{5.104}
\end{gather*}
$$

As $\tau_{1} \rightarrow \infty$,

$$
\begin{align*}
& \exp \left(\frac{\mu}{2} \tau_{2}\right) \rightarrow 0 \text { for } \mu<0 \\
& \exp \left(\frac{\mu}{2} \tau_{2}\right) \rightarrow \infty \text { for } \mu>0 \tag{5.105}
\end{align*}
$$

Based on this, we obtain

$$
\begin{align*}
& A_{1} \rightarrow 0 \text { for } \mu<0 \\
& A_{1} \rightarrow \sqrt{-\frac{\exp \left(\mu \tau_{1}\right)}{2 \frac{p_{1}}{\mu} \exp \left(\mu \tau_{1}\right)}}=\sqrt{-\frac{\mu}{2 p_{1}}} \text { for } \mu>0 \tag{5.106}
\end{align*}
$$

### 5.6 Comparison With Numerical Results

To demonstrate the accuracy of the analytical prediction, comparison with numerical results is shown in this section. As before, a generic fighter aircraft model is used for this purpose. The parameters and the nonlinear aerodynamic models for this aircraft are given in Table 5.1. For this aircraft the variations of the parameters $\mu, p_{1}$, and $\vartheta$ with the nominal angle-of-attack are shown in Figure 5-4. We can see from the figure that the onset of wing rock $(\mu=0)$ in this case is $29.23^{\circ}$.

$$
\begin{array}{rlr}
I_{x x}=36610 \mathrm{~kg} \mathrm{~m}^{2} & b=12 \mathrm{~m} \\
I_{y y}=162700 \mathrm{~kg} \mathrm{~m}^{2} & c=4.8 \mathrm{~m} \\
I_{z z}=183000 \mathrm{~kg} \mathrm{~m}^{2} & S=164.6 \mathrm{~m}^{2} \\
I_{x z}=6780 \mathrm{~kg} \mathrm{~m} \\
\rho=1.225 \mathrm{~kg} / \mathrm{m}^{3} & \\
V=100 \mathrm{~m} / \mathrm{s} & \\
C_{l}=\left(-1.18 \alpha_{0}+0.79 \alpha_{0}^{2}\right) \beta+0.4 \beta^{3}-0.08 \alpha \beta+0.236 \alpha^{2} \beta-0.1 \beta p & \\
& +\left(-0.22+0.63 \alpha_{0}+0.797 \alpha_{0}^{2}+0.975 \alpha_{0}^{3}\right) p-0.006 p^{3} & \\
& -1.42 \beta^{2} p+0.56 \alpha p+0.09 \alpha^{2} p+0.5 \beta q-3 \alpha \beta q & \\
& -0.011 \dot{\beta}+1.6 \alpha \dot{\beta}-6.1 \alpha^{2} \dot{\beta}+0.05 r-0.03 \beta^{2} r & \\
& +0.1 r^{3}+1.43 \alpha r+2.29 \alpha^{2} r & \\
C_{m}= & -0.68 \alpha-0.75 \alpha^{2}-3.75 \alpha^{3}+0.1 p^{2}-8.02 \alpha \beta+0.26 \beta^{2} & \\
& +0.1 \beta p+5 \alpha \beta p-2 q+0.58 \alpha q+3.564 \alpha^{2} q+0.1 q^{2} & \\
& -0.5 \dot{\alpha}+0.5 \beta r & \\
C_{n}= & 0.25 \beta-0.19 \alpha \beta-0.7 \alpha^{2} \beta-0.025 \beta^{3}+0.1 p+0.02 p^{3}-3.19 \beta^{2} p & \\
& -0.07 \alpha p+2.8 \alpha^{2} p-0.3 r-2 \beta^{2} r-0.01 r^{3}+\alpha r-3.19 \alpha^{2} r & \\
& -0.1 \dot{\beta}-0.2 \beta q+0.5 \alpha \beta q &
\end{array}
$$

Table 5.1: Generic fighter aircraft parameters for $10^{\circ} \leq \alpha_{0} \leq 50^{\circ}$
We first examine the accuracy of the wing rock onset prediction. As before, this is done by simulating the aircraft response slightly above and slightly below the onset point. From Figure 5-4, the wing rock onset is at $\alpha_{0}=29.23^{\circ}$. Numerical simulations of the aircraft response at $\alpha_{0}=29.1^{\circ}$ and $\alpha_{0}=29.4^{\circ}$ are depicted in Figure 5-5. Stable response for nominal angle-of-attack below the onset and wing rock response for nominal angle-of-attack above the onset are observed. This shows that the analytical result is accurate in predicting the onset of wing rock from the model.

Comparison of the analytical and numerical results for $\alpha_{0}=31^{\circ}$ is given in Figure $5-6$. The analytical result predicts the amplitude history and the limit cycle frequency very well. The existence of the new equilibrium and sustained oscillation in the longitudinal mode with frequency twice of the lateral motion is correctly pre-


Figure 5-4: Variation of $\tilde{\mu}$ and $\tilde{p}_{1}$ with $\alpha_{0}$



Figure 5-5: Aircraft response for $\alpha_{0}=29.1^{\circ}$ and $\alpha_{0}=29.4^{\circ}$
dicted by the analytical approximation. Also note that initially the roll motion is not symmetrical about its equilibrium. This asymmetry is caused by the presence of the third mode in the system $(C(t))$. To see specifically this particular mode, we plot this mode together with the overall roll response of the aircraft in Figure 5-7. This mode is slower than the other modes of the aircraft, which is also predicted correctly by the analytical method.

The above examples demonstrate that the analytical analysis is able to predict the dynamics of the aircraft accurately. Considering that we start with a very complicated aircraft model, these results show the power of the analysis. More importantly, the analysis obtains solution in parametric forms, which are very useful in assessing the effects of aircraft parameters on the overall aircraft dynamics. Unlike numerical analysis, this analytical technique enables us to see explicitly the dependence of the resulting aircraft dynamics on the system parameters. To gain a better understanding on the wing rock mechanism in this three degrees-of-freedom case, energy exchange concept will be utilized next.

### 5.6.1 Energy Exchange Concept

For this three degrees-of-freedom case, the change in aerodynamic energy during a certain time interval is given by

$$
\begin{equation*}
\Delta E=\int_{t_{1}}^{t_{2}}\left(q S b C_{l}(t) \dot{\phi}(t)+q S c C_{m}(t) \dot{\theta}(t)+q S b C_{n}(t) \dot{\psi}(t)\right) d t \tag{5.107}
\end{equation*}
$$

By changing the integration variables, the above equation can be written as

$$
\begin{equation*}
\Delta E=\int_{C_{\phi}} q S b C_{l}(\phi) d \phi+\int_{C_{\theta}} q S c C_{m}(\theta) d \theta+\int_{C_{\psi}} q S b C_{n}(\psi) d \psi \tag{5.108}
\end{equation*}
$$

where $C_{\phi}, C_{\theta}$, and $C_{\psi}$ are the curves of $C_{l}$ versus $\phi, C_{m}$ versus $\theta$, and $C_{n}$ versus $\psi$ for $t_{1} \leq t \leq t_{2}$, respectively (histograms). The net energy change over a cycle is given by

$$
\begin{equation*}
\Delta E=\oint_{C_{\phi}} q S b C_{l}(\phi) d \phi+\oint_{C_{\theta}} q S c C_{m}(\theta) d \theta+\oint_{C_{\psi}} q S b C_{n}(\psi) d \psi \tag{5.109}
\end{equation*}
$$

In wing rock situation, $C_{\phi}, C_{\theta}$, and $C_{\psi}$ are closed curves and the net aerodynamic energy exchange in a cycle is directly proportional to the areas contained within the histogram loops. As a remainder, for a clockwise loop, $\Delta E>0$ or, in other words, energy is added to the system (destabilizing). Conversely, for a counter-clockwise loop, $\Delta E<0$, which indicates that energy is extracted from the system (stabilizing).




Figure 5-6: Aircraft response at $\alpha_{0}=31^{\circ}$ and initial condition ( $\beta_{0}, \phi_{0}, \theta_{0}$ ) = (0.058, 0.1, 0.03) rad


Figure 5-7: Third mode of the motion compared to roll response at $\alpha_{0}=31^{\circ}$

In a free wing rock motion, the system is in energy balance, hence $\Delta E=0$.
The histograms of the aircraft model for one cycle of wing rock at $\alpha_{0}=31^{\circ}$ are depicted in Figure 5-8. In the histogram $C_{l}$ vs $\phi$, there is a destabilizing loop for small roll angles ( $\phi<0.1 \mathrm{rad}$ ). For roll angles larger than 0.1 rad , stabilizing loops appear in the system. It can also be observed from the figure that the area inside the stabilizing loops is larger than the area inside the destabilizing loop. Hence, the balance of energy is not achieved by this mode alone. The destabilizing loops from the other modes (see Figure 5-8) help in achieving the energy balance needed for a sustained wing rock motion.


Figure 5-8: Histograms for one cycle of wing rock motion at $\alpha_{0}=31^{\circ}$

### 5.7 Effects of Specific Types of Aerodynamic Nonlinearity

### 5.7.1 Nonlinear Variations of Lateral Damping Derivatives with Angle-of-Sideslip

To examine specifically the effects of the lateral damping derivatives with the angle-of-sideslip, we consider a simplified aircraft model with negligible nonlinearity due to inertia and has the following aerodynamic moments.

$$
\begin{align*}
L & =L_{p}(\beta) p+L_{\beta_{0}} \beta+L_{r_{0}} r+L_{\dot{\beta}_{0}} \dot{\beta} \\
M & =M_{q_{0}} q+M_{\alpha_{0}} \alpha+M_{\dot{\alpha}_{0}} \dot{\alpha} \\
N & =N_{r}(\beta) r+N_{\beta_{0}} \beta+N_{p_{0}} p+N_{\dot{\beta}_{0}} \dot{\beta} \tag{5.110}
\end{align*}
$$

In the above equations, stability derivatives with subscript 0 are constant for specific angle-of-attack. The roll and yaw damping derivatives are not constant, they are functions of the angle-of-sideslip. As can be expected from basic aerodynamic considerations, the variations of these damping derivatives should be symmetrical with respect to zero angle-of-sideslip. This is confirmed in delta wing experiment (Figure 3-10) for roll damping derivative variation with angle-of-sideslip. In this analysis, we assume

$$
\begin{align*}
L_{p}(\beta) & =L_{p_{0}}+L_{p_{1}} \beta^{2} \\
N_{r}(\beta) & =N_{r_{0}}+N_{r_{1}} \beta^{2} \tag{5.111}
\end{align*}
$$

where $L_{p_{0}}, L_{p_{1}}, N_{r_{0}}$ and $N_{r_{1}}$ are all constants. Note from Equation (5.110) that since the nonlinearity due to inertia is neglected, the longitudinal and the lateral equations of motion become uncoupled. Because we always assume stable longitudinal motion, then we can look only at the lateral equations in this analysis.

Comparing Equation (5.110) with Equation (5.20), the following correspondence is observed.

$$
\begin{gather*}
{\left[\begin{array}{c}
\bar{c}_{1} \\
\bar{c}_{2}
\end{array} \bar{c}_{3} \bar{c}_{4} \bar{c}_{6}\right] \equiv\left[\begin{array}{lll}
L_{\beta_{0}} & L_{p_{0}} & L_{\dot{\beta}_{0}} \\
L_{r_{0}} & \left.L_{p_{1}}\right] \\
{\left[\begin{array}{lll}
\bar{d}_{1} & \bar{d}_{2} & \bar{d}_{3}
\end{array}\right] \equiv\left[M_{\alpha_{0}}\right.} & M_{q_{0}} & M_{\dot{\alpha}_{0}}
\end{array}\right]} \\
{\left[\begin{array}{lll}
\bar{e}_{1} & \bar{e}_{2} & \bar{e}_{3} \\
\bar{e}_{4} & \bar{e}_{8}
\end{array}\right] \equiv\left[N_{\beta_{0}} N_{p_{0}} N_{\dot{\beta}_{0}} N_{r_{0}} N_{r_{1}}\right]}
\end{gather*}
$$

With only the above derivatives present in the system, the lateral equations of motion
become

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}+e_{6} \beta^{2} \dot{\beta}+e_{13} \phi \beta^{2}+e_{15} \dot{\phi} \dot{\beta}^{2}\right] \\
\ddot{\phi} & =\kappa_{1} \beta+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}+c_{6} \beta^{2} \dot{\beta}+c_{13} \phi \beta^{2}+c_{15} \dot{\phi} \beta^{2}\right] \tag{5.113}
\end{align*}
$$

The above set of equations are much simpler than the original complete equations of motion (5.31). By continuing the analysis using the described technique, we will find the following amplitude and phase equations

$$
\begin{align*}
\frac{d A_{1}}{d \tau_{2}} & =\frac{\mu}{2} A_{1}+p_{1} A_{1}^{3} \\
\frac{d B_{1}}{d \tau_{2}} & =p_{3}+p_{4} A_{1}^{2} \\
\frac{d A_{3}}{d \tau_{2}} & =\frac{\vartheta}{2} A_{3} \tag{5.114}
\end{align*}
$$

For a more detailed analysis, we express $\mu, p_{1}, p_{3}$, and $p_{4}$ in terms of the stability derivatives, as follows.

$$
\begin{align*}
& \tilde{\mu}=-\frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} L_{p_{0}}+ \\
& \left(n_{3}-\tan \alpha_{0}-\frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)}\right) L_{r_{0}}- \\
& \frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} N_{p_{0}}+\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right) L_{\dot{\beta}_{0}}+ \\
& \left(1-n_{1} \tan \alpha_{0}-\frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)}\right) N_{r_{0}}+ \\
& \left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) N_{\dot{\beta}_{0}}-\frac{g \cos \alpha_{0}}{V} \frac{L_{\beta_{0}}+n_{1} N_{\beta_{0}}}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} \\
& \tilde{p}_{1}=-\frac{1}{8} \frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} L_{p_{1}}+ \\
& \frac{1}{8}\left(1-n_{1} \tan \alpha_{0}-\frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)}\right) N_{r_{1}} \\
& \tilde{p}_{3}=\frac{g}{V} \frac{\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)\left(\left(\sin \alpha_{0} n_{3} \cos \alpha_{0}\right) L_{r_{0}}-\left(\cos \alpha_{0}-n_{1} \sin \alpha_{0}\right) N_{r_{0}}\right.}{\left(-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right)^{3}} \\
& \tilde{p}_{4}=\frac{3}{8} \frac{g}{V} \frac{\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)\left(-\cos \alpha_{0}+n_{1} \sin \alpha_{0}\right)}{\left(-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right)^{\frac{3}{2}}} \tag{5.115}
\end{align*}
$$

It is clear from the above representation, that the parameter $L_{p_{1}}$ affect the value of $p_{1}$ only, hence it affects the amplitude of the wing rock oscillation. On the other
hand, $N_{r_{1}}$ influences not only $p_{1}$, but also $p_{5}$, therefore it affects both the wing rock amplitude and frequency.

Variation of the wing rock amplitudes with $L_{p_{1}}$ and $N_{r_{1}}$ can be examined by looking at the derivatives of the amplitude with respect to those parameters. They are

$$
\begin{align*}
\frac{d A_{1}}{d L_{p_{1}}}= & \frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-\frac{1}{8}\right) \frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} \\
\frac{d A_{1}}{d N_{r_{1}}}= & \frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right) \frac{1}{8}\left(1-n_{1} \tan \alpha_{0}-\right. \\
& \left.\frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)}\right) \tag{5.116}
\end{align*}
$$

Using the same reasoning as in the previous chapter, the sign of the above derivatives is determined by the sign of the last factor. The examination of the sign of the last factor is in order. We use the fact that the inertia ratios $n_{1}, n_{2}$, and $n_{3}$ are small. Due to this fact, the denominator of the last factor in both equations can be approximated by $-\sin \alpha_{0} L_{\beta_{0}}+\cos \alpha_{0} N_{\beta_{0}}$. For a statically stable aircraft, which is the case considered here, $L_{\beta_{0}}<0$ and $N_{\beta_{0}}>0$. For the range of angle-of-attack of interest $\left(0^{\circ} \leq \alpha_{0} \leq 90^{\circ}\right), \sin \alpha_{0}$ and $\cos \alpha_{0}$ are both positive. Therefore, for most aircraft, the denominator of the last factors is positive. The numerator of the last factor in the first expression can be approximated by $\frac{-1}{8} \sin \alpha_{0} L_{\beta_{0}}$, which is positive. Hence, the wing rock amplitude increases monotonically with $L_{p_{1}}$. The last factor of the second expression in (5.116) can be approximated by $\frac{1}{8} \frac{-\cot \alpha_{0}\left(\frac{N_{\beta_{0}}}{L_{\beta_{0}}}\right)}{1-\cot \alpha_{0}\left(\frac{N_{\beta_{0}}}{L_{\beta_{0}}}\right)}$. Since for a statically stable aircraft, $\frac{N_{\beta_{0}}}{L_{\beta_{0}}}<0$ and $\cot \alpha_{0}>0$ for the range of angle-of-attack of interest, then this factor is also positive. Thus, at specific angle-of-attack, the wing rock amplitude increases monotonically with $N_{r_{1}}$. Figure 5-9 shows the variation of the wing rock amplitude for the aircraft model described in the previous section as $L_{p_{1}}$ and $N_{r_{1}}$ vary.


Figure 5-9: Variation of wing rock amplitude with $L_{p_{1}}$ and $N_{r_{1}}$


Figure 5-10: Nonlinear variations of rolling moment coefficient with roll rate [45]

### 5.7.2 Nonlinear Variations of Lateral Moments with Roll Rate

At this subsection, the effects of nonlinear variations of lateral aerodynamic moments with roll rate are examined. Evidence of such nonlinearity has been observed from wind tunnel experiments. Figure 5-10 depicts an example that shows this type of nonlinearity. Although nonlinear variations of lateral moments with yaw rate have also been observed, we will not include this case here, since for the wing rock situation, yaw rate is normally an order of magnitude smaller than roll rate, as can be observed from the example in the previous section.

As before, we consider an aircraft model that possesses only this type of nonlinearity. All other sources of nonlinearity are assumed to be absent. Because of this assumption, the longitudinal and the lateral modes are uncoupled, and so we can look only at the lateral modes of the aircraft in current analysis. In this case, the lateral aerodynamic moments acting on the aircraft are as follows.

$$
\begin{align*}
L & =L_{p_{0}} p+L_{p_{2}} p^{3}+L_{\beta_{0}} \beta+L_{r_{0}} r+L_{\dot{\beta}_{0}} \dot{\beta} \\
N & =N_{p_{0}} p+N_{p_{2}} p^{3}+N_{\beta_{0}} \beta+N_{r_{0}} r+N_{\dot{\beta}_{0}} \dot{\beta} \tag{5.117}
\end{align*}
$$

The lateral equations of motion then become

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}+e_{3} \phi \dot{\phi}^{2}+e_{4} \dot{\phi}^{3}+e_{12} \dot{\phi}^{2} \dot{\beta}\right] \\
\ddot{\phi} & =\kappa_{1} \beta+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}+c_{3} \phi \dot{\phi}^{2}+c_{4} \dot{\phi}^{3}+c_{12} \dot{\phi}^{2} \dot{\beta}\right] \tag{5.118}
\end{align*}
$$

Again, in this case, the form of the amplitude and phase equations are as given
in (5.114), with

$$
\begin{align*}
\tilde{\mu}= & -\frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)} L_{p_{0}}+ \\
& \left(n_{3}-\tan \alpha_{0}-\frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)}\right) L_{r_{0}}- \\
& \frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\left.\beta_{0}\right)}\right)} N_{p_{0}}+\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right) L_{\dot{\beta}_{0}}+ \\
& \left(1-n_{1} \tan \alpha_{0}-\frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) \tan \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\left.\beta_{0}\right)}\right)}\right) N_{r_{0}}+ \\
& \left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right) N_{\dot{\beta}_{0}}-\frac{g \cos \alpha_{0}}{V} \frac{L_{\beta_{0}}+n_{1} N_{\beta_{0}}}{-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\left.\beta_{0}\right)}\right)} \\
\tilde{p}_{1}= & -\frac{3}{8} \frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}^{3}\right.}{\left[-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right]^{2}\right.} L_{p_{2}}- \\
& \frac{3}{8} \frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}^{3}\right.}{\left[-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right]^{2}\right.} N_{p_{2}} \\
\tilde{p}_{3}= & \frac{g}{V} \frac{\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)\left(\left(\sin \alpha_{0} n_{3} \cos \alpha_{0}\right) L_{r_{0}}-\left(\cos \alpha_{0}-n_{1} \sin \alpha_{0}\right) N_{r_{0}}\right.}{\left(-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\left.\left.\beta_{0}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right)^{3}}^{(1)}\right.\right.} \\
\tilde{p}_{4}= & 0 \tag{5.119}
\end{align*}
$$

The parameter $L_{p_{2}}$ affects only $p_{1}$, while $N_{p_{2}}$ affects $p_{1}$ and $p_{5}$. Therefore, $L_{p_{2}}$ affects the amplitude of the wing rock oscillations, while $N_{p_{2}}$ affects both the amplitude and the frequency of the oscillations.

The effects of the parameters $L_{p_{2}}$ and $N_{p_{2}}$ on the amplitude of the wing rock motion can be inferred by examining the first derivative of the amplitude with respect to these parameters. They are

$$
\begin{align*}
\frac{d A_{1}}{d L_{p_{2}}} & =\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-\frac{3}{8}\right) \frac{\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)^{3}}{\left[-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right]^{2}} \\
\frac{d A_{1}}{d N_{p_{2}}} & =\frac{1}{2}\left(-\frac{\mu}{2 p_{1}}\right)^{\frac{3}{2}}\left(\frac{\mu}{2 p_{1}^{2}}\right)\left(-\frac{3}{8}\right) \frac{\left(n_{1} \sin \alpha_{0}-\cos \alpha_{0}\right)\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)^{3}}{\left[-\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)+\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right)\right]^{2}} \tag{5.120}
\end{align*}
$$

Again, we will examine the last factors in the above equations, because these factors determine the sign of the derivatives. The denominators of the last factor in both equations are the same and have a positive sign due to the square operation. The terms in the numerator will determine the sign of the expression. By using the facts that the inertia ratios are small, the numerator in the last factor of the first
expression can be approximated by $-\frac{3}{8} \sin \alpha_{0} L_{\beta_{0}}$. Because we are only interested in the statically stable aircraft flying in an angle-of-attack between $0^{\circ}$ and $90^{\circ}$, then this last factor is positive, which means that increasing $L_{p_{2}}$ will increase the amplitude of wing rock. Similarly, for the second expression, the numerator of the last factor can be approximated by $\frac{3}{8} \cos \alpha_{0} L_{\beta_{0}}$, which for a statically stable aircraft is negative. This implies that the amplitude of wing rock decreases monotonically with $N_{p_{2}}$. Variations of wing rock amplitude with $L_{p_{2}}$ and $N_{p_{2}}$ are shown in Figure 5-11.

### 5.7.3 Nonlinear Variations of Lateral Moments with Angle-of-Sideslip

Figure 5-12 shows an example of nonlinear variations in lateral moment coefficients with respect to angle-of-sideslip. The variations shown in the Figure are typical for fighter aircraft, although the strength of the variations may vary with configurations. As can be seen from the figure, in the simplest way, this nonlinearity can be expressed using cubic polynomial in $\beta$. The use of this simple nonlinearity representation leads us to the following lateral moments.

$$
\begin{align*}
L & =L_{\beta_{0}} \beta+L_{\beta_{1}} \beta^{3}+L_{p_{0}} p+L_{r_{0}} r+L_{\dot{\beta}_{0}} \dot{\beta} \\
N & =N_{\beta_{0}} \beta+N_{\beta_{1}} \beta^{3}+N_{p_{0}} p+N_{r_{0}} r+N_{\dot{\beta}_{0}} \dot{\beta} \tag{5.121}
\end{align*}
$$

All other nonlinearities in the system are neglected in current analysis. In this formulation, the longitudinal and the lateral modes of the aircraft become uncoupled and we can analyze the lateral modes separately.

Using the above lateral moments, the lateral equations of motion of the aircraft become (see Appendix E)

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}+e_{5} \beta^{3}\right] \\
\ddot{\phi} & =\kappa_{1} \beta+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}+c_{5} \beta^{3}\right] \tag{5.122}
\end{align*}
$$

In this case, we will arrive at the following amplitude and phase-correction equations :

$$
\begin{aligned}
& \frac{d A_{1}}{d \tau_{2}}=\frac{\mu}{2} A_{1} \\
& \frac{d B_{1}}{d \tau_{2}}=p_{3}+p_{4} A_{1}^{2}
\end{aligned}
$$




Figure 5-11: Variation of wing rock amplitude with $L_{p_{2}}$ and $N_{p_{2}}$


Figure 5-12: Variation of lateral moment coefficients with sideslip [46]

$$
\begin{equation*}
\frac{d A_{3}}{d \tau_{2}}=\frac{\vartheta}{2} A_{3} \tag{5.123}
\end{equation*}
$$

Note that in this case $p_{1}=0$. Hence the amplitude equation for $A_{1}$ becomes linear. It is clear then that limit cycles cannot occur in the system. $A_{1}$ diverges when $\mu>0$ and decays to zero when $\mu<0 . L_{\beta_{1}}$ and $N_{\beta_{1}}$ only affect the frequency of the motion.

An interesting case arises when the nonlinearity due to $L_{\beta_{1}}$ and $N_{\beta_{1}}$ becomes stronger. In this case, we can no longer put the terms $e_{5} \beta^{3}$ and $c_{5} \beta^{3}$ in the $O(\epsilon)$ group. However, since we only consider small deviations from the nominal conditions, the nonlinearity keeps these terms to be smaller than $O(1)$ terms. This can be formulated mathematically as follows.

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =e_{5} \beta^{3}+\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}\right] \\
\ddot{\phi} & =\kappa_{1} \beta+c_{5} \beta^{3}+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}\right] \tag{5.124}
\end{align*}
$$

where $0<\epsilon \lll 1$. The MTS method can be invoked to the above equation. Three time scales are used in the analysis, as follows.

$$
t \rightarrow\left\{\tau_{0}, \tau_{1}, \tau_{2}\right\} \quad \begin{align*}
& \tau_{0}=t \\
& \\
&  \tag{5.125}\\
& \tau_{1}=\epsilon^{\frac{1}{2}} t \\
& \tau_{2}=\epsilon t
\end{align*}
$$

The dependent variables are extended as follows

$$
\begin{align*}
& \beta(t) \rightarrow \beta\left(\tau_{0}, \tau_{1}, \tau_{2}\right) \\
& \phi(t) \rightarrow \phi\left(\tau_{0}, \tau_{1}, \tau_{2}\right) \tag{5.126}
\end{align*}
$$

By these extensions, Equation (5.124) becomes partial differential equations as follows.

$$
\begin{gather*}
\frac{\partial^{2} \beta}{\partial \tau_{0}^{2}}+\omega_{1}^{2} \beta+\epsilon^{\frac{1}{2}}\left(2 \frac{\partial^{2} \beta}{\partial \tau_{0} \partial \tau_{1}}\right)+\epsilon\left(2 \frac{\partial^{2} \beta}{\partial \tau_{0} \partial \tau_{2}}+\frac{\partial^{2} \beta}{\partial \tau_{1}^{2}}\right)+\epsilon^{\frac{3}{2}}\left(2 \frac{\partial^{2} \beta}{\partial \tau_{1} \partial \tau_{2}}\right)+\ldots= \\
e_{5} \beta^{3}+\epsilon\left(\eta_{1} \frac{\partial \beta}{\partial \tau_{0}}+\kappa_{2} \phi+\eta_{2} \frac{\partial \phi}{\partial \tau_{0}}\right)+\epsilon^{\frac{3}{2}}\left(\eta_{1} \frac{\partial \beta}{\partial \tau_{1}}+\eta_{2} \frac{\partial \phi}{\partial \tau_{1}}\right)+\ldots \\
\frac{\partial^{2} \phi}{\partial \tau_{0}^{2}}+\epsilon^{\frac{1}{2}}\left(2 \frac{\partial^{2} \phi}{\partial \tau_{0} \partial \tau_{1}}\right)+\epsilon\left(2 \frac{\partial^{2} \phi}{\partial \tau_{0} \partial \tau_{2}}+\frac{\partial^{2} \phi}{\partial \tau_{1}^{2}}\right)+\epsilon^{\frac{3}{2}}\left(2 \frac{\partial^{2} \phi}{\partial \tau_{1} \partial \tau_{2}}\right)+\ldots= \\
\kappa_{1} \beta+c_{5} \beta^{3}+\epsilon\left(\kappa_{3} \phi+\xi_{1} \frac{\partial \phi}{\partial \tau_{0}}+\xi_{2} \frac{\partial \beta}{\partial \tau_{0}}\right)+\epsilon^{\frac{3}{2}}\left(\xi_{1} \frac{\partial \phi}{\partial \tau_{1}}+\xi_{2} \frac{\partial \beta}{\partial \tau_{1}}\right)+\ldots \tag{5.127}
\end{gather*}
$$

Order by order analysis is then performed on the above equation. We start by considering the leading order $\beta$-equation, which is

$$
\begin{equation*}
O(1): \frac{\partial^{2} \beta}{\partial \tau_{0}^{2}}+\omega_{1}^{2} \beta=e_{5} \beta^{3} \tag{5.128}
\end{equation*}
$$

This equation is of similar form to $C$-equation found in Section 5.5. This equation is known to have oscillatory solution and this solution can be expressed in term of elliptic integrals or elliptic functions. The derivation of the solution is described below. Since Equation (5.128) is a partial differential equation, we allow the constant of integration to vary with other independent variables, which are the slower time scales, $\tau_{1}$ and $\tau_{2}$. In this case, we will use the fact that at the amplitude of oscillation, $\frac{\partial \beta}{\partial \tau_{0}}=0$. By multiplying Equation (5.128) with $\frac{\partial \beta}{\partial \tau_{0}}$ and then integrating, we get

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial \beta}{\partial \tau_{0}}\right)^{2}+\frac{1}{2} \omega_{1}^{2} \beta^{2}-\frac{1}{4} e_{5} \beta^{4}=\frac{1}{2} \omega_{1}^{2} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right)-\frac{1}{4} e_{5} A_{1}^{4}\left(\tau_{1}, \tau_{2}\right) \tag{5.129}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\frac{\partial \beta}{\partial \tau_{0}}\right)^{2}=\frac{e_{5}}{2}\left(A_{1}^{2}\left(\tau_{1}, \tau_{2}\right) \beta^{2}\right)\left(\frac{2 \omega_{1}^{2}}{e_{5}} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right)-\beta^{2}\right) \tag{5.130}
\end{equation*}
$$

where $A_{1}\left(\tau_{1}, \tau_{2}\right)$ is the slowly varying amplitude of the motion. To simplify the notation, we will suppress the dependence of $A_{1}$ on $\tau_{1}$ and $\tau_{2}$ for the rest of the derivation. It should be clear to the reader that $A_{1}$ is slowly varying amplitude and not a constant. Separating the variables and then integrating, we obtain

$$
\begin{equation*}
\tau_{0}=\sqrt{\frac{2}{e_{5}}} \int \frac{d \beta}{\sqrt{\left(A_{1}^{2}-\beta^{2}\right)\left(\frac{\omega_{1}^{2}}{e_{5}}-A_{1}^{2}-\beta^{2}\right)}} \tag{5.131}
\end{equation*}
$$

Using the table of elliptic integrals in [42], the above solution can be expressed in terms of elliptic function as follows.

$$
\begin{equation*}
\tau_{0}=\frac{1}{\omega_{1} \sqrt{1-\frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}}} s n^{-1}\left(\frac{\beta}{A_{1}}, k\right) \tag{5.132}
\end{equation*}
$$

where the modulus, $k$, is given by

$$
\begin{equation*}
k=\frac{A_{1}^{2}}{\frac{2 \omega_{1}^{2}}{e_{5}}-A_{1}^{2}} \tag{5.133}
\end{equation*}
$$

Equation (5.132) can be inverted to yield

$$
\begin{equation*}
\beta=A_{1}\left(\tau_{1}, \tau_{2}\right) s n\left(\omega_{1} \sqrt{1-\frac{e_{5}}{2 \omega_{1}^{2}} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right)} \tau_{0}\right) \tag{5.134}
\end{equation*}
$$

The period of oscillation is given by

$$
\begin{equation*}
P=\frac{4 \chi}{\omega_{1} \sqrt{1-\frac{e_{5}}{2 \omega_{1}^{2}} A_{1}^{2}\left(\tau_{1}, \tau_{2}\right)}} \tag{5.135}
\end{equation*}
$$

where for small amplitude motions (small $k$ ),

$$
\begin{equation*}
\chi=\frac{1}{2} \pi\left[1+\frac{1}{8} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}\right] \tag{5.136}
\end{equation*}
$$

The period of the oscillation can then be written as

$$
\begin{equation*}
P=2 \pi \frac{1+\frac{1}{8} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}}{\omega_{1} \sqrt{1-\frac{e_{5}}{2 \omega_{1}^{2}} A_{1}^{2}}} \tag{5.137}
\end{equation*}
$$

The angular frequency of the motion can be expressed as

$$
\begin{align*}
\bar{\omega}_{1} & =\frac{2 \pi}{P} \\
& =\frac{\omega_{1} \sqrt{1-\frac{e_{5}}{2 \omega_{1}^{2}} A_{1}^{2}}}{1+\frac{1}{8} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}} \tag{5.138}
\end{align*}
$$

Applying binomial expansion to the above equation, we obtain

$$
\begin{align*}
\bar{\omega}_{1} & \approx \omega_{1}\left(1-\frac{1}{4} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}\right)\left(1-\frac{1}{8} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}\right) \\
& \approx \omega_{1}\left(1-\frac{3}{8} \frac{e_{5}}{\omega_{1}^{2}} A_{1}^{2}\right) \tag{5.139}
\end{align*}
$$

Rather than dealing with non-elementary functions, in current analysis, we will find an approximation to the above solution in terms of elementary functions. For small $k$, we can approximate the elliptic function (5.134) fairly well using the sinusoidal function with the same frequency as follows [42, 43]

$$
\begin{equation*}
\beta\left(\tau_{0}, \tau_{1}, \tau_{2}\right)=A_{1}\left(\tau_{1}, \tau_{2}\right) \sin \left[\bar{\omega}_{1} \tau_{0}+B_{1}\left(\tau_{1}, \tau_{2}\right)\right] \tag{5.140}
\end{equation*}
$$

where $B_{1}$ represent the phase-correction of the solution. This representation simplifies further analysis, since we do not have to deal with the mathematical operations involving the non-elementary functions.

The solution (5.140) indicates that the frequency of the solution is dependent upon its amplitude. This is a consequence of approximating a non-elementary solution in terms of elementary functions. The dependence of the frequency on the amplitudes complicates the analysis of the higher order terms. This complication can be avoided by remembering that only small amplitude motions are of interest $\left(A_{1} \ll 1\right)$. Therefore, the variation of $\bar{\omega}_{1}$ due to $A_{1}$ can be neglected. $\bar{\omega}$ is then assumed to be constant in the subsequent order analysis. The effect of the dependence of frequency on the
amplitude will be invoked on the final result.
From Equation (5.127), the leading order terms in $\phi$-equation yield

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial \tau_{0}^{2}}=\kappa_{1} \beta+c_{5} \beta^{3} \tag{5.141}
\end{equation*}
$$

By substituting Equation (5.140) into the above equation and then integrating twice with respect to $\tau_{0}$, we get

$$
\begin{align*}
\phi\left(\tau_{0}, \tau_{1}, \tau_{2}\right)= & -\left(\frac{\kappa_{1}}{\bar{\omega}_{1}^{2}} A_{1}\left(\tau_{1}, \tau_{2}\right)+\frac{3}{4} \frac{c_{5}}{\bar{\omega}_{1}^{2}} A_{1}^{3}\left(\tau_{1}, \tau_{2}\right)\right) \sin \Theta_{1}+ \\
& \frac{1}{36} \frac{c_{5}}{\bar{\omega}^{2}} A_{1}^{3}\left(\tau_{1}, \tau_{2}\right) \sin 3 \Theta_{1}+G\left(\tau_{1}, \tau_{2}\right)+H\left(\tau_{1}, \tau_{2}\right) \tau_{0} \tag{5.142}
\end{align*}
$$

As before, the last term is secular and destroys the ordering of the expansion. The appearance of such term is common in an asymptotic expansion. This term appears here because the above equation is a degenerate second order differential equation. However, a counter term can be constructed to eliminate such term, as discussed in [41]. Based on this reason, we will not include the last term in the subsequent analysis. This leaves us with $G\left(\tau_{1}, \tau_{2}\right)$ as the only homogeneous solution of the equation. As we will see, the detail form of this solution is found from the $O(\epsilon)$ analysis.

We now continue with the $O\left(\epsilon^{\frac{1}{2}}\right)$ terms.

$$
\begin{align*}
O\left(\epsilon^{\frac{1}{2}}\right): \frac{\partial^{2} \beta}{\partial \tau_{0} \partial \tau_{1}} & =0 \\
\frac{\partial^{2} \phi}{\partial \tau_{0} \partial \tau_{1}} & =0 \tag{5.143}
\end{align*}
$$

The substitution of Equations (5.140) and (5.142) into the above equation yields

$$
\begin{equation*}
\frac{\partial A_{1}}{\partial \tau_{1}}=\frac{\partial B_{1}}{\tau_{1}}=0 \tag{5.144}
\end{equation*}
$$

This means that

$$
\begin{equation*}
A_{1}, B_{1} \neq f\left(\tau_{1}\right) \tag{5.145}
\end{equation*}
$$

or in other words, $A_{1}$ and $B_{1}$ are functions of $\tau_{2}$ only.
The $O(\epsilon)$ terms of the $\beta$-equation gives

$$
\begin{equation*}
O(\epsilon): 2 \frac{\partial^{2} \beta}{\partial \tau_{0} \partial \tau_{2}}+\frac{\partial^{2} \beta}{\partial \tau_{1}^{2}}-\eta_{1} \frac{\partial \beta}{\partial \tau_{0}}-\kappa_{2} \phi-\eta_{2} \frac{\partial \phi}{\partial \tau_{0}}=0 \tag{5.146}
\end{equation*}
$$

By substituting Equations (5.140) and (5.142) into Equation (5.146) and by considering only the first harmonic, we obtain

$$
\begin{array}{r}
{\left[2 \bar{\omega}_{1} \frac{d A_{1}}{d \tau_{2}}-\bar{\omega}_{1}\left(\eta_{1}-\frac{\kappa_{1}}{\bar{\omega}_{1}^{2}} \eta_{2}\right) A_{1}+\frac{3}{4} \bar{\omega}_{1}\left(\eta_{2} \frac{c_{5}}{\bar{\omega}_{1}^{2}}\right) A_{1}^{3}\right] \cos \Theta_{1}-} \\
2\left[\bar{\omega}_{1} A_{1} \frac{d B_{1}}{d \tau_{2}}+\frac{\kappa_{1}}{\bar{\omega}_{1}^{2}} \kappa_{2} A_{1}+\kappa_{2} \frac{c_{5}}{\bar{\omega}_{1}^{2}} A_{1}^{3}\right] \sin \Theta_{1}=0 \tag{5.147}
\end{array}
$$

which leads to the following amplitude and phase-correction equations.

$$
\begin{align*}
& \frac{d A_{1}}{d \tau_{2}}=\frac{1}{8 \bar{\omega}_{1}^{2}}\left[\left(\eta_{1} \bar{\omega}_{1}^{2}-\kappa_{1} \eta_{2}\right) A_{1}-3 c_{5} \eta_{2} A_{1}^{3}\right] \\
& \frac{d B_{1}}{d \tau_{2}}=\frac{1}{\bar{\omega}_{1}^{4}}\left[-\frac{1}{2} \kappa_{1} \kappa_{2} \bar{\omega}_{1}+\kappa_{2} c_{5} \bar{\omega}_{1} A_{1}^{2}\right] \tag{5.148}
\end{align*}
$$

Note that the above equations still contain $\bar{\omega}_{1}$, which is a function of $A_{1}$. The equations are simplified using the following approximations.

$$
\begin{equation*}
\bar{\omega}_{1}^{2} \approx \omega^{2}-\frac{3}{4} e_{5} A_{1}^{2} \tag{5.149}
\end{equation*}
$$

By substituting the above approximations into Equation (5.148) and retaining only terms up to third order in $A_{1}$, we get

$$
\begin{align*}
& \frac{d A_{1}}{d \tau_{2}}=\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3} \\
& \frac{d B_{1}}{d \tau_{2}}=p_{3}+p_{4} A_{1}^{2} \tag{5.150}
\end{align*}
$$

where

$$
\begin{align*}
\mu & =\eta_{1}-\frac{\kappa_{1}}{\omega^{2}} \eta_{2} \\
p_{1} & =-\frac{3}{8}\left(\eta_{2} c_{5}+\eta_{1} e_{5}\right) \\
p_{3} & =-\frac{1}{2} \frac{\kappa_{1} \kappa_{2}}{\omega_{1}^{3}} \\
p_{4} & =\frac{\kappa_{2} c_{5}}{\omega_{1}^{3}} \tag{5.151}
\end{align*}
$$

We have put Equation (5.150) in the same notation as in the previous sections to show that the analysis of the equation can follow the same framework. Note that $\mu$ expression is the same as in the previous sections, which suggests that the type of nonlinearity considered does not change the onset of wing rock.

We focus first on the amplitude equation. For $\mu<0$, the system is asymptotically stable. As $\mu$ varies from negative to positive value, the system will undergo the Hopf bifurcation. $\mu=0$ is the onset of bifurcation. The nature of the Hopf bifurcation is determined by the sign of $p_{1}$. If $p_{1}>0$, the bifurcation is of the subcritical type and the aircraft will undergo divergent motion. If $p_{1}<0$, a limit cycle type of oscillation is developed (wing rock). The amplitude history of the wing rock motion is given by the solution of the amplitude equation (5.150), that is

$$
\begin{equation*}
A=\frac{\sqrt{K \frac{\mu}{2}} \exp \left(\frac{\mu}{2} \tau_{1}\right)}{\sqrt{1-K p_{1} \exp \left(\mu \tau_{1}\right)}} \tag{5.152}
\end{equation*}
$$

As can be observed, this solution has the following properties.

$$
\begin{align*}
A_{1} & \rightarrow 0 \quad \text { for } \mu<0 \\
\cdot & \rightarrow \sqrt{-\frac{\exp \left(\mu \tau_{1}\right)}{2 \frac{p_{1}}{\mu} \exp \left(\mu \tau_{1}\right)}}=\sqrt{-\frac{\mu}{2 p_{1}}} \quad \text { for } \mu>0 \tag{5.153}
\end{align*}
$$

as $t \rightarrow \infty$. The second expression determines the steady wing rock amplitude. The amplitude depends on $p_{1}$ which, in this case, consists of $L_{\beta_{1}}$ and $N_{\beta_{1}}$. Thus, the degree of the nonlinearity in angle-of-sideslip determines the resulting amplitude of the wing rock motion.

The homogeneous $\phi$ solution ( $G\left(\tau_{1}, \tau_{2}\right)$ ) can be found using the $O(\epsilon)$ analysis of the $\phi$-equation, that is

$$
\begin{equation*}
2 \frac{\partial^{2} \phi}{\partial \tau_{0} \partial \tau_{2}}+\frac{\partial^{2} \phi}{\partial \tau_{1}^{2}}-\kappa_{3} \phi-\xi_{1} \frac{\partial \phi}{\partial \tau_{0}}-\xi_{2} \frac{\partial \beta}{\partial \tau_{0}}=0 \tag{5.154}
\end{equation*}
$$

By substituting $\phi=G\left(\tau_{1}, \tau_{2}\right)$ into the above equation, we get

$$
\begin{equation*}
\frac{\partial G}{\partial \tau_{1}^{2}}-\kappa_{3} G=0 \tag{5.155}
\end{equation*}
$$

The solution of this equation is

$$
\begin{equation*}
G\left(\tau_{1}, \tau_{2}\right)=A_{2}\left(\tau_{2}\right) \sin \Theta_{2} \quad ; \quad \Theta_{2} \equiv \sqrt{-\kappa_{3}} \tau_{1}+B_{2}\left(\tau_{2}\right) \tag{5.156}
\end{equation*}
$$

The $O\left(\epsilon^{\frac{3}{2}}\right)$ analysis then yields

$$
2 \frac{\partial^{2} \phi}{\partial \tau_{1} \partial \tau_{2}}-\xi_{1} \frac{\partial \phi}{\partial \tau_{1}}-\xi_{2} \frac{\partial \beta}{\partial \tau_{1}}=0
$$

$$
\begin{equation*}
\Leftrightarrow \quad\left[2 \sqrt{-\kappa_{3}} \frac{d A_{2}}{d \tau_{2}}-\xi_{1} \sqrt{-\kappa_{3}} A_{2}\right] \cos \Theta_{2}-2 \sqrt{-\kappa_{3}} A_{2} \frac{d B_{2}}{d \tau_{2}} \sin \Theta_{2}=0 \tag{5.157}
\end{equation*}
$$

This leads to the following amplitude and phase-correction equations.

$$
\begin{align*}
& \frac{d A_{2}}{d \tau_{2}}=\frac{\xi_{1}}{2} A_{2} \\
& \frac{d B_{2}}{d \tau_{2}}=0 \tag{5.158}
\end{align*}
$$

The solutions of these simple equations are as follows.

$$
\begin{align*}
& A_{2}=A_{2_{0}} \exp \left(\frac{\xi_{1}}{2} \tau_{2}\right) \\
& B_{2}=\text { constant } \tag{5.159}
\end{align*}
$$

It is obvious then that the stability of this specific mode is determined by the sign of $\xi_{1}$. This mode is asymptotically stable if $\xi_{1}<0$ and unstable if $\xi_{1}>0$.

The comparison between the analytical result with the numerical integration result is depicted in Figure 5-13. As we can see, the analytical solution predicts the steady state amplitude of wing rock motion accurately. A slight amount of phase error is observed on the analytical solution. The phase shift becomes obvious after several oscillations. The transient part of the roll motion is also not predicted very accurately by the analytical solution. Considering the simplicity of the form of the analytical solution, however, we can say that the analytical solution predicts the overall motion fairly well.

The effects of $L_{\beta_{1}}$ and $N_{\beta_{1}}$ on the amplitude of the wing rock motion for the aircraft model considered are shown in Figure 5-14.

### 5.7.4 Variations of the Dynamics Cross Coupling Derivatives With Angle-of-Sideslip

The effects of the variations of the dynamics cross coupling derivatives due to the angle-of-sideslip are studied in this subsection. Such variation produces nonlinear terms in the aerodynamic moment expressions. As before, other nonlinearities are neglected in the analysis. Therefore, the aerodynamic moments in the equation of motion have the following form.

$$
L=L_{p_{0}} p+L_{\beta_{0}} \beta+L_{r_{0}} r+L_{\dot{\beta}_{0}} \dot{\beta}+L_{q}(\beta) q
$$



Figure 5-13: Analytical vs numerical-integration result at $\alpha_{0}=31^{\circ}$ with $C_{l_{\beta_{1}}}=-5$ and $C_{n_{\beta_{1}}}=-2$


Figure 5-14: Variation of wing rock amplitude with $L_{\beta_{1}}$ and $N_{\beta_{1}}$

$$
\begin{align*}
M & =M_{\alpha_{0}} \alpha+M_{q_{0}} q+M_{\dot{\alpha}_{0}} \dot{\alpha}+M_{p}(\beta) p+M_{r}(\beta) r \\
N & =N_{r_{0}} r+N_{\beta_{0}} \beta+N_{p} p+N_{\dot{\beta}_{0}} \dot{\beta}+N_{q}(\beta) q \tag{5.160}
\end{align*}
$$

As indicated in the equations, only the cross coupling derivatives $L_{q}, M_{p}, M_{r}$, and $N_{q}$ are functions of $\beta$, while the others are constant. From the basic aerodynamics, which is also confirmed by several flight data, the variations of these cross coupling derivatives with respect to the angle-of-sideslip are antisymmetric. To capture the antisymmetricity, while maintaining the model to be as simple as possible, we model the variation as follows.

$$
\begin{align*}
L_{q} & =L_{q_{1}} \beta \\
M_{p} & =M_{p_{1}} \beta \\
M_{r} & =M_{r_{1}} \beta \\
N_{q} & =N_{q_{1}} \beta \tag{5.161}
\end{align*}
$$

Substituting these expression into Equation (5.160) and then comparing the resulting equation to Equation (5.20), the following correspondences are hold.

$$
\begin{align*}
& {\left[\bar{c}_{1} \bar{c}_{2} \bar{c}_{3} \bar{c}_{4} \bar{c}_{22}\right] \equiv\left[\begin{array}{llll}
L_{\beta_{0}} & L_{p_{0}} & L_{\dot{\beta}_{0}} & L_{r_{0}}
\end{array} L_{q_{1}}\right]} \\
& {\left[\begin{array}{llll}
\bar{d}_{1} & \bar{d}_{2} & \bar{d}_{3} & \bar{d}_{42} \\
\bar{d}_{44}
\end{array}\right] \equiv\left[M_{\alpha_{0}} M_{q_{0}} M_{\dot{\alpha}_{0}} M_{p_{1}} M_{r_{1}}\right]} \\
& {\left[\bar{e}_{1} \bar{e}_{2} \bar{e}_{3} \bar{e}_{4} \bar{e}_{22}\right] \equiv\left[N_{\beta_{0}} N_{p_{0}} N_{\dot{\beta}_{0}} N_{r_{0}} N_{q_{1}}\right]} \tag{5.162}
\end{align*}
$$

For this simplified case, the equations of motion (5.31) become

$$
\begin{align*}
\ddot{\beta}+\omega_{1}^{2} \beta & =\epsilon\left[\eta_{1} \dot{\beta}+\kappa_{2} \phi+\eta_{2} \dot{\phi}+e_{3} \phi \dot{\phi}^{2}+e_{23} \beta \dot{\theta}+e_{33} \phi \dot{\phi} \beta+e_{35} \phi \beta \dot{\beta}\right] \\
\ddot{\theta}+\Omega^{2} \theta & =d_{8} \beta \dot{\beta}+d_{10} \beta \phi+d_{12} \beta \dot{\phi}+\epsilon[\nu \dot{\theta}] \\
\ddot{\phi} & =\kappa_{1} \beta+\epsilon\left[\kappa_{3} \phi+\xi_{1} \dot{\phi}+\xi_{2} \dot{\beta}+c_{23} \beta \dot{\theta}+c_{33} \phi \dot{\phi} \beta+c_{35} \phi \beta \dot{\beta}\right] \tag{5.163}
\end{align*}
$$

Then following the same analysis procedure, we get the following amplitude and phase-correction equations.

$$
\begin{aligned}
\frac{d A_{1}}{d \tau_{2}} & =\frac{1}{2} \mu A_{1}+p_{1} A_{1}^{3}+p_{2} A_{1} A_{2}^{2} \\
\frac{d A_{2}}{d \tau_{2}} & =\frac{1}{2} \nu A_{2} \\
\frac{d B_{1}}{d \tau_{2}} & =p_{3}+p_{4} A_{1}^{2}
\end{aligned}
$$



Figure 5-15: Variation of wing rock amplitude with $L_{q_{1}}$

$$
\begin{equation*}
\frac{d B_{2}}{d \tau_{2}}=q_{3} A_{1}^{2} \tag{5.164}
\end{equation*}
$$

The parameters $L_{q_{1}}, N_{q_{1}}, M_{p_{1}}$, and $M_{r_{1}}$ affect the coefficients of the above equations through $d_{8}, d_{10}, d_{12}, e_{23}, e_{33}, e_{35}, c_{23}, c_{33}, c_{35}$. Hence, from Equations 5.56) and (5.59), we see that these parameters $L_{q_{1}}, N_{q_{1}}, M_{p_{1}}$, and $M_{r_{1}}$ affect both the amplitude and the frequency of wing rock. Figures $5-15,5-16,5-17$, and $5-18$ show the variation of the wing rock amplitude for the generic fighter model in our example with respect to $L_{q_{1}}, N_{q_{1}}, M_{p_{1}}$, and $M_{r_{1}}$, respectively. In obtaining each figure, we only consider the associated parameter as the only source of nonlinearity. In general, the larger the magnitude of the parameters, the smaller the wing rock amplitude is. This implies that the larger the magnitude of the parameters, the more energy is transferred from the lateral modes to the longitudinal mode of motion.

### 5.8 Chapter Summary

Wing rock dynamics of an aircraft having three degrees-of-freedom in roll, pitch, and yaw has been analyzed in this chapter. The additional degree-of-freedom in yaw adds significant complexity to the analysis as compared to the two degree-of-


Figure 5-16: Variation of wing rock amplitude with $N_{q_{1}}$


Figure 5-17: Variation of wing rock amplitude with $M_{p_{1}}$


Figure 5-18: Variation of wing rock amplitude with $M_{r_{1}}$
freedom case. There are more parameters involved in determining the properties of wing rock motion. However, the result can be formulated using the same analytical forms as in the lower degrees-of-freedom cases. It should be noted that although more complex, the model captures more physical phenomena than the lower degrees-of-freedom models. Examples of the phenomena that are not observed in the lower degrees-of-freedom models are the presence of the mode due to roll yaw coupling in the roll response and the potential cause of wing rock due to strong cubic variation of lateral moments with sideslip. The analytical results have also been shown to compare very well with the numerical results.

## Chapter 6

## Wing Rock Alleviation

### 6.1 Introduction

The wing rock dynamics of aircraft have been considered in the previous chapters for single and multiple degrees-of-freedom cases. Based on the results, some control strategies to alleviate wing rock motion are developed in this chapter. Such alleviation is necessary to achieve the enhanced performance requirements imposed on modern fighter aircraft.

Since wing rock motion is normally encountered at high angles-of-attack, the control power needed to perform the alleviation becomes an important issue. This is due to the fact that the conventional aerodynamic control surfaces (elevators, ailerons, and rudders) loose their effectiveness, or in other words, loose their power, at high angles-of-attack. Figure 6-1 illustrates typical control moment coefficients from the conventional aerodynamic control surfaces (ailerons and rudders). The magnitude of these coefficients drops significantly at high angles-of-attack.

Wing rock alleviation by using only conventional control surfaces will now be discussed in detail, along with the potential limitations. Some techniques to overcome the control power requirements for the wing rock suppression will also be described. These techniques involve the use of the advanced controls, such as thrust vectoring and forebody strakes, to increase the control power of the aircraft. As we shall see later, a proper implementation of such techniques can eliminate fully or partially the control power limitations of the conventional controls.


Figure 6-1: Roll and yaw control moment derivatives for conventional controls [47, 48]

### 6.2 Control Approach

As can be seen from the previous chapters, wing rock motion occurs when the aircraft system undergoes the supercritical Hopf bifurcation. It should also be remembered, that a subcritical Hopf bifurcation can occur instead, for certain combinations of parameter values. Such a condition leads to divergent motions, which are more catastrophic than the wing rock. In all cases, the parameters defined as $\mu$ and $p_{1}$ determine asymptotically which situation the aircraft will encounter. The control approach taken here is to modify these parameters such that a satisfactory dynamics can be achieved. The elaboration on what we mean by satisfactory dynamics is given in the next paragraphs.

Dynamic analysis of single, two, and three degrees-of-freedom cases (see Chapters 3,4 , and 5) has led to a unified governing equation for the amplitude of wing rock motion of the form

$$
\begin{equation*}
\frac{d A}{d \tau^{*}}=\frac{1}{2} \mu A+p_{1} A^{3} \tag{6.1}
\end{equation*}
$$

where $A$ indicates the amplitude of motion and $\tau^{*}$ indicates the slow time scale, $\epsilon t$, with $0<\epsilon \ll 1$. This equation can tell us whether wing rock occurs in the system and can predict the amplitude of the motion. As we have stated earlier, the amplitude of the wing rock motion is usually used as a measure of the severity of the motion. Hence, the unified result as given by Equation (6.1) is very useful and will be utilized to guide us to the appropriate control strategy.

The onset of wing rock is determined by the parameter $\mu$. When $\mu<0$, the nominal flight condition is asymptotically stable, and when $\mu>0$, wing rock or divergent motion can occur. In this case, the parameter $p_{1}$ determines whether the aircraft will undergo wing rock ( $p_{1}<0$ ) or divergent motion ( $p_{1}>0$ ). In the case where wing rock occurs in the system, the amplitude of the roll angle limit cycle is asymptotically determined by $\sqrt{-\frac{\mu}{2 p_{1}}}$. Ideally, the goal of the control system is to achieve an asymptotically stable system at any possible flight condition. This implies that the control law should be designed such that $\mu<0$ for all flight conditions of interest. However, this is not always possible, because there may not be enough control power to generate the necessary control moments. This is especially true for an aircraft equipped only with the conventional aerodynamic control surfaces, as we shall show later. In the situation where $\mu$ cannot be kept negative by the available controls, then the supercritical Hopf bifurcation case is preferable to the subcritical one. This is because in the supercritical Hopf bifurcation case, the aircraft motion is still bounded (wing rock), as opposed to the unbounded motion in the subcritical

Hopf bifurcation case (divergent motion). However, to be considered satisfactory, the amplitude of the wing rock motion should be kept as small as possible. Again, the control power issue may come into play here.

To summarize, the ideal goal of the control system is to avoid wing rock (wing rock avoidance), which can be achieved by making $\mu<0$. In the case where wing rock cannot be avoided, then the control system should suppress the wing rock amplitude as much as possible (wing rock suppression). This can be achieved by making the ratio of $\mu$ to $p_{1}$ as small as possible. Figure 6-2 illustrates the concept of wing rock avoidance and suppression. The first part of the figure indicates the amplitude of wing rock motion as a function of the nominal angle-of-attack when no control is applied. The onset of wing rock in this figure is denoted by $\alpha^{*}$. For the nominal angles-of-attack below $\alpha^{*}$, wing rock does not occur and the motion of the aircraft is asymptotically stable. The second part of the figure describes the concept of avoidance. Suppose that the maximum operational angle-of-attack of the aircraft is $\hat{\alpha}$. The avoidance system delays the onset of wing rock to an angle-of-attack higher than $\hat{\alpha}$, so that in its whole operational angle-of-attack range, the aircraft will not undergo wing rock. The last part of the figure illustrate the concept of suppression. Here, the aircraft will still experience wing rock at some angles-of-attack within its operational range, however the control system will suppress the amplitude of the wing rock motion to the level which is considered acceptable. We will next discuss the wing rock avoidance/suppression systems in more detail.

### 6.2.1 Wing Rock Avoidance

The onset of wing rock occurs at the angle-of-attack associated with $\mu=0$. If $\mu<0$, no wing rock motion can occur and if $\mu>0$, the aircraft can develop wing rock or divergent motion. Therefore, keeping the parameter $\mu$ to be negative for any flight condition of interest is the goal of the wing rock avoidance system. We will now consider $\mu$ in more detail, and especially examine the parameters that influence its value for the cases considered here. It should be noted that for all these cases, $\mu$ depends only on the constant parts of some stability derivatives.

For the single and two degrees-of-freedom cases, $\mu$ has the same form, that is (expressed in terms of linear stability derivatives)

$$
\begin{equation*}
\tilde{\mu} \equiv \epsilon \mu=L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0} \tag{6.2}
\end{equation*}
$$



Figure 6-2: Illustration of wing rock avoidance and suppression

The combination of the parameters $L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}$ is called the dynamic roll damping parameter in the literature. Thus, in this case, the wing rock damping parameter is the same as the dynamic roll damping parameter. $L_{\dot{\beta}_{0}}$ is difficult to modify by a simple control, as it is normally highly dependent on the aircraft configuration. $L_{p_{0}}$, on the other hand, can be easily modified using control, such as by a roll damper system. However, it should be noted that the level of ease of the $L_{p_{0}}$ modification varies with flight regimes.

For the three degrees-of-freedom case, $\mu$ is more complicated. It is defined by

$$
\begin{equation*}
\tilde{\mu} \equiv \epsilon \mu=\eta_{1}-\frac{\kappa_{1}}{\omega_{1}^{2}} \eta_{2} \tag{6.3}
\end{equation*}
$$

where (in terms of the linear stability derivatives)

$$
\begin{align*}
\tilde{\eta}_{1}= & \frac{1}{1-n_{1} n_{3}}\left[\left(L_{\dot{\beta}_{0}}-\frac{L_{r_{0}}}{\cos \alpha_{0}}\right)\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)-\right. \\
& \left.\left(N_{\dot{\beta}_{0}}-\frac{N_{r_{0}}}{\cos \alpha_{0}}\right)\left(\cos \alpha_{0}-n_{1} \sin \alpha_{0}\right)\right] \\
\frac{\kappa_{1}}{\omega_{1}^{2}}= & -\frac{L_{\beta_{0}}+n_{1} N_{\beta_{0}}}{\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right) \sin \alpha_{0}-\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right) \cos \alpha_{0}} \\
\tilde{\eta}_{2}= & \frac{g}{V} \cos \alpha_{0}+\frac{1}{1-n_{1} n_{3}}\left[\left(L_{p_{0}}+L_{r_{0}} \tan \alpha_{0}\right)\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right)-\right. \\
& \left.\left(N_{p_{0}}+N_{r_{0}} \tan \alpha_{0}\right)\left(\cos \alpha_{0}-n_{1} \sin \alpha_{0}\right)\right] \tag{6.4}
\end{align*}
$$

$\mu$ for this case is influenced by more aerodynamic stability derivatives than for the single and two degrees-of-freedom cases. In addition to $L_{p_{0}}$ and $L_{\dot{\beta}_{0}}, \mu$ is also affected by $L_{\beta_{0}}, N_{\beta_{0}}, L_{r_{0}}, N_{p_{0}}, N_{r_{0}}$, and $N_{\dot{\beta}_{0}}$. Among these parameters, $L_{p_{0}}$ and $N_{r_{0}}$ are the easiest ones to control. In a conventional aircraft system, $L_{p_{0}}$ is modified using a roll damper system (feedback of roll rate to the aileron) and $N_{r_{0}}$ is usually modified using a yaw damper system (feedback of yaw rate to the rudder). Due to the lateral cross-control effects, $L_{r_{0}}$ and $N_{p_{0}}$ are usually modified when there is roll rate or yaw rate feedback. However, we will assume that the cross-control effects are small and do not have significant effects on the dynamics. Although in theory $L_{\beta_{0}}$ and $N_{\beta_{0}}$ can be modified by $\beta$-feedback, in practice, this is normally not feasible, since the $\beta$ measurement is noisy. Similar reasoning applies to $L_{\dot{\beta}_{0}}$ and $N_{\dot{\beta}_{0}}$. Thus, the modification of these derivatives by using feedback will not be considered here.

The above discussion clearly shows that $\mu$ depends only on the constant parts of the stability derivatives of the aircraft, which are normally used in the linear treatment of aircraft dynamics. Therefore, a linear control law can be used to modify $\mu$ to avoid
wing rock. In this work, wing rock avoidance is performed by modifying $L_{p_{0}}$ and $N_{r_{0}}$ through the use of either conventional or advanced controls.

### 6.2.2 Wing Rock Suppression

Wing rock suppression system is normally employed when there is not enough control power to avoid the onset of the Hopf bifurcation within the flight envelope of the aircraft. The idea is to avoid the divergent motion (subcritical Hopf bifurcation) by allowing the aircraft to encounter the wing rock motion with small amplitudes. This is done by making $p_{1}<0$ and keeping the ratio of $\mu$ to $p_{1}$ to be as small as possible. As we shall see later, this usually requires the use of a nonlinear control law, since $p_{1}$ consists of the nonconstant parts of the stability derivatives.

Wing rock avoidance/suppression systems by using conventional and advanced controls are studied next.

### 6.3 Wing Rock Alleviation Using Conventional Aerodynamic Controls

Alleviation of wing rock by using only conventional aerodynamic controls is described in this section. Since wing rock motion is mostly lateral in nature, then the only effective aerodynamic controls to suppress it are ailerons and rudders. As has been mentioned previously, control power is an important issue to consider when utilizing these controls at high angles-of-attack, which is the flight regimes of interest here. Both ailerons and rudders lose their effectiveness at high angles-of-attack. Without loss of generality, for the fighter aircraft model used in the previous numerical examples, the variations of the lateral direct control derivatives with the angle-of-attack are assumed to be well approximated by piecewise linear functions (Figure 6-3). The trends of the variation are typical, as can also be seen in Figure 6-1.

Next, we will examine in detail the avoidance/suppression of wing rock using the conventional aerodynamic controls for each case considered in Chapter 3, 4 and 5.


Figure 6-3: Assumed variation of direct lateral control derivatives with angle-of-attack

### 6.3.1 Single Degree-of-Freedom Case

In the single degree-of-freedom case, the only aerodynamic surfaces utilized for the wing rock suppression are the ailerons. The equation of motion of the aircraft system with control, expressed in terms of stability derivatives, becomes (see Chapter 3 for the uncontrolled case)

$$
\begin{equation*}
\ddot{\phi}=L_{p} p+L_{\beta} \beta+L_{\dot{\beta}} \dot{\beta}+L_{\delta_{a}} \delta_{a} \tag{6.5}
\end{equation*}
$$

where $\delta_{a}$ denotes the aileron deflection and $L_{\delta_{a}}$ indicates the aileron rolling control derivative. Note that in the above equation, all the stability and control derivatives can be nonlinear. The constant parts of the derivatives, which normally appear in the linear aircraft dynamics analysis, will be denoted by the subscript ' 0 ', as before. Expressed in this way, the above equation of motion becomes

$$
\begin{equation*}
\ddot{\phi}=L_{p_{0}} p+L_{\beta_{0}} \beta+L_{\dot{\beta}_{0}} \dot{\beta}+L_{N L}+L_{\delta_{a_{0}}} \delta_{a} \tag{6.6}
\end{equation*}
$$

where $L_{N L}$ represents the nonlinear parts of the rolling moment which do not come from the application of control. We will first consider the use of linear control law to avoid the occurence of wing rock in the system.

As has been explained in the previous section, we apply a control law that will augment $L_{p_{0}}$. A simple gain control law of the following form is studied here.

$$
\begin{equation*}
\delta_{a}=-K_{p_{1}} p \tag{6.7}
\end{equation*}
$$

For the implementation of this control law, the measurement of roll rate by using a roll rate sensor is fedback to command a certain aileron deflection. With this control law, the wing rock damping parameter is modified to

$$
\begin{equation*}
\tilde{\mu}=\bar{L}_{p}+L_{\dot{\beta}_{0}} \sin \alpha_{0} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{L}_{p}=L_{p_{0}}-K_{p_{1}} L_{\delta_{a_{0}}} \tag{6.9}
\end{equation*}
$$

To avoid wing rock, $\mu$ has to be kept negative. This requirement produces the minimum bound for the gain $K_{p_{1}}$ to yield an asymptotically stable system, as follows.

$$
\begin{aligned}
L_{p_{0}}- & K_{p_{1}} L_{\delta_{a_{0}}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}<0 \\
\Leftrightarrow & K_{p_{1}} L_{\delta_{a_{0}}}>L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}
\end{aligned}
$$



Figure 6-4: Lower bound of the gain for stability (solid line) and the gain to achieve the damping ratio of $0.2,0.4$, and 0.6 (dashed line) in the avoidance system

$$
\begin{equation*}
\Leftrightarrow \quad K_{p_{1}}>\frac{L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}}{L_{\delta_{a_{0}}}} \tag{6.10}
\end{equation*}
$$

For the fighter aircraft model used in the numerical example in Chapter 1, this bound is shown in Figure 6-4. The gain $K$ is adjusted such that the resulting closed loop system has desirable dynamics. Since in our case, $\mu=-2 \zeta \omega$ with $\zeta$ the damping ratio of the system and $\omega=\sqrt{-L_{\beta_{0}} \sin \alpha_{0}}$, then the gain $K_{p_{1}}$ to obtain a system with damping ratio $\zeta$ is given by

$$
\begin{align*}
-2 \zeta \omega & =L_{p_{0}}-K_{p_{1}} L_{\delta_{a_{0}}}+L_{\dot{\beta}_{0}} \sin \alpha_{0} \\
\Leftrightarrow \quad & K_{p_{1}}=\frac{L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}+2 \zeta \sqrt{-L_{\beta_{0}} \sin \alpha_{0}}}{L_{\delta_{a_{0}}}} \tag{6.11}
\end{align*}
$$

The gains to achieve certain damping ratio is shown by the dashed lines in Figure 6-4.
The figure suggests the use of low gain at low angles-of-attack and high gain at high angles-of-attack. Based on this, it can be understood that the use of a constant gain for the whole angle-of-attack range will not be optimal. In fact, if we try to compensate for the wing rock by using high gain control for the whole angle-of-attack range, the system will be highly overdamped at low angles-of-attack, hence it has a very sluggish roll response. This is undesirable, especially for a fighter aircraft. In order to avoid this problem, some sort of gain-scheduling based on angles-of-attack can be devised. The simplest scenario would be to use low or zero gain at low angles-
of-attack and to use high gain control at high angles-of-attack.
The discussion in the previous paragraph has not taken into account the range of the aileron deflections. In most aircraft, aileron deflections are limited to $\pm 30^{\circ}$ or $\pm 40^{\circ}$. Also, the maximum rate of deflection of the ailerons is usually limited. Too high a gain can easily drive the ailerons to their limits. Therefore, this physical restriction limits the potential dynamics achievable by the control system.

The simulations of the aircraft responses without and with the aileron deflection and rate limitations are shown in Figures 6-5 and 6-6. We see from the figures, that theoretically, the specified gain produces an asymptotically stable system. However, due to the aileron limitations, wing rock motion cannot be avoided. Physically, this failure is attributed to the high gain control requirement to avoid wing rock, which then leads the ailerons to their maximum limits. This high gain requirement is driven by the loss of control power (low $C_{l_{\delta_{a}}}$ ) at high angles-of-attack.

We will consider now the suppression of the resulting wing rock amplitude. Since, the amplitude of the wing rock motion is asymptotically determined by $\sqrt{-\frac{\mu}{2 p_{1}}}$, then the suppression is achieved by minimizing the ratio $\frac{\mu}{p_{1}}$. At this point, we assume that the wing rock avoidance using the linear control law (6.7) can only be accomplished up to a certain angle-of-attack and we are interested in the nominal flight condition at an angle-of-attack higher than the avoidance range. Hence, the option we have is to ensure that $p_{1}<0$ (to avoid the divergent case) and to increase its magnitude as much as possible such that the ratio $\frac{\mu}{p_{1}}$ is as small as possible within the limitation of the controls. For the single degree-of-freedom case, $p_{1}$ is defined by

$$
\begin{equation*}
\tilde{p}_{1} \equiv \epsilon p_{1}=\frac{1}{8}\left(\tilde{c}_{2}+3 \tilde{c}_{4} \omega^{2}\right) \tag{6.12}
\end{equation*}
$$

The measurement of $\beta$ is usually noisy, and thus is not used in the feedback system. Based on this, $p_{1}$ will be modified by feeding back $p^{3}$ into the ailerons. In this case, the control law is nonlinear and is given by

$$
\begin{equation*}
\delta_{a}=-K_{p_{1}} p-K_{p_{3}} p^{3} \tag{6.13}
\end{equation*}
$$

The nonlinear part of the control law augments the parameter $c_{4}$ so that $p_{1}$ becomes

$$
\begin{equation*}
\tilde{p}_{1}=\frac{1}{8}\left[\tilde{c}_{2}+3\left(\tilde{c}_{4}-K_{p_{3}} L_{\delta_{a}}\right) \omega^{2}\right] \tag{6.14}
\end{equation*}
$$




Figure 6-5: Aircraft responses without aileron limitations for specific value of control gain


Figure 6-6: Aircraft responses with aileron limitations for specific value of control gain


Figure 6-7: Effect of $K_{p_{3}}$ on wing rock amplitude

The effect of $K_{p_{3}}$ on the wing rock amplitude is summarized in Figure 6-7. Theoretically, $K_{p_{3}}$ can be selected so that the maximum amplitude of wing rock is within a certain bound. Practically, the freedom in the selection of $K_{p_{3}}$ is limited by the available control power and the physical limitations of the ailerons. Figure 6-8 compares the theoretical and practical suppression of wing rock at a specific angle-of-attack for a certain $K_{p_{1}}$ and $K_{p_{3}}$ combination. We see that although theoretically we can suppress the wing rock amplitude very well, due to the aileron physical limitations, the suppression is not successful. Therefore, the control gains have to be selected very carefully for a successful wing rock alleviation.

### 6.3.2 Two Degrees-of-Freedom Case

Because $\mu$ in the two degrees-of-freedom case is the same as in the single degree-offreedom one, the discussion on wing rock avoidance in the previous subsection can again be applied here. The additional degree-of-freedom in pitch does not necessitate one to use a different avoidance strategy. The reader may refer to the previous subsection for the discussion on this matter.

The parameter $p_{1}$ in this case is more complicated than in the single degree-offreedom case. It contains some additional terms due to the presence of the longitudinal degree-of-freedom. We may expect that such terms due to the longitudinal coupling are small. Therefore, it is clear that the wing rock suppression control law (6.13) can


Figure 6-8: Wing rock suppression result without aileron limitations for specific values of control gains ( $K_{p_{1}}=.5$ and $K_{p_{3}}=2$ )



Figure 6-9: Wing rock suppression result with aileron limitations for specific values of control gains ( $K_{p_{1}}=.5$ and $K_{p_{3}}=2$ )


Figure 6-10: Effect of $K_{p_{3}}$ on wing rock amplitude for $\alpha_{0}=35^{\circ}$
be applied also for this case. The typical effect of $K_{p_{3}}$ on the wing rock amplitude for specific angle-of-attack is shown in Figure 6-10. The effect is similar to the single degree-of-freedom case.

### 6.3.3 Three Degrees-of-Freedom Case

As mentioned earlier, the wing rock avoidance system for the three degrees-of-freedom case is based on the modification of $L_{p_{0}}$ and $N_{r_{0}}$ through the use of linear feedback. $L_{p_{0}}$ is modified by the feedback of roll rate to the ailerons (roll damper), while $N_{r_{0}}$ can be modified by the feedback of yaw rate to the rudder (yaw damper), that is

$$
\begin{align*}
\delta_{a} & =K_{p_{1}} p \\
\delta_{r} & =K_{r_{1}} r \tag{6.15}
\end{align*}
$$

Such a feedback augments the linear roll and yaw damping derivatives to become

$$
\begin{align*}
& \bar{L}_{p}=L_{p_{0}}-K_{p_{1}} L_{\delta_{a}} \\
& \bar{N}_{r}=N_{r_{0}}-K_{r_{1}} N_{\delta_{r}} \tag{6.16}
\end{align*}
$$



Figure 6-11: Sensitivity of $\mu$ to the augmentation of roll and yaw damping

The sensitivity of $\tilde{\mu}$ to the augmentation is described by the partial derivative of $\tilde{\mu}$ with respect to $\bar{L}_{p}$ and $\bar{N}_{r}$. From Equations (6.3) and (6.4),

$$
\begin{align*}
\frac{\partial \tilde{\mu}}{\partial \bar{L}_{p}} & \left.=\frac{1}{1-n_{1} n_{3}}\left(\sin \alpha_{0}-n_{3} \cos \alpha_{0}\right) \frac{L_{\beta_{0}}+n_{1} N_{\beta_{0}}}{\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)-\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right.}\right) \\
\frac{\partial \tilde{\mu}}{\partial \bar{N}_{r}} & =\frac{1}{1-n_{1} n_{3}}\left(1-n_{1} \tan \alpha_{0}\right)\left[1-\frac{\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right) \sin \alpha_{0}}{\sin \alpha_{0}\left(L_{\beta_{0}}+n_{1} N_{\beta_{0}}\right)-\cos \alpha_{0}\left(N_{\beta_{0}}+n_{3} L_{\beta_{0}}\right.}\right) \tag{6.17}
\end{align*}
$$

The plots of the above derivatives as a function of the nominal angle-of-attack for the generic aircraft model treated in Chapter 5 are given in Figure 6-11. We see that the sensitivity of $\mu$ to the augmentation in roll damping increases with angle-of-attack, while the sensitivity to the augmentation in yaw damping decreases with angle-ofattack. Hence, in the high angle-of-attack regimes, the roll damper is more effective for wing rock control than the yaw damper, because a certain amount of change in roll damping affects $\mu$ more than the same amount of change in yaw damping. Physically, this is due to the fact that the aircraft dynamics is dominated by roll oscillations in this flight regime.

The sensitivity of $\mu$ with respect to the control gains $K_{p_{1}}$ and $K_{r_{1}}$ depends on the efficiency of the aerodynamic controls, as follows

$$
\frac{\partial \tilde{\mu}}{\partial K_{p_{1}}}=\frac{\partial \tilde{\mu}}{\partial \bar{L}_{p}} \frac{\partial \bar{L}_{p}}{\partial K_{p_{1}}}=-\frac{\partial \tilde{\mu}}{\partial \bar{L}_{p}} L_{\delta_{a}}
$$



Figure 6-12: Variation of $\mu$ sensitivity to the control gains

$$
\begin{equation*}
\frac{\partial \tilde{\mu}}{\partial K_{r_{1}}}=\frac{\partial \tilde{\mu}}{\partial \bar{N}_{r}} \frac{\partial \bar{N}_{r}}{\partial K_{r_{1}}}=-\frac{\partial \tilde{\mu}}{\partial \bar{N}_{r}} N_{\delta_{r}} \tag{6.18}
\end{equation*}
$$

where $\frac{\partial \tilde{\mu}}{\partial \bar{L}_{p}}$ and $\frac{\partial \tilde{\mu}}{\partial \bar{N}_{r}}$ are given by Equation (6.17). By using the control derivative variations given in Figure 6-3, the variations of the $\mu$ sensitivity with respect to the control gains are shown in Figure 6-12. We see here that the $\mu$ is more sensitive to roll control gain $K_{p_{1}}$ than to the yaw control gain $K_{r_{1}}$. Hence, if only single channel control is implemented, the roll damper system is a better choice of the two. However, the fact that yaw damper has effect on the parameter $\mu$ can be utilized to our advantage. Yaw damper can reduce the task of the roll damper to avoid wing rock. It can be interconnected with the roll channel and be used as an integral part of the wing rock avoidance system.

When only the roll damper is present, the lower bound of the control gain $K_{p_{1}}$ to avoid wing rock is shown by the solid line in Figure 6-13. If the yaw damper is also implemented in the system, the bound of $K_{p_{1}}$ for wing rock avoidance becomes lower. The higher the gain of the yaw damper, the lower the gain of the roll damper needed to avoid wing rock. Similarly, Figure 6-14 depicts the lower bound of the yaw damper gain $K_{r_{1}}$ for wing rock avoidance with and without the presence of the roll damper in the system. Note that the needed gains for the yaw damper are relatively higher than the gains for the roll damper. This is because the effectiveness of the rudder is very low at high angles-of-attack.


Figure 6-13: Lower bound of $K_{p_{1}}$ for wing rock avoidance


Figure 6-14: Lower bound of $K_{r_{1}}$ for wing rock avoidance


Figure 6-15: Wing rock amplitude as a function of $K_{p_{3}}$ for $\alpha_{0}=33^{\circ}$

As has been discussed, the control power limitation might force us to use a wing rock suppression system rather than the avoidance system. In the previous cases, the suppression is performed by the feedback of $p^{3}$ to the ailerons. It is natural here to also consider the feedback of $r^{3}$ to the rudder for the wing rock suppression. However, since in this case the rudder effectiveness to the aircraft dynamics is very low (see Figure 6-11) the $r^{3}$ feedback to the rudder is not utilized. We will only consider the feedback of $p_{3}$ to the ailerons as in the previous cases. Hence, the wing rock suppression control laws used here are as follows.

$$
\begin{align*}
\delta_{a} & =K_{p_{1}} p+K_{p_{3}} p^{3} \\
\delta_{r} & =K_{r_{1}} r \tag{6.19}
\end{align*}
$$

For specific angle-of-attack, the effect of $K_{p_{3}}$ on the resulting wing rock amplitude is shown in Figure 6-15. We see that within the limitations of the control surfaces, such a feedback is quite effective in suppressing the wing rock motion.

### 6.4 Advanced Control Concepts

We have shown in the previous sections, that theoretically, conventional controls are sufficient to alleviate wing rock. However, limitations in the power of the conventional controls, especially at high angles-of-attack, may force us to explore other means of
control for a successful alleviation. Several advanced control techniques have been studied and applied and have been shown to be effective at high angle-of-attack operations. Some of them, which will be described briefly here, are thrust vectoring $[49,50,51]$, forebody flow control $[53,54,55]$. The purpose of the description is to show the potential advantages of these techniques for high angle-of-attack control. One way to utilize these advanced control techniques is to schedule the control law with angle-of-attack such that the most effective control is used most at certain region of angles-of-attack.

### 6.4.1 Thrust Vectoring

As the name implies, in thrust vectoring control, the engine thrust vector is directed such that a desired control moment is obtained. Figure 6-16 illustrates this concept. Thrust vectoring is usually effective up to a very high angle-of-attack. An aircraft equipped with the thrust vectoring capability has additional control moments over the ones provided by the conventional aerodynamic control surfaces. In the high angle-of-attack region, where the aerodynamic control surfaces are usually not effective, the additional control moments from thrust vectoring are very useful. In general, thrust vectoring expands the control power envelope of the aircraft, especially at high angles-of-attack. An example of the expanded control power achieved by thrust vectoring on the F-18 HARV aircraft is given in Figure 6-17. Note that the F-18 HARV is only equipped with pitch and yaw thrust vectoring only (no roll thrust vectoring capability). In the figure, the origin represents the condition where no thrust vectoring is used. We can see that significant pitch and yaw moments can be generated by vectoring the thrust. The yaw thrust vectoring, specifically, can be very useful for wing rock alleviation.

### 6.4.2 Forebody Flow Control

Concepts of generating control moments by controlling the forebody flow of the aircraft have been studied (see e.g. [53]). The manipulation of the forebody flow can be performed either pneumatically (forebody blowing) or mechanically (deflectable forebody strakes). Brief look at these two forebody flow control techniques is given next.

Figure 6-18 illustrate the concept of forebody blowing. In this case, high pressure air is blown from the aircraft forebody to the surrounding airflow. The idea is to


Figure 6-16: Thrust vector control moments [49]


Figure 6-17: Additional moments from thrust vectoring on the F-18 HARV [52]
generate a desired vortex flow which is useful for producing aerodynamic moments. Experiment to demonstrate the effectiveness of the method on a generic fighter aircraft configuration has been performed $[53,54]$. Figure $6-19$ shows the effects of tangential blowing on the yawing moment of the aircraft. We can see that the blowing is especially effective at high angles-of-attack, where the rudder has become non-effective.

The use of deflectable forebody strakes for forebody flow control has been reported [53, 55]. See Figure 6-20 for an illustration of deflectable strakes. The strakes are used to produce useful vortex flow for generating desired control moments, especially at high angles-of-attack. The effectiveness of the strakes in generating yawing moment for a generic fighter configuration is given in Figure 6-21. The figure shows that the strakes can produce significant yawing moment at high angles-of-attack, which can be useful for control.


Figure 6-18: Forebody blowing concept [53]


Figure 6-19: The effects of tangential forebody blowing on the yawing moment [53]


Figure 6-20: Deflectable forebody strakes [53]


Figure 6-21: The effectiveness of forebody strakes on yawing moment [53]

## Chapter 7

## Conclusions and Recommendations

### 7.1 Conclusions

The conclusions drawn from the work presented in the previous chapters can be divided into three major groups. The grouping is based on whether the conclusions are related to wing rock dynamics, wing rock control, or the technique used for the analysis.

### 7.1.1 Conclusions Related to Wing Rock Dynamics

- For the three cases considered (single, two, and three degrees-of-freedom cases), the amplitude history of wing rock motion is governed asymptotically by the same form of nonlinear first order ordinary differential equation which involves the parameters $\mu$ and $p_{1}$ (see Equations (3.44), (4.65), (5.90)). Note that although the form of the equation is the same, the definitions of $\mu$ and $p_{1}$ vary from case to case, and so do the contributing parameters. Assuming that the other modes of motion are stable, then both $\mu$ and $p_{1}$ determine whether wing rock occurs in the system. $\mu$ determines the onset of wing rock and is called the wing rock damping parameter. The ratio of $\mu$ and $p_{1}$ determines the steady state amplitude of wing rock motion. Wing rock can only occur in the aircraft system when $\mu>0$ and $p_{1}<0$.
- In general, the onset of wing rock is mainly determined by the dynamic lateral damping parameters (in linear flight dynamics sense) and to some extent by the lateral static stability parameters and lateral coupling parameters (also in
linear flight dynamics sense). In the single and two degrees-of-freedom cases, it is determined only by the dynamic roll damping parameter $\left(L_{p_{0}}+L_{\dot{\beta}_{0}} \sin \alpha_{0}\right)$. However, in the three degrees-of-freedom case, it is not only influenced by the roll damping parameter, but also by yaw damping parameter $\left(N_{r_{0}}+N_{\dot{\beta}_{0}} \cos \alpha_{0}\right)$, dynamic lateral coupling parameters ( $L_{r_{0}}, N_{p_{0}}$ ), and static stability parameters $\left(L_{\beta_{0}}, N_{\beta_{0}}\right)$.
- The amplitude of the wing rock motion is determined by the balance between the stabilizing and destabilizing energy from the aerodynamic moments. The stabilizing energy mainly comes from the aerodynamic nonlinearities, the parameters of which are reflected in $p_{1}$. The parameters contributing to $p_{1}$, hence affect the wing rock amplitude, can be identified to come from nonlinear terms with odd power of rate variables and from the longitudinal and lateral cross coupling nonlinearity. Strong cubic variation of lateral moments with sideslip can also have an effect on the wing rock amplitude in the three degrees-of-freedom case.
- The frequency of wing rock oscillations is mostly affected by the lateral static stability parameters of the aircraft ( $L_{\beta_{0}}$ and $N_{\beta_{0}}$ ). In the single and two degrees-of-freedom cases considered, the wing rock frequency is determined mostly by the static roll stability parameter (dihedral effect). In the three degrees-offreedom case, the static yaw stability parameter also contributes to the wing rock frequency.
- In wing rock situation involving the longitudinal degree-of-freedom, the pitch angle goes to a new equilibrium and in steady state oscillate around the new equilibrium with a constant amplitude and twice the wing rock frequency. At specific angle-of-attack, the constant amplitude is proportional to the square of the wing rock amplitude. In general, the properties of the steady pitch oscillation during wing rock are influenced mainly by the aerodynamic cross coupling derivatives.
- Certain phenomena cannot be captured by the lower degrees-of-freedom models. For example, strong cubic variation of lateral moments with sideslip cannot cause wing rock in the single and two degrees-of-freedom cases, however it can give rise to wing rock in the three degrees-of-freedom case. Another example is the potential of wing rock due to the variation of the dynamic cross coupling derivatives with sideslip, which is not captured in the single degree-of-freedom model. In selecting which model to use in the analysis, the trade-off is between the accuracy in modeling the physical phenomena and the analysis complexity.

A higher degree-of-freedom model is more accurate in modeling the physical phenomena at the expense of a more complex analysis.

### 7.1.2 Conclusions Related to Wing Rock Control

- In this work, both linear and nonlinear control laws for the alleviation of wing rock have been developed. In a conventional aircraft system, feedback of roll rate to the ailerons has been shown to be effective for wing rock alleviation. For best results, nonlinear control laws need to be implemented. Linear feedback of roll rate is effective for delaying the onset of wing rock. Additional feedback of cubic of roll rate helps in suppressing the resulting wing rock amplitude.
- Feedback of yaw rate to the rudder helps in alleviating wing rock. When combined with roll rate feedback, it helps in reducing the aileron workload for this specific task.
- Due to control power limitations of conventional aerodynamic control surfaces at high angles-of-attack, advanced controls, such as thrust vectoring and forebody flow control, may need to be utilized for wing rock alleviation. Such advanced controls are used to increase the overall control power of the aircraft at high angles-of-attack.


### 7.1.3 Conclusions Related to the Analysis Technique

- The technique of analysis used, which is a combination of the Multiple Time Scales method, center manifold reduction principle, and bifurcation theory, is very effective in systematically uncovering the dynamics of the multiple degrees-of-freedom cases analytically. Moreover, the technique is able to obtain solutions in analytical form, which enable us to see how the parameters affect the system behavior. In contrast, numerical analysis requires iterative procedure to investigate the influences of some parameters to the dynamics of the system, and the results obtained are usually valid only for limited combination of parameter values. The analytical solutions obtained have been demonstrated to be in excellent agreement with the numerical solutions in the region of validity of the analysis.
- The application of the dynamic analysis technique in this case leads to a unified analytical form for the three classes of problem considered. The unified form is shown to be very advantageous for synthesizing an appropriate control strategy.


### 7.2 Recommendations

Some recommendations for future research based on the work in this dissertation are as follows.

- In current work, a nonlinear multiple degree-of-freedom mathematical model of an aircraft has been developed and has been demonstrated to be useful for the study of wing rock. As the model developed is quite general, it would be advantageous to investigate its potential use for the study of other nonlinear flight dynamics phenomena, such as roll coupling, jump phenomena, etc.
- The wing rock analysis in this work involves a rigid aircraft. Lately, interest in the development of aircraft with highly flexible wings has been observed. The flexible wings have been shown to have advantages for control. In this regard, research of wing rock on highly flexible aircraft is very important. Knowledge on the effects of the structural flexibility on wing rock properties is of a great value in understanding the dynamics of the flexible aircraft further.
- The development of a more advanced control law for wing rock alleviation combining conventional and advanced controls, based on the unified result of the dynamic analysis, is also an area that can be further explored. Such control law should be designed to overcome the control power issues. Successful control of wing rock can lead to the expansion of the flight envelope of the aircraft.
- The analysis technique used in this dissertation has been demonstrated to be capable of solving the multiple degrees-of-freedom cases systematically. It is also promising to be used for other type of problems involving multiple degrees-of-freedom. Applications of the current analysis technique for other multiple degrees-of-freedom problems are worth investigating.


## Appendix A

## Derivation of the Rolling Moment for the Single Degree-of-freedom Problem

The work done by the aerodynamic forces through a displacement $\delta \phi$ is given by (see Equation (3.17))

$$
\begin{equation*}
\delta W=-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi d y \tag{A.1}
\end{equation*}
$$

where from Equations (3.6) and (3.7)

$$
\begin{align*}
d L(y) & =\bar{q} c(y)\left(c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3}\right) d y \\
d D(y) & =\bar{q} c(y)\left(c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3}\right) d y \tag{A.2}
\end{align*}
$$

with (from Equation (3.16))

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \dot{\beta} \tag{A.3}
\end{equation*}
$$

We focus now on the part of the work due to the lift force on the wing. The derivation for contribution of the drag force will follow the same way and will not be shown here. The substitution of Equation (A.3) into Equation (A.2) yields

$$
\begin{equation*}
d L(y)=\bar{q} c(y)\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) d y \tag{A.4}
\end{equation*}
$$

where $c_{L}^{e}(y)$ contains terms of even functions of $y$ and $c_{L}^{o}(y)$ contains terms of odd functions of $y$, as follows

$$
\begin{align*}
c_{L}^{e}(y)= & c_{L_{0}}+c_{L_{1}} \alpha_{1}(y)+c_{L_{2}} \alpha_{1}^{2}(y)+c_{L_{3}} \alpha_{1}^{3}(y)+c_{L_{2}} f_{2}^{2}(y) p^{2}+c_{L_{2}} f_{3}^{2}(y) \beta^{2}+ \\
& c_{L_{2}} f_{4}^{2}(y) \dot{\beta}^{2}+2 c_{L_{2}} f_{2}(y) f_{3}(y) p \beta+2 c_{L_{2}} f_{2}(y) f_{4}(y) p \dot{\beta}+2 c_{L_{2}} f_{3}(y) f_{4}(y) \beta \dot{\beta}+ \\
& 3 c_{L_{3}} f_{2}^{2}(y) \alpha_{1}(y) p^{2}+3 c_{L_{3}} f_{3}^{2}(y) \alpha_{1}(y) \beta^{2}+3 c_{L_{3}} f_{4}^{2}(y) \alpha_{1}(y) \dot{\beta}^{2}+ \\
& 6 c_{L_{3}} f_{2}(y) f_{3}(y) \alpha_{1}(y) p \beta+6 c_{L_{3}} f_{2}(y) f_{4}(y) \alpha_{1}(y) p \dot{\beta}+6 c_{L_{3}} f_{3}(y) f_{4}(y) \alpha_{1}(y) \beta \dot{\beta} \\
c_{L}^{o}(y)= & {\left[c_{L_{1}} f_{2}(y)+2 c_{L_{2}} f_{2}(y) \alpha_{1}(y)+3 c_{L_{3}} f_{2}(y) \alpha_{1}^{2}(y)\right] p+\left[c_{L_{1}} f_{3}(y)+\right.} \\
& \left.2 c_{L_{2}} f_{3}(y) \alpha_{1}(y)+3 c_{L_{3}} f_{3}(y) \alpha_{1}^{2}(y)\right] \beta+\left[c_{L_{1}} f_{4}(y)+2 c_{L_{2}} f_{4}(y) \alpha_{1}(y)+\right. \\
& \left.3 c_{L_{3}} f_{4}(y) \alpha_{1}^{2}(y)\right] \dot{\beta}+c_{L_{3}} f_{2}^{3}(y) p^{3}+c_{L_{3}}^{3} f_{3}^{3}(y) \beta^{3}+c_{L_{3}} f_{4}^{3}(y) \dot{\beta}^{3}+ \\
& 3 c_{L_{3}} f_{2}^{2}(y) f_{3}(y) p^{2} \beta+3 c_{L_{3}} f_{2}^{2}(y) f_{4}(y) p^{2} \dot{\beta}+3 c_{L_{3}} f_{4}^{2}(y) f_{2}(y) p \beta^{2}+ \\
& 3 c_{L_{3}} f_{4}^{2}(y) f_{2}(y) p \dot{\beta}^{2}+3 c_{L_{3}} f_{3}^{2}(y) f_{4}(y) \beta^{2} \dot{\beta}+3 c_{L_{3}} f_{4}^{2}(y) f_{3}(y) \beta \dot{\beta}^{2}+ \\
& 6 c_{L_{3}} f_{2}(y) f_{3}(y) f_{4}(y) p \beta \dot{\beta} \tag{A.5}
\end{align*}
$$

Then the contribution of the lift force of the wing to the total work is given by

$$
\begin{equation*}
\delta W_{L}^{w}=-\int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \cos \alpha_{0} \delta \phi d y \tag{A.6}
\end{equation*}
$$

where the subscript $L$ indicates the work due to the lift force and the superscript $w$ indicates wing. In the above equation, $y c_{L}^{e}(y)$ gives rise to odd integrands and $y c_{L}^{o}(y)$ gives rise to even integrands. The odd integrands will integrate to zero. Therefore the above integral is determined only by the even integrands, that is

$$
\begin{equation*}
\delta W_{L}^{w}=-\int_{-b / 2}^{b / 2} \bar{q} S c(y) y c_{L}^{o}(y) \cos \alpha_{0} \delta \phi d y \tag{A.7}
\end{equation*}
$$

For the first three terms in $c_{L}^{o}(y)$ (see Equation (A.5)), we get

$$
\begin{equation*}
-\int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left[c_{L_{1}} f_{2}(y)+2 c_{L_{2}} f_{2}(y) \alpha_{1}(y)+3 c_{L_{3}} f_{2}(y) \alpha_{1}^{2}(y)\right] d y \delta \phi p=\bar{c}_{2}^{w} \delta \phi p \tag{A.8}
\end{equation*}
$$

where $\bar{c}_{2}^{w}$ is a constant. The integration of the other terms in $c_{L}^{o}(y)$ is performed in the same manner, and by repeating the steps for the drag force and for the contribution of the horizontal tail, we get

$$
\begin{align*}
\delta W= & \left(\bar{c}_{1} \beta+\bar{c}_{2} p+\bar{c}_{3} \dot{\beta}+\bar{c}_{4} \beta^{3}+\bar{c}_{5} \beta^{2} p+\bar{c}_{6} \beta^{2} \dot{\beta}+\bar{c}_{7} \beta p^{2}+\bar{c}_{8} \beta \dot{\beta}^{2}+\bar{c}_{9} \dot{\beta}^{3}+\right. \\
& \left.\bar{c}_{10} p^{3}+\bar{c}_{11} \dot{\beta} p\right) \delta \phi \tag{A.9}
\end{align*}
$$

Then, by using

$$
\begin{equation*}
Q=\frac{\delta W}{\delta \phi} \tag{A.10}
\end{equation*}
$$

we get the aerodynamic rolling moment expression (3.18).

## Appendix B

## Derivation of the Aerodynamic Moments for the Two Degrees-of-freedom Problem

The work done by the aerodynamic forces through a roll displacement $\delta \phi$ and a pitch displacement $\delta \theta$ is given by (see Equation (4.17)

$$
\begin{equation*}
\delta W=-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi-\int_{a / c}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) l \delta \theta \tag{B.1}
\end{equation*}
$$

where from Equations (4.7) and (4.8)

$$
\begin{align*}
d L(y) & =\bar{q} c(y)\left(c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3}\right) d y \\
d D(y) & =\bar{q} c(y)\left(c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3}\right) d y \tag{B.2}
\end{align*}
$$

with (from Equation (4.16))

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \dot{\beta}+f_{5}(y) \alpha+f_{6}(y) q+f_{7}(y) \dot{\alpha} \tag{B.3}
\end{equation*}
$$

We focus now on the part of the work due to the lift force on the wing. The derivation for part due to the drag force will follow in the same way and will not be presented. The substitution of Equation (B.3) into Equation (B.2) yields

$$
\begin{equation*}
d L(y)=\bar{q} c(y)\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) d y \tag{B.4}
\end{equation*}
$$

where $c_{L}^{e}(y)$ contains terms of even functions of $y$ and $c_{L}^{o}(y)$ contains terms of odd functions of $y$, as follows

$$
\begin{aligned}
& c_{L}^{e}=c_{L_{3}} \alpha_{1}{ }^{3}+3 c_{L_{3}} f_{2}{ }^{2} \alpha_{1} p^{2}+6 c_{L_{3}} f_{3} f_{2} \alpha_{1} p \beta+6 c_{L_{3}} f_{4} f_{2} \alpha_{1} p \dot{\beta} \\
& +3 c_{L_{3}} f_{3}{ }^{2} \alpha_{1} \beta^{2}+6 c_{L_{3}} f_{4} f_{3} \alpha_{1} \beta \dot{\beta}+3 c_{L_{3}} f_{4}{ }^{2} \alpha_{1} \dot{\beta}^{2}+3 c_{L_{3}} f_{5} \alpha \alpha_{1}{ }^{2} \\
& +c_{L_{2}} \alpha_{1}{ }^{2}+3 c_{L_{3}} f_{6} q \alpha_{1}{ }^{2}+3 c_{L_{3}} f_{7} \dot{\alpha} \alpha_{1}{ }^{2}+c_{L_{2}} f_{2}{ }^{2} p^{2}+3 c_{L_{3}} f_{7} f_{2}{ }^{2} \dot{\alpha} p^{2} \\
& +3 c_{L_{3}} f_{6} f_{2}{ }^{2} q p^{2}+3 c_{L_{3}} f_{5} f_{2}^{2} \alpha p^{2}+6 c_{L_{3}} f_{7} f_{3} f_{2} \dot{\alpha} p \beta+6 c_{L_{3}} f_{6} f_{3} f_{2} q p \beta \\
& +2 c_{L_{2}} f_{3} f_{2} p \beta+6 c_{L_{3}} f_{5} f_{4} f_{2} \alpha p \dot{\beta}+6 c_{L_{3}} f_{7} f_{4} f_{2} \dot{\alpha} p \dot{\beta}+6 c_{L_{3}} f_{6} f_{4} f_{2} q p \dot{\beta} \\
& +2 c_{L_{2}} f_{4} f_{2} p \dot{\beta}+c_{L_{2}} f_{3}{ }^{2} \beta^{2}+3 c_{L_{3}} f_{6} f_{3}{ }^{2} q \beta^{2}+3 c_{L_{3}} f_{5} f_{3}{ }^{2} \alpha \beta^{2} \\
& +3 c_{L_{3}} f_{7} f_{3}{ }^{2} \dot{\alpha} \beta^{2}+6 c_{L_{3}} f_{7} f_{4} f_{3} \dot{\alpha} \beta \dot{\beta}+6 c_{L_{3}} f_{6} f_{4} f_{3} q \beta \dot{\beta}+2 c_{L_{2}} f_{4} f_{3} \beta \dot{\beta} \\
& +6 c_{L_{3}} f_{5} f_{4} f_{3} \alpha \beta \dot{\beta}+3 c_{L_{3}} f_{5} f_{4}{ }^{2} \alpha \dot{\beta}^{2}+c_{L_{2}} f_{4}{ }^{2} \dot{\beta}^{2}+3 c_{L_{3}} f_{7} f_{4}{ }^{2} \dot{\alpha} \dot{\beta}^{2} \\
& +3 c_{L_{3}} f_{6} f_{4}{ }^{2} q \dot{\beta}^{2}+2 c_{L_{2}} f_{6} q \alpha_{1}+6 c_{L_{3}} f_{7} f_{5} \dot{\alpha} \alpha \alpha_{1}+3 c_{L_{3}} f_{7}{ }^{2} \dot{\alpha}^{2} \alpha_{1} \\
& +3 c_{L_{3}} f_{6}{ }^{2} q^{2} \alpha_{1}+2 c_{L_{2}} f_{5} \alpha \alpha_{1}+6 c_{L_{3}} f_{7} f_{6} \dot{\alpha} q \alpha_{1}+2 c_{L_{2}} f_{7} \dot{\alpha} \alpha_{1} \\
& +6 c_{L_{3}} f_{6} f_{5} \alpha q \alpha_{1}+c_{L_{1}} \alpha_{1}+3 c_{L_{3}} f_{5}{ }^{2} \alpha^{2} \alpha_{1}+c_{L_{3}} f_{7}{ }^{3} \dot{\alpha}^{3}+c_{L_{3}} f_{5}{ }^{3} \alpha^{3} \\
& +c_{L_{1}} f_{7} \dot{\alpha}+c_{L_{3}} f_{6}{ }^{3} q^{3}+3 c_{L_{3}} f_{6} f_{5}{ }^{2} \alpha^{2} q+c_{L_{2}} f_{5}{ }^{2} \alpha^{2}+3 c_{L_{3}} f_{7} f_{5}{ }^{2} \dot{\alpha} \alpha^{2} \\
& +3 c_{L_{3}} f_{6}{ }^{2} f_{5} \alpha q^{2}+2 c_{L_{2}} f_{6} f_{5} \alpha q+6 c_{L_{3}} f_{7} f_{6} f_{5} \dot{\alpha} \alpha q+c_{L_{1}} f_{5} \alpha \\
& +3 c_{L_{3}} f_{7}{ }^{2} f_{5} \dot{\alpha}^{2} \alpha+2 c_{L_{2}} f_{7} f_{5} \dot{\alpha} \alpha+c_{L_{2}} f_{7}{ }^{2} \dot{\alpha}^{2}+c_{L_{2}} f_{6}{ }^{2} q^{2} \\
& +3 c_{L_{3}} f_{7} f_{6}^{2} \dot{\alpha} q^{2}+c_{L_{1}} f_{6} q+3 c_{L_{3}} f_{7}^{2} f_{6} \dot{\alpha}^{2} q+2 c_{L_{2}} f_{7} f_{6} \dot{\alpha} q+c_{L_{0}} \\
& c_{L}^{o}=3 c_{L_{3}} f_{2} \alpha_{1}{ }^{2} p+3 c_{L_{3}} f_{3} \alpha 1^{2} \beta+3 c_{L_{3}} f_{4} \alpha_{1}{ }^{2} \dot{\beta}+c_{L_{3}} f_{2}{ }^{3} p^{3}+3 c_{L_{3}} f_{3} f_{2}{ }^{2} p^{2} \beta \\
& +3 c_{L_{3}} f_{4} f_{2}{ }^{2} p^{2} \dot{\beta}+3 c_{L_{3}} f_{3}{ }^{2} f_{2} p \beta^{2}+6 c_{L_{3}} f_{4} f_{3} f_{2} p \beta \dot{\beta}+3 c_{L_{3}} f_{4}{ }^{2} f_{2} p \dot{\beta}^{2} \\
& +c_{L_{3}} f_{3}{ }^{3} \beta^{3}+3 c_{L_{3}} f_{4} f_{3}{ }^{2} \beta^{2} \dot{\beta}+3 c_{L_{3}} f_{4}{ }^{2} f_{3} \beta \dot{\beta}^{2}+c_{L_{3}} f_{4}{ }^{3} \dot{\beta}^{3} \\
& +6 c_{L_{3}} f_{5} f_{2} \alpha \alpha_{1} p+6 c_{L_{3}} f_{7} f_{2} \dot{\alpha} \alpha_{1} p+6 c_{L_{3}} f_{6} f_{2} q \alpha 1 p+2 c_{L_{2}} f_{2} \alpha_{1} p \\
& +6 c_{L_{3}} f_{5} f_{3} \alpha \alpha_{1} \beta+2 c_{L_{2}} f_{3} \alpha_{1} \beta+6 c_{L_{3}} f_{7} f_{3} \dot{\alpha} \alpha 1 \beta+6 c_{L_{3}} f_{6} f_{3} q \alpha_{1} \beta \\
& +6 c_{L_{3}} f_{5} f_{4} \alpha \alpha_{1} \dot{\beta}+6 c_{L_{3}} f_{7} f_{4} \dot{\alpha} \alpha_{1} \dot{\beta}+6 c_{L_{3}} f_{6} f_{4} q \alpha_{1} \dot{\beta}+2 c_{L_{2}} f_{4} \alpha_{1} \dot{\beta} \\
& +2 c_{L_{2}} f_{7} f_{2} \dot{\alpha} p+3 c_{L_{3}} f_{7}{ }^{2} f_{2} \dot{\alpha}^{2} p+c_{L_{1}} f_{2} p+3 c_{L_{3}} f_{6}{ }^{2} f_{2} q^{2} p \\
& +3 c_{L_{3}} f_{5}^{2} f_{2} \alpha^{2} p+6 c_{L_{3}} f_{6} f_{5} f_{2} \alpha q p+2 c_{L_{2}} f_{5} f_{2} \alpha p+6 c_{L_{3}} f_{7} f_{5} f_{2} \dot{\alpha} \alpha p \\
& +6 c_{L_{3}} f_{7} f_{6} f_{2} \dot{\alpha} q p+2 c_{L_{2}} f_{6} f_{2} q p+6 c_{L_{3}} f_{7} f_{6} f_{3} \dot{\alpha} q \beta+2 c_{L_{2}} f_{6} f_{3} q \beta \\
& +6 c_{L_{3}} f_{6} f_{5} f_{3} \alpha q \beta+6 c_{L_{3}} f_{7} f_{5} f_{3} \dot{\alpha} \alpha \beta+c_{L_{1}} f_{3} \beta+2 c_{L_{2}} f_{7} f_{3} \dot{\alpha} \beta \\
& +2 c_{L_{2}} f_{5} f_{3} \alpha \beta+3 c_{L_{3}} f_{6}{ }^{2} f_{3} q^{2} \beta+3 c_{L_{3}} f_{5}{ }^{2} f_{3} \alpha^{2} \beta+3 c_{L_{3}} f_{7}{ }^{2} f_{3} \dot{\alpha}^{2} \beta \\
& +2 c_{L_{2}} f_{5} f_{4} \alpha \dot{\beta}+2 c_{L_{2}} f_{6} f_{4} q \dot{\beta}+6 c_{L_{3}} f_{6} f_{5} f_{4} \alpha q \dot{\beta}+3 c_{L_{3}} f_{6}{ }^{2} f_{4} q^{2} \dot{\beta} \\
& +3 c_{L_{3}} f_{5}{ }^{2} f_{4} \alpha^{2} \dot{\beta}+2 c_{L_{2}} f_{7} f_{4} \dot{\alpha} \dot{\beta}+6 c_{L_{3}} f_{7} f_{6} f_{4} \dot{\alpha} q \dot{\beta} \\
& +6 c_{L_{3}} f_{7} f_{5} f_{4} \dot{\alpha} \alpha \dot{\beta}+3 c_{L_{3}} f_{7}{ }^{2} f_{4} \dot{\alpha}^{2} \dot{\beta}+c_{L_{1}} f_{4} \dot{\beta}
\end{aligned}
$$

Then the contribution of the lift force on the wing to the total work is given by

$$
\begin{align*}
\delta W_{L}^{w}= & -\int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \cos \alpha_{0} \delta \phi d y- \\
& -\int_{-b / 2}^{b / 2} \bar{q} S c(y) l_{w}\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \cos \alpha_{0} \delta \theta d y \tag{B.5}
\end{align*}
$$

where the subscript $L$ indicates the work due to the lift force and the superscript $w$ indicates the contribution of the wings. In the first integral, $y c_{L}^{e}(y)$ gives rise to odd integrands and $y c_{L}^{o}(y)$ gives rise to even integrands. The odd integrands will integrate to zero. Therefore the first integral is determined only by $y c_{L}^{o}(y)$. In the second integral, $c_{L}^{e}(y)$ gives rise to even integrands and $c_{L}^{o}(y)$ gives rise to odd integrands. Since the odd integrands integrate to zero, the second integral is then determined only by $c_{L}^{e}(y)$. Thus,

$$
\begin{equation*}
\delta W_{L}^{w}=-\int_{-b / 2}^{b / 2} \bar{q} S c(y) y c_{L}^{o}(y) \cos \alpha_{0} \delta \phi d y-\int_{-b / 2}^{b / 2} \bar{q} S c(y) l_{w} c_{L}^{e}(y) \cos \alpha_{0} \delta \theta d y \tag{B.6}
\end{equation*}
$$

For example, for the first term in $c_{L}^{o}$,

$$
\begin{equation*}
-\int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left[3 c_{L_{3}} f_{2}(y) \alpha_{1}^{2} p\right] \cos \alpha_{0} \delta \phi d y=\bar{c}_{2}^{w} p \delta \phi \tag{B.7}
\end{equation*}
$$

and for the second term in $c_{L}^{e}$, we get

$$
\begin{equation*}
-\int_{-b / 2}^{b / 2} \bar{q} S c(y) l_{w}\left[3 c_{L_{3}} f_{2}^{2}(y) \alpha_{1} p^{2}\right] \cos \alpha_{0} \delta \theta d y=\bar{d}_{40}^{w} p^{2} \delta \theta \tag{B.8}
\end{equation*}
$$

By integrating the other terms in the similar manner, and repeating the steps for the drag components and for the horizontal tail contribution, and then using the relations

$$
\begin{align*}
Q_{1} & =\frac{\delta W}{\delta \phi} \\
Q_{2} & =\frac{\delta W}{\delta \theta} \tag{B.9}
\end{align*}
$$

we obtain Equation (4.18).

## Appendix C

## Derivation of the Aerodynamic Moments for the Three Degrees-of-freedom Problem

As in the single and two degrees-of-freedom cases, only the part of work due to wings is derived in detail. The work done by the aerodynamic forces on the wings through the angular displacements $\delta \phi, \delta \theta$, and $\delta \psi$ is given by (see Equation (5.19)

$$
\begin{align*}
\delta W^{w}= & -\int_{w}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) y \delta \phi-\int_{w}\left(d L \cos \alpha_{0}+d D \sin \alpha_{0}\right) l_{w} \delta \theta+ \\
& \int_{w}\left(d L \sin \alpha_{0}-d D \cos \alpha_{0}\right) y \delta \psi \tag{C.1}
\end{align*}
$$

where from Equations (5.15) and (5.16)

$$
\begin{align*}
d L(y) & =\bar{q} c(y)\left(c_{L_{0}}+c_{L_{1}} \alpha_{e}+c_{L_{2}} \alpha_{e}^{2}+c_{L_{3}} \alpha_{e}^{3}\right) d y \\
d D(y) & =\bar{q} c(y)\left(c_{D_{0}}+c_{D_{1}} \alpha_{e}+c_{D_{2}} \alpha_{e}^{2}+c_{D_{3}} \alpha_{e}^{3}\right) d y \tag{C.2}
\end{align*}
$$

with (from Equation (5.18))

$$
\begin{equation*}
\alpha_{e}(y)=\alpha_{1}(y)+f_{2}(y) p+f_{3}(y) \beta+f_{4}(y) \dot{\beta}+f_{5}(y) \alpha+f_{6}(y) q+f_{7}(y) \dot{\alpha}+f_{8}(y) r \tag{C.3}
\end{equation*}
$$

Again, we focus now on the part of the work integral due to the lift force. The derivation for part due to the drag force will follow the same way and will not be shown. The substitution of Equation (C.3) into Equation (C.2) yields

$$
\begin{equation*}
d L(y)=\bar{q} c(y)\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) d y \tag{C.4}
\end{equation*}
$$

where $c_{L}^{e}(y)$ contains terms of even functions of $y$ and $c_{L}^{o}(y)$ contains terms of odd functions of $y$, as follows

$$
\begin{aligned}
& c_{L}^{e}=c_{L_{3}} \alpha_{1}^{3}+3 c_{L_{3}} f_{2}^{2} \alpha_{1} p^{2}+6 c_{L_{3}} f_{3} f_{2} \alpha_{1} p \beta+6 c_{L_{3}} f_{4} f_{2} \alpha_{1} p \beta 1 \\
& +3 c_{L_{3}} f_{3}{ }^{2} \alpha_{1} \beta^{2}+6 c_{L_{3}} f_{4} f_{3} \alpha_{1} \beta \beta 1+3 c_{L_{3}} f_{4}{ }^{2} \alpha_{1} \beta 1^{2}+c_{L_{2}} \alpha_{1}{ }^{2} \\
& +3 c_{L_{3}} f_{5} \alpha \alpha_{1}{ }^{2}+3 c_{L_{3}} f_{7} \dot{\alpha} \alpha_{1}{ }^{2}+3 c_{L_{3}} f_{6} q \alpha_{1}{ }^{2}+6 c_{L_{3}} f_{8} f_{2} r \alpha_{1} p \\
& +6 c_{L_{3}} f_{8} f_{4} r \alpha_{1} \beta 1+3 c_{L_{3}} f_{7} f_{2}^{2} \dot{\alpha} p^{2}+3 c_{L_{3}} f_{5} f_{2}{ }^{2} \alpha p^{2}+c_{L_{2}} f_{2}{ }^{2} p^{2} \\
& +3 c_{L_{3}} f_{6} f_{2}{ }^{2} q p^{2}+6 c_{L_{3}} f_{7} f_{3} f_{2} \dot{\alpha} p \beta+6 c_{L_{3}} f_{6} f_{3} f_{2} q p \beta+2 c_{L_{2}} f_{3} f_{2} p \beta \\
& +6 c_{L_{3}} f_{5} f_{3} f_{2} \alpha p \beta+6 c_{L_{3}} f_{6} f_{4} f_{2} q p \beta 1+6 c_{L_{3}} f_{5} f_{4} f_{2} \alpha p \beta 1 \\
& +6 c_{L_{3}} f_{7} f_{4} f_{2} \dot{\alpha} p \beta 1+2 c_{L_{2}} f_{4} f_{2} p \beta 1+3 c_{L_{3}} f_{5} f_{3}{ }^{2} \alpha \beta^{2}+3 c_{L_{3}} f_{7} f_{3}{ }^{2} \dot{\alpha} \beta^{2} \\
& +3 c_{L_{3}} f_{6} f_{3}{ }^{2} q \beta^{2}+c_{L_{2}} f_{3}{ }^{2} \beta^{2}+6 c_{L_{3}} f_{5} f_{4} f_{3} \alpha \beta \beta 1+6 c_{L_{3}} f_{7} f_{4} f_{3} \dot{\alpha} \beta \beta 1 \\
& +6 c_{L_{3}} f_{6} f_{4} f_{3} q \beta \beta 1+2 c_{L_{2}} f_{4} f_{3} \beta \beta 1+3 c_{L_{3}} f_{5} f_{4}{ }^{2} \alpha \beta 1^{2}+c_{L_{2}} f_{4}{ }^{2} \beta 1^{2} \\
& +3 c_{L_{3}} f_{7} f_{4}{ }^{2} \dot{\alpha} \beta 1^{2}+3 c_{L_{3}} f_{6} f_{4}{ }^{2} q \beta 1^{2}+3 c_{L_{3}} f_{6}{ }^{2} q^{2} \alpha_{1}+2 c_{L_{2}} f_{6} q \alpha_{1} \\
& +6 c_{L_{3}} f_{8} f_{6} r q \alpha_{1}+c_{L_{1}} \alpha_{1}+3 c_{L_{3}} f_{5}^{2} \alpha^{2} \alpha_{1}+6 c_{L_{3}} f_{6} f_{5} \alpha q \alpha_{1} \\
& +6 c_{L_{3}} f_{7} f_{5} \dot{\alpha} \alpha \alpha_{1}+3 c_{L_{3}} f_{7}^{2} \dot{\alpha}^{2} \alpha_{1}+6 c_{L_{3}} f_{8} f_{7} r \dot{\alpha} \alpha_{1}+2 c_{L_{2}} f_{7} \dot{\alpha} \alpha_{1} \\
& +6 c_{L_{3}} f_{7} f_{6} \dot{\alpha} q \alpha_{1}+3 c_{L_{3}} f_{8}{ }^{2} r^{2} \alpha_{1}+2 c_{L_{2}} f_{5} \alpha \alpha_{1}+6 c_{L_{3}} f_{8} f_{6} f_{2} r q p \\
& +2 c_{L_{2}} f_{8} f_{2} r p+6 c_{L_{3}} f_{8} f_{5} f_{2} r \alpha p+6 c_{L_{3}} f_{8} f_{7} f_{2} r \dot{\alpha} p+6 c_{L_{3}} f_{8} f_{7} f_{3} r \dot{\alpha} \beta \\
& +6 c_{L_{3}} f_{6} f_{5} f_{3} \alpha q \beta+2 c_{L_{2}} f_{6} f_{3} q \beta+2 c_{L_{2}} f_{8} f_{3} r \beta+6 c_{L_{3}} f_{8} f_{5} f_{3} r \alpha \beta \\
& +6 c_{L_{3}} f_{8} f_{6} f_{3} r q \beta+6 c_{L_{3}} f_{8} f_{5} f_{4} r \alpha \beta 1+6 c_{L_{3}} f_{8} f_{6} f_{4} r q \beta 1 \\
& +6 c_{L_{3}} f_{8} f_{7} f_{4} r \dot{\alpha} \beta 1+2 c_{L_{2}} f_{8} f_{4} r \beta 1+c_{L_{3}} f_{7}{ }^{3} \dot{\alpha}^{3}+c_{L_{3}} f_{6}{ }^{3} q^{3} \\
& +c_{L_{3}} f_{5}{ }^{3} \alpha^{3}+3 c_{L_{3}} f_{8}{ }^{2} f_{6} r^{2} q+c_{L_{2}} f_{5}{ }^{2} \alpha^{2}+3 c_{L_{3}} f_{7} f_{5}{ }^{2} \dot{\alpha} \alpha^{2}+c_{L_{2}} f_{8}{ }^{2} r^{2} \\
& +3 c_{L_{3}} f_{6} f_{5}{ }^{2} \alpha^{2} q+6 c_{L_{3}} f_{7} f_{6} f_{5} \dot{\alpha} \alpha q+c_{L_{1}} f_{5} \alpha+3 c_{L_{3}} f_{6}{ }^{2} f_{5} \alpha q^{2} \\
& +2 c_{L_{2}} f_{6} f_{5} \alpha q+c_{L_{2}} f_{7}{ }^{2} \dot{\alpha}^{2}+3 c_{L_{3}} f_{8}{ }^{2} f_{5} r^{2} \alpha+c_{L_{2}} f_{6}{ }^{2} q^{2}+3 c_{L_{3}} f_{7} f_{6}{ }^{2} \dot{\alpha} q^{2} \\
& +c_{L_{1}} f_{6} q+3 c_{L_{3}} f_{7}{ }^{2} f_{6} \dot{\alpha}^{2} q+2 c_{L_{2}} f_{7} f_{6} \dot{\alpha} q+3 c_{L_{3}} f_{8}{ }^{2} f_{7} r^{2} \dot{\alpha} \\
& +3 c_{L_{3}} f_{7}{ }^{2} f_{5} \dot{\alpha}^{2} \alpha+2 c_{L_{2}} f_{7} f_{5} \dot{\alpha} \alpha+c_{L_{0}} \\
& \begin{aligned}
c_{L}^{o}= & 3 c_{L_{3}} f_{2} \alpha_{1}{ }^{2} p+3 c_{L_{3}} f_{3} \alpha 1^{2} \beta+3 c_{L_{3}} f_{4} \alpha_{1}{ }^{2} \dot{\beta} 1+c_{L_{3}} f_{2}{ }^{3} p^{3}+3 c_{L_{3}} f_{3} f_{2}{ }^{2} p^{2} \beta \\
& +3 c_{L_{3}} f_{4} f_{2}{ }^{2} p^{2} \beta 1+3 c_{L_{3}} f_{3}{ }^{2} f_{2} p \beta^{2}+6 c_{L_{3}} f_{4} f_{3} f_{2} p \beta \beta 1+3 c_{L_{3}} f_{4}{ }^{2} f_{2} p \beta 1^{2} \\
& +c_{L_{3}} f_{3}{ }^{3} \beta^{3}+3 c_{L_{3}} f_{4} f_{3}{ }^{2} \beta^{2} \beta 1+3 c_{L_{3}} f_{4}{ }^{2} f_{3} \beta \beta 1^{2}+c_{L_{3}} f_{4}{ }^{3} \beta 1^{3} \\
& +3 c_{L_{3}} f_{8} r \alpha_{1}{ }^{2}+2 c_{L_{2}} f_{2} \alpha_{1} p+6 c_{L_{3}} f_{6} f_{2} q \alpha_{1} p+6 c_{L_{3}} f_{7} f_{2} \dot{\alpha} \alpha_{1} p \\
& +6 c_{L_{3}} f_{5} f_{2} \alpha \alpha_{1} p+6 c_{L_{3}} f_{6} f_{3} q \alpha 1 \beta+6 c_{L_{3}} f_{5} f_{3} \alpha \alpha_{1} \beta+2 c_{L_{2}} f_{3} \alpha_{1} \beta \\
& +6 c_{L_{3}} f_{7} f_{3} \dot{\alpha} \alpha_{1} \beta+2 c_{L_{2}} f_{4} \alpha_{1} \beta 1+6 c_{L_{3}} f_{6} f_{4} q \alpha_{1} \beta 1+6 c_{L_{3}} f_{5} f_{4} \alpha \alpha_{1} \beta 1 \\
& +6 c_{L_{3}} f_{7} f_{4} \dot{\alpha} \alpha_{1} \beta 1+3 c_{L_{3}} f_{8} f_{2}{ }^{2} r p^{2}+6 c_{L_{3}} f_{8} f_{3} f_{2} r p \beta+6 c_{L_{3}} f_{8} f_{4} f_{2} r p \beta 1 \\
& +3 c_{L_{3}} f_{8} f_{3}{ }^{2} r \beta^{2}+6 c_{L_{3}} f_{5} f_{4} f_{3} \alpha \beta \beta 1+6 c_{L_{3}} f_{8} f_{4} f_{3} r \beta \beta 1 \\
& +3 c_{L_{3}} f_{8} f_{4}{ }^{2} r \beta 1^{2}+6 c_{L_{3}} f_{8} f_{5} r \alpha \alpha_{1}+2 c_{L_{2}} f_{8} r \alpha_{1}+6 c_{L_{3}} f_{8} f_{6} r q \alpha_{1} \\
& +6 c_{L_{3}} f_{8} f_{7} r \dot{\alpha} \alpha_{1}+6 c_{L_{3}} f_{7} f_{6} f_{2} \dot{\alpha} q p+3 c_{L_{3}} f_{7}{ }^{2} f_{2} \dot{\alpha}^{2} p+2 c_{L_{2}} f_{7} f_{2} \dot{\alpha} p \\
& +3 c_{L_{3}} f_{5}{ }^{2} f_{2} \alpha^{2} p+6 c_{L_{3}} f_{7} f_{5} f_{2} \dot{\alpha} \alpha p+2 c_{L_{2}} f_{6} f_{2} q p+3 c_{L_{3}} f_{6}{ }^{2} f_{2} q^{2} p
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
& +6 c_{L_{3}} f_{6} f_{5} f_{2} \alpha q p+2 c_{L_{2}} f_{5} f_{2} \alpha p+c_{L_{1}} f_{2} p+3 c_{L_{3}} f_{8}{ }^{2} f_{2} r^{2} p+2 c_{L_{2}} f_{7} f_{3} \dot{\alpha} \beta \\
& +6 c_{L_{3}} f_{7} f_{5} f_{3} \dot{\alpha} \alpha \beta+2 c_{L_{2}} f_{6} f_{3} q \beta+3 c_{L_{3}} f_{6}{ }^{2} f_{3} q^{2} \beta+3 c_{L_{3}} f_{5}{ }^{2} f_{3} \alpha^{2} \beta \\
& +3 c_{L_{3}} f_{8}{ }^{2} f_{3} r^{2} \beta+6 c_{L_{3}} f_{7} f_{6} f_{3} \dot{\alpha} q \beta+2 c_{L_{2}} f_{5} f_{3} \alpha \beta+c_{L_{1}} f_{3} \beta \\
& +3 c_{L_{3}} f_{7}{ }^{2} f_{3} \dot{\alpha}^{2} \beta+6 c_{L_{3}} f_{7} f_{5} f_{4} \dot{\alpha} \alpha \beta 1+2 c_{L_{2}} f_{5} f_{4} \alpha \beta 1+3 c_{L_{3}} f_{8}{ }^{2} f_{4} r^{2} \beta 1 \\
& +2 c_{L_{2}} f_{7} f_{4} \dot{\alpha} \beta 1+3 c_{L_{3}} f_{5}{ }^{2} f_{4} \alpha^{2} \beta 1+6 c_{L_{3}} f_{6} f_{5} f_{4} \alpha q \beta 1+c_{L_{1}} f_{4} \beta 1 \\
& +3 c_{L_{3}} f_{6}{ }^{2} f_{4} q^{2} \beta 1+3 c_{L_{3}} f_{7}{ }^{2} f_{4} \dot{\alpha}^{2} \beta 1+6 c_{L_{3}} f_{7} f_{6} f_{4} \dot{\alpha} q \beta 1+2 c_{L_{2}} f_{6} f_{4} q \beta 1 \\
& +3 c_{L_{3}} f_{8} f_{5}{ }^{2} r \alpha^{2}+3 c_{L_{3}} f_{8} f_{6}{ }^{2} r q^{2}+6 c_{L_{3}} f_{8} f_{6} f_{5} r \alpha q+2 c_{L_{2}} f_{8} f_{6} r q \\
& +c_{L_{1}} f_{8} r+6 c_{L_{3}} f_{8} f_{7} f_{5} r \alpha \dot{\alpha}+c_{L_{3}} f_{8}{ }^{3} r^{3}+6 c_{L_{3}} f_{8} f_{7} f_{6} r q \dot{\alpha}+2 c_{L_{2}} f_{8} f_{5} r \alpha \\
& +3 c_{L_{3}} f_{8} f_{7}{ }^{2} r \dot{\alpha}^{2}+2 c_{L_{2}} f_{8} f_{7} r \dot{\alpha}
\end{aligned}
$$

Then the contribution of the lift force of the wing to the total work is given by

$$
\begin{align*}
\delta W_{L}^{w}= & -\int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \cos \alpha_{0} \delta \phi d y- \\
& -\int_{-b / 2}^{b / 2} \bar{q} S c(y) l_{w}\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \cos \alpha_{0} \delta \theta d y+ \\
& \int_{-b / 2}^{b / 2} \bar{q} S c(y) y\left(c_{L}^{e}(y)+c_{L}^{o}(y)\right) \sin \alpha_{0} \delta \psi d y \tag{C.5}
\end{align*}
$$

where the subscript $L$ indicates the work due to the lift force. In the first and third integrals, $y c_{L}^{e}(y)$ gives rise to odd integrands and $y c_{L}^{o}(y)$ gives rise to even integrands. The odd integrands will integrate to zero. Therefore the first and third integrals are determined only by $y c_{L}^{o}(y)$. In the second integral, $c_{L}^{e}(y)$ gives rise to even integrands and $c_{L}^{o}(y)$ gives rise to odd integrands. Since the odd integrands integrate to zero, the second integral is then determined only by $c_{L}^{e}(y)$. Thus,

$$
\begin{align*}
\delta W_{L}^{w}= & -\int_{-b / 2}^{b / 2} \bar{q} S c(y) y c_{L}^{o}(y) \cos \alpha_{0} \delta \phi d y-\int_{-b / 2}^{b / 2} \bar{q} S c(y) l_{w} c_{L}^{e}(y) \cos \alpha_{0} \delta \theta d y+ \\
& \int_{-b / 2}^{b / 2} \bar{q} S c(y) y c_{L}^{o}(y) \sin \alpha_{0} \delta \psi d y \tag{C.6}
\end{align*}
$$

The contribution of the horizontal tail is obtained in the similar manner. Integrating term by term in the same manner as in Appendix A and B for both lift and drag coefficients, and by using

$$
\begin{aligned}
Q_{1} & =\frac{\delta W}{\delta \phi} \\
Q_{2} & =\frac{\delta W}{\delta \theta}
\end{aligned}
$$

$$
\begin{equation*}
Q_{3}=\frac{\delta W}{\delta \psi} \tag{C.7}
\end{equation*}
$$

we obtain Equation (5.20).

## Appendix D

## Relations Between Coefficients of Equations (4.30) and (4.18)

$\phi$-equation :

$$
\begin{aligned}
\omega^{2} & =-\bar{c}_{1} \sin \alpha_{0} \\
\tilde{\mu} & =\bar{c}_{2}+c_{3} \sin \alpha_{0} \\
\tilde{c}_{1} & =\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right) \bar{c}_{1} \sin \alpha_{0}+\bar{c}_{4} \sin ^{3} \alpha_{0}-n_{1} \bar{d}_{38} \sin ^{2} \alpha_{0} \\
\tilde{c}_{2} & =\left(\frac{n_{2}}{n_{3}}-n_{1} n_{2}\right)\left(\bar{c}_{2}+\bar{c}_{3} \sin \alpha_{0}\right)+\bar{c}_{5} \sin ^{2} \alpha_{0}+\bar{c}_{6} \sin ^{3} \alpha_{0}-n_{1}\left(\bar{d}_{39}+\bar{d}_{41} \sin \alpha_{0}\right) \sin \alpha_{0} \\
\tilde{c}_{3} & =\bar{c}_{7} \sin \alpha_{0}+\bar{c}_{38} \sin ^{2} \alpha_{0}+\bar{c}_{8} \sin ^{3} \alpha_{0}-n_{1}\left(-n_{2}+\bar{d}_{40}+\bar{d}_{42} \sin ^{2} \alpha_{0}\right) \\
\tilde{c}_{4} & =\bar{c}_{9} \sin ^{3} \alpha_{0}+\bar{c}_{10} \\
\tilde{c}_{5} & =\bar{c}_{11} \sin \alpha_{0}-n_{1} \bar{d}_{1} \\
\tilde{c}_{6} & =\left(\bar{c}_{12}+\bar{c}_{13}\right) \sin \alpha_{0}-n_{1}\left(\bar{d}_{2}+\bar{d}_{3}\right) \\
\tilde{c}_{7} & =\bar{c}_{14} \sin \alpha_{0}+\bar{c}_{17} \\
\tilde{c}_{8} & =-n_{1}+\left(\bar{c}_{15}+\bar{c}_{16}\right) \sin \alpha_{0}+\bar{c}_{18}+\bar{c}_{18} \\
\tilde{c}_{9} & =\bar{c}_{20}-n_{1} \bar{d}_{4} \\
\tilde{c}_{10} & =\frac{n_{1}}{n_{3}}+\left(\bar{c}_{21}+\bar{c}_{22}+\bar{c}_{35}\right) \sin \alpha_{0}-n_{1}\left(\bar{d}_{7}+\bar{d}_{8}+\bar{d}_{9}\right) \\
\tilde{c}_{11} & =\bar{c}_{23} \sin \alpha_{0}+\bar{c}_{26} \\
\tilde{c}_{12} & =\left(\bar{c}_{24}+\bar{c}_{25}+\bar{c}_{37}\right) \sin \alpha_{0}+\bar{c}_{27}+\bar{c}_{28}+\bar{c}_{36} \\
\tilde{c}_{13} & =\left(\bar{c}_{29}+\bar{c}_{32}\right) \sin \alpha_{0}-n_{1}\left(\bar{d}_{5}+\bar{d}_{6}\right) \\
\tilde{c}_{14} & =\bar{c}_{30}+\bar{c}_{33}+\left(\bar{c}_{31}+\bar{c}_{34}\right) \sin \alpha_{0}
\end{aligned}
$$

$\theta$-equation :

$$
\begin{aligned}
\Omega^{2} & =-\bar{d}_{1} \\
\tilde{\nu} & =\left(\bar{d}_{2}+\bar{d}_{3}\right) \\
\tilde{d}_{1} & =\bar{d}_{4} \\
\tilde{d}_{2} & =\bar{d}_{5}+\bar{d}_{6} \\
\tilde{d}_{3} & =\bar{d}_{7}+\bar{d}_{8}+\bar{d}_{9} \\
\tilde{d}_{4} & =\bar{d}_{10} \\
\tilde{d}_{5} & =\bar{d}_{11}+\bar{d}_{12} \\
\tilde{d}_{6} & =\bar{d}_{14}+\bar{d}_{15}+\bar{d}_{19} \\
\tilde{d}_{7} & =\bar{d}_{13}+\bar{d}_{16}+\bar{d}_{17}+\bar{d}_{18} \\
\tilde{d}_{8} & =\left(-\frac{n_{2}}{n_{3}}+n_{1} n_{3}\right) \bar{d}_{1}+\bar{d}_{20} \sin ^{2} \alpha_{0}-n_{2} \bar{c}_{11} \sin \alpha_{0} \\
\tilde{d}_{9} & =\left(\bar{d}_{21}+\bar{d}_{22}\right) \sin \alpha_{0}-n_{2}\left(\bar{c}_{14} \sin \alpha_{0}+\bar{c}_{17}\right) \\
\tilde{d}_{10} & =\bar{d}_{23}+\left(\bar{d}_{24}+\bar{d}_{25} \sin \alpha_{0}\right) \sin \alpha_{0} \\
\tilde{d}_{11} & =\left(-\frac{n_{2}}{n_{3}}+n_{1} n_{2}\right)\left(\bar{d}_{2}+\bar{d}_{3}\right)+\left(\bar{d}_{26}+\bar{d}_{32}\right) \sin \alpha_{0}-n_{2}\left(\bar{c}_{12}+\bar{c}_{13}\right) \sin \alpha_{0} \\
\tilde{d}_{12} & =-2 \frac{n_{2}}{n_{3}}+n_{1} n_{2}+\left(\bar{d}_{27}+\bar{d}_{33}\right) \sin \alpha_{0}+\left(\bar{d}_{28}+\bar{d}_{34}\right) \sin ^{2} \alpha_{0}-n_{2}\left(\left(\bar{c}_{15}+\bar{c}_{16}\right) \sin \alpha_{0}+\right. \\
& \left.\bar{c}_{18}+\bar{c}_{19}\right) \\
\tilde{d}_{13} & =\bar{d}_{29}+\bar{d}_{35}+\left(\bar{d}_{30}+\bar{d}_{36}\right) \sin \alpha_{0}+\left(\bar{d}_{31}+\bar{d}_{37}\right) \sin ^{2} \alpha_{0} \\
\tilde{d}_{14} & =\bar{d}_{38} \sin \alpha_{0}-n_{2} \bar{c}_{1} \sin \alpha_{0} \\
\tilde{d}_{15} & =\left(\bar{d}_{39}+\bar{d}_{41} \sin \alpha_{0}\right) \sin \alpha_{0}-n_{2}\left(\bar{c}_{2}+\bar{c}_{3} \sin \alpha_{0}\right) \\
\tilde{d}_{16} & =-n_{2}+\bar{d}_{40}+\bar{d}_{42} \sin { }^{2} \alpha_{0}
\end{aligned}
$$

## Appendix E

## Relations Between Coefficients of Equations (5.29) and (5.20)

To shorten the notation, we define the following :

$$
\begin{aligned}
c \alpha & =\cos \alpha_{0} \\
s \alpha & =\sin \alpha_{0} \\
t \alpha & =\tan \alpha_{0} \\
\bar{g} & =\frac{g}{V} \cos \alpha_{0}
\end{aligned}
$$

$\beta$-equation :

$$
\begin{aligned}
\omega_{1}= & \frac{1}{1-n_{1} n_{3}}\left[\left(\bar{c}_{1}+n_{1} \bar{e}_{1}\right) s \alpha-\left(\bar{e}_{1}+n_{3} \bar{c}_{1}\right) c \alpha\right] \\
\tilde{\eta}_{1}= & \frac{1}{1-n_{1} n_{3}}\left[c \alpha\left(\bar{c}_{3}-\frac{\bar{c}_{4}}{c \alpha}+n_{1}\left(\bar{e}_{3}-\frac{\bar{e}_{4}}{c \alpha}\right)\right)-c \alpha\left(\bar{e}_{3}-\frac{\bar{e}_{4}}{c \alpha}+\right.\right. \\
& \left.n_{3}\left(\bar{c}_{3}-\frac{\bar{c}_{4}}{c \alpha_{0}}\right)\right] \\
\tilde{\kappa}_{2}= & \frac{\bar{g}}{1-n_{1} n_{3}}\left[-\left(\bar{e}_{4}+n_{3} \bar{c}_{4}\right)+t \alpha\left(\bar{c}_{4}+n_{1} \bar{e}_{4}\right)\right] \\
\tilde{\eta}_{2}= & \bar{g}+\frac{1}{1-n_{1} n_{3}}\left[s \alpha\left(\bar{c}_{2}+\bar{c}_{4} t \alpha+n_{1}\left(\bar{e}_{2}+\bar{e}_{4} t \alpha\right)\right)-\right. \\
& \left.c \alpha\left(\bar{e}_{2}+\bar{e}_{4} t \alpha+n_{3}\left(\bar{c}_{2}+\bar{c}_{4} t \alpha\right)\right)\right] \\
\tilde{e}_{1}= & \left(\frac{\left(-\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}+\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left(\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right) \bar{g}^{2} \\
& \left./ c \alpha^{2}+\frac{\left(\frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}+\frac{\bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{3}}{c \alpha^{3}}\right)(s \alpha)+ \\
& \left(\frac{n_{3}}{1-n_{1} n_{3}}-\frac{\bar{e}_{28}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}^{2} / \\
& (c \alpha)+\frac{\left(-\frac{\bar{e}_{14}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{3}}{(c \alpha)^{2}} \\
& +\left(\frac{\bar{e}_{4}}{1-n_{1} n_{3}}+\frac{\bar{d}_{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g} \\
& \tilde{e}_{2}=\left(\left(\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}-3 \frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \frac{\bar{e}_{28}}{1-n_{1} n_{3}}-\frac{n_{1}}{1-n_{1} n_{3}}\right.\right. \\
& +2 \frac{n_{3}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}{ }^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}^{2}}-2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}} \\
& \left.+\frac{\bar{c}_{24}}{1-n_{1} n_{3}}\right) \bar{g} /(c \alpha) \\
& +\frac{\left(-3 \frac{\bar{e}_{14}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}+\frac{\bar{c}_{16}}{1-n_{1} n_{3}}-3 \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{2}}-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}} \\
& \left.+\frac{\bar{d}_{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{e}_{4}}{1-n_{1} n_{3}}\right)(s \alpha)+\frac{\bar{e}_{2}(c \alpha)}{1-n_{1} n_{3}}+( \\
& \left(-\frac{\bar{e}_{16}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{16}}{1-n_{1} n_{3}}\right) \bar{g}^{2}+\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{2} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{n_{1} \bar{e}_{4} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) /(c \alpha)+\left(\frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right. \\
& -\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} \bar{d}_{50} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}} \\
& +\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}\right) \bar{g} / c \alpha^{2}+ \\
& \left(-\frac{3}{2} \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{3}{2} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+\frac{3}{2} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}-\frac{3}{2} \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}\right) \bar{g}^{2} / \\
& c \alpha^{3}+\left(\frac{1}{1-n_{1} n_{3}}-\frac{n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}{ }^{2}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\frac{\bar{e}_{24}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{3}=\left(\frac{\left(\frac{\bar{c}_{15}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)}+\left(\frac{3}{4} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{3}{4} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right.\right. \\
& \left.-\frac{3}{4} \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{3}{4} \frac{n_{1} n_{3}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right) /(c \alpha)^{2} \\
& +\frac{\left(\frac{9}{4} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}+\frac{9}{4} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{3}}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{45}}{\left(1-n_{1} n_{3}\right) n_{2}}-1+\frac{n_{2}}{n_{3}} \\
& \left.+\bar{d}_{47}-\frac{n_{1}}{n_{2}}\right) s \alpha+\left(-n_{2}+\bar{d}_{45}-N 62\right) c \alpha+\left(\frac{1}{2} \frac{n_{1} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& -\frac{1}{2} \frac{n_{1}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} n_{3} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} n_{2} c(2 \alpha) \\
& -\frac{1}{2} \frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{\bar{c}_{24}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{47} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& +\frac{1}{2} \frac{n_{1}{ }^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}{ }^{2}}-\frac{1}{2} \frac{n_{1}{ }^{2} n_{3} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}{ }^{2}}+\frac{1}{2} \bar{d}_{50}+\frac{1}{2} n_{2}+\frac{1}{2} \frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{n_{1} \bar{e}_{24} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{24} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \bar{d}_{50} c(2 \alpha)\right) /((c \alpha))+( \\
& \left(-\frac{n_{1} \bar{e}_{16} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{\bar{c}_{16}}{1-n_{1} n_{3}}-\frac{\bar{c}_{16} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}\right) \bar{g} \\
& -\frac{1}{4} \frac{n_{1} \bar{e}_{28} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} \frac{n_{1} s(3 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{4} \frac{n_{1} n_{3} s(3 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{4} \frac{\bar{c}_{28} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{1}{4} \frac{n_{1} n_{3} \bar{d}_{50} s(3 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}\right) /(c \alpha)^{2} \\
& +\frac{\left(-\frac{3}{4} \frac{n_{1} \bar{e}_{14} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{3}{4} \frac{\bar{c}_{14} s(3 \alpha)}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{3}} \\
& \tilde{e}_{4}=\left(\frac{\frac{3}{4} \frac{\bar{c}_{16}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}-\frac{3}{4} \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}-\frac{3}{4} \frac{\bar{e}_{14}}{1-n_{1} n_{3}}}{c \alpha^{2}}+\frac{n_{1} \bar{e}_{12}}{1-n_{1} n_{3}}\right. \\
& \left.+\frac{\bar{c}_{12}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{15}}{1-n_{1} n_{3}}-\frac{\bar{e}_{15}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{n_{3} \bar{c}_{12}}{1-n_{1} n_{3}}-\frac{\bar{e}_{12}}{1-n_{1} n_{3}}\right)(c \alpha)+\left(-\frac{1}{2} \frac{\bar{e}_{16}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}\right. \\
& -\frac{1}{2} \frac{n_{1} \bar{e}_{15} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{15}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{16} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{15} c(2 \alpha)}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\frac{1}{2} \frac{n_{3} \bar{c}_{16}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{3} \bar{c}_{16} c(2 \alpha)}{1-n_{1} n_{3}}\right) /(c \alpha)+( \\
& \frac{1}{4} \frac{\bar{e}_{14} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} \frac{\bar{c}_{16} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{1}{4} \frac{n_{3} \bar{c}_{14} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} \frac{n_{1} \bar{e}_{16} s(3 \alpha)}{1-n_{1} n_{3}} \\
& ) / c \alpha^{2}+\left(-\frac{1}{2} \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{8} \frac{n_{1} \bar{e}_{14} c(4 \alpha)}{1-n_{1} n_{3}}+\frac{3}{8} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}\right. \\
& \left.+\frac{1}{8} \frac{\bar{c}_{14} c(4 \alpha)}{1-n_{1} n_{3}}+\frac{3}{8} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}\right) / c \alpha^{3} \\
& \tilde{e}_{5}=\left(\frac{\bar{c}_{5}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{5}}{1-n_{1} n_{3}}\right) s \alpha+\left(-\frac{n_{3} \bar{c}_{5}}{1-n_{1} n_{3}}-\frac{\bar{e}_{5}}{1-n_{1} n_{3}}\right) c \alpha \\
& \tilde{e}_{6}=\left(\frac{-\frac{\bar{c}_{7}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{7}}{1-n_{1} n_{3}}}{c \alpha}+\frac{\bar{c}_{8}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{8}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{8}}{1-n_{1} n_{3}}-\frac{\bar{e}_{8}}{1-n_{1} n_{3}}\right)(c \alpha)+\frac{n_{3} \bar{c}_{7}}{1-n_{1} n_{3}}+\frac{\bar{e}_{7}}{1-n_{1} n_{3}} \\
& \tilde{e}_{7}=\left(\frac{-\bar{c}_{38}-n_{1} \bar{e}_{38}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\bar{c}_{10}+n_{1} \bar{e}_{10}}{\left(1-n_{1} n_{3}\right)(c \alpha)^{2}}+\frac{\bar{c}_{11}+n_{1} \bar{e}_{11}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& -\frac{\left(\bar{e}_{11}+n_{3} \bar{c}_{11}\right) c \alpha}{1-n_{1} n_{3}}-\frac{\bar{e}_{10}+n_{3} \bar{c}_{10}}{\left(1-n_{1} n_{3}\right) c \alpha}-\frac{-n_{3} \bar{c}_{38}-\bar{e}_{38}}{1-n_{1} n_{3}} \\
& \tilde{e}_{8}=\left(\frac{-\frac{n_{1} \bar{e}_{17}}{1-n_{1} n_{3}}-\frac{\bar{c}_{17}}{1-n_{1} n_{3}}}{c \alpha}+\frac{\frac{\bar{c}_{18}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}}{c \alpha^{2}}+\frac{-\frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}-\frac{\bar{c}_{14}}{1-n_{1} n_{3}}}{c \alpha^{3}}\right. \\
& \left.+\frac{\bar{c}_{13}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{13}}{1-n_{1} n_{3}}\right)(s \alpha)+\left(-\frac{n_{3} \bar{c}_{13}}{1-n_{1} n_{3}}-\frac{\bar{e}_{13}}{1-n_{1} n_{3}}\right)(c \alpha) \\
& +\frac{-\frac{\bar{e}_{18}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{18}}{1-n_{1} n_{3}}}{(c \alpha)}+\frac{\frac{\bar{e}_{14}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}}{c \alpha^{2}}+\frac{\bar{e}_{17}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} \bar{c}_{17}}{1-n_{1} n_{3}} \\
& \tilde{e}_{9}=\left(\frac{\left(\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}+\frac{\bar{c}_{22}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}}{c \alpha}+\frac{\left(\frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}+\frac{\bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{(c \alpha)^{2}}\right. \\
& \left.-\frac{n_{1} \bar{e}_{1}}{1-n_{1} n_{3}}\right)(s \alpha)+ \\
& \left(-\frac{\bar{e}_{1} n_{1} n_{3}}{1-n_{1} n_{3}}+3 \frac{\bar{e}_{1}}{1-n_{1} n_{3}}-\frac{\bar{e}_{1} n_{2}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{\bar{e}_{1} n_{1} n_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \\
& c \alpha+\frac{\left(-\frac{\bar{e}_{10}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(-\frac{\bar{e}_{22}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{22}}{1-n_{1} n_{3}}+\frac{\bar{d}_{44} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g} \\
& \tilde{e}_{10}=(( \\
& \left.\left(\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}+\frac{\bar{c}_{26}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}+\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \\
& /(c \alpha)+\left(\left(\frac{\bar{c}_{18}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}\right) \bar{g}^{2}+\left(2 \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}\right.\right. \\
& \left.\left.-2 \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}-2 \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}-2 \frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right) \bar{g}\right) / c \alpha^{2} \\
& \left.+\frac{\left(-3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}-3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{3}}-\frac{n_{1} \bar{e}_{3}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-N 90+\frac{n_{3} \bar{c}_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{e}_{3}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{e}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+3 \frac{\bar{e}_{3}}{1-n_{1} n_{3}}\right) c \alpha \\
& +\frac{\left(2 \frac{n_{1} n_{3} \bar{d}_{50}}{1-n_{1} n_{3}}-2 \frac{\bar{d}_{50}}{1-n_{1} n_{3}}-2 \frac{n_{2}}{1-n_{1} n_{3}}+2 \frac{n_{1} n_{3} n_{2}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)} \\
& +\left(\frac{\bar{d}_{49}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{49}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{\bar{d}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{e}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{2}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} \bar{e}_{4}}{\left(1-n_{1} n_{3}\right) n_{2}}-3 \frac{\bar{e}_{4}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}} \\
& \tilde{e}_{11}= \\
& \frac{\frac{3}{4} \frac{\bar{c}_{10}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}}{c \alpha^{2}}-\frac{n_{3} \bar{c}_{37}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{9}}{1-n_{1} n_{3}}-\frac{\bar{e}_{37}}{1-n_{1} n_{3}}+\frac{\bar{c}_{9}}{1-n_{1} n_{3}} \\
& ) s \alpha+\left(-\frac{n_{3} \bar{c}_{9}}{1-n_{1} n_{3}}-\frac{\bar{e}_{9}}{1-n_{1} n_{3}}\right) c \alpha+\left(\frac{1}{2} \frac{\bar{e}_{10} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{n_{1} \bar{e}_{37}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{37} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{e}_{10}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{3} \bar{c}_{10}}{1-n_{1} n_{3}} \\
& \left.+\frac{1}{2} \frac{n_{3} \bar{c}_{10} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{37}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{37} c(2 \alpha)}{1-n_{1} n_{3}}\right) /(c \alpha) \\
& +\frac{-\frac{1}{4} \frac{n_{1} \bar{e}_{10} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} \frac{\bar{c}_{10} s(3 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{e}_{12}=\left(\frac{-\frac{\bar{c}_{15}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{16}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}+2 \frac{\bar{e}_{16}}{1-n_{1} n_{3}}}{c \alpha}\right. \\
& +\frac{\frac{3}{4} \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{\bar{c}_{18}}{1-n_{1} n_{3}}}{c \alpha^{2}}+\frac{-\frac{9}{4} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}-\frac{9}{4} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}}{c \alpha^{3}}+\frac{\bar{c}_{19}}{1-n_{1} n_{3}} \\
& \left.+\frac{n_{1} \bar{e}_{19}}{1-n_{1} n_{3}}-\frac{\bar{e}_{40}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{40}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{\bar{e}_{19}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{19}}{1-n_{1} n_{3}}\right)(c \alpha)+\left(\frac{1}{2} \frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{18} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{\bar{c}_{40}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{3} \bar{c}_{18} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{40} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{e}_{18}}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{n_{1} \bar{e}_{40} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{3} \bar{c}_{18}}{1-n_{1} n_{3}}\right) /(c \alpha)+\left(-\frac{1}{4} \frac{\bar{c}_{18} s(3 \alpha)}{1-n_{1} n_{3}}\right. \\
& +\frac{3}{2} \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}-\frac{1}{4} \frac{n_{1} \bar{e}_{18} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{\bar{c}_{16} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{3}{2} \frac{\bar{e}_{14}}{1-n_{1} n_{3}} \\
& +\frac{n_{1} \bar{e}_{16} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{3}{2} \frac{\bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{3}{2} \frac{n_{3} \bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{\bar{c}_{16}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}\right) /(c \alpha)^{2}+\frac{\frac{3}{4} \frac{\bar{c}_{14} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{3}{4} \frac{n_{1} \bar{e}_{14} s(3 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{3}}+\frac{\bar{e}_{15}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} \bar{c}_{15}}{1-n_{1} n_{3}} \\
& \tilde{e}_{13}=\left(\frac{\left(\frac{n_{1} \bar{e}_{7}}{1-n_{1} n_{3}}+\frac{\bar{c}_{7}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}-\frac{n_{1} n_{3} \bar{d}_{41}}{\left(1-n_{1} n_{3}\right) n_{2}}\right)(s \alpha) \\
& +\left(\frac{\bar{d}_{41} n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{\bar{d}_{41}}{1-n_{1} n_{3}}+\bar{d}_{41}+\frac{\bar{d}_{41} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) c \alpha \\
& +\left(-\frac{\bar{e}_{7}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{7}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{14}=\left(\left(\left(\frac{n_{1} \bar{e}_{17}}{1-n_{1} n_{3}}+\frac{\bar{c}_{17}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{\bar{c}_{26}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}\right) /( \right. \\
& c \alpha)+\left(\left(-2 \frac{\bar{c}_{18}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right) / c \alpha^{2} \\
& \left.+\frac{\left(3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}+3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{3}}-\frac{n_{1} n_{3} \bar{d}_{48}}{\left(1-n_{1} n_{3}\right) n_{2}}\right)(s \alpha)
\end{aligned}
$$

$$
\begin{aligned}
& +\left(-\frac{\bar{d}_{48}}{1-n_{1} n_{3}}+\bar{d}_{48}+\frac{n_{1} n_{3} \bar{d}_{48}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{48}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) c \alpha+( \\
& \left(2 \frac{n_{3} \bar{c}_{18}}{1-n_{1} n_{3}}+2 \frac{\bar{e}_{18}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{\bar{e}_{28}}{1-n_{1} n_{3}}-\frac{n_{2}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+n_{2} \\
& +\frac{n_{3}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\bar{d}_{50}+\frac{n_{1} n_{3} \bar{d}_{50}}{1-n_{1} n_{3}}+\frac{n_{2} n_{1} n_{3}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{50}}{1-n_{1} n_{3}}\right) /((c \alpha))+\frac{\left(-3 \frac{\bar{e}_{14}}{1-n_{1} n_{3}}-3 \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}} \\
& -\bar{d}_{49}-\frac{n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}+\left(-\frac{n_{3} \bar{c}_{17}}{1-n_{1} n_{3}}-\frac{\bar{e}_{17}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1} n_{3} \bar{d}_{49}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}+\frac{\bar{e}_{26}}{1-n_{1} n_{3}}+\frac{\bar{d}_{49}}{1-n_{1} n_{3}} \\
& \tilde{e}_{15}=\left(\frac{\bar{c}_{6}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{7}}{1-n_{1} n_{3}}-\frac{\bar{e}_{7}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{6}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{\bar{e}_{6}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{6}}{1-n_{1} n_{3}}\right)(c \alpha) \\
& +\frac{\frac{1}{2} \frac{\bar{c}_{7}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{7} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{7}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{7} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha} \\
& \tilde{e}_{16}=\left(\frac{2 \frac{\bar{e}_{18}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{18}}{1-n_{1} n_{3}}-\frac{\bar{c}_{40}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}}{c \alpha}\right. \\
& +\frac{\frac{\bar{c}_{16}}{1-n_{1} n_{3}}-3 \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}-3 \frac{\bar{e}_{14}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}}{c(\alpha)^{2}}-\frac{\bar{e}_{17}}{1-n_{1} n_{3}} \\
& \left.+\frac{\bar{c}_{20}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{20}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{17}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{\bar{e}_{20}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{20}}{1-n_{1} n_{3}}\right)(c \alpha)+\left(-\frac{1}{2} \frac{\bar{c}_{17} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{1}{2} \frac{n_{1} \bar{e}_{17} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{17}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{17}}{1-n_{1} n_{3}}-\frac{\bar{e}_{16}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{16}}{1-n_{1} n_{3}}\right) \\
& /(c \alpha)+\frac{-\frac{\bar{c}_{18}}{1-n_{1} n_{3}}+\frac{\bar{c}_{18} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{18} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}}{c \alpha^{2}} \\
& +\frac{-\frac{3}{2} \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{3}{2} \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{3}{2} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+\frac{3}{2} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}}{c \alpha^{3}} \\
& +\frac{\bar{e}_{40}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{40}}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{e}_{17}=\left(\frac{\left(\frac{\bar{e}_{4}}{1-n_{1} n_{3}}-\frac{\bar{c}_{2}}{1-n_{1} n_{3}}+\frac{\bar{c}_{27}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}-\frac{n_{1} n_{3} \bar{d}_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \\
& s \alpha+\left(\frac{\bar{d}_{1} n_{1} n_{3}}{1-n_{1} n_{3}}+\bar{d}_{1}+\frac{\bar{d}_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{1}}{1-n_{1} n_{3}}\right) c \alpha \\
& +\frac{\left(\frac{1}{2} \frac{\bar{c}_{4} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{4}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}} \\
& +\left(\frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{27}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) \bar{g} \\
& \tilde{e}_{18}=\left(\left(\frac{1}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right.\right. \\
& \left.\left.-2 \frac{n_{3} n_{1}}{1-n_{1} n_{3}}-1\right) \bar{g} /((c \alpha))-\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right)(s \alpha) \\
& +\left(\frac{n_{1} n_{3} \bar{d}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{3}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{2}}{1-n_{1} n_{3}}-\frac{\bar{d}_{3}}{1-n_{1} n_{3}}\right. \\
& \left.+\frac{n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}+\bar{d}_{2}+\bar{d}_{3}\right) c \alpha \\
& +\left(\frac{n_{3}}{1-n_{1} n_{3}}-\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}-\frac{\bar{e}_{28}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{19}=\left(\frac{-\frac{3}{4} \frac{\bar{c}_{4}}{1-n_{1} n_{3}}-\frac{3}{4} \frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}}{c \alpha^{2}}-\frac{\bar{e}_{27}}{1-n_{1} n_{3}}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{23}}{1-n_{1} n_{3}}\right. \\
& \left.+2 \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}+\frac{\bar{c}_{23}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{23}}{1-n_{1} n_{3}}-\frac{\bar{e}_{23}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) c \alpha+( \\
& -\frac{1}{2} \frac{n_{1} \bar{e}_{27} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{e}_{4} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}} \\
& +\frac{1}{2} \frac{n_{1} \bar{e}_{2} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{4}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{2}}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{\bar{c}_{27} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{2} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{27}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4} c(2 \alpha)}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{\frac{1}{4} \frac{\bar{c}_{4} s(3 \alpha)}{1-n_{1} 1 n_{3}}+\frac{1}{4} \frac{n_{1} \bar{e}_{4} s(3 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{e}_{20}=\left(\frac{-\frac{\bar{c}_{28}}{1-n_{1} n_{3}}-\frac{1}{1-n_{1} n_{3}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+1}{c \alpha}\right. \\
& \left.+\frac{\bar{c}_{26}}{1-n_{1} n_{3}}+\frac{N 9}{1-n_{1} n_{3}}\right) s \alpha+\left(-\frac{\bar{e}_{26}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}\right) c \alpha \\
& -\frac{n_{1}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}-\frac{n_{3}}{1-n_{1} n_{3}}+\frac{\bar{e}_{28}}{1-n_{1} n_{3}}+\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{e}_{21}=\left(\frac{n_{3} \bar{c}_{1}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{21}}{1-n_{1} n_{3}}+\frac{\bar{c}_{21}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{\bar{e}_{21}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{1}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{21}}{1-n_{1} n_{3}}\right) c \alpha \\
& \tilde{e}_{22}=(( \\
& \left.-\frac{\bar{c}_{27}}{1-n_{1} n_{3}}+\frac{\bar{c}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{4}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}\right) \\
& \left./(c \alpha)+\frac{n_{3} \bar{c}_{3}}{1-n_{1} n_{3}}+\frac{\bar{c}_{25}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{25}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{\bar{e}_{25}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{25}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) c \alpha \\
& +\frac{\frac{1}{2} \frac{\bar{c}_{4}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{4} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{4} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}}{c \alpha^{2}} \\
& +\frac{\bar{e}_{27}}{1-n_{1} n_{3}}-\frac{\bar{e}_{2}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}} \\
& \tilde{e}_{23}=\left(\frac{\bar{c}_{22}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}\right)(s \alpha)+\left(-\frac{\bar{e}_{22}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{22}}{1-n_{1} n_{3}}\right)(c \alpha) \\
& \tilde{e}_{24}=\left(\left(-\frac{\bar{c}_{28}}{1-n_{1} n_{3}}+2 \frac{n_{3} n_{1}}{1-n_{1} n_{3}}-\frac{1}{1-n_{1} n_{3}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}\right.\right. \\
& \left.\left.-\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+1\right) /((c \alpha))+\frac{\bar{c}_{26}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{\bar{e}_{26}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}\right)(c \alpha)+\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& -\frac{n_{1}}{1-n_{1} n_{3}}-\frac{n_{3}}{1-n_{1} n_{3}}+\frac{\bar{e}_{28}}{1-n_{1} n_{3}} \\
& \tilde{e}_{25}=\left(\left(-\frac{-\bar{e}_{27}-\frac{n_{3} \bar{c}_{4}}{n_{1}}+n_{3}\left(\bar{c}_{2}-\bar{c}_{27}\right)+\bar{e}_{2}}{1-n_{1} n_{3}}\right.\right. \\
& +\frac{-\bar{c}_{23}+2 n_{3}\left(\bar{c}_{27}-\bar{c}_{2}\right)+n_{1}\left(\bar{e}_{35}-\bar{e}_{23}\right)-\bar{e}_{2}+\frac{n_{3} \bar{c}_{4}}{n_{1}}+\bar{c}_{35}+\bar{e}_{27}}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\frac{\bar{e}_{27}-\bar{e}_{2}+n_{3}\left(\bar{c}_{27}-\bar{c}_{2}\right)+\frac{n_{3} \bar{c}_{4}}{n_{1}}}{1-n_{1} n_{3}}\right) \bar{g} /(c \alpha) \\
& \left.+\frac{-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{d}_{1}}{n_{2}}-\frac{n_{1} n_{3} \bar{d}_{4}}{n_{2}}}{1-n_{1} n_{3}}+\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{d}_{1}}{n_{2}\left(1-n_{1} n_{3}\right)}\right) \\
& s \alpha+\left(\bar{d}_{4}+\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{d}_{4}}{n_{2}\left(1-n_{1} n_{3}\right)}\right) c \alpha \\
& +\frac{\left(\frac{-2 n_{3} \bar{c}_{4}-\bar{e}_{4}+\bar{c}_{2}+n_{1}\left(\bar{e}_{2}-\bar{e}_{27}\right)-\bar{c}_{27}}{1-n_{1} n_{3}}-\frac{-n_{3} \bar{c}_{4}-\bar{e}_{4}}{1-n_{1} n_{3}}\right) \bar{g}(s \alpha)^{2}}{c \alpha^{2}} \\
& -\frac{\left(\bar{e}_{35}+n_{3}\left(\bar{c}_{35}-\bar{c}_{23}\right)-\bar{e}_{23}+\frac{n_{3}\left(\bar{c}_{27}-\bar{c}_{2}\right)}{n_{1}}\right) \bar{g}}{1-n_{1} n_{3}} \\
& \tilde{e}_{26}=\left(\frac{\left(\frac{n_{1} \bar{e}_{36}}{1-n_{1} n_{3}}+\frac{\bar{c}_{36}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)}+\frac{1}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-1\right. \\
& \left.-\frac{n_{3} n_{1} \bar{d}_{7}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} n_{1} \bar{d}_{8}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} n_{1} \bar{d}_{9}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right)(s \alpha)+ \\
& \left(-\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} \bar{d}_{7}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{9}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{7}}{\left(1-n_{1} n_{3}\right) n_{2}}\right. \\
& +\frac{n_{3} \bar{d}_{8}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} \bar{d}_{8}}{1-n_{1} n_{3}}-\frac{\bar{d}_{7}}{1-n_{1} n_{3}}-\frac{\bar{d}_{8}}{1-n_{1} n_{3}}-\frac{\bar{d}_{9}}{1-n_{1} n_{3}} \\
& \left.+\frac{n_{3} \bar{d}_{9}}{\left(1-n_{1} n_{3}\right) n_{2}}+\bar{d}_{7}+\bar{d}_{8}+\bar{d}_{9}\right) c \alpha+\left(-\frac{n_{3} \bar{c}_{36}}{1-n_{1} n_{3}}-\frac{\bar{e}_{36}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{27}=\left(\frac{\frac{3}{4} \frac{\bar{e}_{4}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{\bar{c}_{2}}{n_{1}}-\frac{3}{4} \bar{e}_{27}-\frac{3}{4} \frac{\bar{e}_{4}}{n_{1}}-\frac{3}{4} \frac{\bar{c}_{27}}{n_{1}}-\frac{3}{2} \frac{n_{3} \bar{c}_{4}}{n_{1}}+\frac{3}{4} \bar{e}_{2}}{c \alpha^{2}}+\frac{\bar{e}_{23}}{n_{1}}\right. \\
& -\frac{\bar{e}_{35}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{23}}{1-n_{1} n_{3}}+\bar{e}_{31}+\frac{n_{3} \bar{c}_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}+2 \frac{n_{3} \bar{c}_{23}}{n_{1}}+\frac{\bar{c}_{31}}{n_{1}} \\
& \left.-\frac{n_{3} \bar{c}_{27}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{35}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{2}}{n_{1}}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{23}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{31}}{1-n_{1} n_{3}}-\frac{\bar{e}_{31}}{1-n_{1} n_{3}}\right) c \alpha+\left(-\frac{1}{2} \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}\right. \\
& -\frac{1}{2} \frac{\bar{c}_{23}}{n_{1}}+\frac{1}{2} \frac{n_{3} \bar{c}_{2} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \bar{e}_{35}+\frac{1}{2} \frac{\bar{c}_{35}}{n_{1}}-\frac{1}{2} \frac{\bar{c}_{35} c(2 \alpha)}{n_{1}} \\
& -\frac{1}{2} \bar{e}_{35} c(2 \alpha)+\frac{1}{2} \frac{\bar{e}_{2} c(2 \alpha)}{n_{1}}-\frac{n_{3} \bar{c}_{2}}{n_{1}}+\frac{1}{2} \frac{\bar{c}_{23} c(2 \alpha)}{n_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{2} \frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{3} \bar{c}_{27} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{27}}{n_{1}}-\frac{1}{2} \frac{\bar{e}_{27} c(2 \alpha)}{n_{1}} \\
& +\frac{1}{2} \bar{e}_{23} c(2 \alpha)-\frac{1}{2} \bar{e}_{23}+\frac{1}{2} \frac{n_{3} \bar{c}_{4}}{n_{1}}-\frac{1}{2} \frac{n_{3} \bar{c}_{4} c(2 \alpha)}{n_{1}}+\frac{n_{3} \bar{c}_{2} c(2 \alpha)}{n_{1}} \\
& -\frac{1}{2} \frac{\bar{e}_{2}}{n_{1}}-\frac{n_{3} \bar{c}_{27} c(2 \alpha)}{n_{1}}+\frac{n_{3} \bar{c}_{27}}{n_{1}}+\frac{1}{2} \frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}} \\
& \left.-\frac{1}{2} \frac{n_{3} \bar{c}_{4} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{1}}\right) /((c \alpha))+\left(\frac{1}{4} \frac{\bar{e}_{4} s(3 \alpha)}{n_{1}}-\frac{1}{4} \frac{\bar{c}_{2} s(3 \alpha)}{n_{1}}\right. \\
& +\frac{1}{2} \frac{n_{3} \bar{c}_{4} s(3 \alpha)}{n_{1}}-\frac{1}{4} \frac{\bar{e}_{4} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{1}{4} \bar{e}_{27} s(3 \alpha)+\frac{1}{4} \frac{\bar{c}_{27} s(3 \alpha)}{n_{1}} \\
& \left.-\frac{1}{4} \bar{e}_{2} s(3 \alpha)\right) /(c \alpha)^{2} \\
& \tilde{e}_{28}=\left(-\frac{\bar{e}_{36}}{1-n_{1} n_{3}}+\frac{\bar{c}_{32}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{32}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{36}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{\bar{e}_{32}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{32}}{1-n_{1} n_{3}}\right)(c \alpha) \\
& +\frac{-\frac{1}{2} \frac{\bar{c}_{36} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{36}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{36}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{36} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha} \\
& \tilde{e}_{29}=\left(\frac{n_{3} \bar{c}_{21}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{29}}{1-n_{1} n_{3}}+\frac{\bar{c}_{29}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{n_{3} \bar{c}_{29}}{1-n_{1} n_{3}}-\frac{\bar{e}_{29}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{21}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) c \alpha \\
& \tilde{e}_{30}=\left(\left(\frac{n_{1} \bar{e}_{23}}{1-n_{1} n_{3}}+\frac{\bar{c}_{23}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}-3 \frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}-\frac{\bar{c}_{35}}{1-n_{1} n_{3}}\right.\right. \\
& \left.+3 \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{35}}{1-n_{1} n_{3}}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{27}}{1-n_{1} n_{3}}\right) /((c \alpha))+\frac{\bar{c}_{33}}{1-n_{1} n_{3}} \\
& \left.+\frac{n_{1} \bar{e}_{33}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{25}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{33}}{1-n_{1} n_{3}}-\frac{\bar{e}_{33}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{25}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) c \alpha+\left(\frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}\right. \\
& -\frac{1}{2} \frac{\bar{c}_{2}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{27} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{2} c(2 \alpha)}{1-n_{1} n_{3}} \\
& -\frac{1}{2} \frac{n_{1} \bar{e}_{27} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{27}}{1-n_{1} n_{3}} \\
& \left.+\frac{1}{2} \frac{\bar{c}_{2} c(2 \alpha)}{1-n_{1} n_{3}}\right) / c \alpha^{2}-\frac{n_{3} \bar{c}_{23}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{\bar{e}_{23}}{1-n_{1} n_{3}} \\
& +\frac{\bar{e}_{35}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{35}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{27}}{\left(1-n_{1} n_{3}\right) n_{1}} \\
& \tilde{e}_{31}=\left(\frac{n_{1} \bar{e}_{30}}{1-n_{1} n_{3}}+\frac{\bar{c}_{30}}{1-n_{1} n_{3}}\right)(s \alpha)+\left(-\frac{\bar{e}_{30}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{30}}{1-n_{1} n_{3}}\right)(c \alpha)
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{e}_{32}=\left(\frac{-\bar{c}_{36}-n_{1} \bar{e}_{36}}{c \alpha}+\bar{c}_{34}+n_{1} \bar{e}_{34}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{34}}{1-n_{1} n_{3}}-\frac{\bar{e}_{34}}{1-n_{1} n_{3}}\right)(c \alpha)+\frac{n_{3} \bar{c}_{36}}{1-n_{1} n_{3}}+\frac{\bar{e}_{36}}{1-n_{1} n_{3}} \\
& \tilde{e}_{33}=\left(\frac{\left(-2 \frac{\bar{e}_{10}}{1-n_{1} n_{3}}+\frac{\bar{c}_{37}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{37}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)}-\frac{n_{1} n_{3} \bar{d}_{42}}{\left(1-n_{1} n_{3}\right) n_{2}}\right. \\
& \left.-\frac{n_{3} \bar{c}_{22}}{1-n_{1} n_{3}}+\bar{d}_{44}-\frac{\bar{d}_{44}}{1-n_{1} n_{3}}-\frac{\bar{e}_{22}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{44}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \\
& s \alpha+\left(\frac{n_{3} \bar{d}_{42}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} \bar{d}_{42}}{1-n_{1} n_{3}}-\frac{\bar{d}_{42}}{1-n_{1} n_{3}}+\bar{d}_{42}\right) c \alpha+( \\
& -\frac{1}{2} \frac{n_{1} \bar{e}_{22} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{44} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{\bar{c}_{22}}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{\bar{c}_{22} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}\right) /(c \alpha) \\
& +\frac{\left(\frac{\bar{c}_{10}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{10} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{\bar{c}_{10} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}} \\
& +\left(-\frac{n_{3} \bar{c}_{37}}{1-n_{1} n_{3}}-\frac{\bar{e}_{37}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{34}=\left(\left(\left(\frac{\bar{c}_{40}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{18}}{1-n_{1} n_{3}}-2 \frac{\bar{e}_{18}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}\right) \bar{g}-2 n_{2}+\frac{n_{1}}{1-n_{1} n_{3}}\right.\right. \\
& +2 \frac{\bar{e}_{28}}{1-n_{1} n_{3}}-2 \frac{n_{1} n_{3} \bar{d}_{50}}{1-n_{1} n_{3}}-2 \frac{n_{2} n_{1} n_{3}}{1-n_{1} n_{3}}-2 \frac{n_{3}}{1-n_{1} n_{3}}-2 \bar{d}_{50} \\
& -\frac{\bar{c}_{24}}{1-n_{1} n_{3}}+2 \frac{\bar{d}_{50}}{1-n_{1} n_{3}}+2 \frac{n_{2}}{1-n_{1} n_{3}}+3 \frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{1}{ }^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}{ }^{2}}+\frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \frac{n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{\left(-2 \frac{\bar{c}_{16}}{1-n_{1} n_{3}}+6 \frac{\bar{e}_{14}}{1-n_{1} n_{3}}+6 \frac{n_{3} \bar{c}_{14}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)^{2}} \\
& +\frac{n_{1} n_{3} \bar{d}_{49}}{1-n_{1} n_{3}}-\frac{\bar{e}_{26}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{46}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \left.-\frac{\bar{d}_{49}}{1-n_{1} n_{3}}+\bar{d}_{49}\right)(s \alpha) \\
& +\left(\frac{n_{1} n_{3} \bar{d}_{46}}{1-n_{1} n_{3}}+\bar{d}_{46}-\frac{\bar{d}_{46}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{46}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) c \alpha+(
\end{aligned}
$$

$$
\begin{aligned}
& \left(2 \frac{\bar{e}_{16}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{16}}{1-n_{1} n_{3}}\right) \bar{g}+\frac{1}{2} \frac{\bar{c}_{26}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}} \\
& -\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{49} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} \frac{n_{1} \bar{e}_{26} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{\bar{c}_{26} c(2 \alpha)}{1-n_{1} n_{3}}\right) /(c \alpha)+( \\
& \left(\frac{\bar{c}_{18}}{1-n_{1} n_{3}}-\frac{\bar{c}_{18} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{18} c(2 \alpha)}{1-n_{1} n_{3}}\right) \bar{g} \\
& -\frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{50} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& -\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+\frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right) /(c \alpha)^{2}+ \\
& \left(3 \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+3 \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g} / \\
& c \alpha^{3}+\left(-\frac{n_{3} \bar{c}_{40}}{1-n_{1} n_{3}}-\frac{\bar{e}_{40}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+1 \\
& -\frac{n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1}^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \frac{1}{1-n_{1} n_{3}} \\
& -\frac{n_{2} n_{1}}{1-n_{1} n_{3}}+\frac{\bar{e}_{24}}{1-n_{1} n_{3}}-\bar{d}_{47}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}}+\frac{n_{2}}{\left(1-n_{1} n_{3}\right) n_{3}} \\
& +\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}^{2}}-\frac{n_{2}}{n_{3}}+\frac{n_{1}}{n_{2}}+\frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{47}}{1-n_{1} n_{3}}+\frac{\bar{d}_{47}}{1-n_{1} n_{3}} \\
& \tilde{e}_{35}=\left(\left(\left(\frac{\bar{c}_{38}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{38}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}-\frac{\bar{c}_{22}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) /( \right. \\
& \left.c \alpha)+\frac{\left(-2 \frac{\bar{c}_{10}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)^{2}}-\frac{n_{1} n_{3} \bar{d}_{43}}{\left(1-n_{1} n_{3}\right) n_{2}}\right)(s \alpha) \\
& +\left(\frac{n_{1} n_{3} \bar{d}_{43}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{43}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{43}}{1-n_{1} n_{3}}+\bar{d}_{43}\right) c \alpha \\
& +\frac{\left(2 \frac{\bar{e}_{10}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}+\left(-\frac{\bar{e}_{38}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{38}}{1-n_{1} n_{3}}\right) \bar{g}-\bar{d}_{44} \\
& +\frac{\bar{e}_{22}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{3} \bar{c}_{22}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{44}}{1-n_{1} n_{3}}+\frac{\bar{d}_{44}}{1-n_{1} n_{3}} \\
& \tilde{e}_{36}=\left(\frac{2 \frac{n_{3} \bar{c}_{10}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{37}}{1-n_{1} n_{3}}+2 \frac{\bar{e}_{10}}{1-n_{1} n_{3}}-\frac{\bar{c}_{37}}{1-n_{1} n_{3}}}{c \alpha}+\frac{\bar{c}_{39}}{1-n_{1} n_{3}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\frac{n_{1} \bar{e}_{39}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{38}}{1-n_{1} n_{3}}-\frac{\bar{e}_{38}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{\bar{e}_{39}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{39}}{1-n_{1} n_{3}}\right)(c \alpha)+\left(\frac{\bar{c}_{10}}{1-n_{1} n_{3}}-\frac{\bar{c}_{10} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& \left.+\frac{1}{2} \frac{n_{1} \bar{e}_{38}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{38} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{38}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{38} c(2 \alpha)}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{-\frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{10} c(2 \alpha)}{1-n_{1} n_{3}}}{(c \alpha)^{2}}+\frac{\bar{e}_{37}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{37}}{1-n_{1} n_{3}} \\
& \tilde{e}_{37}=\left(\left(-3 \frac{n_{1}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+\frac{\bar{e}_{28}}{1-n_{1} n_{3}}+2 \frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \frac{n_{3}}{1-n_{1} n_{3}}\right.\right. \\
& \left.-\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}+\frac{\bar{c}_{44}}{1-n_{1} n_{3}}-\frac{\bar{c}_{24}}{1-n_{1} n_{3}}\right) \bar{g} /((c \alpha))-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{1} n_{3} \bar{d}_{5}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{6}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{2}}{1-n_{1} n_{3}}\right) s \alpha+\left(\bar{d}_{6}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}\right. \\
& -\frac{\bar{d}_{5}}{1-n_{1} n_{3}}-\frac{\bar{d}_{6}}{1-n_{1} n_{3}}+\bar{d}_{5}+\frac{n_{1} n_{3} \bar{d}_{5}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{6}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{5}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \left.+\frac{n_{3} \bar{d}_{6}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}\right)(c \alpha)+\left(\frac{1}{2}+\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}\right. \\
& -\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{n_{3} n_{1}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}} \\
& +\frac{1}{2} \frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} c(2 \alpha)-\frac{1}{2} \frac{1}{1-n_{1} n_{3}}+\frac{1}{2} \frac{c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g} \\
& / c \alpha^{2}+\left(-\frac{n_{3} \bar{c}_{44}}{1-n_{1} n_{3}}+\frac{\bar{e}_{24}}{1-n_{1} n_{3}}+\frac{1}{1-n_{1} n_{3}}-\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right. \\
& \left.-\frac{n_{3} \bar{c}_{28}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{n_{3} n_{1}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}-\frac{\bar{e}_{44}}{1-n_{1} n_{3}}\right) \bar{g} \\
& \tilde{e}_{38}=\left(\left(\frac{3}{4}-\frac{3}{4} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{3}{2} \frac{n_{3} n_{1}}{1-n_{1} n_{3}}-\frac{3}{4} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right.\right. \\
& \left.-\frac{3}{4} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{3}{4} \frac{1}{1-n_{1} n_{3}}\right) /(c \alpha)^{2}-2 \frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{e}_{24}}{1-n_{1} n_{3}} \\
& +\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+2 \frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{\bar{c}_{42}}{1-n_{1} n_{3}}-\frac{\bar{e}_{44}}{1-n_{1} n_{3}} \\
& +2 \frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{3} n_{1}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{42}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{44}}{1-n_{1} n_{3}} \\
& \left.+\frac{1}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{28}}{\left(1-n_{1} n_{3}\right) n_{1}}\right)(s \alpha)
\end{aligned}
$$

$$
\begin{aligned}
& +\left(-\frac{n_{3} \bar{c}_{24}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3}}{1-n_{1} n_{3}}-\frac{\bar{e}_{42}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{42}}{1-n_{1} n_{3}}\right) c \alpha+( \\
& -\frac{3}{2} \frac{n_{1}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{24} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{24} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{28}}{1-n_{1} n_{3}} \\
& -\frac{1}{2} \frac{\bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{3}}{1-n_{1} n_{3}}+\frac{n_{3} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{3}{2} \frac{n_{1} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}} \\
& +\frac{1}{2} \frac{\bar{c}_{44}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{44} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{n_{1} \bar{e}_{44} c(2 \alpha)}{1-n_{1} n_{3}}\right) /((c \alpha))+\left(-\frac{1}{2} \frac{n_{1} n_{3} s(3 \alpha)}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{4} \frac{n_{1} \bar{e}_{28} s(3 \alpha)}{1-n_{1} n_{3}}+\frac{1}{4} \frac{n_{1} s(3 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{4} \frac{\bar{c}_{28} s(3 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{4} \frac{n_{1} s(3 \alpha)}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{1}{4} \frac{s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} s(3 \alpha)\right) / c \alpha^{2} \\
& \tilde{e}_{39}=\left(\frac{n_{3} \bar{c}_{22}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{41}}{1-n_{1} n_{3}}+\frac{\bar{c}_{41}}{1-n_{1} n_{3}}\right) s \alpha \\
& +\left(-\frac{\bar{e}_{41}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{22}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{41}}{1-n_{1} n_{3}}\right) c \alpha \\
& \tilde{e}_{40}=\left(\left(-\frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}-2 \frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}-\frac{\bar{e}_{28}}{1-n_{1} n_{3}}-\frac{\bar{c}_{44}}{1-n_{1} n_{3}}\right.\right. \\
& \left.+3 \frac{n_{1}}{1-n_{1} n_{3}}+\frac{\bar{c}_{24}}{1-n_{1} n_{3}}+2 \frac{n_{3}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}\right) /(c \alpha) \\
& \left.+\frac{\bar{c}_{43}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{43}}{1-n_{1} n_{3}}\right)(s \alpha) \\
& +\left(-\frac{n_{3} \bar{c}_{26}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{43}}{1-n_{1} n_{3}}-\frac{\bar{e}_{43}}{1-n_{1} n_{3}}\right) c \alpha+\left(\frac{1}{2} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}-\frac{n_{3} n_{1}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{1}{1-n_{1} n_{3}} \\
& -\frac{1}{2} \frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2}-\frac{1}{2} \frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{3}} \\
& -\frac{1}{2} \frac{c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.+\frac{1}{2} c(2 \alpha)\right) / c \alpha^{2}+\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{e}_{24}}{1-n_{1} n_{3}}-\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{1}} \\
& +\frac{n_{3} \bar{c}_{28}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}+\frac{\bar{e}_{44}}{1-n_{1} n_{3}}-\frac{n_{3} n_{1}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{44}}{1-n_{1} n_{3}} \\
& -\frac{1}{1-n_{1} n_{3}}
\end{aligned}
$$

$\phi$-equation :

$$
\tilde{c}_{3}=\left(\left(\frac{\bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{1}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}\right.\right.
$$

$$
\begin{aligned}
& \tilde{\kappa}_{1}=\frac{\bar{c}_{1}+n_{1} \bar{e}_{1}}{1-n_{1} n_{3}} \\
& \tilde{\kappa}_{3}=\frac{\left(\bar{c}_{4}+n_{1} \bar{e}_{4}\right) \frac{\bar{g}}{c \alpha}}{1-n_{1} n_{3}} \\
& \tilde{\xi}_{1}=\frac{\bar{c}_{2}+n_{1} \bar{e}_{2}+\left(\bar{c}_{4}+n_{1} \bar{e}_{4}\right) \frac{s \alpha}{c \alpha}}{1-n_{1} n_{3}} \\
& \tilde{\xi}_{2}=\frac{\bar{c}_{3}+n_{1} \bar{e}_{3}-\left(\bar{c}_{4}+n_{1} \bar{e}_{4}\right) \frac{1}{c \alpha}}{1-n_{1} n_{3}} \\
& \tilde{c}_{1}=\frac{\left(-\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}\right) \vec{g}}{c \alpha} \\
& +\frac{\left(-\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}^{2}}{c \alpha^{2}} \\
& +\frac{\bar{c}_{14} \bar{g}^{3}}{\left(1-n_{1} n_{3}\right) c \alpha^{3}}+\frac{\bar{c}_{5}}{1-n_{1} n_{3}} \\
& \tilde{c}_{2}=\left(\frac{-\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}}{(c \alpha)}+\left(2 \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+2 \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}\right.\right. \\
& \left.-2 \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{\bar{c}_{28}}{1-n_{1} n_{3}}-2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right) \bar{g} / c \alpha^{2} \\
& \left.+\frac{\left(3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{3}}\right) s \alpha+\left(\frac{\bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{1}}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}+\frac{n_{1}^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}^{2}}\right) \bar{g} /( \\
& c \alpha)+\frac{\left(\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}+\frac{\bar{c}_{16}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{2}}-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\frac{n_{1}^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}^{2}}\right) /((c \alpha))+\frac{\left(2 \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}+2 \frac{\bar{c}_{16}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}}\right) s \alpha \\
& +\frac{\left(\frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}+\frac{\bar{c}_{15}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}+\left(\frac{1}{2} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{50} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& +\frac{1}{2} \frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} \frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.-\frac{1}{2} \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) /(c \alpha)^{2}+ \\
& \left(-\frac{3}{2} \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{3}{2} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+\frac{3}{2} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}-\frac{3}{2} \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}\right) \bar{g} / \\
& c \alpha^{3}-\frac{n_{1} n_{3} \bar{d}_{45}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}} \\
& \tilde{c}_{4}=\left(\frac{\frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}+\frac{\bar{c}_{15}}{1-n_{1} n_{3}}}{c \alpha}+\frac{\frac{3}{4} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}+\frac{3}{4} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}}{c \alpha^{3}}\right)(s \alpha) \\
& +\frac{\frac{1}{2} \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{16}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{16} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{16} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{2}} \\
& +\frac{-\frac{1}{4} \frac{\bar{c}_{14} s(3 \alpha)}{1-n_{1} n_{3}}-\frac{1}{4} \frac{n_{1} \bar{e}_{14} s(3 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{3}}+\frac{\bar{c}_{12}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{12}}{1-n_{1} n_{3}} \\
& \tilde{c}_{5}=\frac{\bar{c}_{5}+n_{1} \bar{e}_{5}}{1-n_{1} n_{3}} \\
& \tilde{c}_{6}=\frac{-\bar{c}_{7}-n_{1} \bar{e}_{7}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\bar{c}_{8}+n_{1} \bar{e}_{8}}{1-n_{1} n_{3}} \\
& \tilde{c}_{7}=\frac{-\bar{c}_{38}-n_{1} \bar{e}_{38}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\bar{c}_{10}+n_{1} \bar{e}_{10}}{\left(1-n_{1} n_{3}\right) c \alpha^{2}}+\frac{\bar{c}_{11}+n_{1} \bar{e}_{11}}{1-n_{1} n_{3}} \\
& \tilde{c}_{8}=\frac{-\bar{c}_{17}-n_{1} \bar{e}_{17}}{\left(1-n_{1} n_{3}\right)(c \alpha)}+\frac{\bar{c}_{18}+n_{1} \bar{e}_{18}}{\left(1-n_{1} n_{3}\right) c \alpha^{2}}+\frac{-\bar{c}_{14}-n_{1} \bar{e}_{14}}{\left(1-n_{1} n_{3}\right) c \alpha^{3}} \\
& +\frac{\bar{c}_{13}+n_{1} \bar{e}_{13}}{1-n_{1} n_{3}} \\
& \tilde{c}_{9}=\frac{\left(\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}+\frac{\bar{c}_{22}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}}{(c \alpha)}+\frac{\left(\frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}+\frac{\bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{2}} \\
& -\frac{n_{1} \bar{e}_{1}}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{c}_{10}=\left(\left(\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}+\frac{\bar{c}_{26}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g}+\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}\right. \\
& ) /(c \alpha)+\left(\left(\frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}+\frac{\bar{c}_{18}}{1-n_{1} n_{3}}\right) \bar{g}^{2}+\left(2 \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}\right.\right. \\
& \left.\left.-2 \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}-2 \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}-2 \frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right) \bar{g}\right) / c \alpha^{2} \\
& +\frac{\left(-3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}-3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{3}}-\frac{n_{1} \bar{e}_{3}}{1-n_{1} n_{3}} \\
& \tilde{c}_{11}=\frac{\left(\frac{n_{1} \bar{e}_{37}}{1-n_{1} n_{3}}+\frac{\bar{c}_{37}}{1-n_{1} n_{3}}\right) s \alpha}{c \alpha} \\
& +\frac{\frac{1}{2} \frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{10} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{10}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{10} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{2}} \\
& +\frac{n_{1} \bar{e}_{9}}{1-n_{1} n_{3}}+\frac{\bar{c}_{9}}{1-n_{1} n_{3}} \\
& \tilde{c}_{12}=\left(\frac{\frac{\bar{c}_{40}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}}{c \alpha}+\frac{-2 \frac{\bar{c}_{16}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}}{c \alpha^{2}}\right)(s \alpha) \\
& +\frac{-\frac{\bar{c}_{15}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{15}}{1-n_{1} n_{3}}}{(c \alpha)} \\
& +\frac{-\frac{1}{2} \frac{n_{1} \bar{e}_{18} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{18}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{18} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{2}} \\
& +\frac{-\frac{3}{2} \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+\frac{3}{2} \frac{\bar{c}_{14} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{3}{2} \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}+\frac{3}{2} \frac{n_{1} \bar{e}_{14} c(2 \alpha)}{1-n_{1} n_{3}}}{c \alpha^{3}} \\
& +\frac{n_{1} \bar{e}_{19}}{1-n_{1} n_{3}}+\frac{\bar{c}_{19}}{1-n_{1} n_{3}} \\
& \tilde{c}_{13}=\frac{\left(\bar{c}_{7}+n_{1} \bar{e}_{7}\right) \bar{g}}{\left(1-n_{1} n_{3}\right)(c \alpha)}-\frac{n_{1} n_{3} \bar{d}_{41}}{n_{2}\left(1-n_{1} n_{3}\right)} \\
& \tilde{c}_{14}=\left(\left(\frac{n_{1} \bar{e}_{17}}{1-n_{1} n_{3}}+\frac{\bar{c}_{17}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{26}}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\left(\left(-2 \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}-2 \frac{\bar{c}_{18}}{1-n_{1} n_{3}}\right) \bar{g}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}\right. \\
& \left.+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}\right) /(c \alpha)^{2}+\frac{\left(3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{3}}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{n_{1} n_{3} \bar{d}_{48}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{15}=\frac{\left(\frac{\bar{c}_{7}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{7}}{1-n_{1} n_{3}}\right) s \alpha}{c \alpha}+\frac{\bar{c}_{6}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{6}}{1-n_{1} n_{3}} \\
& \tilde{c}_{16}=\left(\frac{\frac{n_{1} \bar{e}_{17}}{1-n_{1} n_{3}}+\frac{\bar{c}_{17}}{1-n_{1} n_{3}}}{c \alpha}+\frac{-2 \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}-2 \frac{\bar{c}_{18}}{1-n_{1} n_{3}}}{c \alpha^{2}}\right. \\
& \left.+\frac{3 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}+3 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}}{(c \alpha)^{3}}\right)(s \alpha)+\frac{-\frac{\bar{c}_{40}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}}{(c \alpha)} \\
& +\frac{\frac{\bar{c}_{16}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}}{c \alpha^{2}}+\frac{\bar{c}_{20}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{20}}{1-n_{1} n_{3}} \\
& \tilde{c}_{17}=\frac{\left(-\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}-\frac{\bar{c}_{4}}{1-n_{1} n_{3}}\right) \bar{g} s \alpha}{(c \alpha)^{2}}+ \\
& \left(\frac{\bar{c}_{27}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}-\frac{\bar{c}_{2}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}+\frac{\bar{e}_{4}}{1-n_{1} n_{3}}\right) \\
& \bar{g} /(c \alpha)-\frac{n_{1} n_{3} \bar{d}_{1}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{18}=\left(\frac{1}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right. \\
& \left.-2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right) \bar{g} /((c \alpha))-\frac{n_{1} n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{19}=\frac{\left(-n_{1} \bar{e}_{4}-\bar{c}_{4}\right) s \alpha^{2}}{\left(1-n_{1} n_{3}\right) c \alpha^{2}}+\frac{\left(2 n_{3} \bar{c}_{4}+n_{1}\left(\bar{e}_{27}-\bar{e}_{2}\right)+\bar{e}_{4}+\bar{c}_{27}-\bar{c}_{2}\right) s \alpha}{\left(1-n_{1} n_{3}\right) c \alpha} \\
& +\frac{n_{1} \bar{e}_{23}+2 n_{3} \bar{c}_{2}+\bar{c}_{23}+\bar{e}_{2}}{1-n_{1} n_{3}} \\
& \tilde{c}_{20}=\left(\frac{1}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right. \\
& \left.-2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right)(s \alpha) /(c \alpha)+\frac{\bar{c}_{24}}{1-n_{1} n_{3}}+\frac{n_{1}}{1-n_{1} n_{3}}+\frac{n_{3}}{1-n_{1} n_{3}} \\
& -\frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}} \\
& \tilde{c}_{21}=\frac{n_{1} \bar{e}_{21}+2 n_{3} \bar{c}_{1}+\bar{e}_{1}+\bar{c}_{21}}{1-n_{1} n_{3}} \\
& \tilde{c}_{22}=\frac{\left(\frac{n_{1} \bar{e}_{4}}{1-n_{1} n_{3}}+\frac{\bar{c}_{4}}{1-n_{1} n_{3}}\right) s \alpha}{c \alpha^{2}}+(
\end{aligned}
$$

$$
\begin{aligned}
& \left.\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{c}_{27}}{1-n_{1} n_{3}}+\frac{\bar{c}_{2}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}-\frac{\bar{e}_{4}}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{n_{1} \bar{e}_{25}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{3}}{1-n_{1} n_{3}}+\frac{\bar{e}_{3}}{1-n_{1} n_{3}}+\frac{\bar{c}_{25}}{1-n_{1} n_{3}} \\
& \tilde{c}_{23}=\frac{\bar{c}_{22}+n_{1} \bar{e}_{22}}{1-n_{1} n_{3}} \\
& \tilde{c}_{24}=\frac{-\bar{c}_{28}-1-\frac{n_{1}}{n_{2}}+\frac{n_{1}}{n_{3}}+n_{1}\left(2 n_{3}-\bar{e}_{28}\right)}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\bar{c}_{26}+n_{1} \bar{e}_{26}}{1-n_{1} n_{3}} \\
& \tilde{c}_{25}=\left(\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{4}}{1-n_{1} n_{3}}+\frac{\bar{c}_{2}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}-\frac{\bar{c}_{27}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}\right) \bar{g} \\
& s \alpha /(c \alpha)^{2}+\left(-\frac{\bar{c}_{23}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{35}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{\bar{e}_{2}}{1-n_{1} n_{3}}+\frac{\bar{c}_{35}}{1-n_{1} n_{3}}+\frac{\bar{e}_{27}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{1} \bar{e}_{23}}{1-n_{1} n_{3}}\right) \bar{g} /( \\
& c \alpha)-\frac{n_{1} n_{3} \bar{d}_{4}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{d}_{1} n_{1} n_{3}}{1-n_{1} n_{3}}+\frac{\bar{d}_{1}}{1-n_{1} n_{3}} \\
& \tilde{c}_{26}=\frac{\left(\frac{n_{1} \bar{e}_{36}}{1-n_{1} n_{3}}+\frac{\bar{c}_{36}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{7}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& -\frac{n_{1} n_{3} \bar{d}_{8}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{9}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{1}{1-n_{1} n_{3}} \\
& \tilde{c}_{27}=\left(-\frac{\bar{c}_{23}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{35}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{2}}{1-n_{1} n_{3}}\right. \\
& \left.+\frac{\bar{c}_{35}}{1-n_{1} n_{3}}+\frac{\bar{e}_{27}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{1} \bar{e}_{23}}{1-n_{1} n_{3}}\right)(s \alpha) /(c \alpha) \\
& +\left(\frac{1}{2} \frac{n_{1} \bar{e}_{27} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{2}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{2} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{c}_{27}}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{\bar{c}_{27} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{4} c(2 \alpha)}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{2} c(2 \alpha)}{1-n_{1} n_{3}} \\
& \left.+\frac{1}{2} \frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{\bar{e}_{4}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{e}_{4} c(2 \alpha)}{1-n_{1} n_{3}}\right) / c \alpha^{2} \\
& +\frac{\bar{c}_{31}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{n_{1} \bar{e}_{31}}{1-n_{1} n_{3}}+\frac{\bar{e}_{23}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{23}}{1-n_{1} n_{3}} \\
& \tilde{c}_{28}=\frac{\left(n_{1} \bar{e}_{36}+\bar{c}_{36}\right) s \alpha}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{n_{1} \bar{e}_{32}+\bar{c}_{32}}{1-n_{1} n_{3}} \\
& \tilde{c}_{29}=\frac{n_{1} \bar{e}_{29}+\frac{n_{3} \bar{c}_{1}}{n_{1}}+2 n_{3} \bar{c}_{21}+\bar{c}_{29}+\bar{e}_{21}}{1-n_{1} n_{3}} \\
& \tilde{c}_{30}=\left(\frac{\bar{e}_{4}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{c}_{2}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{27}}{1-n_{1} n_{3}}+\frac{\bar{c}_{27}}{1-n_{1} n_{3}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& s \alpha /(c \alpha)^{2}+\left(\frac{n_{1} \bar{e}_{23}}{1-n_{1} n_{3}}-\frac{\bar{c}_{35}}{1-n_{1} n_{3}}-\frac{\bar{e}_{27}}{1-n_{1} n_{3}}-2 \frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{n_{1} \bar{e}_{35}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{4}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}+\frac{\bar{c}_{23}}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{n_{1} \bar{e}_{33}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{25}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{\bar{e}_{25}}{1-n_{1} n_{3}} \\
& +\frac{\bar{c}_{33}}{1-n_{1} n_{3}} \\
& \tilde{c}_{31}=\frac{n_{1} \bar{e}_{30}+\bar{c}_{30}}{1-n_{1} n_{3}} \\
& \tilde{c}_{32}=\bar{c}_{34}+n_{1} \bar{e}_{34}+\frac{-\bar{c}_{36}-n_{1} \bar{e}_{36}}{(c \alpha)} \\
& \tilde{c}_{33}=\left(\frac{\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{\bar{c}_{22}}{1-n_{1} n_{3}}}{c \alpha}+\frac{\left(2 \frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}+2 \frac{\bar{c}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}}\right. \\
& ) s \alpha+\frac{\left(\frac{n_{1} \bar{e}_{37}}{1-n_{1} n_{3}}+\frac{\bar{c}_{37}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha}-\frac{n_{1} n_{3} \bar{d}_{42}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{34}=\left(\frac{-\frac{n_{1} n_{3} \bar{d}_{49}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} \bar{e}_{26}}{1-n_{1} n_{3}}+\frac{\bar{c}_{26}}{1-n_{1} n_{3}}}{(c \alpha)}+( \right. \\
& \left(2 \frac{\bar{c}_{18}}{1-n_{1} n_{3}}+2 \frac{n_{1} \bar{e}_{18}}{1-n_{1} n_{3}}\right) \bar{g}-2 \frac{\bar{c}_{28}}{1-n_{1} n_{3}}-2 \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \left.+2 \frac{n_{1} n_{3} \bar{d}_{50}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right) / c \alpha^{2} \\
& \left.+\frac{\left(-6 \frac{\bar{c}_{14}}{1-n_{1} n_{3}}-6 \frac{n_{1} \bar{e}_{14}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{3}}\right) s \alpha+\left(\left(\frac{\bar{c}_{40}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{40}}{1-n_{1} n_{3}}\right) \bar{g}\right. \\
& +\frac{n_{1}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{24}}{1-n_{1} n_{3}}-\frac{n_{1}{ }^{2} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}{ }^{2}}-\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}} \\
& \left.+\frac{n_{1} n_{3} \bar{d}_{47}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) /((c \alpha))+\frac{\left(-2 \frac{\bar{c}_{16}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{16}}{1-n_{1} n_{3}}\right) \bar{g}}{c \alpha^{2}} \\
& -\frac{n_{1} n_{3} \bar{d}_{46}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{35}=\left(\left(\frac{\bar{c}_{38}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{38}}{1-n_{1} n_{3}}\right) \bar{g}+\frac{n_{1} n_{3} \bar{d}_{44}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} \bar{e}_{22}}{1-n_{1} n_{3}}-\frac{\bar{c}_{22}}{1-n_{1} n_{3}}\right) /( \\
& c \alpha)+\frac{\left(-2 \frac{\bar{c}_{10}}{1-n_{1} n_{3}}-2 \frac{n_{1} \bar{e}_{10}}{1-n_{1} n_{3}}\right) \bar{g}}{(c \alpha)^{2}}-\frac{n_{1} n_{3} \bar{d}_{43}}{\left(1-n_{1} n_{3}\right) n_{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{c}_{36}=\left(\frac{\bar{c}_{38}+n_{1} \bar{e}_{38}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{-2 \bar{c}_{10}-2 n_{1} \bar{e}_{10}}{\left(1-n_{1} n_{3}\right) c(\alpha)^{2}}\right) s \alpha \\
& +\frac{-n_{1} \bar{e}_{37}-\bar{c}_{37}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{n_{1} \bar{e}_{39}+\bar{c}_{39}}{1-n_{1} n_{3}} \\
& \tilde{c}_{37}=\left(-\frac{1}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}-\frac{\bar{c}_{28}}{1-n_{1} n_{3}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right. \\
& \left.-\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right) \bar{g}(s \alpha) / c \alpha^{2}+\left(-\frac{\bar{c}_{24}}{1-n_{1} n_{3}}-6 \frac{n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}\right. \\
& +2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{1}}{1-n_{1} n_{3}}+\frac{\bar{c}_{44}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}+\frac{\bar{e}_{28}}{1-n_{1} n_{3}} \\
& \left.-2 \frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}\right) \bar{g} /((c \alpha))+\frac{\bar{d}_{3}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{2}}{1-n_{1} n_{3}} \\
& -\frac{n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{5}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{3} \bar{d}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1} n_{3} \bar{d}_{3}}{1-n_{1} n_{3}}-\frac{\bar{c}_{2}}{1-n_{1} n_{3}} \\
& +\frac{\bar{d}_{2}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{6}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{c}_{38}=\left(-3 \frac{n_{1}}{1-n_{1} n_{3}}-\frac{\bar{c}_{24}}{1-n_{1} n_{3}}-2 \frac{n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}\right. \\
& \left.+2 \frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+\frac{\bar{c}_{44}}{1-n_{1} n_{3}}+\frac{\bar{e}_{28}}{1-n_{1} n_{3}}\right)(s \alpha) /( \\
& c \alpha)+\left(-\frac{1}{2} \frac{\bar{c}_{28}}{1-n_{1} n_{3}}-\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{3}}-\frac{1}{2} \frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}\right. \\
& +\frac{1}{2} \frac{n_{1} \bar{e}_{28} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{\bar{c}_{28} c(2 \alpha)}{1-n_{1} n_{3}}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} c(2 \alpha)}{1-n_{1} n_{3}} \\
& -\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{1}{2} \frac{1}{1-n_{1} n_{3}}+\frac{1}{2} \frac{c(2 \alpha)}{1-n_{1} n_{3}}+\frac{1}{2} \frac{n_{1} c(2 \alpha)}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \left.+\frac{1}{2} \frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}\right) / c \alpha^{2}+2 \frac{n_{3} \bar{c}_{24}}{1-n_{1} n_{3}}+\frac{\bar{c}_{42}}{1-n_{1} n_{3}}+\frac{1}{1-n_{1} n_{3}} \\
& +\frac{\bar{e}_{24}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{42}}{1-n_{1} n_{3}}+\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}-\frac{n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}+\frac{n_{1} n_{3}}{1-n_{1} n_{3}} \\
& \tilde{c}_{39}=\frac{n_{1} \bar{e}_{41}+2 n_{3} \bar{c}_{22}+\bar{c}_{41}+\bar{e}_{22}}{1-n_{1} n_{3}} \\
& \tilde{c}_{40}=\left(\frac{1}{1-n_{1} n_{3}}+\frac{\bar{c}_{28}}{1-n_{1} n_{3}}+\frac{n_{1} \bar{e}_{28}}{1-n_{1} n_{3}}+\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{n_{1}}{\left(1-n_{1} n_{3}\right) n_{3}}\right. \\
& \left.-2 \frac{n_{1} n_{3}}{1-n_{1} n_{3}}\right)(s \alpha) / c \alpha^{2}+\left(2 \frac{n_{3}}{1-n_{1} n_{3}}-\frac{\bar{e}_{28}}{1-n_{1} n_{3}}-\frac{n_{1} \bar{e}_{44}}{1-n_{1} n_{3}}\right. \\
& +\frac{n_{1} \bar{e}_{24}}{1-n_{1} n_{3}}+3 \frac{n_{1}}{1-n_{1} n_{3}}-2 \frac{n_{1} n_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-\frac{\bar{c}_{44}}{1-n_{1} n_{3}}+\frac{\bar{c}_{24}}{1-n_{1} n_{3}} \\
& \left.-2 \frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}\right) /((c \alpha))+\frac{\bar{e}_{26}}{1-n_{1} n_{3}}+\frac{\bar{c}_{43}}{1-n_{1} n_{3}}+2 \frac{n_{3} \bar{c}_{26}}{1-n_{1} n_{3}}
\end{aligned}
$$

$$
+\frac{n_{1} \bar{e}_{43}}{1-n_{1} n_{3}}
$$

## $\theta$-equation :

$$
\begin{aligned}
& \tilde{\nu}=\bar{d}_{2}+\bar{d}_{3} \\
& \tilde{d}_{1}=\bar{d}_{4} \\
& \tilde{d}_{2}=\bar{d}_{5}+\bar{d}_{6} \\
& \tilde{d}_{3}=\bar{d}_{7}+\bar{d}_{8}+\bar{d}_{9} \\
& \tilde{d}_{4}=\frac{\left(-n_{3} \bar{c}_{4}+\left(1-n_{1} n_{3}\right) \bar{d}_{2}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{4}}{n_{3}}\right) \bar{g}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\left(n_{2}+\bar{d}_{50}\right) \bar{g}^{2}}{c \alpha^{2}} \\
& \tilde{d}_{5}=\left(\frac{-n_{3} \bar{c}_{4}+\left(1-n_{1} n_{3}\right) \bar{d}_{2}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{4}}{n_{3}}}{\left(1-n_{1} n_{3}\right) c \alpha}+\frac{\left(2 \bar{d}_{50}+2 n_{2}\right) \bar{g}}{c \alpha^{2}}\right) \\
& s \alpha+\frac{\left(\bar{d}_{47}-1-\frac{n_{1}}{n_{2}}+\frac{n_{2}}{n_{3}}\right) \bar{g}}{c \alpha}+\frac{-n_{3} \bar{c}_{2}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{2}}{n_{3}}}{1-n_{1} n_{3}} \\
& \tilde{d}_{6}=\frac{\left(n_{2}+\bar{d}_{50}\right) s \alpha^{2}}{c \alpha^{2}}+\frac{\left(\bar{d}_{47}-1-\frac{n_{1}}{n_{2}}+\frac{n_{2}}{n_{3}}\right)(s \alpha)}{c \alpha}-n_{2}+\bar{d}_{45} \\
& \tilde{d}_{7}=\bar{d}_{41} \\
& \tilde{d}_{8}=\bar{d}_{43}-\frac{\bar{d}_{44}}{c \alpha} \\
& \tilde{d}_{9}=\bar{d}_{48}-\frac{\bar{d}_{49}}{c \alpha}+\frac{n_{2} \bar{d}_{50}}{(c \alpha)^{2}} \\
& \tilde{d}_{10}=\frac{\bar{d}_{44} \bar{g}}{(c \alpha)}+\frac{-n_{3} \bar{c}_{1}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{1}}{n_{3}}}{1-n_{1} n_{3}} \\
& \tilde{d}_{11}=\left(\left(1-n_{1} n_{3}\right) \bar{d}_{49} \bar{g}+n_{3} \bar{c}_{4}-\left(1-n_{1} n_{3}\right) \bar{d}_{2}+\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{4}}{n_{3}}\right) /( \\
& c \alpha)+\frac{\left(1-n_{1} n_{3}\right)\left(-2 \bar{d}_{50}-2 n_{2}\right) \bar{g}}{c \alpha^{2}}-n_{3} \bar{c}_{3}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{3}}{n_{3}} \\
& \tilde{d}_{12}=\bar{d}_{42} \\
& \tilde{d}_{13}=\left(\frac{\bar{d}_{49}}{c \alpha}+\frac{-2 \bar{d}_{50}-2 n_{2}}{c \alpha^{2}}\right) s \alpha+\frac{-\bar{d}_{47}+1+\frac{n_{1}}{n_{2}}-\frac{n_{2}}{n_{3}}}{c \alpha}+\bar{d}_{46} \\
& \tilde{d}_{14}=\bar{d}_{10}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{d}_{15}=\bar{d}_{11}+\bar{d}_{12} \\
& \tilde{d}_{16}=\bar{d}_{14}+\bar{d}_{16}+\bar{d}_{19} \\
& \tilde{d}_{17}=\bar{d}_{13}+\bar{d}_{15}+\bar{d}_{17}+\bar{d}_{18} \\
& \tilde{d}_{18}=\left(\left(-\frac{\bar{d}_{2}}{1-n_{1} n_{3}}+\frac{\bar{e}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} n_{2} \bar{e}_{4}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{2}}{1-n_{1} n_{3}}-\frac{n_{2} \bar{e}_{4}}{\left(1-n_{1} n_{3}\right) n_{3}}\right.\right. \\
& \left.+\frac{n_{3} \bar{c}_{4}}{1-n_{1} n_{3}}\right) \bar{g} /(c \alpha)^{2} \\
& \left.+\frac{\left(2 \frac{n_{1} n_{3} \bar{d}_{50}}{1-n_{1} n_{3}}-2 \frac{n_{2}}{1-n_{1} n_{3}}-2 \frac{\bar{d}_{50}}{1-n_{1} n_{3}}+2 \frac{n_{1} n_{3} n_{2}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c(\alpha)^{3}}\right)(s \alpha)+( \\
& -\frac{n_{1} n_{3} \bar{d}_{5}}{1-n_{1} n_{3}}-\frac{n_{1} n_{2} \bar{e}_{27}}{1-n_{1} n_{3}}+\frac{\bar{e}_{2}}{1-n_{1} n_{3}}+\frac{n_{1} n_{2} \bar{e}_{2}}{1-n_{1} n_{3}}-\frac{\bar{e}_{27}}{1-n_{1} n_{3}} \\
& \left.-\frac{n_{2} \bar{e}_{2}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{n_{2} \bar{e}_{27}}{\left(1-n_{1} n_{3}\right) n_{3}}+\frac{\bar{d}_{5}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{27}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{c}_{2}}{1-n_{1} n_{3}}\right) \bar{g} \\
& /(c \alpha)+\left(-\frac{n_{3} n_{2}}{1-n_{1} n_{3}}+\frac{n_{1} n_{3} \bar{d}_{47}}{1-n_{1} n_{3}}-\frac{\bar{d}_{47}}{1-n_{1} n_{3}}+\frac{n_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}\right. \\
& \left.+\frac{\bar{d}_{23}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{23}}{1-n_{1} n_{3}}\right) \bar{g}^{2} / c \alpha^{2}+\frac{n_{3} \bar{d}_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \bar{d}_{2} \\
& +\left(-\frac{\bar{c}_{4} n_{2}}{\left(1-n_{1} n_{3}\right) n_{1}}+\frac{\bar{c}_{4} n_{2} n_{3}}{1-n_{1} n_{3}}+\frac{\bar{c}_{4} n_{3}}{\left(1-n_{1} n_{3}\right) n_{1}}\right) \bar{g} \\
& \tilde{d}_{19}=\left(\frac{n_{1}}{1-n_{1} n_{3}}-\frac{n_{3} \bar{c}_{28}}{1-n_{1} n_{3}}+\frac{\bar{d}_{8}}{1-n_{1} n_{3}}-\frac{n_{3} n_{1}}{\left(1-n_{1} n_{3}\right) n_{2}}+2 \frac{\bar{d}_{7}}{1-n_{1} n_{3}}\right. \\
& -\frac{\bar{e}_{28}}{1-n_{1} n_{3}}-\frac{n_{1} n_{3} \bar{d}_{8}}{1-n_{1} n_{3}}+\frac{n_{3}}{1-n_{1} n_{3}}-2 \frac{n_{1} n_{3} \bar{d}_{7}}{1-n_{1} n_{3}}+\frac{n_{2} \bar{e}_{28}}{\left(1-n_{1} n_{3}\right) n_{3}} \\
& \left.-\frac{n_{1} n_{2} \bar{e}_{28}}{1-n_{1} n_{3}}\right) \bar{g} /((c \alpha))+\frac{\left(-\frac{n_{1} n_{3} \bar{d}_{27}}{1-n_{1} n_{3}}+\frac{\bar{d}_{27}}{1-n_{1} n_{3}}\right) \bar{g}^{2}}{c \alpha^{2}}+\frac{\bar{d}_{2}}{1-n_{1} n_{3}} \\
& +\frac{n_{3} \bar{d}_{3}}{\left(1-n_{1} n_{3}\right) n_{2}}-2 \bar{d}_{2}-2 \bar{d}_{3}-\frac{n_{1} n_{3} \bar{d}_{2}}{1-n_{1} n_{3}}+\frac{n_{3} \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) n_{2}} \\
& \tilde{d}_{20}=\left(\frac{\bar{d}_{34}-2 \bar{d}_{45}+n_{2}}{c \alpha}+\frac{-\frac{3}{2} \bar{d}_{50}-\frac{3}{2} n_{2}}{(c \alpha)^{3}}\right) s \alpha+\left(-\frac{1}{2} \frac{n_{2} c(2 \alpha)}{n_{1}}-\bar{d}_{47}\right. \\
& +\bar{d}_{47} c(2 \alpha)-\frac{1}{2} \bar{d}_{23} c(2 \alpha)-\frac{1}{2} \frac{n_{1} c(2 \alpha)}{n_{2}}-\frac{1}{2} c(2 \alpha)+\frac{1}{2} \frac{n_{2}}{n_{1}} \\
& \left.+\frac{1}{2} \frac{n_{1}}{n_{2}}+\frac{1}{2}+\frac{1}{2} \bar{d}_{23}-\frac{1}{2} \frac{n_{2}}{n_{3}}+\frac{1}{2} \frac{n_{2} c(2 \alpha)}{n_{3}}\right) /(c \alpha)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\frac{1}{2} \bar{d}_{50} s(3 \alpha)+\frac{1}{2} n_{2} s(3 \alpha)}{(c \alpha)^{3}}+\bar{d}_{21} \\
& \tilde{d}_{21}=\frac{\bar{d}_{27}(s \alpha)^{2}}{c \alpha^{2}}+\frac{\bar{d}_{40} s \alpha}{(c \alpha)}+\bar{d}_{25}+\bar{d}_{28} \\
& \tilde{d}_{22}=\bar{d}_{20} \\
& \tilde{d}_{23}=\left(\frac{\bar{d}_{49}}{c \alpha^{2}}+\frac{-2 \bar{d}_{50}-2 n_{2}}{c \alpha^{3}}\right) s \alpha+\frac{-\bar{d}_{33}+\bar{d}_{46}}{c \alpha}+\frac{\bar{d}_{23}+\frac{n_{2}}{n_{1}}-\bar{d}_{47}}{c \alpha^{2}}+\bar{d}_{22} \\
& \tilde{d}_{24}=\bar{d}_{24} \\
& \tilde{d}_{25}=\bar{d}_{26}-\frac{\bar{d}_{39}}{c \alpha}+\frac{\bar{d}_{27}}{(c \alpha)^{2}} \\
& \tilde{d}_{26}=\left(\frac{\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{4}}{n_{3}}+n_{3} \bar{c}_{4}-\left(1-n_{1} n_{3}\right) \bar{d}_{2}}{\left(1-n_{1} n_{3}\right) c \alpha^{2}}+\frac{\left(-4 n_{2}-4 \bar{d}_{50}\right) \bar{g}}{c \alpha^{3}}\right) \\
& s \alpha^{2}+\left(\left(-n_{3}\left(\bar{c}_{27}-\bar{c}_{2}\right)-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right)\left(\bar{e}_{27}-\bar{e}_{2}\right)}{n_{3}}\right.\right. \\
& \left.-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{c}_{4}}{n_{1}}+\left(1-n_{1} n_{3}\right) \bar{d}_{5}\right) /\left(\left(1-n_{1} n_{3}\right) c \alpha\right) \\
& \left.+\frac{\left(2 \frac{n_{2}}{n_{1}}+1+\frac{n_{1}}{n_{2}}-\frac{n_{2}}{n_{3}}+2 \bar{d}_{23}-3 \bar{d}_{47}\right) \bar{g}}{c \alpha^{2}}\right)(s \alpha) \\
& +\frac{\left(\bar{d}_{34}-2 \bar{d}_{45}+n_{2}\right) \bar{g}}{c \alpha} \\
& +\frac{-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{23}}{n_{3}}-n_{3} \bar{c}_{23}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{c}_{2}}{n_{1}}}{1-n_{1} n_{3}} \\
& \tilde{d}_{27}=\left(\left(-n_{3}\left(1+\frac{n_{1}}{n_{2}}-\frac{n_{1}}{n_{3}}+\bar{c}_{28}\right)-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right)\left(-2 n_{3}+\bar{e}_{28}\right)}{n_{3}}\right.\right. \\
& \left.\left.+\left(1-n_{1} n_{3}\right)\left(2 \bar{d}_{7}+\bar{d}_{8}+2 n_{2}\right)\right) /\left(\left(1-n_{1} n_{3}\right) c \alpha\right)+2 \frac{\bar{d}_{27} \bar{g}}{c \alpha^{2}}\right) \\
& s \alpha+\frac{\bar{d}_{40} \bar{g}}{c \alpha}+\left(-n_{3} \bar{c}_{24}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right)\left(1+\frac{n_{3}}{n_{1}}-\frac{n_{3}}{n_{2}}+\bar{e}_{24}\right)}{n_{3}}\right. \\
& \left.+\left(1-n_{1} n_{3}\right)\left(-\frac{n_{1}}{n_{2}}-1-\frac{n_{2}}{n_{3}}\right)\right) /\left(1-n_{1} n_{3}\right) \\
& \tilde{d}_{28}=-\frac{\bar{d}_{44}(s \alpha)}{c \alpha}+\frac{-\bar{d}_{31}+\bar{d}_{42}}{c \alpha}+\bar{d}_{30}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{d}_{29}=-\frac{\bar{d}_{38}}{(c \alpha)}+\bar{d}_{36} \\
& \tilde{d}_{30}=-\frac{\bar{d}_{44} \bar{g} s \alpha}{c \alpha^{2}}+\frac{\left(\bar{d}_{31}-\bar{d}_{42}\right) \bar{g}}{c \alpha} \\
& +\frac{-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{21}}{n_{3}}-n_{3} \bar{c}_{21}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{c}_{1}}{n_{1}}}{1-n_{1} n_{3}} \\
& \tilde{d}_{31}=\left(\frac{-\bar{d}_{49} \bar{g}+\frac{-n_{3} \bar{c}_{4}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{4}}{n_{3}}+\left(1-n_{1} n_{3}\right) \bar{d}_{2}}{1-n_{1} n_{3}}}{(c \alpha)^{2}}\right. \\
& \left.+\frac{\left(4 \bar{d}_{50}+4 n_{2}\right) \bar{g}}{c \alpha^{3}}\right)(s \alpha)+\left(\left(-\bar{d}_{46}+\bar{d}_{33}\right) \bar{g}+( \right. \\
& -\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right)\left(-\bar{e}_{27}+\bar{e}_{2}\right)}{n_{3}}-\left(1-n_{1} n_{3}\right) \bar{d}_{5} \\
& \left.\left.+\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{c}_{4}}{n_{1}}-n_{3}\left(-\bar{c}_{27}+\bar{c}_{2}\right)\right) /\left(1-n_{1} n_{3}\right)\right) /((c \alpha)) \\
& +\frac{\left(-2 \frac{n_{2}}{n_{1}}-2 \bar{d}_{23}+2 \bar{d}_{47}\right) \bar{g}}{c \alpha^{2}} \\
& +\frac{-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{25}}{n_{3}}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{c}_{3}}{n_{1}}-n_{3} \bar{c}_{25}}{1-n_{1} n_{3}} \\
& \tilde{d}_{32}=\frac{\bar{d}_{38} \bar{g}}{(c \alpha)}+\frac{-n_{3} \bar{c}_{22}-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{22}}{n_{3}}}{1-n_{1} n_{3}} \\
& \tilde{d}_{33}=\left(\bar{d}_{39} \bar{g}+\left(\left(1-n_{1} n_{3}\right)\left(-2 \bar{d}_{7}-\bar{d}_{8}-2 n_{2}\right)\right.\right. \\
& \left.-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right)\left(2 n_{3}-\bar{e}_{28}\right)}{n_{3}}-n_{3}\left(-\bar{c}_{28}-1-\frac{n_{1}}{n_{2}}+\frac{n_{1}}{n_{3}}\right)\right) /( \\
& \left.\left.1-n_{1} n_{3}\right)\right) /((c \alpha))-2 \frac{\bar{d}_{27} \bar{g}}{c \alpha^{2}}+\frac{-\frac{\left(n_{1} n_{2} n_{3}+n_{3}-n_{2}\right) \bar{e}_{26}}{n_{3}}-n_{3} \bar{c}_{26}}{1-n_{1} n_{3}} \\
& \tilde{d}_{34}=\frac{\left(\bar{d}_{31}-\bar{d}_{42}\right) s \alpha}{c \alpha}+\frac{-\frac{1}{2} \bar{d}_{44}+\frac{1}{2} \bar{d}_{44} c(2 \alpha)}{c \alpha^{2}}+\bar{d}_{29} \\
& \tilde{d}_{35}=\left(\frac{-\bar{d}_{46}+\bar{d}_{33}}{c \alpha}+\frac{\frac{n_{2}}{n_{3}}-\frac{n_{1}}{n_{2}}-2 \frac{n_{2}}{n_{1}}-2 \bar{d}_{23}-1+3 \bar{d}_{47}}{c \alpha^{2}}\right) s \alpha
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{-n_{2}+2 \bar{d}_{45}-\bar{d}_{34}}{c \alpha}+\frac{-\frac{1}{2} \bar{d}_{49}+\frac{1}{2} \bar{d}_{49} c(2 \alpha)}{c(\alpha)^{2}} \\
& +\frac{2 n_{2}-2 n_{2} c(2 \alpha)+2 \bar{d}_{50}-2 \bar{d}_{50} c(2 \alpha)}{c \alpha^{3}}+\bar{d}_{32} \\
\tilde{d}_{36}= & \bar{d}_{35} \\
\tilde{d}_{37}= & \left(\frac{\bar{d}_{39}}{c \alpha}-2 \frac{\bar{d}_{27}}{c \alpha^{2}}\right)(s \alpha)-\frac{\bar{d}_{40}}{c \alpha}+\bar{d}_{37}
\end{aligned}
$$
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