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The formation and behavior of fault gouge and fine-grained rocks are fundamental to the understanding of several earth processes including solid-state metamorphism and fault- and shear-zone development. Thermomechanical processes in fine-grained natural fault-gouge and in synthetic marbles have been investigated using several characterization and fabrication techniques commonly used by materials scientists.

Unaltered quartz fault gouge was collected from two mining-induced seismic shear-fractures. This gouge was studied to determine that portion of the total energy released during an earthquake allocated to creating new surfaces. Electron microscopy showed that: 1) The particles ranged in size from the original grain size of the country rock to less than 0.05 μm, and 2) Large particles were conchoidally fractured and slightly rounded, while submicron-sized particles were highly angular and commonly showed basal plane cleavage. Specific surface areas of 0.7 to 2.0 m²/g were measured for the two samples by X-ray sedimentation and nitrogen absorption (BET) techniques. The surface energy was found to be 1 to 10% of the total energy released during an earthquake, and therefore on the order of the seismic energy.

In order to further our understanding of the behavior of fine-grained rocks at high temperatures, synthetic marbles were fabricated by hot isostatically pressing fine powders into dense composites. A standardized two-step process was developed to produce high density starting materials with reproducible grain-boundary morphologies, dislocation densities, grain sizes, and other microstructures. The effect of second phases, i.e. both particles and pores, on thermally-induced grain growth and ductile deformation behavior was clearly evident.
Grain growth experiments were performed at 700° to 900°C, and 300 to 400 MPa confining pressure for up to 24 hours. Grain growth in the synthetic marbles behaved according to a normal growth law for pore-drag or fluid-boundary controlled growth. When non-reacting alumina particles were dispersed in the calcite matrix, a stable, limiting grain size was reached which depended upon the size and volume fraction of the alumina particles. The dependence of the limiting grain-size on volume fraction was weaker than predicted by the more generally accepted models, but agreed with the results from several other studies on both metals and ceramics and with models which restricted the relative locations of the dispersed particles. Mica plates affected the limiting grain-size in a manner similar to alumina particles; however, the "effective" grain size was difficult to measure. A grain-boundary fluid phase was identified in all samples containing water ("wet") in which grain growth was measured.

Separate experiments showed that the kinetics of grain growth were affected by variations of porosity, the presence of distilled water, the addition of a MnCl₂ solution, and, in a few cases, copper-jacket contamination. Pores were dispersed both intra- and intergranularly. The intergranular pores increased in size as the grain size increased. Pores interacted with grain boundaries in ways similar to particles' interactions, although the pores were more mobile. The major difference between the behavior of wet and dry synthetic marbles was due to contamination by the copper jacket in the dry experiments. The presence of a solution containing the substitutional cation Mn⁺⁺ drastically increased the rate of grain growth.

Grain growth data for Solenhofen limestone was compared to that for the synthetic marbles. The rate of grain growth in Solenhofen depended on the confining pressure and was lower than the synthetic marbles in all cases. This behavior was presumably due to the presence of clay and quartz particles and pores in Solenhofen limestone.

Several experiments were performed to explore the mechanical behavior of synthetic marbles at 700°C, and 100 MPa confining pressure, at strain rates of 10⁻³, 10⁻⁴, and 10⁻⁵ s⁻¹, and at strains of up to 50%. Our experiments showed that: 1) Additions of 5% of 1.0 μm alumina particles increased the flow stress by 10% or more in the fine-grained specimens. 2) Wet specimens were a few percent weaker than similarly treated dry ones. 3) The flow stress depended inversely on grain size, with a decrease in the dependence with increasing grain size. 4) The amount of grain flattening was found to be grain-size dependent. 5) The data are more consistent with a strain-accommodation mechanism involving dynamic recrystallization than with grain boundary sliding; however, several inconsistencies remain to be resolved. 6) The synthetic marbles are significantly weaker than either Solenhofen limestone or Carrera marble deformed in the power-law creep regime. 7) The transition from power-law creep to superplasticity, previously recognized in Solenhofen limestone, was not immediately apparent in the synthetic marbles.
Several thermomechanical processes known to occur in fine-grained natural rocks have been explored using synthetic marbles. The results of this study support the use of synthetic rocks to understand solid-state static and dynamic metamorphic processes in the earth.
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To my brother Roger,

through enthusiasm, optimism, and example, he taught me to reach higher and to grasp every opportunity to live a little.

"Luke--tell me. What do you love most in the world?..."
"In the entire world?"
"Yes!"
It was dawn before he came up with the answer.
"Triples."

The Great American Novel
by Philip Roth
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INTRODUCTION

The thermomechanical behavior of fine-grained materials is of fundamental interest to geoscientists. Fine-grained fault gouge forms during brittle rupture and slip along both newly formed and pre-existing faults and is intimately related to seismicity and strain-energy release rate. Fine-grained rocks are commonly associated with the most highly strained regions of deep-seated ductile shear zones and are believed to be responsible for strain localization by grain-size sensitive deformation processes. To investigate the relationship of grain size to both brittle and ductile deformation, as well as other static processes, rock mechanics have traditionally used natural specimens with differing grain sizes, mineralogies, porosities, and second phases. Recently, there has been growing interest in fabricating synthetic rocks from fine powders using sintering and hot-pressing techniques developed by ceramists. The advantages of investigating grain-size sensitive processes with synthetic rocks as opposed to natural ones are that their grain size, second phase content, and porosity can be controlled and varied independently. The purposes of the present study were: 1) to apply techniques commonly used by metallurgists and ceramists to characterize fine-grained geologic materials; 2) to explore the thermal and mechanical behavior of fine-grained synthetic rocks; and 3) to compare the behavior of these synthetic rocks to natural rocks.

Unaltered fault gouge was collected from two mining-induced shear fractures and was analyzed, as discussed in Chapter 1, in order to determine that portion of the total energy released during an earthquake allocated to creating new surfaces. Several techniques were used to
characterize the shapes and microstructures, and to determine the specific surface area of the fault gouge. It was determined that the surface energy could be 1 to 10% of the total energy released during an earthquake and, therefore, of the same order as the seismic energy. The microscopy and particle sizing techniques developed during this study were applied to characterize the initial powders used to fabricate the synthetic marbles described in Chapters 2, 3, and 4.

Chapters 2 through 4 present the results of the first study devoted exclusively to the fabrication and high-temperature static and dynamic behavior of synthetic rocks. Calcite is an important rock-forming mineral that is intimately involved in many ductile shear zones. Several other scientists have conducted experimental studies at high temperatures and pressures on both coarse- and fine-grained natural marbles. In fact, it was in fine-grained Solenhofen limestone that superplastic behavior was first experimentally documented in a natural rock. Additionally, the accessibility of temperatures and pressures required to produce relatively dense calcite aggregates and to induce many thermally-activated microstructural transformations made calcite a favorable choice for our experiments.

Chapters 2 and 3 are devoted to the effects of minor second phases on grain growth. The initial experiments, described in Chapter 3, involved developing a standard fabrication technique, determining the kinetics of grain growth in pure calcite marbles, and determining the effects of minor amounts of mica particles on both the kinetics of grain growth and the particle-limited calcite grain size. In Chapter 2, a standardized, two-step fabrication technique which produced the highest-density samples and the most reproducible microstructures is
described. Chapter 2 also discusses the effects of variations in the size and concentration of nearly rigid alumina particles on the stable, particle-limited grain size. Although the limiting grain-size varied systematically with the alumina particle-size and volume fraction, the dependence of the calcite grain size on the volume fraction of alumina was weaker than expected. Another significant observation was that a grain-boundary "melt" phase, identified in wet specimens using TEM, probably affected the mechanism(s) of grain growth.

In Chapter 3, several parameters known to affect grain growth and recrystallization are described. Many observations of the effects of pores were made during the development of the standardized fabrication technique. Porosity had a significant effect on the kinetics of grain growth, and attempts to eliminate or even control its effects proved to be much more difficult than anticipated. The emphases of Chapter 3, though, are the effects on grain growth of mica particles, water, copper contamination, and a MnCl$_2$ solution. These results are compared to the grain growth behavior of Solenhofen limestone, as observed by others. The rate of grain growth in the pure-calcite synthetic marbles was always faster than in the Solenhofen limestone, presumably because of the presence of detrital second phases and pores in the latter. However, other researchers have found that the growth rate could be increased in Solenhofen by applying a higher confining pressure which presumably reduced the porosity. When contamination problems were eliminated from the dry experiments, distilled water did not significantly increase the rate of grain growth. However, the rate was significantly increased by the presence of a MnCl$_2$ solution.
Chapter 4 describes a series of experiments designed to test the mechanical behavior of these synthetic marbles. The effects of second-phase particles, water, and grain size on the steady-state flow stress are presented and compared to similar experiments performed by others on Solenhofen limestone and Carrera marble. We observed that: 1) nearly rigid particles increased the strength of synthetic marbles; 2) the presence of water slightly decreased the strength; 3) there was a significant decrease in strength with increasing grain size, particularly in the finer-grained marbles; and 4) the transition to a more grain-size sensitive flow behavior, documented in Solenhofen limestone, was not recognized in the synthetic marbles in multiple strain-rate experiments. The results of this study indicate that several parameters including grain size, second-phase particles, and water need to be considered in order to predict the behavior of rocks in the earth, particularly when processes occurring along grain boundaries are involved.

Each of the four chapters is intended to be read as a separate unit. Each chapter includes a general introduction, procedure, results, discussion, and a final summary. The last three chapters describe several experiments applicable to the understanding of solid-state metamorphism of natural rocks, performed on hot-pressed synthetic marbles.
CHAPTER 1

THE MICROSTRUCTURE OF GOUGE FROM A MINING-INDUCED SEISMIC SHEAR ZONE

INTRODUCTION

The three principal sinks for the strain energy released during faulting are heat, seismic waves, and microstructural defects formed during crushing. New surfaces are the principal defects produced at shallow crustal depths; therefore the "defect" energy will be mostly surface energy. Energy flux as heat or seismic radiation is known to an order of magnitude (Lachenbruch and Sass, 1980; Scholz, 1980), but estimates of surface energy range over several orders of magnitude (compare Engelder et al., 1975 and McGarr et al., 1979). The surface energy is given by:

\[ E_A = S_T \Gamma \]  

where \( S_T \) is the total surface area created during faulting and \( \Gamma \) is the specific surface energy. For most common minerals, e.g. quartz, \( \Gamma \) is known to within a factor of two (Brace and Walsh, 1962). A reasonable estimate of \( E_A \) will therefore depend on the accuracy of the measurement of \( S_T \). \( S_T \) is poorly known for two reasons:

1) fault gouge contains particles too small to be measured accurately with conventional methods; and

2) fine particles may rapidly change their size, shape, and mineralogy during weathering, making \( S_T \) unobtainable a short time after the faulting event.
To make an accurate estimate of $S_T$ fault gouge, it is needed from the site of a very recent earthquake. Most earthquakes emanate from depths of several kilometers or more; thus sampling can only be done by deep drilling or mining. In deep South African gold mines, mining-induced faults produce fresh fault gouge that can be sampled almost immediately following the faulting event. Since the tectonic setting and seismicity of these faults have been extensively studied (McGarr *et al.*, 1979; Gay and Ortlepp, 1979; McGarr *et al.*, 1975), not only can $S_T$ be measured, but the ratio of surface energy to the total energy can also be determined with confidence. In this study, scanning and transmission electron microscopy (SEM and TEM), X-ray sedimentation, and gas adsorption were used to measure $S_T$ and to study particle size and shape in the submicron-size region. The results follow the description of the methods.

It seems appropriate at this time to clarify a few key terms. Normally fault zones are not simple planar features but are instead made up of multiple shear fractures. Fault gouge, defined by Engelder (1974), is "shattered rock so severely deformed that the few surviving grains are almost surrounded by a fine-grained matrix of crushed grains. Gouge is restricted to shear fractures and larger slip planes within the fault zone." The initial grain size of the country rock was chosen as the upper limit of particle size, and minor effects due to the cementing matrix or secondary minerals have been ignored. The widths and displacements quoted below are averages for individual shear fractures and are not necessarily those of the fault zone as a whole.
DESCRIPTION OF THE SHEAR ZONES

Fault gouge was collected by W.D. Ortlepp and S.M. Spottiswoode from two shear fractures in the Witwatersrand quartzite at a depth of 2 km in a gold mine operated by East Rand Proprietary Mines, Ltd., Boksburg, South Africa. The "old" gouge, exposed to the mine atmosphere for six years, is from a fracture in shear zone "A" (Figure 1) of Gay and Ortlepp (1979) which has been associated with an earthquake of magnitude 2.1 that occurred on September 23, 1970 (Ortlepp, 1978). The seismic signature of this earthquake is remarkably similar to that of other small- to medium-sized earthquakes (McGarr et al., 1979). The "fresh" gouge, exposed for three days, is from a small mining-induced fracture (Figure 2) of a different attitude, and therefore probably of a different age than shear zone "A" (Ortlepp, written comm., 1980). The Witwatersrand quartzite is nearly pure quartz and has an average grain size of about 0.5 mm. It is essentially dry, has negligible porosity, and has not been chemically altered prior to exposure in the mine.

Gay and Ortlepp (1979) and McGarr et al. (1979) have described shear zone "A" in detail. It strikes subparallel to and dips steeply away from the working face, has normal displacement, and does not follow a pre-existing fault. The zone is composed of en echelon shears connected by subsidiary conjugate shears and extension fractures. Gouge developed along all three types of fractures but is confined mostly to the main fractures, which are 10 to 50 mm wide and have offsets as large as 100 mm but averaging 50 to 60 mm. The zone covers an area of approximately 600 m^2 (Ortlepp, written comm., 1980) and dies out into diffuse conjugate shears and extension fractures. McGarr et al.
calculated an average driving stress for seismic failure of between 40 and 70 MPa. The 70 MPa value is from overcoring strain-relief measurements at a depth of 3.1 km. The 40 MPa value was calculated from experimental data of Spottiswoode (1978). The validity of a term called the crushing energy (McGarr et al., 1979) that was used to calculate the latter value has been questioned by Wong (1982).

MICROSCOPY

The fault gouge was analyzed with a scanning electron microscope (SEM) and a 100 kV transmission electron microscope (TEM). The objectives of the microscopy investigations were:

1) to characterize the size, shape, and surface morphology of the particles;
2) to determine the smallest particle size;
3) to investigate styles of fracturing, whether chonchoidal or cleavage; and
4) to determine the degree of alteration by comparing the fresh and the old gouge.

Optical microscopy has been used to describe quartz fault gouge formed in naturally (Gay and Ortlepp, 1979) and experimentally (Engelder et al., 1975; Engelder, 1974) deformed rocks. Optical microscopy was not used here, except to examine evidence of alteration in the two samples. Both the fresh and the old samples showed minor amounts of orange iron oxide stain. This stain was more common on particles from the old gouge but was not abundant enough to indicate significant chemical alteration that may affect surface area measurements. Gay and Ortlepp (1979) analyzed quartz gouge from shear zone "A" with an SEM and
described 1) intensely comminuted areas between undeformed grains along shattered grain boundaries and in open spaces between grains, 2) a significant decrease in particle size from the initial grain size, and 3) cleavage, which is rare in quartz. Engelder and McKee (1973) and Engelder (unpublished micrographs, 1981) analyzed experimentally deformed fault gouge with a TEM and described conchoidal fractures and an aggregate of poorly-sorted well-rounded particles ranging in size from 4 μm to less than 0.06 μm. Engelder and McKee (1973) attributed these features to brittle fracture and mechanical abrasion during fault slip.

**SEM observations**

Observations from approximately 50 micrographs of fault gouge (e.g. Figures 3a and 4a and b) indicate that the gouge is made of a wide range of particle sizes and shapes. The smallest particles seen in the SEM were less than 0.1 μm in size, near the limit of resolution. It proved to be very difficult to determine the size distribution from these micrographs alone.

The particle shapes appear to increase in flakiness and angularity with decreasing size. Gouge particles greater than 1 μm resemble similar-sized particles of mechanically crushed Ottawa silica sand (compare Figures 3a and b). Conchoidal fractures are the dominant style of breaking with cleavage absent in the silica sand (Figure 3b) and occurring only to a minor extent in the gouge (Figure 3a). Most of the larger particles that appear platey in two-dimensional micrographs were found to be nearly equant when viewed in stereo pairs or when the sample was tilted. In contrast to the large particles, the submicron-sized particles are mainly highly angular plates, slivers, and irregular
fragments with high aspect ratios (length/width) (Figure 4). Conchoidal and cleavage fractures are both common. Engelder and McKee (1979) attributed contrasts in the degree of roundness to variations in mechanical abrasion during slip. Jones (1981) observed that in experimentally crushed Westerly granite, slightly rounded, equant grains formed in samples with localized faults, but more angular particles with high aspect ratios formed in samples crushed with no displacement. These observations imply that in the natural gouge, the large particles are rounded by abrasion during fault slip, and the submicron ones are relatively unaffected.

Kanaori et al. (1980) described surface textures of quartz, observed with an SEM, from gouge zones of various ages. They classified four groups of textures according to degree of corrosion by groundwater. None of these textures were observed for either the fresh or the old sample. It is unlikely, therefore, that any variations in size, shape, or surface area were caused by groundwater corrosion after the seismic event.

The energy dispersive X-ray (EDX) analyzer of the SEM was used to determine the mineralogy of the small, cleavage fragments. Only minor amounts of potassium, aluminum, and iron were detected. Therefore, it is unlikely that all of the cleavage fragments are accessory minerals such as muscovite.

**TEM observations**

The TEM was used to determine 1) the extent and orientation of cleavage in the submicron-sized particles, and 2) the size and crystallinity of the smallest gouge particles. Micrographs were taken of
approximately 30 images and 10 diffraction patterns. Many more images and diffraction patterns were analyzed in the microscope.

Cleavage is uncommon in quartz and only occurs in natural rocks deformed at very high strain rates (Carter, 1968). Cleavage in quartz gouge particles is significant not only because it established the deformation as being very rapid but also because flakes have much higher surface areas to volume ratios than cubes.

Two TEM micrographs of fresh gouge particles, typical of the electron transparent particles, are shown in Figure 5. The very thin, parallel plates in both particles are separated by cleavage fractures. The TEM diffraction pattern of the particle in Figure 5b was indexed as [0001] projection in quartz. The cleavage is therefore parallel with the basal plane. All diffraction patterns, taken randomly, were indexed as quartz [0001] projections. These results contradict the accepted fracture behavior of quartz both because cleavage fractures are normally rare and because when cleavage does occur, it is usually rhombohedral and less commonly basal plane (Carter, 1968; Deer et al., 1963).

The thickness of the thin cleavage plates is not easily measured directly but can be estimated from the contrast in the micrograph. The particle in Figure 5a is make up of at least eight to ten thin plates. At its thickest point, the particle is nearly opaque to transmitted electrons. Therefore the thickness of the particle at this point is near the extinction distance of quartz, estimated to be 0.15 μm from Ardell et al. (1974) for a 100 kV TEM. The average plate thickness in Figure 5a is then approximately 0.015 μm.
From the TEM micrographs (Figure 5) it can be seen that the cleavage is penetrative and that the plates have undergone relative rotations and translations. For a large fraction of the particles, edges and corners of the plates within a particle are superposable (Figure 5a). The alternating light and dark "moir" fringes in the particles (Figures 5a and b) and the dispersed or multiple point electron diffraction spots (Figure 5b inset) are both due to slight orientation misalignments between overlapping crystal plates (Hirsch et al., 1977). Since cleavage is only common in quartz deformed at very high strain rates, the separation of these plates probably occurred during the earthquake associated with the formation of the fault zone. The surface area of each plate must be considered when determining the total surface area created during faulting.

Whether thicker particles are as pervasively fractured as those in Figure 5 is difficult to ascertain. Almost all particles observed with the TEM show cleavage along their electron transparent edges and may also be pervasively fractured.

The second purpose of the TEM investigation was to determine the size of the smallest particles. Since the specific surface area is inversely proportional to the particle diameter, determining the lower limit of particle size is critical to any estimate of absolute surface area. The smallest particles observed with the TEM are 0.05 μm to 0.01 μm in diameter. These diameters are near the limit of resolution of bright field imaging. There is an important difference, though, between the limiting diameters seen in the TEM and the SEM. The particles near 0.1 μm in diameter are relatively numerous, but the particles less than
0.05 μm in diameter are very scarce, suggesting that 0.01 μm is near the lower limit of particle size, coincidentally, near the thickness of the cleavage plates described earlier. The crystallinity of the smallest particles was impossible to determine directly since electron diffraction patterns could not be obtained from particles less than 0.5 μm in diameter. But the shape, edges, and surface morphology of the smallest particles were similar to these larger particles, implying that they too are crystalline.

SPECIFIC SURFACE AREA MEASUREMENTS

An estimate of the surface energy consumed in creating fault gouge depends on an accurate measurement of the total area of new surface. Conventional optical microscopic methods of measuring particle dimensions are inappropriate for the gouge (Figures 3 to 5) because particles less than 1 μm in size are not resolvable.

An attempt was made to quantitatively determine the surface area from SEM and TEM micrographs, but this proved to be impractical. Besides being extremely tedious to measure dimensions of a statistically significant number of particles, it was difficult to obtain enough micrographs at different magnifications for a representative sampling of the particle distributions. Therefore, two techniques commonly used to measure powder sizes and surface areas, X-ray sedimentation and gas adsorption, were used.

X-ray sedimentation

The principle of the X-ray sedimentation technique is that the density of X-rays projected through a powder-liquid solution is
proportional to the weight of powder in the beam. This proportionality and Stokes' Law of particle settling are used to produce a cumulative mass percent vs. Stokes diameter sedimentation curve (Allen, 1981). The technique is useful for particle sizes between 100 μm and 1 μm; the upper limit may vary between instruments, but the lower is the accepted limit for gravitational sedimentation techniques (Herdan, 1960).

The size fractions between 500 and 100 μm (solid circles and triangles), classified by sieving (Table 1), and the sub-100 μm fraction (bold lines), classified by X-ray sedimentation, are plotted in Figure 6. The data between 50 and 1 μm are reasonably close to a log-normal distribution, defined as a straight line in Figure 6. The non-linearity of the data for particles greater than 50 μm in diameter is probably a result of overlapping two classification techniques. Since the particles are not spheres, the sieve and Stokes diameters will not necessarily agree.

Since the surface area per unit volume is inversely proportional to the particle size, an attempt was made to estimate the contribution to S of the submicron fraction. The dashed lines through the 1 to 0.1 μm sizes in Figure 6 are projections of least-squares fits through the sedimentation data between 50 and 1 μm. The projections are based on qualitative estimates made with the SEM. A series of micrographs of different magnifications showed consistent ratios of fine to coarse sizes, suggesting a log-normal distribution down to at least 0.1 μm (compare Figures 3 and 4). TEM observations, as noted above, suggest a lower size limit of about 0.01 μm.

Included in Figure 6 are optically-determined size distributions of fault gouge from shear zone "A" (Spottiswoode, 1978) and from the Muddy
Mountain thrust fault (Nevada) in the Aztec sandstone and the Bonita normal fault (New Mexico) in the Mesa Rica sandstone (Engelder, 1974). The thin solid line is an average of three samples of gouge from shear zone "A"; the error bars indicate the range of data (Spottiswoode, 1978).

Over comparable size ranges, the data agree reasonably well, even though the size distributions were measured by different methods. Differences due to age, alteration, source rock, and displacement are not distinguishable.

The specific surface area \( S = S_T/M \), where \( M \) is the total mass of fault gouge in the fault zone, is defined by Herdan (1960) as:

\[
S = \frac{K}{\delta} \left( \sum \frac{w_i}{x_i^2} \right)
\]

where \( K \) is a geometric shape factor (see footnote of Table 2), \( \delta \) is the particle density, equal to \( 2.65 \times 10^3 \) Kg/m\(^3\) for quartz, \( w_i \) is the weight fraction over a certain size interval, and \( x_i \) is the average size in that interval. Values of \( S \) calculated from the data in Figure 6 are given in Table 2 and will be discussed below.

**Gas adsorption**

The principle of the single point gas adsorption (BET) method is that the quantity of adsorbate required to cover the surface of a solid with a monolayer of molecules is proportional to the surface area of the solid (Allen, 1981). Nitrogen was used as the adsorbate, but because the surface areas were low relative to materials normally investigated, a few measurements were made using krypton—considered more accurate for low surface areas. The difference in \( S \) using the two gases proved to be
small, and did not warrant the use of krypton for all measurements. Other factors that could affect the results are given in Allen (1981).

The advantage of this method over microscopic or sedimentation methods is that the surface area is measured directly without any size distribution extrapolations or shape assumptions. The method is limited by the fact that only those surfaces separated by at least two molecular diameters, about 6 for nitrogen, are accessible to gas molecules.

The surface areas for three fractions, <500 μm, <250 μm, and <100 μm sieve diameters, were measured for both the fresh and old samples (Table 1). If account is made for the weight percentages of each fraction, the fraction less than 100 μm contributes almost all of the surface area. The few percent contributed by the larger sizes could in part be due to scatter in the measurements, to clumping of small particles, or to small particles adhering to larger particles (Figures 3a and 4) and thus being removed with the large particles during sieving.

Results and discussion

The specific surface areas, S, of the fault gouge are given in Table 2, along with measured or assumed values from other studies. The areas calculated using the nitrogen adsorption method agree with those from the X-ray sedimentation method (projected to 0.1 μm) for particles with fairly high aspect ratios (K ≈ 20 to 25). This value for K is consistent with the shapes observed in the SEM and TEM micrographs for particles less than 1 μm in diameter, indicating that the projection of the X-ray sedimentation data to 0.1 μm is valid. Therefore, reasonable values of S for the fresh and old samples are approximately 0.7 and 2.0 m²/gm, respectively.
The difference of a factor of 2 to 3 between the two samples is not unreasonable, considering that they were collected from different fracture systems. Spottiswoode (1978) calculated $S$ for three samples collected from different areas of shear zone "A" and noted a variation of $S$ of almost a factor of 2 (Table 2). The effects of variations in fault parameters such as width, displacement, seismic moment, fault area, and earthquake magnitude are beyond the scope of this study since these parameters are not known for the fracture system from which the fresh sample was collected. It is assumed that the error in the measurements of $S$ is also about a factor of 2 for each method.

The value of $S$ calculated by Spottiswoode (1978) for the Witwatersrand quartzite gouge from shear zone "A" agrees with the value for the Aztec sandstone gouge from the Muddy Mountain thrust (Engelder, 1974) (Table 2). However, both values are significantly lower than those from this study (Table 2). The main reason for this large disagreement is that optical microscopy methods omit the submicron-sized particles which contribute significantly to $S$. Other problems with optically determined values of $S$ are only the largest dimension is usually measured and surface irregularities are unaccounted for.

The surface area calculated from the 1 $\mu$m cube assumption of Lachenbruch and Sass (1980) agrees with the X-ray sedimentation and nitrogen adsorption values (Table 2). But the SEM and TEM observations show that this assumption is not valid because the particles actually vary widely in size and shape. Therefore, the agreement is fortuitous. Engelder et al. (1975) assumes that the gouge generated from experimentally crushing 200 $\mu$m spheres consisted of quartz particles averaging 25 $\mu$m in diameter. The value of $S$ for particles of this size
is an order of magnitude less than the values obtained in this study. Engelder et al. (1975) and Engelder and McKee (1973) also reported an indurated gouge consisting of micron- and submicron-sized particles with, therefore, a much larger surface area. The thin indurated layer represented 5% of the gouge thickness and only formed under certain experimental conditions.

Other contributions to $S$ that may be unaccounted for by the microscopy, sedimentation, and even the nitrogen adsorption methods are the thin cleavage plates observed in the TEM. Consider that the 4% by weight of the old gouge that is less than 1 $\mu$m in size (Figure 6) is pervasively fractured into plates of dimensions 0.015 $\mu$m x 0.5 $\mu$m x 1.0 $\mu$m, representing an increase in $S$ of 2 m$^2$/gm.

ESTIMATES OF THE SURFACE AREA ENERGY

The amount of energy consumed in creating the new surfaces is important for an understanding of the partitioning of the energy released during faulting. The energy density $W_A$, energy per unit volume of gouge, is

$$W_A = S \delta \Gamma$$

(3)

where $\Gamma$ is the specific surface energy of quartz from Brace and Walsh (1962). Considering only the old gouge, $S = 2.0 \text{ m}^2/\text{gm}$, and choosing $\Gamma = 0.7 \text{ J/m}^2$, and $\delta = 2.65 \times 10^3 \text{ Kg/m}^3$,

$$W_A = 3.7 \times 10^6 \text{ J/m}^3$$

This can be compared to the total energy released during an earthquake,
where \( A \) is the area of the fault face and \( u \) is the width of the gouge zone. From Brune (1968),

\[
E_T = A \cdot d \cdot \bar{\delta}
\]

where \( d \) is the average fault displacement and \( \bar{\delta} \) is the average stress on the fault. Combining (3) and (4),

\[
\frac{E_A}{E_T} = \frac{W_A \cdot A \cdot u}{E_T} \cdot \frac{\delta}{d}
\]

McGarr et al. (1979) report typical mine values of \( \bar{\delta} = 40 \) to 70 MPa, \( u = 10 \) to 50 mm, and \( d = 50 \) to 60 mm for shear zone "A". Therefore,

\[
\frac{E_A}{E_T} = 0.01 \text{ to } 0.09
\]

This agrees with Jones (1981) who determined that 4 to 8 percent of the total energy was used to create new surface in experimentally-deformed crushed Westerly granite.

The seismic efficiency has been estimated by McGarr et al. (1979) to be .36 to 3.6%. Therefore, the surface energy may be of the same order as the seismic energy.

Based on the above estimates of the surface area, 10 percent, at most, of the total energy may be allocated to creating new surface. If TEM results are considered and the submicron fraction of the gouge is
made up of plates 0.015 µm thick, the energy used to create surface area may be a factor of two higher, but no more.

SUMMARY

The microstructure of unaltered granular fault gouge from the site of a known seismic event has been investigated with SEM and TEM, and the specific surface area has been measured using two small-particle analysis techniques.

The main observations and conclusions are:

1) All particles are irregularly shaped. The larger ones tend to be slightly rounded and equant, while the sub-micron-sized ones are more angular and have higher aspect ratios.

2) Gouge particles range in size from the initial grain size of the quartzite (0.5 mm) to less than 0.05 µm. X-ray sedimentation data indicate that the particles follow a log-normal size distribution between 1 and 50 µm. SEM observations suggest that this distribution may extend to 0.1 or less. Shape and size similarities, observed with the TEM, between the smallest and other larger particles (e.g. Figure 5) suggest that the smallest particles are crystalline.

3) No surface alteration effects were found in any of the quartz grains. The surfaces were smooth and freshly fractured. The only alteration detected was a minor amount of orange iron oxide stain on the surface of some of the particles.

4) The submicron particles are commonly broken into basal plane cleavage fragments, which have a thickness at least as small as 0.015 µm. From the TEM micrographs, it appears that the thin
cleavage plates have rotated and translated with respect to one
another. If all of the submicron material were broken into these
plates, the specific surface area would be approximately doubled.

5) Specific surface areas from both X-ray sedimentation and nitrogen
adsorption measurements are 0.7 and 2.0 m$^2$/gm for the fresh and
old gouge, respectively. Each of these values has an uncertainty of
about a factor of 2.

6) If the assumptions made in equations 3 to 6 for shear zone "A" are
correct and the area between the cleavage plates is included, then
the surface energy is 2 to 20 percent of the total energy released
during an earthquake, and therefore of the same order as the seismic
energy. If these results apply to all earthquakes, then most of the
energy released during faulting is, evidently, converted into heat.
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TABLE 1. Fractional weight percent from sieve analysis and surface areas determined by the gas adsorption method

<table>
<thead>
<tr>
<th>Sample</th>
<th>Wt %</th>
<th>S m²/gm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100 μm</td>
<td>46</td>
<td>1.07</td>
</tr>
<tr>
<td>&lt;250 μm</td>
<td>70</td>
<td>0.80</td>
</tr>
<tr>
<td>&lt;500 μm</td>
<td>100</td>
<td>0.75</td>
</tr>
<tr>
<td>Old:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100 μm</td>
<td>75</td>
<td>2.28</td>
</tr>
<tr>
<td>&lt;250 μm</td>
<td>88</td>
<td>2.10</td>
</tr>
<tr>
<td>&lt;500 μm</td>
<td>100</td>
<td>2.03</td>
</tr>
</tbody>
</table>
TABLE 2. Surface area estimates of fault gouge

<table>
<thead>
<tr>
<th>Method</th>
<th>Dimensions (L x B x T)</th>
<th>S (m²/gm)</th>
<th>K²</th>
<th>Fresh</th>
<th>Old</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray sedimentation</td>
<td>Sphere</td>
<td>6.0</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>Cube</td>
<td>8.3</td>
<td>0.27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>4 x 2 x 1</td>
<td>14</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>6 x 3 x 1</td>
<td>19</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>10 x 5 x 1</td>
<td>29</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N₂ adsorption</td>
<td></td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td>From Table 1</td>
</tr>
<tr>
<td>Optical microscopy</td>
<td></td>
<td>11.0</td>
<td>0.15 - 0.27³</td>
<td>Spottiswoode (1978)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td></td>
<td>11.0</td>
<td>0.18⁴</td>
<td>Spottiswoode (1978)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assumed size and shape</td>
<td>1 µm cubes</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
<td>Lachenbruch &amp; Sass (1980)</td>
</tr>
<tr>
<td>&quot;</td>
<td>25 µm spheres</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td>Engelder et al. (1975)</td>
</tr>
</tbody>
</table>

¹L = length; B = breadth; T = thickness

²K = [1.57 + C(a/m)⁴/³ (n + 1)/n] / [a/mn¹/²], where a and C are angularity constants taken as 0.43 and 3.1 respectively, m = B/T and n = L/B (Herdan, 1960).

³Witwatersrand quartzite from shear zone "A".

FIGURE 1. Inclined shear fracture from which old gouge was sampled. It is located near the east end of the main fracture and was exposed almost seven years prior to sampling.

FIGURE 2. Near vertical shear fracture from which fresh gouge was sampled. It is located near the western extremity of the main fracture and was expose only three days prior to sampling. Scale bar = 1 meter.

FIGURE 3. SEM micrographs of crushed quartz: (a) fresh fault gouge; and (b) mechanically crushed silica sand.

FIGURE 4. SEM micrographs of (a) fresh fault gouge; and (b) old fault gouge.

FIGURE 5. TEM micrographs of fresh gouge particles showing (a) individual cleavage plates; (b) moir fringes and associated diffraction pattern.

Figure 6. X-ray sedimentation results plotted on a log-probability graph. Particle sizes below 1.0 μm are projected; those above 100 μm are from sieve analysis. Results are compared to optical microscopy analyses of quartz fault gouge by Spottiswoode (1978) and Engelder (1974).
Figure 3
Figure 5
CHAPTER 2

EFFECTS OF ALUMINA PARTICLES AS A SECOND PHASE
IN CALCITE GRAIN-GROWTH EXPERIMENTS

INTRODUCTION

In studying polycrystalline materials, ceramists and metallurgists have long recognized the influence of grain size on physical properties, such as creep strength, ductility, and fracture toughness. Several theories have been developed to predict how second phases interact with grain boundaries during grain growth. Considerable experimental research has focused on developing methods of controlling grain size by the precipitation of inclusions or by the direct addition of insoluble particles.

Grain size is an important parameter in petrology as well. The microstructural behavior of rocks during metamorphism appears to be similar to that of metals and ceramics during hot working and high temperature annealing. Therefore, it is probable that finely-dispersed particles, usually present even in so-called monomineralic rocks, would influence the development of microstructures and thereby influence the physical properties of rocks as well. A recent trend among experimental petrologists and structural geologists has been to fabricate synthetic rocks by hot isostatically pressing fine powders into dense aggregates (e.g. Schwenn and Goetze, 1978; Caristan et al., 1981; Chopra and Kohlstedt, 1983; and Karato and Paterson, 1984). In this way, the size and concentration of second phase particles as well as the porosity, the
initial grain size distribution and the impurity and defect contents can be controlled. While investigating recrystallization and grain growth in synthetic marbles, we measured the limiting grain size of the calcite mineral matrix and its dependence on the size and concentration of dispersed second phase particles. The experiments were performed on CaCO$_3$ aggregates containing 0-10 volume percent of Al$_2$O$_3$ particles (0.3-5.0 μm) at temperatures and pressures high enough to promote rapid densification, recrystallization, and grain growth. Although the limiting grain size varied with both particle size and volume fraction of the second phase particles, the dependence of grain size on either parameter was weaker than predicted by most models.

REVIEW OF MODELS FOR PARTICLE-GRAIN BOUNDARY INTERACTIONS

Several equations (Table 1) have been derived to relate the size and concentration of second-phase particles to the limiting grain size of the matrix by equating the driving force for grain boundary movement to the restraining force due to the particles. Zener (1948) was the first to consider the dependence of the minimum radius of curvature, $R$, of a pinned boundary on a random dispersion of rigid, insoluble, equal-sized spherical particles of diameter, $d$, and volume fraction, $f$. By assuming that the only driving force for grain growth is the interfacial tension of the grain boundary, Zener (1948) derived the expression $R = 2/3(d/f)$ ($d=2r$) (Eqn. 1, Table 1). Smith (1948) suggested that the average grain size when growth stopped, the limiting grain size, $D_{\text{max}}$, was virtually equal to the radius of curvature, or $D_{\text{max}} \approx d/f$. Several modifications have been made to this relation (Table 1) by considering more complicated particle-boundary interactions or less idealized geometries. Haroun and
Budworth (1968) measured grain sizes and found that they were nearly an order of magnitude less than the boundary radii of curvature (Eqn. 2). To account for the importance of a heterogeneous size distribution of matrix grains, Gladman (1966) introduced the variable $Z$, equal to the ratio of the radius of a growing grain to that of its neighbors (Eqn. 3). Hellman and Hillert (1975) examined the approximations involved in Zener's derivation and introduced a correction factor $\beta$, whose value is dependent upon the restraining force between a spherical boundary and a particle, as a function of their relative position (Eqns. 4 and 5 for uniform and non-uniform particle sizes, respectively). The value of $\beta$ was found to be near unity for small $f$, but appreciably smaller for $f$ greater than 10%. Louat (1983) included the effect of grain boundary flexibility, and the variability and frequency of resisting forces due to the trailing and leading particles (Eqn. 6). In each of these models, the limiting grain size was found to be proportional to $d/f$. A review of most of these models has been made by Nes et al. (1984).

In all of the above models, it is assumed that the particles are randomly dispersed and that growth stops when the average boundary is pinned. If restrictions are placed on the locations of the particles, other relationships are derived from purely geometrical considerations. Anand and Gurland (1975) derived an expression for the case where all particles lie on grain boundaries (Eqn. 7). Haroun and Budworth (1968) and Haroun (1980) also considered a slightly different geometry in which every boundary is required to intersect and be pinned by at least one particle (Eqns. 8 and 9 for uniform and non-uniform particle sizes, respectively). The relationships derived from these equations are proportional to $d/f^{1/2}$. A similar relationship was obtained from a
computer simulation by Srolovitz et al. (1984), although they believed that the $1/f^{1/2}$ dependence was due to an oversimplification of the detailed topology. Hellman and Hillert (1975) estimated that for volume fractions greater than 10%, the majority of the particles would be located at four-grain junctions (corners). If all particles were located at grain corners, the limiting grain size would be proportional to $d/f^{1/3}$ (Eqn. 10). A similar relationship is derived in Appendix 1 (Eqn. 11).

Several experimental studies have been conducted using both precipitates and insoluble particles, to test the validity of these theories. The objectives of our study were to measure the dependence of the stable grain size, $D_{\text{max}}$, of synthetic marbles on the diameter, $d$, and the volume fraction, $f$, of a well characterized dispersion of insoluble, rigid alumina particles and to compare our results to the theories and to the results of some of the experimental studies. The results of our study can be applied to understanding the thermal history of metamorphosed rocks, and the involvement of other processes such as deformation that affect grain-boundary migration.

EXPERIMENTAL METHOD

The study involved four steps: 1) initial characterization and mixing of the powders; 2) fabrication of dense, fine-grained synthetic marbles; 3) heat-treatment of the marbles until a limiting grain size was reached; and 4) grain-size measurements and microstructure descriptions using transmitted light and scanning and transmission electron (SEM and TEM) microscopes.
Reagent grade CaCO$_3$ powder was mechanically mixed with various volume fractions (0 - .10) of four commercial Al$_2$O$_3$ grinding powders (0.1, 1.0, 5.0, and 9.5 $\mu$m) in ethanol for four hours. The powders were sized by X-ray sedimentation before mixing and by single-point N$_2$ adsorption (BET) both before and after mixing. The grain size distribution curves calculated from the X-ray sedimentation data (Appendix 2) are plotted in Figure 1 and average particle sizes from both methods are listed in Table 2. The relative agglomeration of the particles was estimated from the ratio of the X-ray sedimentation and BET sizes (Table 2).

The powder mixtures were then densified and recrystallized by a series of cold and hot isostatic presses. The mixtures were initially die-pressed into cylinders at 150 MPa, and were then hydrostatically cold-pressed at 150 MPa, producing a sample with a relative density of approximately 80% (relative to the single crystal value). In an internally-heated, argon confining-medium, pressure vessel (Fig. 2) the mixtures were hot-pressed at 650$^\circ$C (550$^\circ$C for one pure sample) $\pm$10$^\circ$C over the length of the sample; 500 $\pm$5 MPa confining pressure, P$_c$; 2 $\pm$1 MPa H$_2$O + CO$_2$ pore pressure, P$_p$, for one hour $\pm$5 min. A typical temperature (T) and confining pressure (P$_c$) vs. time history is shown in Figure 3. This fabrication process produced relatively dense (>96%) polycrystalline synthetic marbles with fine but uniform grain sizes (Table 3) that were an order of magnitude larger than the initial powder sizes (Table 2).

Each of these hot-pressed cylinders was cut into disks 3 mm thick, and stacked with disks of the sixteen other mixtures (see Table 3). All mixtures were then heat-treated together at 800$^\circ$C, P$_c$ equal to 300
MPa, and \( P_p \) equal to 2 MPa for 1, 10, or 24 hours. This heat treatment induced normal grain growth of the matrix which proceeded until a state of metastable equilibrium was reached, where the boundaries were effectively pinned by the dispersed particles. Two 24-hour experiments were performed as a check on the reproducability of the data.

In ultra-thin sections (5-10 \( \mu \)m thick) the grain sizes (Table 3) were measured with a transmission optical microscope using the linear intercept method described by Underwood (1970). Following Exner (1972), the average grain diameter, \( D \), was calculated from the average linear intercept length, \( L \), by setting \( D = \frac{3L}{2} \), the conversion for equi-sized spheres. For other more realistic shapes, the conversion factor differs only slightly (Underwood, 1970 and Exner, 1972).

TEM specimens of selected samples were prepared by ion thinning. SEM specimens were polished to 0.1 \( \mu \)m. Grain-boundary structures were carefully examined for the following features: the presence or absence of intergranular films; the distribution of the particles and pores between the matrix and the grain boundaries; particle agglomerates; and the distribution and density of dislocations.

The presence of melt was of particular interest to us, since the mechanisms (and therefore the kinetics) of grain growth are altered by the presence of a fluid phase along the boundary (Yan et al., 1977). According to Wyllie and Tuttle (1960) and Wyllie and Boettcher (1969), our 800°C experiments were conducted slightly above the melting point of the \( \text{CaCO}_3 + \text{H}_2\text{O} + \text{CO}_2 \) system. For this reason, one experiment was conducted at 900°C (definitely above the melting point) with \( P_c \) equal to 300 MPa and \( P_p \) equal to 2 MPa for 10 hours. The initial material was die-pressed only in order to insure complete saturation of
the sample with CO$_2$ and H$_2$O. The grain boundaries were examined for the presence of amorphous or very fine-grained material, using dark-field TEM imaging techniques (Clarke, 1979 and 1980; Lou, et al., 1978). These boundaries were then compared to grain boundaries in the fabricated and heat-treated samples. The technique and criteria used to establish the presence or absence of a melt are discussed more thoroughly in Appendix 3.

RESULTS

Grain growth and the establishment of a pinned state

The heat-treatment conditions were chosen so that a limiting grain size, $D_{\text{max}}$, was reached within 24 hours in all of the two-phase mixtures. The grain-growth curves for both pure calcite and for two-phase mixtures are shown in Figure 4. Each data point represents the average of all of the optical measurements on a single sample. The error bars represent the spatial inhomogeneity in $D$. Standard deviations were measured for selected samples, including both small and large grain sizes, and were approximately ±12%. The reproducibility of the data from these experiments was reflected by the difference between the two 24 hour points. Other errors including observer bias and preferred orientation were minimal (±2%). In all cases but one, $D$ from the 10 and 24 hour experiments are nearly equal. The only exception was 0.2% of the '0.1' data where $D$ for 24 hours was anomalously large. In the larger volume fraction samples, $D_{\text{max}}$ may have been reached during the initial fabrication stage.
Other supporting evidence that $D_{\text{max}}$ was reached in our experiments follows from Srolovitz et al. (1984), and Hillert (1965), who have demonstrated by computer simulation and by calculation, respectively, that grain growth should follow a normal growth law, even in the presence of a rigid second phase, until $D$ has nearly reached $D_{\text{max}}$. Then the growth rate should decrease rapidly as $D$ asymptotically approaches $D_{\text{max}}$. In Figure 4a, the pure data are compared to the normal grain growth law $D^n - D_0^n = Kt$ where $D_0$ is the initial grain size, $K$ is a temperature-dependent constant, and $n$ is a constant depending upon the rate controlling step for grain growth. Theoretically, $n$ is equal to 2 in single-phase, ultra-pure materials and equal to 3 in materials where growth is controlled by several processes including impurity and pore drag or a liquid, grain-boundary phase (Brook, 1976). In practice, $n$ equal to 2 is rarely observed and is more commonly found to be equal to 3 or more. Anderson et al. (1984) have shown by computer simulation that $n > 2$ is expected even when no second phases are present. Our data fit the $n$ equals 3 curve reasonably well, as expected, since our microscopic observations showed traces of intergranular porosity and evidence for a boundary film. Comparing the growth curves from the various mixtures to the pure data and to the normal growth law indicate that neither the pores nor the grain boundary film affected $D_{\text{max}}$ but that the particles caused a significant deviation from normal growth behavior. This deviation occurred well before 10 hours in most cases, and before 24 hours in all but the smallest volume fractions of the '0.1' samples. Therefore we have assumed that $D_{\text{max}}$ was reached within 10 hours. The 10 and 24 hour data have been averaged below. This growth evidence, combined with the lack of anomalously large
grains, indicated that secondary recrystallization or abnormal grain
growth had little effect on the pinned state and $D_{\text{max}}$.

**Microstructure: Observations and comparisons**

Optical, SEM, and TEM micrographs, illustrating the particle matrix
interactions and other microstructures, are shown in Figures 5, 6, and 7.
In the pure calcite specimens, the heat-treatment did not significantly
alter the microstructure except for the pronounced increase in grain size
(Figures 5a and 6a). The grains, both before and after the
heat-treatment, were equi-axed with smooth, gently curved boundaries. No
anomalously large grains appeared after any heat-treatment interval.
Twins and cracked boundaries, present in nearly all specimens, probably
formed during the sample quench due to the extremely large thermal
expansion anisotropy of calcite.

With alumina present in low to moderate concentrations, the grains
were also equi-axed before the heat-treatment, but many boundaries were
dimpled by particles (Figure 5b). The particles, which were randomly
dispersed by the mixing process, were present in the interior of grains
as well as along grain boundaries. After the heat-treatment, the
microstructures did not change noticeably; however, in plane section,
nearly every boundary intersected at least one particle (Figure 6b and
c).

For high concentrations of alumina (Figures 5c and 6d), the average
grain size was quite small. The matrix size distribution was bimodal
with a few large grains surrounded by groups of fine grains, suggesting
abnormal grain growth. This structure may have resulted from the initial
size distribution of the calcite powder where grains larger than twice
the average were common (Figure 1) (Hillert, 1965). Thus the smallest grains may have represented a first-generation structure that was erased by abnormal growth of a few large grains. These large grains were either present initially or nucleated during primary recrystallization. In the pure and low-to-moderate particle concentration samples, this growth stage may have proceeded to completion before the heat-treatment, creating the uniform sizes shown in Figures 5a and b. Heat-treatment of the high-concentration samples produced a more uniform microstructure and an increase in the average grain size (Figure 6d).

Microstructures produced during the final stages of densification and primary recrystallization are shown in Figures 5d and e. Particles occurred along grain boundaries and in the interior of grains and were often associated with dislocations (Figure 5d). Pores were lenticular along grain boundaries and equiaxed in grain interiors. Free dislocations were also common, as were low-angle boundaries and triple-junction pores (Figure 5e). The fine black spots were caused by the electron beam. In samples heat-treated at 800°C, the dislocation density was reduced and low-angle grain boundaries and lenticular pores were rare (Figure 7a).

An intergranular "glassy" phase was detected along most grain boundaries. The phase consisted of very fine grains (<10 nm) imbedded in a "glassy" matrix (Figure 7b). Diffraction patterns from this "glassy" region showed distinct rings made up of multiple points (Figure 7b, inset). We interpret this "glassy" phase to be a quenched melt which partially crystallized to very fine grains as the specimen cooled. Potential complications due to the ion-thinning, the carbon coat, and the cracked boundaries precluded identification of films less than 10 nm
wide. An intergranular film was identified above 700°C; no film was detected below 600°C (Figure 7c); and observations at intermediate temperatures were inconclusive.

Although there was no evidence that particles had been dragged by migrating grain boundaries, clusters or agglomerates of two or more particles were common in some samples (Figure 5f) making the determination of the "effective" particle size difficult. From SEM observations, agglomerates were common in the '0.1' and '1.0' mixtures (Figure 6e) but were rare in the '5.0' and '9.5' mixtures (Figure 6f).

\[ D_{\text{max}} \text{ dependence on } d \text{ and } f \]

The dependence of the limiting calcite grain size, \( D_{\text{max}} \), on the particle size, \( d \), and volume fraction, \( f \), of the alumina particles is shown in Figure 8 for all mixtures listed in Table 3. \( D_{\text{max}} \) was chosen as the average \( D \) from the one 10-hour and two 24-hour experiments since \( D_{10} \approx D_{24} \). As before, the error bars represent the combined spatial inhomogeneity in \( D \) from each of the three experiments. The value of \( d \) was calculated from the sedimentation results using the summation method proposed by Flowers (1979) (Appendix 2). This "effective" size is believed to be more representative of the inhibiting strength of a distribution than the average particle diameter (Table 2). The volume fraction, \( f \), was measured to better than 0.1% accuracy. The error bars for \( d/f \) represent one standard deviation in \( d \), determined from the particle size distribution curves (Figure 1). Errors in \( f \) due to non-uniform mixing of the powders were possible but, from microscopy, were believed to be small and therefore were not included. If either the BET diameter or the average X-ray sedimentation diameter had been used
instead, all data points would have been shifted to the left in Figure 8, but the relative fit would not have been improved (Appendix 2). A correlation with $d/f$ was sought because most of the models listed in Table 1 predict a linear dependence of $D$ on $d/f$.

The thin solid lines, which were fit to the data for a constant $d$ by the method of least squares, represent the equation:

$$D_{\text{max}} = C(d/f^m)$$  \hspace{1cm} (12)

where $m$ and $C$ are constants. The shaded region between the bold lines was arbitrarily chosen to envelop the points 10% of '1.0' and .02% of '0.1'. For dispersions of constant second phase diameter, $m$ was significantly less than 1 (contrary to most predictions) and varied between 0.34 and 0.55 (Table 4). Unlike the linear dependence of log $D_{\text{max}}$ on log $f$, no simple dependence existed between $D_{\text{max}}$ and $d$. The '0.1', '1.0', and '5.0' data are reasonably represented by the shaded region but the '9.5' data are uniformly low. In fact, the data indicate that the "effective" particle size for the '9.5' set was less than that for the '5.0' set; a result not supported by any of the particle size measurements. Particle clustering probably accounted for most of the mismatch between the '0.1' and '1.0' and the '5.0' sets, but no explanation is offered for the mismatch of the '9.5' set.

Soluble impurities are known to decrease boundary mobilities in oxides (Yan et al., 1977), even in very small concentrations, and may have accounted for the anomalous '9.5' data. Unlike the other alumina powders, the '9.5' powder included 5% impurities, primarily TiO$_2$ and SiO$_2$, with 0.1% or more of Zr$_2$O$_3$, Fe$_2$O$_3$, MnO$_2$ CaO, and MgO. If these impurities completely dissolved in the calcite matrix, the
impurity concentration in the 1.0% samples would be 0.05%. A similar concentration of Fe$_2$O$_3$ in MgO for example (Yan et al., 1977, Figure 7), lowered the boundary mobility by nearly an order of magnitude. But by lowering the boundary mobility only, impurities would only affect the initial development of the microstructures and the rate of grain growth. Although the kinetics of the '9.5' data were more sluggish than the pure data (Figure 4), they were similar enough to the '5.0' data to indicate that the rate of growth had not been significantly reduced. Given the heat-treatment conditions, SiO$_2$ would react with the CaCO$_3$ to form CaSiO$_3$ (Harker and Tuttle, 1956). If insoluble precipitates formed, they would add to the second phase concentration and thereby contribute to limiting the grain sizes. The effects of impurities on grain growth in synthetic marbles have been recognized in other experiments. Attempts to induce grain growth in dry calcite jacketed in copper under conditions similar to those used here were only moderately successful (Gee 1982). In recent experiments where the dry calcite was isolated from the copper jacket by silver foil, grain growth occurred at a rate only slightly slower than in the "wet" experiments (see Chapter 3). As an ionic impurity, copper would lower the boundary mobility, and as oxide particles it would pin the boundaries. It is not apparent from the grain growth curves (Figure 4) whether the anomalously low $D_{\text{max}}$ values were a kinetic or a pinning effect.

An alternative explanation derives from the relative sizes of the calcite and alumina powders. Before the fabrication and heat-treatment steps, the particle sizes of the '9.5' powder and, to a lesser extent, of the '5.0' powder were significantly larger than the initial size of the calcite powder (Table 2 and Figure 1). During primary recrystallization
and the initial stages of grain growth, a single alumina particle may have impeded the movement of two or more calcite boundaries, and thereby decreased the "effective" particle size. Such a condition has not been examined, and in fact, the theories listed in Table 1 were based on the assumption that $d \ll D$. Multiple boundary pinning would not be expected in the '0.1' and '1.0' sets, since no large particles existed in either.

A liquid grain-boundary phase may have altered the kinetics of grain growth but it is unlikely that it affected $D_{\text{max}}$ significantly. Grain growth in the presence of a liquid has been examined by Greenwood (1955) for dispersed grains and by Lay (1968) for closely packed grains. Lay (1968) showed that grain growth followed a cubic law in support of the results shown in Figure 4. Previous studies on wet and dry synthetic marbles (Evans and Olgaard, 1980, and Gee, 1982) and several experiments on ceramics (see review by Yan et al., 1977) indicate that liquid phases enhance grain growth. Therefore liquid phases should decrease the time required to reach a limited grain size.

DISCUSSION

Comparison with other experiments

Several experimental studies have been conducted on both metals and ceramics to determine the effects of second phases on grain growth and to check the validity of the theories relating second phases to a limiting grain size. The second phases used have been of two types: 1) precipitates, which have limited solubility in the matrix and coarsen with time at high temperatures; and 2) particles, which remain immobile, rigid and constant in size. Data from eight studies are summarized in
Table 4 and are compared to our data in Figure 9. The lines in Figure 9 represent least-square fits to particular data sets. For the data of Hsu (H), Flowers and Karas (FK), and Koul and Pickering (KP), a single line was fit through each set. For the present study (O) and Tweed et al. (THR) the lines were fit through points of constant d. For Green (G), Lange and Hirlinger (LH), Anand and Gurland (AG) (matrix diameter is for subgrains, not grains), and Hellman and Hillert (HH) the lines were fit through points of constant f. By fitting lines to the data in this way, the dependence of $D_{\text{max}}$ on d was determined from G, LH, HH, and AG and on f from O and THR. For the first case, $D = K'd^p$, $p$ (f constant) varied between 0.7 and 2, clustering near 1, in agreement with all of the models listed in Table 1. For the second case, $D = C'f^{-m}$, $m$ (d constant) varied between 0.33 and 0.55. For those experiments where neither d nor f were held constant the dependence of $D_{\text{max}}$ on d/f varies between 0.9 and 1.4.

**Comparison of data to models**

Assuming that $D_{\text{max}}$ depends linearly on d, all of the data were plotted in Figure 10 as $D_{\text{max}}/d$ vs. f and compared to the models listed in Table 4. A least-squares fit was made through all of the data from each study. The error bars represent the range of $D/d$ listed for a given f. A least squares fit through the data of this study had a slope of 0.7 but was not plotted because of the very low correlation coefficient.

No general relationship was found to fit all of the data. The H, AG, and KP data lines have a slope near 1, and fit both the Hellman and Hillert (Eqn. 4) and the Zener (Eqn. 1) models rather well. The FK data also has a slope near 1 but more closely fits the Haroun and Budworth
model, although a line of almost any slope could be drawn through the data. The rest of the data have a much weaker dependence of $D_{\text{max}}$ on $f$ with slopes ranging between 0.27 and 0.55, correlating more closely with equations 7-11. The fact that the '0.1' and '1.0' data have higher $D_{\text{max}}/d$ values than predicted, supports the observation that particles clustered into agglomerates. The reason for the high $D_{\text{max}}/d$ values for the THR data is unknown. Although the particles were plate-like in shape, with maximum:minimum length ratios of 1:6, shape effects would not cause this large a difference (Wold and Chambers, 1968; Nes et al., 1985). Tweed et al. (1983) did not note any clustering of particles although they recognized that the oxide distribution was not completely uniform. The HH, LH, G, and the '5.0' and '9.5' data are within the range of equations 7-11, although the LH and '9.5' data are below. Equation 8 was derived in order to explain the observation that the inclusions of the AG samples were dispersed on the subgrain walls. Although their data fit equation 8 reasonably well, the least-squares fit shown in Figure 10 shows a near linear dependence of $D_{\text{max}}/d$ on $f$. Therefore, their data supports the theories that assume a random second phase dispersion.

Assuming that there were no concentration-dependent effects, such as solute solubility or particle clustering, most of the data show a much weaker dependence of $D_{\text{max}}$ on $f$ than predicted by the Zener-type theories. This weak dependence may indicate that the second phases were preferentially located along grain boundaries and at triple junctions, and therefore the assumption of a random dispersion may not always be valid. In the studies where the second phase precipitates were mobile and coarsened with time (AG, KP, G, LH, HH, H, and FK), one would expect
that the boundary concentration would increase as pores are swept up by
the migration front. Micrographs from LH, G, and AG support this idea.
Micrographs from H showed that precipitates were well dispersed intra-
and intergranularly, however, all three variables, $D_{\text{max}}$, $d$, and $f$,
changed with heat-treatment temperature. Micrographs from THR and from
our study indicated that the particles were randomly dispersed before and
after grain growth. Systematic errors in the experiment, which would
cause the data to artificially agree with the weak dependence of $D_{\text{max}}$
on $f$ laws, were unlikely. The discrepancy in the '0.1' and '1.0' data
could be explained if particle clustering were concentration dependent.
However, little or no clustering was observed for any concentration. The
data for the largest $d/f$ values in Figure 8 indicate that $D$ may not have
reached a pinned state ('0.1', 0.02%; and '1.0', 0.2% vs. Pure) but this
explanation is unlikely for the '5.0' or '9.5' data.

Finally, for the smallest $d/f$ values, initial boundary migration
associated with primary recrystallization may have created an initial
grain size for normal grain growth that was already larger than the
predicted limit (e.g. '1.0' 5 and 10%; and '9.5', 10%). Even if
allowances were made for all three of these arguments, they could not
explain the '5.0' data where little or no clustering was observed;
$D_{\text{max}}$ for the 1% specimen was less than $D_{\text{max}}$ for the pure specimen;
and grain growth was observed in the 10% specimens.
SUMMARY AND CONCLUSIONS

Two phase synthetic marbles were hot-pressed with varying sizes and concentrations of alumina particles in order to test the models for grain-growth inhibition by second phases. Growth curves for the two-phase marbles vs. the pure calcite showed that a limiting grain size was obtained in all cases. Both optical and electron microscopy indicated that the particles were randomly dispersed intra- and intergranularly, and that the boundary structures were consistent with normal grain growth occurring during the heat-treatment. A liquid film, presumably a partial melt, was present along many grain boundaries during the heat-treatment. This film may have accelerated grain growth kinetics but should not have affected the limiting grain size.

The results showed that the stable grain size had a weaker dependence on volume fraction than predicted by the "Zener-type" models. This dependence was consistent with other models derived from computer simulation or from special boundary-particle configurations (Srolovitz et al., 1984, Anand and Gurland, 1975, Haround and Budworth, 1968, and Hellman and Hillert, 1975 and Appendix 1). No consistent dependence was found for $D_{\text{max}}$ on $d$. This was believed to be due to particle clustering, impurities, and/or the matrix/particle-size ratios. Data from other studies showed a consistent linear dependence of $D_{\text{max}}$ on $d$, in agreement with all of the models, and showed a dependence of $D_{\text{max}}$ on $f^{-m}$, for $m$ equal to 0.3 to 1.3. The data analyzed was within the range of the models, but no single model could explain all of the data satisfactorily.
In the earth, dispersed second phases are always present, and millions of years are available for grain growth. Even at low metamorphic temperatures, grain size would be expected to be in equilibrium with the size and concentration of second phases, unless external driving forces were introduced. Such external driving forces may have arisen from plastic strain, thermal stresses, phase transformations, and chemical interactions. The magnitude of these external driving forces would be reflected in the relationship between $D_{\text{max}}$, $d$, and $f$.

The present understanding of second phase size and concentration is inadequate to explain many observations. Other variables such as the prior mechanical history and the second phase mobility and dispersion characteristics are also very important.
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TABLE 1. Theoretical expressions for the dependence of
\( D_{\text{max}} \) on \( d \) and \( f \).

1. \( D_{\text{max}} = R = \frac{4/3(r/f)}{2/3(d/f)} \)  
   Zener (1948)

2. \( R = 9D_{\text{max}}; D_{\text{max}} = 0.08(d/f) \)  
   Haroun and Budworth (1968)

3. \( r = \frac{6R_0 f}{(3/2 - 2/z)^{-1}} \)  
   Gladman (1966)

4. \( 2R_0 = D_{\text{max}}, z = \frac{D}{D_0}; \sqrt{2} < z < 2 \)  
   Hellman and Hillert (1975)

5. \( D_{\text{max}} = 4/9(\frac{\beta f f_l}{d})^{-1} \)  
   Hellman and Hillert (1975)

6. \( R = \frac{4f}{3f} \left[ \frac{2R}{16/[(z_n - (1-16/k_n)^2)]} \right] \)  
   Louat (1983)

   converted assuming \( R = 9D_{\text{max}} \)

   \( D_{\text{max}} = \frac{2d}{9f} \left( \frac{12 D_{\text{max}}}{6e^2 D_{\text{max}} (1-16/k_n)^2} \right) \)

7. \( L = Cr/f^{1/2}; D = (3/4)Cd/f^{1/2} \)  
   Anand and Gurland (1975)

   \( C = 2.71 \) (Zener model)

   \( C = [5.52 - 7.36/x]^{1/2} \) (Gladman model)

8. \( D_{\text{max}} = 1.03 d/f^{1/2} \)  
   Haroun and Budworth (1968)
Table 1. (cont'd.)

9. \( D_{\text{max}} = \left( \frac{f \xi_{1}}{d_{1}^{2}} \right)^{1/2} \)  
   Haroun (1980)

10. \( D_{\text{max}} = 1.8 \frac{d}{f^{1/3}} \)  
    Hellman and Hillert (1975)

11. \( D_{\text{max}} = 2.5 \frac{d}{f^{1/3}} \)  
    Appendix I

---

\( D_{\text{max}} \) = limiting grain size expected during normal grain growth

\( R \) = radius of curvature of grain boundary

\( r \) = second phase radius

\( d \) = second phase diameter

\( f \) = volume fraction second phase

\( R_{0} \) = \( 1/2 \) distance between parallel hexagonal faces of a tetrakaidekahedron

\( L \) = linear intercept length = \( (2/3) D \)

\( \xi_{1} \) = fraction of particles of diameter \( d_{1} \)

\( \rho \) = macroscopic curvature of boundary

Since most measurements of matrix grain size or particle size are of diameters, we have converted all equations to account for this. For clarity, both the expression as originally quoted by the author and as we have converted it are listed here. All future discussion will refer to the converted expressions.
### TABLE 2. Al₂O₃ and CaCO₃ powder diameters

<table>
<thead>
<tr>
<th>Grit Size</th>
<th>X-ray Sedimentation¹,²</th>
<th>TEM after</th>
<th>BET³ before</th>
<th>Agglomeration factor⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dₓ</td>
<td>dₓ</td>
<td>dₓ</td>
<td></td>
</tr>
<tr>
<td>Al₂O₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1ᵃ</td>
<td>0.103</td>
<td>0.103</td>
<td>0.059</td>
<td>0.57</td>
</tr>
<tr>
<td>1.0ᵃ</td>
<td>0.210</td>
<td>0.38</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td>5.0ᵇ</td>
<td>1.20</td>
<td>0.72</td>
<td>1.26</td>
<td>0.96</td>
</tr>
<tr>
<td>9.5ᶜ</td>
<td>3.92</td>
<td>1.4</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>CaCO₃ᵈ</td>
<td>2.81ᵇ</td>
<td>0.648ᵇ</td>
<td>0.85</td>
<td>3.2</td>
</tr>
</tbody>
</table>

¹dₓ = Equivalent spherical diameter at 50% number fraction.
²dₓ = Flowers diameter, see Appendix 2.
³Equivalent spherical diameter calculated from specific surface area after and before mechanical grinding.
⁴Equal to dₓ/dₓ after powder was mechanically ground equivalent to mixing procedure.
⁵dₓ after powder was mechanically ground equivalent to mixing procedure.
⁶Sigma = one standard deviation

⁻ᵃ 0.1CR alpha and 1.0CR alpha Baikalox, Baikowski Int. Corp., Charlotte, NC
⁻ᵇ AOP5-1, Al₂O₃ powder, Mark V Lab, E. Granby, CT
⁻ᶜ 40-6009-095 Al₂O₃ powder, Buehler Ltd. Lake Bluff, IL
⁻ᵈ CaCO₃ AR, Mallinckrodt Inc., Paris, KY
### TABLE 3. Grain growth data

<table>
<thead>
<tr>
<th>grit sizea</th>
<th>b</th>
<th>hot-pressed starting material</th>
<th>CA-13</th>
<th>CA-12</th>
<th>CA-11</th>
<th>CA-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>dp</td>
<td></td>
<td>t=1 hr.</td>
<td>t=10 hrs.</td>
<td>t=24 hrs.</td>
<td>t=24 hrs.</td>
<td></td>
</tr>
<tr>
<td>0.1/0.29</td>
<td></td>
<td>7.1</td>
<td>35.9</td>
<td>58.8</td>
<td>85.4</td>
<td>54.2</td>
</tr>
<tr>
<td>0.0002</td>
<td></td>
<td>7.7, 11.0</td>
<td>27.5</td>
<td>50.6</td>
<td>28.7</td>
<td>49.6</td>
</tr>
<tr>
<td>0.001</td>
<td></td>
<td>11.0</td>
<td>21.2</td>
<td>27.2</td>
<td>47.0</td>
<td>45.2</td>
</tr>
<tr>
<td>0.002</td>
<td></td>
<td>8.1, 10.3</td>
<td>13.4</td>
<td>18.2</td>
<td>14.2</td>
<td>18.2</td>
</tr>
<tr>
<td>1.0/0.40</td>
<td></td>
<td>8.2</td>
<td>26.6</td>
<td>58.8</td>
<td>65.1</td>
<td>63.2</td>
</tr>
<tr>
<td>0.002</td>
<td></td>
<td>7.7</td>
<td>16.8</td>
<td>24.0</td>
<td>31.5</td>
<td>25.9</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>9.0</td>
<td>15.6</td>
<td>19.2</td>
<td>17.3</td>
<td>18.0</td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td>9.9</td>
<td>--</td>
<td>9.6</td>
<td>8.4</td>
<td>9.5</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>6.9</td>
<td>--</td>
<td>7.8</td>
<td>7.7</td>
<td>7.8</td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td>9.0</td>
<td>13.4</td>
<td>27.0</td>
<td>27.8</td>
<td>41.0</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>7.7</td>
<td>10.8</td>
<td>20.0</td>
<td>22.2</td>
<td>15.3</td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td>8.5</td>
<td>--</td>
<td>13.8</td>
<td>12.0</td>
<td>11.8</td>
</tr>
<tr>
<td>5.0/2.53</td>
<td></td>
<td>9.0</td>
<td>13.4</td>
<td>27.0</td>
<td>22.4</td>
<td>26.0</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>7.7</td>
<td>10.8</td>
<td>20.0</td>
<td>22.2</td>
<td>15.3</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>8.5</td>
<td>--</td>
<td>13.8</td>
<td>12.0</td>
<td>11.8</td>
</tr>
<tr>
<td>9.5/4.73</td>
<td></td>
<td>5.6</td>
<td>11.9</td>
<td>27.0</td>
<td>22.4</td>
<td>26.0</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>5.6</td>
<td>12.0</td>
<td>17.7</td>
<td>22.1</td>
<td>22.5</td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td>6.0</td>
<td>--</td>
<td>8.4</td>
<td>9.0</td>
<td>9.3</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>5.8</td>
<td>--</td>
<td>11.2</td>
<td>11.0</td>
<td>9.5</td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td>5.6</td>
<td>11.9</td>
<td>27.0</td>
<td>22.4</td>
<td>26.0</td>
</tr>
<tr>
<td>CaCO₃ P-2</td>
<td></td>
<td>0.1</td>
<td>13.3</td>
<td>31.1</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td>P-3</td>
<td></td>
<td>23.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-4</td>
<td>0</td>
<td>11.2</td>
<td></td>
<td>69.2</td>
<td>65.9</td>
<td></td>
</tr>
<tr>
<td>P-10-1d</td>
<td>0</td>
<td>12.3</td>
<td>17.4</td>
<td></td>
<td>84.6</td>
<td></td>
</tr>
<tr>
<td>P-10-2d</td>
<td>0</td>
<td>9.1</td>
<td>17.2</td>
<td>35.5</td>
<td>68.4</td>
<td>47.2</td>
</tr>
</tbody>
</table>

---

a d chosen as dp from Table 2

b f = volume fraction second phase

c D = 3L/2 where L equals the mean linear intercept length (Underwood, 1970)

d Pure CaCO₃ powder initially hot-pressed at 550°C.
### Table 4. Second phase-limited grain size data for metals and ceramics

<table>
<thead>
<tr>
<th>Materials/Reference</th>
<th>matrix/second phase</th>
<th>vol. fraction</th>
<th>#points</th>
<th>$D=C'(d/f)^p$</th>
<th>$P_{\text{max}} = C_d/f_m$</th>
<th>$r^2$</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alg$_2$O$_3$/ZrO$_2$</td>
<td>.01</td>
<td>2</td>
<td>$10^{-27}$</td>
<td>27</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.025</td>
<td>2</td>
<td>2.6</td>
<td>1.1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.05</td>
<td>6</td>
<td>2.3</td>
<td>1.1</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.075</td>
<td>6</td>
<td>1.8</td>
<td>.92</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.10</td>
<td>6</td>
<td>1.6</td>
<td>1.0</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lange &amp; Hirlinger (1984)</td>
<td>.01 &amp; .025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>without .01 &amp; .025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>with .01 &amp; .025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Alg$_2$O$_3$/ZrO$_2$</td>
<td>.05</td>
<td>4</td>
<td>4.0</td>
<td>1.2</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.10</td>
<td>4</td>
<td>2.0</td>
<td>2.3</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Green (1982)</td>
<td>.15</td>
<td>4</td>
<td>2.4</td>
<td>.97</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.20</td>
<td>4</td>
<td>1.8</td>
<td>1.3</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>without abnormal g.g.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>with abnormal g.g.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Ferrite/cementite</td>
<td>.03</td>
<td>8</td>
<td>7.5</td>
<td>.69</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.057</td>
<td>10</td>
<td>5.6</td>
<td>.59</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hellman &amp; Hillert (1975)</td>
<td>.12</td>
<td>10</td>
<td>4.1</td>
<td>.78</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>particles and subgrains</td>
<td>.07</td>
<td>1</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Carbon steels/cementite</td>
<td>.12</td>
<td>4</td>
<td>3.7</td>
<td>.73</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>.16</td>
<td>5</td>
<td>3.7</td>
<td>1.1</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anand &amp; Gurland (1975)</td>
<td>.19</td>
<td>4</td>
<td>2.9</td>
<td>1.3</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.79</td>
</tr>
</tbody>
</table>
TABLE 4. (cont'd.)

<table>
<thead>
<tr>
<th>Materials/Reference</th>
<th>d(μm)</th>
<th>#points</th>
<th>$D_{max} = \frac{Cd}{fmt}$</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaCO$_3$/Al$_2$O$_3$</td>
<td>0.29</td>
<td>4</td>
<td>13.8</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>5</td>
<td>5.0</td>
<td>0.55</td>
</tr>
<tr>
<td>present study</td>
<td>2.5</td>
<td>3</td>
<td>2.2</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>4</td>
<td>0.58</td>
<td>0.49</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>16</td>
<td>1.0</td>
<td>0.70</td>
</tr>
<tr>
<td>CaCO$_3$/mica</td>
<td></td>
<td>2</td>
<td>7.0</td>
<td>0.24</td>
</tr>
<tr>
<td>(Chapter 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 2033</td>
<td></td>
<td>2</td>
<td>4.3</td>
<td>0.38</td>
</tr>
<tr>
<td>Alumina/Al$_2$O$_3$</td>
<td></td>
<td>5</td>
<td>53.8</td>
<td>0.33</td>
</tr>
<tr>
<td>Tweed et al. (1983)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSP steel/several</td>
<td>6</td>
<td></td>
<td>0.87</td>
<td>0.90</td>
</tr>
<tr>
<td>conventional steel/several</td>
<td>6</td>
<td></td>
<td>0.07</td>
<td>1.22</td>
</tr>
<tr>
<td>Hsu (1984)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-Ni-Cr alloys/Carbides</td>
<td>5</td>
<td></td>
<td>1.25</td>
<td>0.78</td>
</tr>
<tr>
<td>Koul &amp; Pickering (1982)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3% Si-Fe steel/MnS</td>
<td></td>
<td>5</td>
<td>0.001</td>
<td>1.34</td>
</tr>
<tr>
<td>Flowers &amp; Karas (1967)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$r^2$ = coefficient of determination
$^\dagger$equation used to plot data in Figure 9
$^\ddagger$equation used to plot data in Figure 10
FIGURE CAPTIONS: CHAPTER 2

FIGURE 1. X-ray sedimentation results for calcite and alumina particles. The data were collected as mass percent, M, and has been converted to number percent, #. (See Appendix 2 for calculations and original curves.)

FIGURE 2. Experimental assembly inside pressure vessel. H$_2$O + CO$_2$ pore pressure was added through the thermocouple hole. The uncertainty in the temperature over a maximum sample length of 70 mm was ±10°C. The schematic is approximately 1/2 true scale.

FIGURE 3. A typical temperature, T, and confining pressure, P$_c$, history for the experiments.

FIGURE 4. Calcite grain growth curves for the various calcite + alumina mixtures. The normal growth law ($D^n - D_0^n = Kt$) for various values of n has been plotted for comparison with the pure data. Where no error bars are shown, uncertainty was less than the size of the symbol. A stable grain size, $D_{max}$, was reached within 10 hours in almost all cases. Symbols are for volume percent of alumina.

FIGURE 5. Optical and TEM micrographs of samples heat-treated at 550º or 650ºC and 500 MPa confining pressure for one hour. Fraction (e.g. 1/10) represents grit size (µm)/volume fraction (%). Optical: a) pure CaCO$_3$; b) moderate concentration of alumina; c) high concentration of alumina. TEM: d) particle interactions with boundaries and dislocations. (Spots are due to electron-beam damage.); e) dislocations, low-angle boundaries, and pores; f) particles clustering along grain boundaries.

FIGURE 6. Optical and SEM micrographs of samples heat-treated at 800ºC and 300 MPa for 24 hours. Symbols are the same as in Figure 5. Optical: a) pure CaCO$_3$; b) moderate concentration of alumina; c) low concentration of alumina showing particle-boundary interactions; d) high concentration of alumina. SEM: e) clustering of fine particles; f) little or no clustering of coarse particles.

FIGURE 7. TEM micrographs showing boundaries with and without a grain boundary film. a) Bright-field image showing dislocations, a low angle boundary, and a circular pore. b) Dark-field image showing very fine particles in a "glassy" matrix along grain boundaries or cracks. Inset: selected-area-diffraction pattern from grain-boundary region; c) Bright-field (left) and dark-field (right) micrographs of low-temperature specimens showing the absence of melt. Note lens-shaped pores.
FIGURE 8. $D_{\text{max}}$ vs. $d/f$ (Equation 12) for the synthetic marbles. Shaded region chosen to bound points 10% of '0.1' and 0.2% of '1.0'. "Pure" point shows range of the pure data at 24 hours.

FIGURE 9. $D_{\text{max}}$ vs. $d/f$ for the synthetic marbles compared to data from other studies on metals and ceramics listed in Table 4. See text for the label identification (letters are authors last initials). Data for constant $f$ used for $D_{\text{max}}$ dependence on $d$; data for constant $d$ used for $D_{\text{max}}$ dependence on $f$.

FIGURE 10. Comparison of $D_{\text{max}}/d$ vs. $1/f$ data for the synthetic marbles and the other composites (Table 4) to the models listed in Table 1. Numbers refer to equation numbers. Letters stand for authors last initials, as in Figure 9. Error bars represent the range in $D_{\text{max}}/d$ for a given $f$. 
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CHAPTER 3

RECRYSTALLIZATION AND GRAIN GROWTH OF PURE CALCITE
AND CALCITE/MICA SYNTHETIC MARBLES

INTRODUCTION

Deformation-induced microstructures, such as dislocation density, subgrain size, and dynamically recrystallized grain size, have been used to estimate paleostresses in deformed rocks (e.g. Mercier et al., 1977; Briegel and Goetze, 1978; Weathers et al., 1979; and Christie and Ord, 1980). However, as all of these authors recognized, the correlation between stress magnitudes estimated from different microstructures is often poor and several major uncertainties need to be resolved before these paleopiezometers can be used with confidence (White, 1979; Twiss, 1977). Of the three microstructures, dynamically recrystallized grain size seems to be the most resistant to transient stress conditions; thus it shows the most promise for recording major deformation events. A major problem with the grain size paleopiezometer is that grain-boundary migration may be affected by second phases such as particles, pores, fluids, and ionic impurities.

Ceramists and metallurgists recognize three distinct microstructural transformation processes that alter grain size: primary recrystallization, normal grain growth, and secondary recrystallization, also called abnormal grain growth. Although dynamic recrystallization is the stress-activated form of primary recrystallization, the effects of second phases on grain boundary migration and thus on the development of
an equilibrium grain size are most easily determined by first studying normal grain growth.

A recent trend among experimental petrologists and structural geologists has been to fabricate synthetic rocks by hot isostatically pressing fine powders into dense aggregates (e.g. Schwenn and Goetze, 1978; Caristan et al., 1981; Karato and Paterson, 1984; Chopra and Kohlstedt, 1983; Zeuch and Green, 1984. Using this method, the size and concentration of second phases, the impurity-ion content, the water content, and the initial matrix grain-size distribution can be controlled.

In Chapter 2, the effects of rigid, insoluble, alumina particles on grain growth in synthetic marbles were analyzed. In this chapter, attention was focused on other second phases known to be important in natural calcite rocks. Natural rocks commonly contain accessory clay or mica minerals that are known to affect metamorphic textures. The role of water during metamorphism is not well understood but known to be important as a transport medium for chemical reactions, and to affect deformation mechanisms and rock strength. Impurity ions are known to affect grain growth in ceramics and are also common in natural carbonates. In fact several cations including Mg++, Mn++, Sr++, and Ba++ are known to freely substitute for Ca++ in calcite. The purpose of the present study was to examine the effects of mica particles, pores, and water on grain growth in synthetic marbles and to compare the results to grain growth in rocks.
Recrystallization in geologic materials

The importance of solid-state recrystallization as a metamorphic process in rocks was first recognized by Buerger (1930). He urged geologists to follow the lead set by metallurgists and consider the question of recrystallization by plastic flow and subsequent annealing. The first quantitative study was carried out by Buerger and Washken (1947) on compressed powders of anhydrite, fluorite, and periclase--the first "synthetic rocks". The first recrystallization studies on calcite aggregates were performed by Griggs et al. (1960). It would be impossible to summarize all of the studies of recrystallization and grain growth that have been done since these first ones or even the studies that have recognized the effects of second phases or impurities. Instead, only a few of the more recent field and experimental observations are given here.

Several field observations have been made on the effects of second phases, impurities, and other parameters on grain size in naturally recrystallized rocks. Hobbs et al. (1976) described quartizites where the grain size and preferred orientation were linked to the mica content. Christie and Ord (1980) also recognized a size dependence of quartz grains on second-phase concentration in a dynamically recrystallized mylonite. They estimated that the grain size was approximately equal to the spacing of mica plates. Etheridge and Wilkie (1979) discussed the possible effects that second phases and aqueous fluids might have on grain-size sensitive deformation mechanisms and the formation of mylonites. Spry (1969) discussed both experimental and field observations of the effects of temperature on recrystallization. Evans
et al. (1980) measured grain size and second phase content in deformed clasts from a stretched-pebble conglomerate and found that grain size correlated inversely with second-phase volume fraction. Knipe (1980) analyzed the effects of impurity atoms (other than OH\(^{-}\) in quartz) and discussed their implications for deformation studies.

Several experimental studies on geologically important materials have also recognized the importance of second phases. Wilson (1979) studied the effects of several impurities, the most notable being mica plates, on grain size in deformed polycrystalline ice and qualitatively found an inverse dependence of grain size on mica content. Hobbs (1968) observed that recrystallization of single crystal quartz did not take place unless trace amounts of OH\(^{-}\) were present in the quartz structure, although he did not specifically study the effect of OH\(^{-}\) on boundary migration rates. Tullis and Yund (1982) studied grain growth in three natural quartzites and in one limestone and found a pronounced effect of water on the kinetics of grain growth in the quartzites. They found that recrystallization in marble was not strongly affected by the presence of water and, contrary to the results of this study, that minor amounts of other phases had little effect on grain growth.
MECHANISMS AND MODELS

Primary recrystallization, grain growth and secondary recrystallization

The effects of second phases and impurity ions on grain growth in synthetic marbles will be the main emphases of this paper. Primary and secondary recrystallization will also be briefly discussed since they may be activated during the initial fabrication of the sample. More thorough discussions of these processes are given by Shewmon (1969) and Kingery et al. (1976).

Primary recrystallization involves the transformation of a deformed matrix into an underformed one by the production and motion of grain boundaries. New grains tend to nucleate at inhomogeneities such as pre-existing grain boundaries in regions with anomalously high strains. The nuclei are unstable until they grow to a critical size where the decreased internal free-energy of the new grain due to elimination of defects equals the increased surface free energy due to the increased grain boundary area. For a continuously deforming sample, this critical size is the dynamically recrystallized grain size. During static recrystallization, grains above this critical size grow until they impinge on one another and a strain-free matrix results.

When a nearly strain-free matrix has developed, grain growth will become the dominating process. Grain growth involves the reduction in surface free energy by boundaries migrating toward their center of curvature. In two dimensions, hexagonal grains would have straight sides and would thus be considered stable. But in three dimensions no such stable grain shape exists which both satisfies interface tension
constraints at grain corners and fills the space completely. The closest shape is a tetrakaidecahedron (see Appendix 1, Figure 1) with bowed sides. Grains will thus continue to grow until boundaries are restricted by second phases or until a single grain remains. Rarely, if ever, has the latter case been observed.

Normal grain growth kinetics are usually described by an equation of the form:

\[ D^n - D_0^n = Kt \]  \hspace{1cm} (1)

where \( D \) and \( D_0 \) are the grain sizes at times \( t \) and \( t=0 \) respectively. The growth-rate factor, \( K \), is temperature dependent and is related to the grain boundary mobility, and \( n \) is a parameter dependent on the rate-controlling mechanism. In a pure system, \( n \) is theoretically equal to 2 (Burke and Turnbull, 1952). In practice, \( n \) is more commonly observed to be 3 or more. Table 1, reprinted from Brook (1976), lists several rate controlling mechanisms and the expected values of \( n \). The mechanism(s) cannot unambiguously be chosen from measured values of \( n \) and, in fact, over a wide temperature and grain-size range, the mechanism(s) will most likely change.

If grain growth were inhibited by second phases or impurities, a small fraction of grains could continue to grow if there were inhomogeneities in the distribution of the inhibiting agents. When these growing grains reach a critical size where they had many more sides than neighboring grains, they would grow rapidly at the expense of their neighbors by secondary recrystallization until they impinged upon each other. Hillert (1965) has shown that the critical size necessary to initiate secondary recrystallization was only twice the average size of
the matrix. If a grain attains this size inhomogeneity during the final stages of primary recrystallization, secondary recrystallization may initiate. But, as with the final step of primary recrystallization, when these large grains mutually impinge upon each other, normal grain growth will again proceed. The growth rate during secondary recrystallization is independent of their size and therefore \( n = 1 \) in Equation 1 (Brook 1976).

**Particle-limited grain size**

Several equations (for a review see Chapter 2) relating particle size and concentration to the limiting matrix grain size can be generalized by the equation (Chapter 2):

\[
D_{\text{max}} = C(d/f^m) \tag{2}
\]

where \( D_{\text{max}} \) is the limited matrix grain diameter, \( d \) is the diameter of second phase particles, and \( f \) is the volume fraction of second phases. \( C \) is a constant of order one, and \( m \) is a constant dependent upon the assumptions of the dispersion parameters. For a completely random dispersion \( m \) equals 1; for particles preferentially concentrated at grain boundaries \( m \) equals 1/2; and for particles concentrated at triple junctions, \( m \) equals 1/3. In Chapter 2, equation 2 was compared to experimental data and it was found that \( m \) varied between 0.24 and 1.22. But, for alumina particles in a calcite matrix, \( m \) was between 0.34 and 0.55. In Figure 7 the data for the effect of mica particles on grain growth are compared to the alumina data of Chapter 2 and to four of the models given in Chapter 2, Table 1: 1) Zener (1948), 2) Hellman and Hillert (1975), 3) Anand and Gurland (1975), and 4) Appendix 1.
EXPERIMENTAL METHOD

The experiments involved four major steps: 1) grinding, classifying, and mixing the calcite and mica powders; 2) cold-pressing the mixtures into moderately dense cylinders and saturating them with water; 3) densification, recrystallization, and grain growth at high temperatures and pressures; and 4) grain size measurements and microstructure characterization using transmitted light and scanning and transmission electron (SEM and TEM) microscopes.

Reagent grade CaCO₃ powder was mechanically mixed with 0, 1, or 5 volume percent of biotite or phlogopite particles in ethanol for four hours. Fine-grained biotite and phlogopite were not commercially available and were therefore ground in our laboratory from large sheets by a series of steps including ball-milling, sieving, grinding in an agate mortar and pestle and settling in distilled water. Impurities introduced by these steps were removed by soaking in acetone, settling in the presence of a magnet, and sorting with the aid of a binocular microscope. The mica and calcite powders were sized by X-ray sedimentation, single-point N₂ adsorption (BET), (these two techniques were described in detail in Chapter 1), and by measurement with an optical microscope and TEM. The average particle sizes from all of these methods are listed in Table 2. Reasonable agreement was found between the sizing methods for the CaCO₃ powder, as was the case for the Al₂O₃ powders used in Chapter 2, but agreement for the mica powder was poor, probably because of the mica particles' plate-like shape.
The powder mixtures were then densified and recrystallized by a series of cold and hot isostatic presses. The procedure that resulted in the most reproduceable microstructures was described in Chapter 2. Only in the CA-series of experiments, Tables 3 and 4, was this procedure followed. All permanent procedural changes noted below resulted in improvements in the reproduceability of the data. Two variables appeared to be the major contributors to grain size variations in the sample; the "green" density (prior to hot pressing) at which the $H_2O$ pore pressure, $P_{\text{p}}$, was added and the number of hydrostatic presses at temperatures below the heat-treatment temperature. In general, the highest densities were obtained if water was added after the first hydrostatic press to 150 MPa confining pressure, $P_c$. Complete saturation of the sample was still possible if water was then added and allowed to equilibrate at a slightly positive effective pressure ($P_e = P_c - P_{\text{p}}$). In a number of experiments, multiple hydrostatic presses were done at temperatures below the heat-treatment temperature due to small pressure seal leaks or furnace failures. The grain sizes were usually less in these experiments than in those without the extra pressure cycle(s). Temperature, pressure, and time uncertainties as well as the heating and cooling rates were as quoted in Chapter 2 unless otherwise noted.

Prior to and including experiment 2042 (except for 2033 and 2034), $P_c$ and $P_{\text{p}}$ were 400 MPa and 100 MPa, respectively. Following 2042, they were 300 MPa and 2 MPa, respectively. The effective pressure was essentially the same for these two conditions and no difference in the results was observed. A few exploratory experiments were performed to determine other factors which may affect grain growth in calcite and to compare the synthetic marble results to grain growth in Solenhofen.
limestone. To determine the effects of a substitutional impurity on grain growth, a 0.6M MnCl₂ solution was added to the sample prior to the first hydrostatic press (CM-1). Mn is a common replacement ion for Ca in carbonates. CA-18 was designed to determine the effect of water on grain growth in calcite when contamination from the copper jacket was eliminated. In order to ensure dryness, the calcite powder was oven dried at 100°C under vacuum for 3 days before being die-pressed into wafers. The wafers were then dried for 20 hours at 300°C in a silver jacket prior to the hydrostatic press. For the Solenhofen limestone experiments, both lithographic and massive samples were cored perpendicular to the fabric and placed in the sample column along with the die-pressed wafers without any special treatment.

Grain sizes were measured as in Chapter 2 using the linear intercept method (Underwood, 1970). We report the data as the average grain diameter, D, which is 3/2 times the average intercept length (Exner, 1972). Grain sizes were larger near the ends of the samples, presumably due to elastic mismatch between the rigid alumina pieces and the compressible calcite samples. Similar behavior was noted by Wenk et al. (1973). Therefore in 2037 and all subsequent experiments the samples were cut longitudinally and the grain sizes were measured away from the sample ends. It is likely that some of the anomalous measurements in pure samples prior to 2037 were a result of these end effects. SEM and TEM specimens were prepared and analyzed as in Chapter 2.
RESULTS

Several important observations have been made of the effects of mica particles and pores on grain growth in synthetic marbles. In the course of developing a technique of minimizing porosity variations, a number of observations were made of grain growth in the presence of up to 6% porosity. The ideal fabrication process would have produced dense aggregates where grain size and other differences in microstructure could be directly attributed to the added second phase particles. One of the more important results of this study was the development of a fabrication process for making samples with reproduceable porosities and grain sizes. Additionally, several observations were made of the effects of a grain boundary fluid phase (probably a melt), and of the effects of impurities on grain growth in synthetic marbles. These results are compared to growth data from several studies on Solenhofen limestone, a fine-grained natural analog.

Densification and primary recrystallization

Cold pressed aggregates, with a relative "green" density of 80% and a wide grain size distribution, transformed to nearly dense (>96%) synthetic marbles with unconnected pores and more uniform-sized, polygonal grains during the initial heat-up to 800°C. The transition from connected to unconnected porosity in these samples occurred at about 95% of the theoretical density (Bernab and Brace, 1982). Optical micrographs showing typical microstructures in specimens before and after recrystallization are shown in Figures 1b and 2a. The presumed onset of primary recrystallization occurred at less than 600°C during heat-up and
corresponded closely with the final stages of densification (Caristan et al., 1981). The onset of grain growth occurred between 550°C and 650°C during heat-up; however, the growth kinetics were sluggish below 700°C. In the dry experiments, negligible grain growth occurred at 700°C, but significant growth occurred at 800°C. In the wet samples, the maximum relative densities measured were only 96 to 98% (Table 5); however, densities as high as 99.5% were measured in dry samples (Caristan, 1981). The effect of the mica particles on any of these stages is not known, but there is evidence from sample 2049, and from the Al₂O₃ data of Chapter 2, that normal grain growth began in the pure samples before the two-phased ones.

Microscopic observations

The progressive development of microstructures during recrystallization and grain growth is shown in Figures 1 and 2. The latter stages of primary recrystallization are characterized by relatively strain-free grains with smooth, gently-curving boundaries (Figure 2a). During the earliest stages of grain growth, the grain-size distribution was quite broad, due to the initial powder-size distribution (Figure 1a), and/or to secondary recrystallization prior to the onset of normal grain growth. After short heat-treatments at 800°C, the grain-size distribution had narrowed and polygonal grains with near equilibrium triple junctions (Figure 2b) had developed. In the absence of pores (Figure 2c), a five-fold increase in grain size occurred within 3.5 hours. The grain boundaries were very straight and in plane-section, almost all triple junctions were at 120° angles. The ideal fabrication process would have produced dense aggregates similar to these. When
pores were present, the grain sizes were smaller (Figure 2d). The pores were distributed in the interiors of grains, along grain edges, and at triple junctions. Secondary recrystallization may have accounted for part of the increase in grain size. The progressive development of grain size by secondary recrystallization is illustrated in Figure 3 from (Rossi and Burke, 1973). Boundaries of grains in the initial structure separate from pores by abnormal grain growth, thus creating a second generation structure of included pores (Figure 3a). A few of these second generation grains would then grow until a third generation structure developed with large grains containing a nucleus of fine pores surrounded by a pore-free annular region (Figure 3b). Mica particles were also distributed intra- and intergranularly (Figure 2f) and inhibited grain growth even more dramatically than similar concentrations of pores.

SEM and TEM analyses showed that the pores were lens-shaped on grain edges and nearly spherical at triple junctions (Figure 4a). Intragranular pores were typically smaller than their intergranular counterparts and were polygonal in shape. Plate-shaped mica particles were oriented with their shortest dimension normal to the boundary plane (Figure 4c), clustered in fluid phases at triple junctions (Figure 4b), and dispersed in grain interiors (Figure 4c and d). Grain boundaries were exceptionally smooth and were frequently open. Most dislocations were either non-interacting, straight and parallel, or gently curved and loosely tangled (Figure 4b-d). Dislocations commonly terminated at mica plates and were rarely arranged in low-angle boundaries. We believe that most of the dislocations and the cracked grain boundaries formed during the sample quench due to thermal stress; calcite has one of the largest thermal expansion anisotropies of any mineral (Rosenholtz and
Smith, 1949; Skinner, 1966). An alternative explanation for the cracked grain boundaries is given by Rutter (1974), who observed that at 400°C, samples of Carrera marble could be completely disaggregated along every grain boundary by simply increasing the pore pressure until it equaled the confining pressure. Although the unconnected porosity was no doubt equal to the confining pressure in our samples at the conditions of the experiments, this explanation is unlikely since we observed a definite correlation between disaggregation and grain size in both wet and dry samples.

As discussed in Chapter 2 and Appendix 3, an intergranular film was detected in the wet samples but was not detected in dry samples given the same heat treatment. The presence of such a film affects the boundary migration mechanisms and may also provide a means for dragging particles (Ashby and Centamore, 1968).

**Kinetics of grain growth**

The grain growth data for the pure calcite samples listed in Table 3 are shown in Figure 5. Each data point represents the average size for all measurements on a single sample. The error bars represent the spatial inhomogeneity in the average grain size. Where error bars overlap, only the maximum and minimum values of the combined points are shown. Standard deviations of mean intercept lengths for selected samples of both large and small grain sizes were approximately ±12%. Other errors in the grain size measurement, including observer bias and preferred orientation, were minimal (±2%). Curves of the normal growth law (Eqn. 1) for $n$ equal to 2, 3, and 4, with the constants $K$ and $D_0$ chosen arbitrarily to fit the CA-series (Chapter 2), are also shown. It
is not possible to delineate a mechanism from the fit of the data to a single value of n (Table 1, reprinted from Brook, 1976) but n equal to 3 or more is suggested, consistent with microscopic observations of both pore-drag and a liquid grain-boundary film (Figure 4). There was considerable real variation in grain sizes due to uncertainties in several parameters at the onset of grain growth. Variations in the initial powder size or the cold-pressing procedure may have affected the amount of grain crushing or plastic strain at grain contacts, thereby altering primary and/or secondary recrystallization prior to normal grain growth. Differences in pore size and concentration would cause variations in boundary mobilities and thus affect K. Finally, experimental variations, such as temperature or pressure fluctuations and measurement inconsistencies (for example, measuring the grain size near sample ends), contributed to the uncertainties, but they were minimized as the fabrication technique was improved.

**Inhibition of grain growth by mica particles**

Figure 6 shows the effect of mica particles in concentrations of 1 and 5 vol. % on calcite grain growth. Several observations indicate that: 1) Grain growth was suppressed by dispersed mica particles in concentrations of 5, and to a lesser extent, 1 vol. %. 2) The variations in the average grain size at a given time were again attributed mainly to differences in porosity. For pure and two-phase mixtures within a single experiment, grain sizes were consistently large (e.g. 2023) or small (e.g. 2004 or 2053). 3) Grain sizes in mixtures with equal amounts of either phlogopite or biotite were similar, perhaps because they had similar shapes and similar size distributions. 4) A
limiting grain size, D\text{max}, of 15 to 25 μm, was reached within 2.5 hours for a 5\% dispersion, and 20 to 40 μm within 5.5 hours for a 1\% dispersion of mica particles.

In Figure 7 the effects of mica particles on D\text{max}, are compared to the three theoretical models summarized above and to the results from Chapter 2 for alumina particles. D\text{max} for 5\% was chosen as the average of all D values for t > 2.5 hours excluding the three points below 15 μm where growth was probably inhibited by anomalously high porosities. For the 1\% dispersions, D\text{max} was chosen as the average D for t > 5.5 hours. In Figure 7, two values for the effective particle size, d, are shown, the BET equivalent spherical diameter of 0.15 μm and the average maximum plate diameter from TEM micrographs of 1.3 μm. Independent of the choice of d, the value of m from the generalized pinning condition, equation 2, is equal to 0.24, lower than that predicted by any model or by the empirical fit to the alumina data (Chapter 2). An alternative estimate of m can be made by choosing D\text{max} from the experiment with the most extreme 1 and 5\% values. In this way, uncertainties due to variations in porosity are minimized. The values from experiment 2005 are plotted and the value of m has increased to 0.38 which is within the expected range but well below Zener's prediction of m = 1.

The value for d was not well constrained. In the case of the Al\textsubscript{2}O\textsubscript{3} particles (Chapter 2), d's from X-ray sedimentation, BET, and TEM micrographs all agree within a factor of 2 (Appendix 2). But for the mica particles (Table 2), the three diameters differ by over three orders of magnitude. The TEM diameter is the most reasonable size since it agrees best with the alumina data (Figure 7) and also with the data from
several studies with metals and ceramics (Chapter 2, Figure 10). The BET and the X-ray methods underestimate the effective particle size.

**Effects of pores on grain growth**

Pores were observed to have a major effect on the kinetics of grain growth. Several microstructures indicative of pore-boundary interactions commonly observed in ceramics were also recognized in these synthetic marbles: 1) Clusters of pores left in the grain interiors (Figure 3) are suggestive of the sweeping of pores by grain boundaries (Rossi and Burke, 1973). 2) Distorted pores along grain boundaries are suggestive of pore drag (Hseugh et al., 1982). 3) Larger pores at triple-junctions than in grain interiors suggest pore coarsening (Francois and Kingery, 1965). And 4) smaller grain sizes in regions of higher porosity suggest reduced boundary mobilities and possibly a porosity limited grain size. In a general way, quantitative measurements of porosity and pore size (Table 5) support these qualitative observations. Porosities measured by immersion in CCl₄ range from <0.1% to 6.3% with a mean of 2.6%. There is a slight correlation between porosity and grain size relative to the reference line in Figure 5 (see Table 3). Samples with porosities less than the mean overlap the reference line, while those with porosities greater than the mean are below. Although there is a correlation between the 'pure' and two-phase grain sizes, the correlation is not reflected in the porosity measurements. Two-phase samples have equal to slightly lower porosities than the pure samples, but no trend relative to grain size is established.
Porosities measured from optical and SEM micrographs range from 2.7% to 15.5%. The optically measured porosities of the pure samples range from 2.7% to 11% with a mean of 6.2 ± 0.7%. As before, porosities that are less than the mean correlate reasonably well with grain sizes that are greater than the average in Figure 6. Optically measured porosities in the two-phase samples range from 8.3% to 15.5% with a mean of 12 ± 1.2% and do not show any trend with grain size. Porosities measured from SEM micrographs are on the order of the optical porosities and also show no trend with grain size. In general, the porosities measured by point counting pores in both optical and SEM micrographs are higher than porosities measured by the other two methods. For the optical measurements, this discrepancy was due to the measurements not being corrected for section thickness and due to the difficulty in distinguishing mica particles from pores. For SEM measurements, the discrepancy was due to grain plucking during polishing.

The relative pore-size measurements show that the grain boundary pores are larger than the intragranular pores by a factor of 2 to 3. These data indicate that pores became separated from grain boundaries during the early stages of grain growth, but as the boundary curvature decreased, pores became attached and coarsened by the mechanism described by Kingery and Francois (1965) and Hsueh et al. (1982). By analogy with the precipitate coarsening experiments summarized in Chapter 2, a correlation similar to equation 2 is expected between pore size and concentration, and grain size. Such a correlation is only vaguely supported by the data.
Enhancement and suppression of grain growth by water and ionic impurities

The importance of water in accelerating the kinetics of grain growth in calcite has been recognized by several authors (Tullis and Yund, 1982; Gee, 1982; Rutter, 1983). In the present study, several observations have been made of grain growth in wet and dry environments as well as in the presence of a 0.6M MnCl₂ solution (Figure 8).

In Chapter 2, it was shown that at 800°C and in the presence of water, grain growth occurred through a grain-boundary fluid, presumably a melt. Grain growth experiments on 'dry' synthetic marbles (Gee, 1982) showed that in the presence of a very small amount of water (room humidity) grain growth proceeded at a rapid rate. Gee's oven-dry samples showed little or no grain growth and were slightly discolored. In wet experiments there was a very thin reddish-brown coating on the sample near the copper jacket--calcite interface. In dry experiments, the coating was gray to black (perhaps CuO) and penetrated the sample. In the present study, a single grain growth experiment was performed on an exceptionally dry sample jacketed in silver instead of copper. There was no discoloration of the sample in this experiment and grain growth was nearly the same as in the wet samples. Therefore it is possible that grain boundary mobilities were higher in the presence of a fluid phase (Yan et al., 1977), but the effect on grain growth was partially offset by the higher porosities (4% vs 2%) in wet vs. dry samples. In the dry copper-jacketed samples, recrystallization and grain growth were probably suppressed by the formation of copper oxide particles (although there was no systematic variation in grain size away from the jacket) or to impurities dispersed throughout the sample. The poly-modal grain size
distribution in the dry samples may have been due to heterogeneous oxide or impurity dispersions.

The grain size in the sample with the 0.6M MnCl$_2$ solution was a factor of 3 or more larger than in any other sample that was heat-treated for one hour (Table 3), and in fact, larger than in any sample heat-treated at any temperature for any length of time ($T_{\text{max}} = 900^\circ\text{C}$, $t_{\text{max}} = 24$ hours). It was difficult to determine the mechanisms by which the MnCl$_2$ solution increased boundary mobility. An SEM EDAX elemental analysis showed no Mn$^{++}$ concentration gradient from the grain interior to the boundary. Although the original intention of this experiment was to study the mechanism of CIGM (chemically induced grain boundary migration), the order of magnitude increase in grain size obliterated any hope of documenting the process. However, there was little doubt that grain growth was significantly enhanced by the presence of the MnCl$_2$ solution.

**Synthetic marbles vs. Solenhofen limestone**

Grain growth data for Solenhofen limestone at temperatures above $800^\circ\text{C}$ from Tullis and Yund (1982), Schmid et al. (1977), and the present study are compared to the grain growth data for the synthetic marbles at temperatures from $550^\circ\text{C}$ to $900^\circ\text{C}$ in Figure 9. The data from Schmid et al. (1977) are published and unpublished grain size measurements from experiments where, in all but one case, grain growth was concurrent with deformation. In Solenhofen limestone heat-treated at $700^\circ\text{C}$, Tullis and Yund (1982) found significant grain growth at 1500 MPa confining pressure, but not at 200 MPa. Schmid et al. (1977) and the experiments of the present study found little or no grain growth at 300 or 400 MPa.
Important observations from the data plotted in Figure 9 and 11 include:

1) In all cases, the grain growth constant, K, increased with increasing temperature.  
2) For Solenhofen limestone, little or no grain growth occurred below 900°C at 300 MPa confining pressure, but at 1500 MPa grain growth was much more pronounced.  
3) For a given temperature, the growth rate of the synthetic marble at 300 MPa was faster than Solenhofen limestone at 1500 MPa.  
4) From Schmid's data, strain did not appear to influence the grain size.  
5) At 1000°C and "room humidity" water content, pressure didn't appear to affect grain growth.  
6) At all temperatures and 1500 MPa, a larger grain size was obtained when water was added.

Solenhofen Limestone contains 5 to 6% porosity (Rutter, 1972) and other second phases including detrital clay and quartz particles (Kern, 1979). The initial grain size was about 6 μm, but some very large grains (>30μm) existed (Figure 10a), and the microstructure was not unlike that of the synthetic marbles before primary recrystallization (compare Figures 1b and 10a). After a 10-hour heat-treatment at 800°C and 300 MPa, the microstructure resembled the recrystallized synthetic marbles in that the boundaries were no longer sutured. However, little or no grain growth had occurred and the large grain size heterogeneity remained (Figure 10b). When significant grain growth occurred in Solenhofen limestone (Tullis and Yund, 1982; Schmid et al., 1977, unpublished micrographs; and this study, at 900°C), the grain size distribution was more uniform, and the microstructures resembled the synthetic marbles of comparable sizes. Pores and other secondary grain boundary phases in Solenhofen limestone were recognized in TEM (Figure 10c). Other optical and TEM micrographs of Solenhofen limestone before and after grain growth
are shown by Tullis and Yund (1982), Grigg et al. (1960), and Barber and Wenk (1973 and 1979). The samples they analyzed had microstructures that were very similar to those used in our study.

Since a grain boundary film, presumably a melt, was detected in synthetic marbles heat-treated to 800°C (Chapter 2), a melt phase may also have existed in Solenhofen limestone at similar conditions. In Solenhofen limestone heat-treated at 1000°C, (Figure 10d, Schmid, unpublished micrograph and private communication) large fluid-filled pores formed and the rate of grain growth was significant.

DISCUSSION

Grain growth is an important solid state transformation process in the earth that may be affected by several parameters. Parameters that have been examined in this study include: 1) second phase particles that pin grain boundaries; 2) fluid-filled pores which may pin, separate from, or be dragged by migrating boundaries; 3) grain boundary fluids which enhance boundary migration; and 4) ionic impurities which may enhance or suppress boundary migration. Variations in the cold pressing procedure and in the degree of water saturation affected densification leading to variations in porosity, pore size, fluid content, grain size and internal strain. The effects of most of these variables were minimized by adding a moderate-temperature, high-pressure fabrication step.

Kinetics of grain growth

The fit of the data to Equation 1 for n equal to 3 (Figure 5) may imply a porosity drag or boundary-fluid controlled growth mechanism which is consistent with observed microstructures. The values of the other two
constants, \( D_0 \), the starting grain size, and \( K \), the rate constant for grain growth, are also dependent upon densification, recrystallization, and the mechanisms controlling grain growth (Burke and Turnbull, 1952; Brook, 1976). The value of \( D_0 \) for the synthetic marble was chosen as the smallest grain size in a recrystallized microstructure from the CA-suite of samples (550°C, 500 MPa, \( D_0 = 10 \mu\text{m} \)). The true initial grain size may have been somewhat less, but a sample fabricated at 50°C lower had a very different microstructure (Figure 1b). The large grain size heterogeneity in the original powder, the 10- to 20-fold increase in grain size from the average initial powder size, and the prevalence of intragranular pores and particles suggest that secondary recrystallization may have played a role in the development of the initial microstructure. \( D_0 \) may have varied depending upon the degree of secondary recrystallization which occurred. \( D_0 \) for Solenhofen limestone was chosen as the grain size measured before any heat-treatment. \( K \) is a temperature-dependent growth-rate constant that is functionally related to the grain boundary mobility. The value of \( K \) can be estimated from a \( \log (D^3 - D_0^3) \) vs. \( \log t \) plot (Figure 11) by assuming \( D_0 \) equal to 10 \( \mu\text{m} \) for synthetic marbles, and equal to 6 \( \mu\text{m} \) for Solenhefen limestone. The data from Tullis and Yund (1982), Schmid et al. (1977), and Schmid (private communication) have been included with our data. Estimates of \( K \) values are given in Table 6. In general,
the growth rate increased with temperature and confining pressure and was significantly lower for Solenhofen limestone than for the synthetic marbles. Also, the growth rate for the MnCl₂ solution was two orders of magnitude higher than for the synthetic marble. At high temperatures, the growth rate was less dependent on pressure (note the similarity in \( K \) between the 300 MPa and 1500 MPa data at 1000°C and "room humidity" water content). This decreased pressure dependence may indicate that boundary migration was no longer controlled by pore-drag.

\( K \) is nearly time-independent for the CA-X and the XOXOX, 900°C data. For Solenhofen, there is a consistent trend of increasing slope (decreasing time-dependence of \( K \)) with increasing temperature. The \( K \) dependence on \( t \) may indicate that the mechanism for grain growth was different at the lower temperatures (Table 1), or, more likely, that the pinning effect of the second phases decreased with increasing temperature, \( T \). \( K \) can be represented by the Arrhenius relation:

\[
K = K_0 \exp\left(-\frac{Q}{RT}\right)
\]

where \( K_0 \) and \( R \) are constants, and \( Q \) is the activation energy for the rate controlling mechanism for grain growth (Nichols, 1968 and Lay, 1968).

An Arrhenius plot for growth rate constants is shown in Figure 12. There is no conclusive evidence of a change in growth mechanism. The similarity in \( K \) for Schmid's data at 600 and 700°C probably indicates that no growth occurred at these low temperatures. The values of \( Q \) determined from the slopes of the lines are listed in Table 7. \( Q \) is similar for both the wet and the dry synthetic marbles and the Solenhofen limestone heat-treated under 300 MPa confining pressure. The Solenhofen
heat-treated under 1500 MPa is about 50% higher. The apparent pressure-dependence of $Q$ has not been explored but may be related to differences in experimental procedures between the various studies, or to a pressure dependence of the activation volume for the migration process (Molodov et al., 1984). The $Q$ values are also compared to those for carbon and oxygen diffusion in calcite single crystals between 500° and 800°C (Kronenberg, et al., 1984). The measured $Q$ values are reasonable since $Q$ for grain growth is usually assumed to be approximately equal to $Q$ for grain boundary diffusion which is less than (on the order of one-half of) $Q$ for lattice diffusion (Cotterill and Mould, 1976).

Yan et al. (1977) present mobility data for several oxides and show that, in general, the effect of a grain-boundary film is to increase the boundary mobility in those systems containing even a small amount of porosity. Bennison and Harmer (1983 and 1985) showed that in exceptionally clean, fully dense $\text{Al}_2\text{O}_3$, both $\text{MgO}$ and a liquid phase reduced $K$. Therefore, one would expect that if all impurities, particles, and pores were removed from the synthetic marbles, grain growth would be more rapid in the dry system than in the wet.

The boundary film was almost certainly a partial melt. According to Wyllie and Boettcher (1968) a melt for our system is composed of $\text{CaCO}_3$, $\text{Ca(OH)}_2$, and a small amount of dissolved $\text{H}_2\text{O}$. The melt composition was not analyzed but the ring spacings from TEM diffraction patterns corresponded to lattice spacings from the two minerals (Appendix 3). Whether the melt completely wet the grain boundary was not known. Films as narrow as 10 nm were identified along many boundaries but the effects of grain boundary cracks, carbon coating, and ion-thinning damage
were not fully assessed (Appendix 3 and Chapter 2). The grain boundary film may have provided a mechanism for particle drag. Clusters of both mica (Figure 3b) and alumina (Chapter 2) particles were commonly observed at triple junctions in heat-treated samples. Although it is believed that most of the clustering was due to a non-uniform initial dispersion, some "coarsening" could have resulted if particles were mobile. According to Ashby and Centamore (1968), the particles may have been loose or only weakly bonded to the calcite boundaries since they were mechanically mixed in and not grown in situ. If a fluid phase completely surrounded the particles (Figure 3b), they may have been undeformable, but otherwise have moved like pores. Therefore boundaries could drag the particles and the 'effective' second phase size would increase by a mechanism similar to that given by Kingery and Francois (1965) for pores.

Comparison with alumina particle data and theoretical models

The effects of mica plates on grain growth in synthetic marbles were similar to the effects of equant alumina particles (Chapter 2). Plates were found along grain boundaries, at triple junctions, and included in grain interiors (Figure 3). In general, the intragranular particles were smaller than those on grain boundaries. The main difference between the mica and the alumina was the particle shape (Table 2 and Chapter 2). All TEM observations of plates on grain edges showed that the plates were oriented with their shortest axis perpendicular to the boundary plane. Therefore the "effective" particle diameter was equal to the maximum plate dimension. Wold and Chambers (1968) have discussed the effect of particle shape on its pinning ability and have shown that discs of
similar dimensional ratios to that of the mica plates would not drastically affect $D_{\text{max}}$. As with the alumina, there was a much weaker dependence of $D_{\text{max}}$ on $f$ than predicted by the Zener-type models (Figure 7), indicating that the particles were not randomly dispersed but were concentrated at grain edges and triple junctions. Other possible causes of this weak dependence have been discussed in Chapter 2.

**Straining prior to grain growth**

At least two processes that occurred prior to the onset of grain growth, densification and thermal expansion, created large anisotropic stresses that plastically strained the matrix. Because the particles-pinning-boundaries models have been derived by assuming that normal grain growth is driven only by the boundary curvature, it is instructive to calculate a residual dislocation density that would result in a driving pressure equal to that due to a boundary of a specified curvature. From Zener (1948) the driving pressure for grain growth, $P_{\text{gg}}$, is given by:

$$P_{\text{gg}} = \frac{\Gamma}{R}$$  \hspace{1cm} (3)

where $R$ is the boundary radius of curvature, and $R$ equals $\alpha D$ where $\alpha \approx 1$ (Smith, 1948) or $\alpha \approx 9$ (Haroun and Budworth, 1968). $\Gamma$ is the interfacial energy per unit area which is approximately equal to 0.1 J/m$^2$ (Janczuk et al., 1983, and Hay, unpublished data). Stored dislocations result in driving forces given by:

$$P_{\delta} = \frac{1}{2}\mu b^2 \delta$$  \hspace{1cm} (4)

(e.g. Takeuchi and Argon, 1976), where $\mu$ is the shear modulus (25 GPa), $b$
is the burger's vector (.63 nm) and $\delta$ is the dislocation density. If $D$ is chosen equal to $D_0$ (10$,\mu$m), the dislocation density that would contribute an equal driving pressure is given by combining Equations 3 and 4:

$$P_{gg} = P_\delta = \frac{\Gamma}{\alpha D} = \frac{1}{2} \mu b^2 \delta \quad (5)$$

If $\alpha$ equals 9, $\delta$ equals $2 \times 10^{11}$ m$^{-2}$ ($2 \times 10^7$ cm$^{-2}$). If $\alpha$ equals 1 (Smith, 1948 and Ashby, 1980), $\delta$ equals $2 \times 10^{12}$ m$^{-2}$. Dislocation densities equal to 3 to $8 \times 10^{11}$ m$^{-2}$ were measured in synthetic marbles heat-treated at 800°C and then quenched to room temperature. We believed that most of these dislocations were introduced by thermal stresses. (Following Wong and Brace, 1979, an 800°C temperature change could result in internal stresses as high as 1200 MPa!) Slightly higher densities were estimated in our samples heat-treated at lower temperatures indicating that some recovery occurred. Therefore it is reasonable, at least in the early stages of grain growth, that boundary migration was driven by a combination of the interfacial energy and the internal strain energy. The result would be a matrix with a grain size that was larger than predicted.

The effects of pores and ionic impurities

Pores had a major effect on the grain-growth kinetics and, perhaps, on the limiting grain size. There was a slight correlation of porosity with grain size. The porosity was not constant between experiments, and proved to be the largest single contributor to scatter in the data. Several pore-boundary interactions observed in ceramics during final stage sintering were also observed in these synthetic marbles. For
example, pores separated from grain boundaries especially during the early stages of grain growth. Also, pores which remained attached to boundaries migrated from grain edges to triple-junctions and coarsened while those which separated from boundaries remained stable in size and shape.

Other impurities also affected calcite grain growth in wet and dry environments (Figure 9). Grain growth in dry synthetic marbles was suppressed by a reaction with the copper jacket. Whether the effect was due to ionic Cu or copper oxide particles is uncertain, but silver did not have the same effect. However, grain growth in wet marbles was significantly enhanced by the presence of a 0.6M MnCl₂ solution (Figure 8). A partial list of additives that both enhance and suppress grain boundary migration in oxides is given by Brook (1976, p. 350). Chai (1974) examined hydrothermal particle coarsening of calcite in the presence of various cations. At 650°C and 200 MPa, Chai (1974) found over an order of magnitude increase in the growth rate of calcite in a 2N CaCl₂ solution compared to distilled water; in this case, growth enhancement was due to an excess of Ca ions and not to other cation impurities. Cation impurities may also enhance migration of boundaries by a process called CIGM (chemically induced grain-boundary migration) (Cann and Balluffi, 1978). Hay and Evans (1984) and Evans and Hay (1984) have reported results from CIGM experiments in calcite bicrystals and have discussed the possible applications of this process to the development of metamorphic microstructure. Although the original intention of the present experiment was to study the mechanism of CIGM in polycrystalline calcite, the order of magnitude increase in grain size prevented documentation of the process. However, it is clear that grain
growth was significantly enhanced by the presence of the MnCl$_2$ solution.

**Application of results to grain growth in Solenhofen limestone**

The effects of second phases on grain growth in synthetic marbles can be used to interpret the temperature and pressure dependences of grain growth in Solenhofen limestone (Figure 10). At confining pressures of 300 MPa or less, there was only a slight increase in grain size in Solenhofen below 900°C and, in fact, in only one sample (CA-18), heat-treated for 10 hours, was the grain size significantly larger than the grain size of the synthetic marble heat-treated for 1 hour at 550°C and 500 MPa. Since a melt phase was identified in the synthetic marbles at 800°C, it follows that significant grain growth in Solenhofen may depend on the presence of a melt. A similar observation has been made by Rutter (1983) at 100 MPa hydrostatic pressure. Without a melt, the slight increase in grain size observed in heat-treatments at as low as 600°C may have been due to slight adjustments of grain boundaries until they were pinned by the porosity of 5 to 6% and the other second phases (Figure 11c). With melt, the mobility of these second phases may have been significantly increased, as was observed for pores and possibly particles in the synthetic marbles. As the temperature increases, the melt fraction would also increase causing a decrease in the effective "drag" of the second phases on grain boundaries.

Several explanations are possible for the dramatic increase in growth rate at 1500 MPa. 1) In the dry samples of Tullis and Yund (1982), the pore pressure was initially less than the confining pressure and therefore pore shrinkage would have occurred. If pores were
significantly undersaturated the 5-fold increase in pressure would cause a similar decrease in pore volume (5% to 1%), thereby substantially decreasing the inhibiting effect of the pores. 2) As grain-grain contacts deformed during the shrinkage, dislocation densities would increase in these deforming regions according to:

\[ \sigma_1 - \sigma_3 = A\mu b\delta^{1/2} \]  \hspace{1cm} (6)

where \( \sigma_1 - \sigma_3 \) is the differential stress, \( A \) is a constant of order 1, and \( \mu \) and \( \delta \) are as given above (e.g. Takeuchi and Argon, 1976). A 5-fold increase in differential stress at grain-grain contacts would result in a 25-fold increase in dislocation density in these regions. An overall increase in the internal strain energy would result which would provide an additional driving pressure for boundary migration (Eqn. 3). 3) Tullis and Yund (1982) considered the effect of pressure on the solubility of CaCO\(_3\) in H\(_2\)O but, as they pointed out, solubility data does not exist above 700°C and 140 MPa (Sharp and Kennedy, 1965). 4) The driving force for boundary migration is pressure dependent. And 5) as discussed by Ashby (1980), phase transformations may contribute significantly to driving forces for boundary migration. For the 1500 MPa and 700°C experiments, CaCO\(_3\) goes through two phase transformations, Calcite I Aragonite Calcite II, before it reaches the heat-treatment conditions (Wyllie and Boettcher, 1969).

It is not possible to delineate which mechanism(s) dominated grain growth in Solenhofen limestone at high pressures. But the observations that pressure has a major effect below 800°C, decreasing to a negligible effect at 1000°C, and that added water at 1500 MPa increased the growth
rate at all temperatures, indicate the importance of a liquid on the relative mobilities of second phases.

Applications to paleopiezometry

These results will also contribute significantly towards improving the calibration of the dynamically recrystallized grain size paleopiezometer. Without second phases at high strains, a steady-state grain size is reached when the internal free-energy due to dislocations in a strained grain is equal to the interfacial energy of the surrounding grain-boundary area. Just as a boundary migrating to lower its total interfacial energy may be pinned or break away from an immobile second phase particle, a boundary migrating in an internal strain energy gradient (against its radius of curvature) will continue to migrate if the driving pressure due to the combined effects of the internal strain energy, $P_\delta$, and the second phases, $P_\varphi$, is less than that due to the grain boundary curvature. Following Ashby (1980) this condition is satisfied when:

$$P_\delta + P_\varphi \leq P_{gg}$$  \hspace{1cm} (7)

where $P_\delta$ and $P_{gg}$ are given by Equations 4 and 3 and:

$$P_\varphi = 3f\Gamma/d$$  \hspace{1cm} (8)

combining these equations and re-arranging:

$$\alpha(\mu b^2\delta/2 + 3f/d) = D^{-1}$$  \hspace{1cm} (9)

As an example, a reasonable tectonic stress of 20 MPa would produce a steady-state dislocation density on the order of $10^{13}$ m$^{-2}$ (Eqn.
6) in limestone. Without a second phase, $D$ would equal 1.0 $\mu$m for $\alpha$ equal to 1. With 5% mica plates with 'effective' diameter of 1 $\mu$m, there would be a 25% reduction in equilibrium grain size. Therefore, the grain-size paleopeizometer might overestimate the deformation stress. The true effect of second phases on dynamic recrystallization is undoubtedly more complicated than this and requires further experimental work.

If grain growth was induced by post-tectonic high temperatures, second phases might pin grain boundaries near their stress-equilibrated size. Relatively pure regions would have larger grain sizes and would thus underestimate the deformation stress.

**SUMMARY AND CONCLUSIONS**

Grain growth in geologic materials is affected by second phases in ways analogous to those described extensively in the ceramics and metallurgical literature. The most important results of this study for synthetic marbles are:

1) Grain growth in wet samples followed a kinetic law appropriate for a pore drag or liquid film controlled mechanism.

2) Calcite grain boundaries separated from, were pinned by, and/or were possibly even dragged along by mica plates. A limiting grain size was reached, which was a function of the plate diameter and the volume fraction.

3) The effect of pores inhibiting grain boundary migration was analogous to that of particles. Pores were very small when found in grain interiors and coarsen with increasing grain size at grain boundaries.
4) Water increased the rate of grain growth by inducing partial melting along grain boundaries, and decreased the growth rate by increasing the initial sample porosity.

5) Impurity ions both enhanced and suppressed the rate of grain growth. When these results were applied to grain growth data for Solenhofen limestone, it was found that second phases inhibited boundary migration and that a melt phase was probably present at all temperatures and pressures where significant grain growth occurred. An important application of the data is to the effects of second phases on dynamic recrystallization. Second phases may pin grain sizes below their stress-equilibrated value, and thus, paleostresses may be overestimated in two-phased rocks.
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TABLE 1. Kinetics of grain growth for various mechanisms  
(reprinted from Brook, 1976)

\[ n \ln \frac{D^n}{D_0^n} = Kt \]

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Exponent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pore control</td>
<td></td>
</tr>
<tr>
<td>Surface diffusion</td>
<td>4</td>
</tr>
<tr>
<td>Lattice diffusion</td>
<td>3</td>
</tr>
<tr>
<td>Vapor transport ((P = \text{const})^a)</td>
<td>3</td>
</tr>
<tr>
<td>Vapor transport ((P = 2S\cdot r)^b)</td>
<td>2</td>
</tr>
<tr>
<td>Boundary control</td>
<td></td>
</tr>
<tr>
<td>Pure system</td>
<td>2</td>
</tr>
<tr>
<td>Impure system</td>
<td></td>
</tr>
<tr>
<td>coalescence of second phase by lattice diffusion</td>
<td>3</td>
</tr>
<tr>
<td>coalescence of second phase by grain boundary diffusion</td>
<td>4</td>
</tr>
<tr>
<td>solution of second phase</td>
<td>1</td>
</tr>
<tr>
<td>diffusion through continuous second phase</td>
<td>3</td>
</tr>
<tr>
<td>impurity drag (low solubility)</td>
<td>3</td>
</tr>
<tr>
<td>impurity drag (high solubility)</td>
<td>2</td>
</tr>
</tbody>
</table>

\(^aP = \) driving pressure  
\(^bS = \) grain boundary energy, \( r = \) radius of curvature of boundary
TABLE 2. Mica and CaCO₃ powder diameters

<table>
<thead>
<tr>
<th>Technique</th>
<th>CaCO₃</th>
<th>biotite</th>
<th>phlogopite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical microscope</td>
<td>4.9 ± 4.3 μm</td>
<td>5 ± 3.5 μm</td>
<td>2.5 ± 2 μm</td>
</tr>
<tr>
<td>(cold-pressed)</td>
<td>3.1 ± 0.5</td>
<td></td>
<td>4.0 ± 3</td>
</tr>
<tr>
<td>TEM</td>
<td></td>
<td></td>
<td>1.3 ± 0.5</td>
</tr>
<tr>
<td>Max.</td>
<td></td>
<td></td>
<td>0.37 ± 0.2</td>
</tr>
<tr>
<td>Min.</td>
<td></td>
<td></td>
<td>0.39</td>
</tr>
<tr>
<td>Int.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(after mixing)</td>
<td>0.80</td>
<td></td>
<td>0.15, 0.26</td>
</tr>
<tr>
<td>(before mixing)</td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>X-ray sedimentation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>diameter at 50 mass %</td>
<td>5.8</td>
<td></td>
<td>4.2</td>
</tr>
<tr>
<td>at 50 vol. %</td>
<td>0.65</td>
<td></td>
<td>0.0023</td>
</tr>
</tbody>
</table>

Optical Microscope: Diameter of particles intersecting a test line

TEM: Diameters measured from micrographs. Particles are plate-like. Max. = diameter of plate Min. = thickness of plate. Int. = average dimension of intragranular particles.

BET: Equivalent spherical diameter calculated from measurement of surface area.

X-ray sedimentation: Equivalent spherical diameter; see Appendix 2.
### TABLE 3. Grain growth data - Pure

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>P_c / P_p (MPa)</th>
<th>time (x10^{-3} s)</th>
<th>+ above†</th>
<th>- on 0 below</th>
<th>L (µm)</th>
<th>D (µm)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400/100 or 300/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-10 550°C</td>
<td>(300/2)</td>
<td>3.6 (1 hr.)</td>
<td></td>
<td></td>
<td>10.6</td>
<td>15.9</td>
<td>11.1-25.1</td>
</tr>
<tr>
<td>CA-2-4 650°C</td>
<td>(300/2)</td>
<td>3.6</td>
<td></td>
<td></td>
<td>7.1</td>
<td>10.7</td>
<td>8.7-13.1</td>
</tr>
<tr>
<td>2024 800°C</td>
<td>x</td>
<td>0.01</td>
<td>+</td>
<td></td>
<td>10.0</td>
<td>15.0</td>
<td>13.5-17.7</td>
</tr>
<tr>
<td>2034</td>
<td>x</td>
<td>0.01</td>
<td>+</td>
<td></td>
<td>8.6</td>
<td>12.9</td>
<td>11.3-15.2</td>
</tr>
<tr>
<td>2039</td>
<td>x</td>
<td>0.01</td>
<td>-</td>
<td></td>
<td>5.1</td>
<td>7.6</td>
<td>6.2-10.4</td>
</tr>
<tr>
<td>2049</td>
<td>x</td>
<td>0.30</td>
<td>0</td>
<td></td>
<td>7.1</td>
<td>10.6</td>
<td>8.1-14.9</td>
</tr>
<tr>
<td>1009</td>
<td>x</td>
<td>2.1</td>
<td>-</td>
<td></td>
<td>8.2</td>
<td>12.3</td>
<td>10.9-13.7</td>
</tr>
<tr>
<td>2006</td>
<td>x</td>
<td>3.6</td>
<td>0</td>
<td></td>
<td>11.8</td>
<td>17.7</td>
<td>14.1-23.4</td>
</tr>
<tr>
<td>CA-13*</td>
<td>x</td>
<td>3.6</td>
<td>0</td>
<td></td>
<td>14.9</td>
<td>22.3</td>
<td>14.4-37.7</td>
</tr>
<tr>
<td>2020</td>
<td>x</td>
<td>3.8</td>
<td>0</td>
<td></td>
<td>15.7</td>
<td>23.5</td>
<td>20.9-26.1</td>
</tr>
<tr>
<td>1007</td>
<td>x</td>
<td>7.2</td>
<td>-</td>
<td></td>
<td>12.5</td>
<td>18.8</td>
<td>15.8-21.8</td>
</tr>
<tr>
<td>2033</td>
<td>x</td>
<td>7.2</td>
<td>0</td>
<td></td>
<td>20.9</td>
<td>31.4</td>
<td>28.2-35.1</td>
</tr>
<tr>
<td>2037</td>
<td>x</td>
<td>7.2</td>
<td>-</td>
<td></td>
<td>12.4</td>
<td>18.7</td>
<td>15.0-23.6</td>
</tr>
<tr>
<td>2042</td>
<td>x</td>
<td>7.2</td>
<td>-</td>
<td></td>
<td>14.3</td>
<td>21.5</td>
<td>18.0-24.3</td>
</tr>
<tr>
<td>2045</td>
<td>x</td>
<td>7.2</td>
<td>+</td>
<td></td>
<td>26.4</td>
<td>39.6</td>
<td>30.9-46.8</td>
</tr>
<tr>
<td>4003</td>
<td>x</td>
<td>7.2</td>
<td>0</td>
<td></td>
<td>15.4</td>
<td>23.1</td>
<td>13.1-33.2</td>
</tr>
<tr>
<td>2021</td>
<td>x</td>
<td>7.3</td>
<td>+</td>
<td></td>
<td>23.3</td>
<td>35.0</td>
<td>30.2-39.2</td>
</tr>
<tr>
<td>2022</td>
<td>x</td>
<td>9.3</td>
<td>0</td>
<td></td>
<td>22.1</td>
<td>33.1</td>
<td>26.3-41.7</td>
</tr>
<tr>
<td>1008</td>
<td>x</td>
<td>10.8</td>
<td>0</td>
<td></td>
<td>24.0</td>
<td>36.0</td>
<td>-</td>
</tr>
<tr>
<td>2026</td>
<td>x</td>
<td>10.8</td>
<td>0</td>
<td></td>
<td>17.5</td>
<td>26.4</td>
<td>24.2-29.6</td>
</tr>
<tr>
<td>2023</td>
<td>x</td>
<td>12.6</td>
<td>+</td>
<td></td>
<td>32.0</td>
<td>48.0</td>
<td>39.5-57.5</td>
</tr>
<tr>
<td>2004</td>
<td>x</td>
<td>14.4</td>
<td>-</td>
<td></td>
<td>11.3</td>
<td>16.9</td>
<td>15.9-18.3</td>
</tr>
<tr>
<td>2028</td>
<td>x</td>
<td>14.4</td>
<td>-</td>
<td></td>
<td>15.3</td>
<td>23.0</td>
<td>19.2-27.2</td>
</tr>
<tr>
<td>2025</td>
<td>x</td>
<td>16.6</td>
<td>-</td>
<td></td>
<td>16.8</td>
<td>25.2</td>
<td>22.4-30.3</td>
</tr>
<tr>
<td>2005</td>
<td>x</td>
<td>20.5</td>
<td>0</td>
<td></td>
<td>26.8</td>
<td>40.2</td>
<td>29.9-39.9</td>
</tr>
<tr>
<td>2033</td>
<td>x</td>
<td>27.0</td>
<td>-</td>
<td></td>
<td>15.8</td>
<td>23.8</td>
<td>17.7-34.4</td>
</tr>
<tr>
<td>2048</td>
<td>x</td>
<td>36.0</td>
<td>-</td>
<td></td>
<td>18.7</td>
<td>28.0</td>
<td>22.4-42.6</td>
</tr>
<tr>
<td>2054</td>
<td>x</td>
<td>36.0</td>
<td>0</td>
<td></td>
<td>28.6</td>
<td>42.9</td>
<td>27.0-71.3</td>
</tr>
<tr>
<td>CA-12*</td>
<td>x</td>
<td>36.0</td>
<td>0</td>
<td></td>
<td>42.1</td>
<td>63.1</td>
<td>33.9-91.7</td>
</tr>
<tr>
<td>2007</td>
<td>x</td>
<td>38.0</td>
<td>-</td>
<td></td>
<td>15.5</td>
<td>23.3</td>
<td>19.7-28.0</td>
</tr>
<tr>
<td>2047</td>
<td>x</td>
<td>86.4</td>
<td>0</td>
<td></td>
<td>29.5</td>
<td>44.3</td>
<td>38.6-50.1</td>
</tr>
<tr>
<td>CA-11*</td>
<td>x</td>
<td>86.4</td>
<td>0</td>
<td></td>
<td>54.0</td>
<td>68.8</td>
<td>61.1-97.7</td>
</tr>
<tr>
<td>CA-15*</td>
<td>x</td>
<td>86.4</td>
<td>0</td>
<td></td>
<td>43.9</td>
<td>65.9</td>
<td>41.4-95.4</td>
</tr>
<tr>
<td>CA-18* 900°C</td>
<td>x</td>
<td>36.0</td>
<td>0</td>
<td></td>
<td>41.8</td>
<td>62.7</td>
<td>55.7-67.5</td>
</tr>
<tr>
<td>2027 900°C</td>
<td>x</td>
<td>3.6</td>
<td>22.2</td>
<td>33.3</td>
<td>28.2-60.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-22* 900°C (dry)</td>
<td>(300/0)</td>
<td>36.0</td>
<td>29.4</td>
<td>44.1</td>
<td>32.0-48.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Indicates that rate of grain growth is faster (+), slower (-) or equal to (0) the rate defined by the CA-series data.

†Initially hot pressed in CA-2-4 or -10 at 550°C/650°C and P_c = 500 MPa for 1 hour.
TABLE 4. Grain growth data - 1% and 5% mica, 0.6M NaCl₂ solution and Solnhofen limestone

<table>
<thead>
<tr>
<th>Experiment</th>
<th>P_p (MPa)</th>
<th>time (10⁻³ s)</th>
<th>L (µm)</th>
<th>D (µm)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>400/100 or 300/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1%</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2039</td>
<td>800°C</td>
<td>x</td>
<td>0.01</td>
</tr>
<tr>
<td>2049</td>
<td>x</td>
<td>p</td>
<td>0.30</td>
</tr>
<tr>
<td>2002</td>
<td>x</td>
<td>b</td>
<td>0.5</td>
</tr>
<tr>
<td>2006</td>
<td>x</td>
<td>b</td>
<td>3.6</td>
</tr>
<tr>
<td>2003</td>
<td>x</td>
<td>b</td>
<td>7.2</td>
</tr>
<tr>
<td>2037</td>
<td>x</td>
<td>p</td>
<td>7.2</td>
</tr>
<tr>
<td>2004</td>
<td>x</td>
<td>b</td>
<td>14.4</td>
</tr>
<tr>
<td>2005</td>
<td>x</td>
<td>b</td>
<td>20.5</td>
</tr>
<tr>
<td>2053</td>
<td>x</td>
<td>p</td>
<td>27.0</td>
</tr>
<tr>
<td>2007</td>
<td>x</td>
<td>b</td>
<td>38.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>5%</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CA-9</td>
<td>650°C</td>
<td>(500/2)</td>
<td>p</td>
</tr>
<tr>
<td>2024</td>
<td>x</td>
<td>p</td>
<td>0.01</td>
</tr>
<tr>
<td>2034</td>
<td>x</td>
<td>p</td>
<td>0.01</td>
</tr>
<tr>
<td>2039</td>
<td>x</td>
<td>p</td>
<td>0.01</td>
</tr>
<tr>
<td>2049</td>
<td>x</td>
<td>p</td>
<td>0.30</td>
</tr>
<tr>
<td>2006</td>
<td>x</td>
<td>b</td>
<td>3.6</td>
</tr>
<tr>
<td>CA-13*</td>
<td>x</td>
<td>x</td>
<td>p</td>
</tr>
<tr>
<td>2020</td>
<td>x</td>
<td>p</td>
<td>3.8</td>
</tr>
<tr>
<td>2033</td>
<td>x</td>
<td>p</td>
<td>7.2</td>
</tr>
<tr>
<td>2037</td>
<td>x</td>
<td>p</td>
<td>7.2</td>
</tr>
<tr>
<td>2021</td>
<td>x</td>
<td>p</td>
<td>7.3</td>
</tr>
<tr>
<td>2022</td>
<td>x</td>
<td>p</td>
<td>9.3</td>
</tr>
<tr>
<td>2026</td>
<td>x</td>
<td>p</td>
<td>10.8</td>
</tr>
<tr>
<td>2023</td>
<td>x</td>
<td>p</td>
<td>12.6</td>
</tr>
<tr>
<td>2028</td>
<td>x</td>
<td>p</td>
<td>14.4</td>
</tr>
<tr>
<td>2025</td>
<td>x</td>
<td>p</td>
<td>16.6</td>
</tr>
<tr>
<td>2005</td>
<td>x</td>
<td>b</td>
<td>20.5</td>
</tr>
</tbody>
</table>
Table 4. (cont'd.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$P_C / P_p$ (MPa)</th>
<th>$\phi$</th>
<th>400/100 or 300/2 phl/bio</th>
<th>time ($x 10^{-3}$ s)</th>
<th>$\bar{L}$ (µm)</th>
<th>$\bar{D}$ (µm)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>2053 800°C</td>
<td>x p</td>
<td>27.0</td>
<td>8.0</td>
<td>12.0</td>
<td>11.0-13.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2048*</td>
<td>x p</td>
<td>36.0</td>
<td>10.9</td>
<td>16.3</td>
<td>13.1-18.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-12</td>
<td>x</td>
<td>36.0</td>
<td>9.1</td>
<td>13.6</td>
<td>12.6-14.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>b</td>
<td>38.0</td>
<td>10.5</td>
<td>15.8</td>
<td>13.4-18.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2047*</td>
<td>x p</td>
<td>86.4</td>
<td>11.7</td>
<td>17.5</td>
<td>14.4-24.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-11*</td>
<td>x p</td>
<td>86.4</td>
<td>11.3</td>
<td>16.9</td>
<td>15.0-20.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-15*</td>
<td>x p</td>
<td>86.4</td>
<td>11.6</td>
<td>17.4</td>
<td>16.1-18.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Solenhofen limestone**

<table>
<thead>
<tr>
<th>start</th>
<th>$P_C / P_p$ (MPa)</th>
<th>time ($x 10^{-3}$ s)</th>
<th>$\bar{L}$ (µm)</th>
<th>$\bar{D}$ (µm)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>2054 800°C</td>
<td>x</td>
<td>36.0</td>
<td>6.8</td>
<td>10.1</td>
<td>8.9-13.1</td>
</tr>
<tr>
<td>CA-18 900°C</td>
<td>x</td>
<td>36.0</td>
<td>10.8</td>
<td>16.2</td>
<td>13.2-20.7</td>
</tr>
</tbody>
</table>

**0.6M MnCl₂ soin.**

<table>
<thead>
<tr>
<th>CM-2</th>
<th>$P_C / P_p$ (MPa)</th>
<th>time ($x 10^{-3}$ s)</th>
<th>$\bar{L}$ (µm)</th>
<th>$\bar{D}$ (µm)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>3.6</td>
<td>67.6</td>
<td>101.4</td>
<td>78.5-114.2</td>
</tr>
</tbody>
</table>

*Initially hot pressed in Ca-9 at 650°C and $P_C = 500$ MPa for 1 hour.

†Phlogopite/biotite as second phase particles.
### TABLE 5. Porosity and pore size measurements

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Time (x10^-3 sec)</th>
<th>D (μm)</th>
<th>Porosity (vol. fraction)</th>
<th>Method of measurement*</th>
<th>Pore size† (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1007 P</td>
<td>7.2</td>
<td>18.8</td>
<td>.063</td>
<td>IM</td>
<td>3.1±2 T (SEM)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.13</td>
<td>OPT</td>
<td>4.2±2.5 T</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.14</td>
<td>&quot;</td>
<td>1.2±0.5 I</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.14 SEM</td>
<td>&quot;</td>
<td>6.01 E</td>
</tr>
<tr>
<td>1008 P</td>
<td>10.8</td>
<td>36.0</td>
<td>-</td>
<td>-</td>
<td>2.93±1.4 I</td>
</tr>
<tr>
<td>1009 P</td>
<td>2.1</td>
<td>12.3</td>
<td>.055</td>
<td>IM</td>
<td></td>
</tr>
<tr>
<td>2004 P</td>
<td>14.4</td>
<td>16.9</td>
<td>.03</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>2005 P</td>
<td>20.5</td>
<td>40.2</td>
<td>.023</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>32.3</td>
<td>.012</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>17.5</td>
<td>.022</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006 P</td>
<td>3.6</td>
<td>17.7</td>
<td>.019</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15.7</td>
<td>0</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11.4</td>
<td>.017</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007 P</td>
<td>38.0</td>
<td>23.3</td>
<td>.042</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>26.4</td>
<td>.02</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>15.8</td>
<td>.014</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2021 P</td>
<td>7.3</td>
<td>35.0</td>
<td>.027±.005</td>
<td>OPT</td>
<td>1.43±0.48 I</td>
</tr>
<tr>
<td>5</td>
<td>23.1</td>
<td>.155±.01</td>
<td>OPT</td>
<td>1.0±.57 I</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.05 SEM</td>
<td>&quot;</td>
<td>2.99±1.53 E</td>
</tr>
<tr>
<td>2022 P</td>
<td>9.3</td>
<td>33.1</td>
<td>.032±.006</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>22.2</td>
<td>.15±.02</td>
<td>&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2023 P</td>
<td>12.6</td>
<td>48.0</td>
<td>.038</td>
<td>OPT</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>23.9</td>
<td>.113±.01</td>
<td>OPT</td>
<td>4.3±3.8 E</td>
<td></td>
</tr>
<tr>
<td>2024 P</td>
<td>0</td>
<td>15.0</td>
<td>.103</td>
<td>&quot;</td>
<td>1.72 I</td>
</tr>
<tr>
<td>5</td>
<td>12.2</td>
<td>.10±.01</td>
<td>&quot;</td>
<td>2.5±1.1 E</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.07 SEM</td>
<td>&quot;</td>
<td>0.8±±0.31 I</td>
</tr>
<tr>
<td>2025 P</td>
<td>16.6</td>
<td>25.2</td>
<td>.083</td>
<td>OPT</td>
<td>1.07±0.6 I</td>
</tr>
<tr>
<td>5</td>
<td>17.3</td>
<td>.083±.009</td>
<td>OPT</td>
<td>2.4±0.8 E</td>
<td></td>
</tr>
<tr>
<td>2026 P</td>
<td>10.8</td>
<td>26.4</td>
<td>.08±.01</td>
<td>&quot;</td>
<td></td>
</tr>
</tbody>
</table>

All data collected by Brian Evans (pers. comm.)

*P - pure, 1 - 1% mica, 5 - 5% mica.
*OPT - optical microscopy, SEM - scanning electron microscopy, IM - immersion in CCl₄
†I - intragranular, E - grain boundary, T - all pores

Measured from optical micrographs unless otherwise specified.
### TABLE 6. K values for synthetic marbles and Solenhofen limestone

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Temperature</th>
<th>Confining pressure</th>
<th>$K (m^3/s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthentic Marble</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pure 20XX Series</td>
<td>900°C</td>
<td>400/300 MPa</td>
<td>$6 \times 10^{-18} - 10^{-17}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>800</td>
<td>&quot;</td>
<td>$3 \times 10^{-19} - 2 \times 10^{-18}$</td>
</tr>
<tr>
<td>&quot; CA-XX Series</td>
<td>800</td>
<td>&quot;</td>
<td>$(0.93 - 6.8) \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot; dry</td>
<td>650</td>
<td>&quot;</td>
<td>$4 \times 10^{-19}$</td>
</tr>
<tr>
<td>0.6M MnCl₂ solution</td>
<td>800</td>
<td>&quot;</td>
<td>$2 \times 10^{-18}$</td>
</tr>
<tr>
<td>Solnhofen Limestone (Tullis and Yund, 1982)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>1000</td>
<td>Wet</td>
<td>$2 \times 10^{-17}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>1000</td>
<td>Dry</td>
<td>$1.5 \times 10^{-18}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>950</td>
<td>D</td>
<td>$1.1 \times 10^{-18}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>900 W</td>
<td>1500</td>
<td>$(2-3) \times 10^{-18}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>900 D</td>
<td>1500</td>
<td>$(8-9) \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>800 W</td>
<td>1500</td>
<td>$(1-9) \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>800 D</td>
<td>1500</td>
<td>$5 \times 10^{-20} - 6 \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>700 W</td>
<td>1500</td>
<td>$4 \times 10^{-20}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>700 D</td>
<td>1500</td>
<td>$1.2 \times 10^{-20}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>700 W</td>
<td>200</td>
<td>$10^{-20}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>650 W</td>
<td>200</td>
<td>$2 \times 10^{-22}$</td>
</tr>
<tr>
<td>(Schmid et al., 1977)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&quot;</td>
<td>950</td>
<td></td>
<td>$7 \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>900</td>
<td>300</td>
<td>$1.5 \times 10^{-20} - 4 \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>800</td>
<td>300</td>
<td>$10^{-20} - 2 \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>700</td>
<td>300</td>
<td>$5 \times 10^{-21} - 2 \times 10^{-19}$</td>
</tr>
<tr>
<td>&quot;</td>
<td>600</td>
<td>300</td>
<td>$7 \times 10^{-21} - 9 \times 10^{-20}$</td>
</tr>
</tbody>
</table>
TABLE 7. Activation energies for grain growth

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Q (KJ/mole)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic marbles</td>
<td></td>
</tr>
<tr>
<td>Wet (300 MPa)</td>
<td>175</td>
</tr>
<tr>
<td>Dry (300 MPa)</td>
<td>164</td>
</tr>
<tr>
<td>Solenhofen limestone</td>
<td></td>
</tr>
<tr>
<td>Tullis &amp; Yund: Wet (700-1000°C; 1500 MPa)</td>
<td>252</td>
</tr>
<tr>
<td>Dry (700-900°C; 1500 MPa)</td>
<td>239</td>
</tr>
<tr>
<td>Dry (700-1000°C; 1500 MPa)</td>
<td>196</td>
</tr>
<tr>
<td>Schmid: (700-900°C; 300 MPa)</td>
<td>142</td>
</tr>
<tr>
<td>(700-1000°C; 300 MPa)</td>
<td>187</td>
</tr>
<tr>
<td>Diffusion of carbon in calcite</td>
<td>360</td>
</tr>
<tr>
<td>Diffusion of oxygen in calcite</td>
<td>340-380</td>
</tr>
<tr>
<td>(Kronenberg et al., 1984)</td>
<td></td>
</tr>
</tbody>
</table>

* 1 KJ/mole = 0.24 Kcal/mole
FIGURE CAPTIONS: CHAPTER 3

FIGURE 1.  a) SEM micrograph of initial CaCO₃ powder. Note wide range of particle sizes.  b) Optical micrograph of hot-pressed synthetic marble prior to the onset of grain growth. The specimen was heat-treated at 500°C and 500 MPa for 1 hour.

FIGURE 2.  Optical micrographs showing the progressive development of grain size and grain-boundary microstructures in synthetic marbles.  a) heat-treated at 550°C and 500 MPa for 1 hour. The microstructure after recrystallization but before significant grain growth has occurred is shown. The grain size from this sample was chosen as the initial grain size, D₀.  b) heat-treated at 800°C and 300 MPa for 1 minute. Polygonal grains, near-equilibrium triple junctions, and included porosity are shown.  c) heat-treated at 800°C and 300 MPa for 3.5 hours. Large grains are associated with a very low porosity.  d) heat-treated at 800°C and 300 MPa for 4 hours. Grain-size reduction is due to porosity.  e) same experiment as c. Grain-size reduction is due to 5% phlogopite particles. It is difficult to distinguish particles from pores.  f) heat-treated at 800°C and 300 MPa for 1 hour. Accelerated grain growth is due to a 0.6M MnCl₂ solution. Note the lower magnification.

FIGURE 3.  a) Illustration of the process by which pore clusters form in the middle of grains by secondary recrystallization (reprinted from Rossi and Burke, 1973). Small, first generation structure is pinned by pores. Then secondary recrystallization (exaggerated grain growth) occurs, creating a second generation of grains which have included porosity. These second generation grains then grow until they mutually impinge, creating a third generation structure.  b) Optical micrograph showing a similar structure in a synthetic marble. Compare to Figure 2d.

FIGURE 4. SEM and TEM micrographs showing various microstructures. SEM:  a) shapes and relative sizes of pores that are distributed in triple junctions, on grain edges, and in the interior of grains.  TEM:  b) clusters of mica particles in "glassy" grain-boundary phase (dark-field image); c) mica particles along grain boundary (dark-field image). The orientation of mica particles relative to the boundary, the particle in the grain interior, and the boundary film are shown; d) mica particles in the interior of a grain and in an included pore, (bright-field image). Dislocations are present in all TEM micrographs.
Grain-growth data for pure calcite synthetic marbles are compared to the normal growth law (Equation 1) for n equal to 2, 3, and 4 fit to the CA-XX data. The scatter in the X0XX data is presumably due to porosity variations.

Grain-growth data for synthetic marbles containing mica particles. The data deviate from the n equals 3 reference line. The stable, limiting grain-size is approximately 30 and 24 μm for the 1 and 5% specimens, respectively.

Comparison of $D_{\text{max}}/d$ vs $1/f$ data for specimens containing mica particles to the alumina data and the models from Chapter 2. (1) Zener (1948), (2) Hellman and Hillert (1975), (3) Anand and Gurland (1975), and (4) this study (Appendix 1). Models are defined in Chapter 2, Table 1. Compare to Chapter 2, Figure 10. Two values of d are given: the BET diameter and the TEM diameter (Table 2). The dependence of $D_{\text{max}}/d$ on $1/f$ is less than 0.5, in agreement with the alumina data.

Grain-growth data for the wet and dry synthetic marbles from this study compared to dry data from Gee (1982) and the 0.6M MnCl₂ data (CM-1). The line is for n = 3 as in Figure 5.

Grain-growth data for Solenhofen limestone from this study, from Tullis and Yund (1982), and from Schmid (unpublished data for experiments in Schmid et al., 1977). Reference curve from synthetic-marble data, for Equation 1 with n equals 3, has been included for comparison.

Optical and TEM micrographs of Solenhofen limestone. Optical: a) initial material; b) sample heat-treated at 800°C and 300 MPa for 10 hours (compare to synthetic marbles in Figure 2); TEM: c) dark-field image showing pores and detrital second-phase material. Optical: d) composite from Schmid (unpublished micrographs) illustrating pockets of fluid in sample heat-treated at 1000°C and 300 MPa for 4 hours. This sample showed significant grain growth ($D = 20 \mu m$).

Plot of synthetic marble and Solenhofen limestone data as the normal grain-growth law (Eqn. 1) for n equals 3.

Arrhenius plot of the growth-rate constant, K, for the normal grain-growth law (Eqn. 1) assuming n equals 3. Activation energies for the grain-growth mechanisms are given in Table 7.
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CHAPTER 4

EFFECTS OF VARIATIONS IN GRAIN SIZE, SECOND-PHASE PARTICLE CONTENT AND WATER ON THE MECHANICAL PROPERTIES OF SYNTHETIC MARBLE

INTRODUCTION

Grain-size sensitive deformation mechanisms may be important at intermediate to high temperatures in the earth. Prior to the experimental study of Schmid et al. (1977) on Solenhofen limestone, it was generally believed that ductile flow in the earth's crust was governed by dislocation processes, which are relatively grain-size insensitive, and could be described by a power-law flow equation (Heard, 1976). Schmid et al., (1977) explored the low-stress regime of ductile flow and showed that fine-grained Solenhofen limestone deformed by a mechanism analogous to superplasticity (Edington et al., 1976). They showed evidence that indicated that the process involved a significant component of grain-boundary sliding. Similar behavior has not been recognized in coarser grained marbles (Schmid et al., 1980, and Heard and Raleigh, 1972), which are significantly stronger than Solenhofen at comparable temperatures and strain-rates.

The importance of superplasticity in a geologic context has been reviewed by Twiss (1976) and Zeuch (1982). To explain "ductile faulting", Twiss (1976) proposed a diffusion-accommodated grain-boundary sliding model and Zeuch (1982) proposed a model based on recovery by dynamic recrystallization with no change in creep mechanism. Since Schmid et al.'s (1977) study, strain softening due to a reduction in
grain size has been demonstrated for anhydrite (Muller et al., 1981) and feldspar (Tullis and Yund, 1985). In both cases, the weakening and strain localization with decreasing grain size were attributed to dynamic recrystallization as opposed to grain-boundary sliding. Karato and Paterson (1985) found that the creep strength of synthetic olivine aggregates increased markedly as the grain size increased and that the stress/strain rate relationship of these fine-grained aggregates was nearly linear. Both of these observations are consistent with superplastic-style behavior. Evidence for superplasticity in naturally deformed mylonites was first inferred by Boullier and Gueguen (1975) and has since been described by several others, including Etherdige and Wilkie (1979), Ethridge and Vernon (1981), and Evans et al. (1980).

If deformation occurs by grain-size sensitive mechanisms, then relatively minor amounts of second phases, such as water and/or rigid particles, and ionic impurities may strongly influence strength. In Chapters 2 and 3, the effects of second phases on thermally-activated solid-state metamorphic processes were investigated using synthetic marbles. These rocks were produced by hot isostatically pressing fine powders into dense composites with microstructures that were very similar to natural, fine-grained limestones. It was shown that the rate of grain growth was sensitive to water content and the chemical environment, and that even minor amounts of second-phase particles limited the grain size to a very small value.

Second phases may also affect the mechanisms of deformation: 1) Particles may promote grain-size sensitive mechanisms by limiting the matrix grain size. 2) Particles may strengthen fine-grained materials by acting as obstacles to grain-boundary sliding. 3) Grain boundary fluids
or melt phases would increase grain boundary diffusion rates or promote grain boundary sliding by decreasing restraining forces between grains. And 4) at high temperatures, water has been shown to promote melting (Chapter 2), and therefore may explain dramatic strength decreases below the bulk melting temperatures but above the temperature where grain-size sensitive flow would be expected.

The initial goal of our experiments was to compare ductile flow properties of our synthetic rocks to Solenhofen limestone discussed by Schmid et al. (1977), and to explore the effects of variations in second-phase content and grain size on the strength of samples with carefully controlled chemistries.

The deformation regime that has been explored appears to be one of intracrystalline plasticity. We have not observed superplastic behavior, as characterized by near-linear dependence of strain rate on reciprocal flow stress, in the synthetic marbles. However, there is evidence to suggest an increased involvement of grain-size sensitive mechanisms with decreasing grain size.

EXPERIMENTAL METHOD

The wet and dry synthetic marbles used in this investigation were fabricated by the method described in Chapter 2. The CAD-series specimens were densified and recrystallized at 500°C, 500 MPa confining pressure ($P_c$), and 2 MPa pore pressure ($P_p$) for one hour. The 4000 series specimens were prepared by heat-treating at 750° or 800°C, $P_c$ equal to 300 MPa, and $P_p$ equal to 2 MPa for two hours. Dry samples were prepared as in Chapter 3 and wrapped in a thin (0.03 mm) silver foil. Samples were cut from the middle of each hot-pressed specimen and
machined into cylinders about 12 mm in diameter by 25 mm long.

All specimens were deformed in compression in the high-temperature, high-pressure triaxial-stress apparatus shown schematically in Figure 1 (reprinted from Caristan, 1980). Experiments have been completed at 700\°C \pm 5\°C, \( P_c \) equal to 100 \pm 2 MPa, \( P_p \) equal to 2 \pm 2 MPa, and constant displacement rates which correspond to strain rates of approximately 10\(^{-3}\), 10\(^{-4}\), and 2\times10\(^{-5}\) s\(^{-1}\). The apparatus was particularly suited for low-stress experiments for several reasons. 1) The confining medium (argon) provided a uniform hydrostatic pressure. 2) The internal furnace consisted of two separately controlled coils which could be adjusted to minimize temperature variations over the length of the sample to \pm 5\°C. 3) Although the load was measured externally, O-ring friction on the sliding piston accounted for only 2.1 \pm 0.3 MPa of the differential stress. Yield stress levels in our experiments were between 40 and 90 MPa. In order to explore very low stress behavior (<10 MPa), an internal load cell would be required to eliminate this uncertainty. Such a load cell has been tested in our apparatus but was not available for the experiments described here. 4) Thin-walled (0.3 mm) copper jackets (19.2 mm O.D.) were used which had a strength of approximately 15 MPa at 700\°C and a strain rate of 10\(^{-3}\) s\(^{-1}\) (Frost and Ashby, 1982). When the jacket was squeezed down around sample, it accounted for 1.2 \pm 0.3 MPa. Although the strength of the copper jacket was not significant in the experiments reported here, it may become significant in very low-stress experiments.

Since coarse grained synthetic marbles were easily disaggregated, they could not be cut or shaped. Therefore, in those experiments where the specimens were heat-treated at 800\°C and \( P_c \) equal to 300 MPa for
10 hours, the samples were shaped into right cylinders before the heat-treatment and then deformed in the same jacket (temperature and pressure were dropped to room conditions to preserve consistency of preparation with the other samples). The dimensions of the specimens at the onset of deformation were assumed to have been the same as before the heat-treatment. Prior to each deformation test, specimens were annealed at 700°C for 15 minutes to remove defects introduced during the heat-up and the initial preparation, and to homogenize the microstructures. Creep tests lasted from a few minutes to a few hours. Total strains were 20 to 50%. The temperature was dropped under load immediately following straining. Typical heat-up and quench histories for temperature and pressure were similar to those shown in Chapter 2, Figure 3. Grain growth was not expected to have affected the microstructure in the short time experiments.

The method outlined by Caristan (1980) was used to convert the measured load vs. displacement curves to stress vs. strain. For this method, the sample shape is assumed to have a parabolic longitudinal cross-section and deformation is non-homogeneous. For sample shapes typically observed, the mean homogeneous stress is a good approximation to the actual stress in an inhomogenously deformed sample for strains up to 20% (Caristan, 1980). Since almost all of the specimens deformed in this study were strained to greater than 20%, the method may introduce errors at high strains. The equations used were:

\[ e_T = \ln(1_0/1) \]  

\[ \varepsilon = e_T/t \]
\[
\sigma = (F/A_0)(1-(l_0-1)/l_0)
\]  
(3)

where \(e_T\), \(c\), and \(\sigma\), \(l_0\), \(l\), \(t\), \(F\), and \(A_0\) are, respectively, true strain, strain-rate, differential stress, (i.e. \((\sigma_1-\sigma_3)\), the greatest principal stress minus the least principal stress), initial cylinder length, final cylinder length, time, applied load, and initial cross-sectional area. (Note: After the figures were drafted it was discovered that two different methods were used to calculate strain.)

For microstructural analyses, samples were cut parallel to the maximum shortening direction and prepared as in Chapter 2 for optical microscopy and TEM. Grain sizes were measured with an optical microscope using the linear-intercept method (Underwood, 1970). The linear intercept length, \(L\), was chosen to be the average of the sizes measured parallel (\(L_\parallel\)) and perpendicular (\(L_\perp\)) to the direction of maximum shortening. Grain size, \(D\), was chosen equal to \(3L/2\), the conversion for spherical particles (Exner, 1972). No correction was made for the grain-shape change(s) that occurred during straining.

The error bars in the stress-strain curves shown in Figures 8 and 9 represent the combined uncertainties of: force measured by the load cell, initial and final specimen dimensions, variations in strength due to variations in thickness of the copper jacket, and O-ring friction. The steady-state yield stresses plotted in Figures 13 and 15 were calculated by subtracting the frictional forces on the piston, and the load carried by the copper jacket from the constant stress value. The error bars for the yield-stresses are the above-mentioned uncertainties in the stress plus the uncertainty in the constant stress value chosen from the curves in Figures 8 and 9. The uncertainties in the
measurement of the local values of $L_\parallel$ and $L_\perp$ were less than the actual spatial variation of grain size. Thus, the horizontal error bars shown in Figure 13 represent the spread of measured grain size.
RESULTS

Thirteen experiments were performed to investigate the effects of second phase particles, water, and grain size on the mechanical behavior of synthetic marbles. All samples were compressed to high strains (20 to 50%) in order to attain the conditions favorable for dynamic recrystallization. The results are summarized in Table 1.

In most cases, the specimens were barrel-shaped, characteristic of samples constrained at their ends and deformed in compression. In several cases, the ends did not remain parallel due to slight misalignment of the specimen column.

In three experiments, equipment failures led to uncertain results. CAD-1 was inadvertently fractured at room temperature prior to straining. CAD-11 was an attempt to duplicate CAD-2, but was unsuccessful due to an equipment malfunction which resulted in a highly-variable load (gray region if Figure 8). CAD-10 was an attempt to duplicate CAD-7, however the jacket developed a leak during the 15-minute anneal prior to straining. CAD-10 was replete with large, open cracks parallel to the maximum compressive-stress direction and the grain size was too small to be optically measured.

CAD-8, the only dry specimen containing alumina particles, was discolored relative to the comparable wet one, CAD-4. It was, in fact, the only deformed sample, wet or dry, showing such discoloration. The color was similar to the color of the '9.5' data from Chapter 2 which was affected by extraneous impurities. However, the cause of the darkening did not appear to affect grain growth during the 10-hour heat-treatment (compare CAD-8 to CAD-4, Table 1).
Optical and transmission electron microscopy

Optical micrographs of several of the deformed specimens are shown in Figure 2. The grain shape and boundary morphologies in the fine-grained samples (Figure 2a and b) were similar to those in fine-grained, undeformed samples described in Chapters 2 and 3. The macroscopic strain was only partially reflected as intragranular deformation, suggesting that the deformation was, at least in part, accommodated by intergranular sliding or dynamic recrystallization. In coarser-grained samples (Figures 2c and 2d), the grains were elongated perpendicular to the maximum shortening direction, and the boundaries were sutured.

In 4002 (the only sample strained to over 50%, Table 1), dynamic recrystallization occurred throughout the specimen (Figure 3c and d). New grains appeared to nucleate along grain boundaries and comprised less than 10% of the bulk (Figure 3c). In regions of higher strain, near the corners of the sample (Figure 3d) for example, a larger volume fraction had recrystallized, and unrecrystallized grains had elongation ratios of 10:1 or greater.

In the pure dry specimens, there were distinct regions of coarse and fine grains (Figure 4). In CAD-6 (Figure 4a), the coarse grains were scattered in isolated pods and constituted 10 to 20% of the bulk. In CAD-7 and CAD-9 (Figure 4b and c), the coarse grains were distributed in bands (Not shown in photos) perpendicular to the direction of maximum shortening and constituted a significantly larger volume of the specimen. It is not known when this bimodal grain-size structure developed, however, it is unlikely that the bimodal grain-size in CAD-9 developed by
dynamic recrystallization since all grains were similarly strained.

A limited TEM study was conducted to define the mechanisms of deformation and the processes involved in dynamic recrystallization. Dislocations were abundant in all specimens and occurred as isolated individuals, tangled in clusters, and aligned into low-angle boundaries (Figures 5a-c). Preliminary estimates from CAD-9 and CAD-5 indicate that the dislocation densities were $5 \times 10^{12}$ to $10^{13} \text{ m}^{-2}$; an order of magnitude higher than the estimated density in undeformed specimens (Chapter 3). Dislocation densities were lower and less uniformly distributed from grain to grain in the fine-grained samples than in the coarse-grained ones (Figures 5a-d). There was no noticeable difference in dislocation arrangements or in densities between wet and dry samples.

Dynamic recrystallization was recognized in almost all specimens analyzed with the TEM. The progressive development of dynamic recrystallization is shown in Figures 6a-f. Dislocations first climb into low-angle subgrain walls, (Figure 6a). These subgrain walls were more prevalent near the grain boundaries than in the grain interiors, and they commonly cut off grain corners (upper right of Figure 6a). Subgrain sizes were typically 0.1 to 1.0 μm in diameter. A subgrain wall that was imaged "edge-on" is shown in Figure 6b. This wall was associated with a jog in the high-angle grain boundary, shown in the upper left, forming a cavity which was visible when the high-angle boundary was imaged "edge-on". Continued misalignment across these low-angle boundaries leads to separate grains, shown in the left side of Figure 6c. An enlargement of this region (Figures 6d-f) revealed several characteristics of these newly-formed grains: 1) Three-grain intersections did not show equilibrium angles ($\approx 120^\circ$) as at the relic triple junction in the upper
left of Figure 6d. 2) Some coherency still existed along a few boundaries as shown in the center of Figure 6e. 3) The cavities at three-grain intersections (Figure 6f) were similar in shape to those that formed when twins or subgrain walls intersected grain-boundaries. However, no twins or subgrain walls were evident, and the cavities were much larger than expected from the few dislocations that were associated with them. Because pores were known to exist in the sample prior to deformation, it is possible that these cavities were deformed relic pores. 4) Free dislocations, i.e. those dislocations not bound in subgrain walls, were rare in recrystallized grains.

The grain boundary "melt" phase, described in detail in Chapter 2 and Appendix 2, was also evident in the wet samples heat-treated at 800°C for 10 hours (Figures 7a) but was not present in similarly treated dry samples (Figures 7b). There was also evidence that the "melt" phase existed in wet samples which were not heat-treated at 800°C prior to shortening. It is possible that the "melt" phase influenced the ease of, or the amount of grain boundary sliding by increasing diffusion rates in the grain boundary plane. However evidence for grain boundary sliding was not detected with the TEM.

The effect of the alumina particles (Figure 3a and b), on deformation was not evident from TEM study. Intragranular particles were not associated with anomalously high dislocation densities, indicating that dislocations could easily climb around these obstacles.
Stress-strain behavior

Stress-strain curves for each of the thirteen experiments are shown in Figures 8 and 9; the most important parameters are summarized in Table 1. Excluding the three experiments in which equipment failures occurred the remaining ten experiments produced several qualitatively consistent trends.

In most of the 'wet' experiments, a steady-state flow stress was reached within 10% strain. The addition of 5% of 1 um alumina increased the steady-state stress by 10% in samples without prior heat-treatment (CAD-3 vs. CAD-4). The 10 hour heat-treatment at 800°C and 300 MPa confining pressure resulted in an increase in grain size in both the pure and the 5% alumina samples, and a corresponding decrease in strength. None of the wet samples displayed the characteristic oscillating or single peak curves of dynamic recrystallization (reviewed by Sakai and Jonas, 1984). Even in 4002, where homogenous dynamic recrystallization was positively indentified, the oscillatory or single peak behavior was not observed. However, the steady strain-hardening observed in this specimen may be related to dynamic recrystallization.

For the dry specimens, a correlation was seen between alumina content and grain size, and strength. For comparable grain sizes (CAD-8 and CAD-6), 5% alumina increased the strength by up to 25% although the effect of the bimodal grain-size in CAD-6 is not known. The heat-treatment led to a decrease in the flow stress (CAD-9 vs. CAD-7) and to a considerable increase in the grain size. A decrease in strength associated with an increase in grain size was also noted for CAD-6 and CAD-7, neither of which had the prior heat-treatment.
The cause of the oscillating stress levels for CAD-7 at strain rates, $\varepsilon$, equal to $10^{-3}$ and $10^{-4}$ s$^{-1}$ (Figure 9) is not well understood. It is possible that the stress variation at $\varepsilon = 10^{-3}$ s$^{-1}$ was due to temperature, which oscillated nearly in phase with the stress by $\pm 5^\circ$C during the three minute period of the experiment. The correlation between temperature and flow stress could not be determined from our study, but analogous studies by Schmid (1976) and Schmid et al. (1977) indicated that a stress variation of 2 to 3 MPa for a temperature fluctuation of $\pm 5^\circ$C was reasonable. CAD-4 had a similar temperature fluctuation, however it displayed no cyclic flow stress. At $\varepsilon = 10^{-4}$ s$^{-1}$ CAD-7 also showed the cyclic flow stress behavior with no temperature variation. Therefore it is possible that the temperature fluctuation accounted for the stress fluctuation, but it is unlikely.

In a review of dynamic recrystallization in metals, Sakai and Jonas (1984) observed that cyclic flow behavior signified grain size coarsening. CAD-7 was not heat-treated prior to straining and, therefore, had one of the smallest initial grain-sizes. The grain size after straining was bimodal, (Figure 5b) with the coarser size (17 $\mu$m) constituting about 20% of the sample and occurring in bands perpendicular to the maximum stress direction. The other pure, dry specimens (CAD-6 and CAD-9) also had bimodal grain sizes, but did not exhibit oscillating behavior. Most of the dry specimens were deformed at more than one strain rate. Therefore, the relationship between the final microstructure and the stress-strain behavior in the experiments was difficult to interpret both because of the varied lengths of time "at temperature" and
because of overprinting of the microstructures as a result of variations in the strain rate.

Although the presence of water promotes melting along grain boundaries, the effect of water on strength was small. Non-heat-treated wet samples were consistently weaker than the dry ones but by only 5% (Figure 10). In the heat-treated samples, the relationship was complicated by the influence of grain size.

The three stress-strain curves for the marbles containing 5% alumina particles are shown in Figure 11 along with the curve for CAD-2 (pure) for comparison. The final grain sizes of the heat-treated samples were smaller than expected, given the results of Chapter 2, although the grain size after the 10-hour heat-treatment and prior to the straining was not measured. The behavior of the two-phase marbles was consistent with the results of the pure samples, in that water and the heat-treatment caused a decrease in the flow stress. One effect of the alumina particles was to stabilize the grain size, as predicted from the results of Chapter 2, therefore, the grain size was not dependent on the kinetics of grain growth, which have been shown to vary significantly with porosity and with sample preparation (see Chapter 3, Figure 11).
DISCUSSION

The compressive steady-state flow stress increased with second-phase particle content, decreased with water content and decreased with increasing grain size. In Figure 12, stress-strain curves from several of our experiments are compared to those of Schmid (1976) and Schmid et al. (1977) for fine-grained (≈6 μm) Solenhofen limestone, and Schmid et al. (1980) for coarse grained (≈200 μm) Carrera marble. The confining pressure in their experiments was 300 MPa instead of 100 MPa, however, the effect of this difference was probably minor, since in all studies the differential stress was less than the confining pressure (Edmond and Paterson, 1972).

Flow stress dependence on alumina particles and water

Additions of 5% of 1.0 μm diameter alumina particles increased the flow stress in the wet fine-grained samples by 10% (compare CAD-2 and CAD-3 in Figure 8). The steady-state creep strength of multi-phased composites has been shown to be dependent upon the individual creep strengths and the volume fractions of particles and matrix (Chen and Argon, 1979). The strengthening effect of only 5% of nearly rigid particles (alumina is an order of magnitude stronger than calcite under the conditions of our experiments (Frost and Ashby, 1982)) would primarily be due to the reduction in the effective cross-sectional area of the deforming matrix (Chen and Argon, 1979). The stress-exponents for the single-phase marbles (to be discussed below) indicate that creep was controlled by dislocation glide and climb (for a review, see Takeuchi and
Argon, 1976) and therefore any additional effects of the alumina would have been related to their ability to impede dislocation motion. However, preliminary TEM results showed no evidence of particles pinning dislocations.

The mild weakening effect of water could also be explained by cross-sectional area effect since samples containing water had a few percent higher porosity than those without water (Chapter 3) (pores being a second phase of virtually no strength). One important effect of the water was to promote melting (Chapter 2) particularly in the samples heat-treated at 800°C. If a melt phase did exist, its effect on the strength of the synthetic marbles was minor compared to the effect of particles and grain size.

**Flow stress dependence on grain size**

The dependence of the steady-state flow stress on grain size is shown in Figure 13. The steady-state flow stress was chosen as the value where the stress was independent of strain (often higher than the value at 10% strain). We assumed that the grain size remained relatively constant during the experiments. This assumption is reasonable for the wet experiments, since they lasted only a few minutes, and for the two-phase dry samples, since the grain size reached a limiting value during the 10-hour heat-treatment, but the grain size of the dry, pure specimens was quite variable in each specimen and it is clear that the size changed during the experiment.

The observed grain-size-dependence of flow stress, shown in Figure 13, is difficult to rationalize. At relatively low temperatures and high strain rates, ductile flow occurs by dislocation glide, and the
grain-size dependence of the yield stress ($\sigma_y \leq \sigma_{ss}$) is governed by the Hall-Petch relation,

$$\sigma_y = \sigma_o + K D^{-1/2}$$  \hspace{1cm} (4)

($\sigma_o$ and $K$ are constants) (Petch, 1953; Hirth and Lothe, 1982). Olsson (1974) has shown that this relation adequately explains yield-stress data for marbles at low temperatures. At higher temperatures and/or lower strain rates, dynamic recovery processes involving dislocation climb becomes important and a steady-state flow stress would eventually be reached which may persist to high strains (e.g. Takeuchi and Argon, 1976). At still higher temperatures or lower strain rates, fine-grained materials may exhibit superplastic behavior where the steady-state flow stress depends inversely on grain size ($\sigma_{ss} = KD^1$ (Edington et al., 1976)). Such behavior has been observed in Solenhofen limestone ($D = 6 \mu m$) at high temperatures and low strain rates (Schmid et al., 1977), but not in the coarser-grained Yule or Carrera marbles (Heard and Rayleigh, 1972; Schmid et al., 1980).

The inverse dependence of flow stress on grain size for our synthetic marbles is qualitatively similar to a Hall-Petch-type relationship, however, several experimental observations are inconsistent with deformation controlled by glide: 1) In all cases a steady-state flow stress was reached indicating little or no strain-hardening. 2) TEM observations showed considerable evidence for dislocation climb; namely, the presence of subgrain walls and the absence of high concentration, of dislocations associated with grain boundaries, particles or pores. 3) Schmid et al. (1977) observed power-law creep and superplastic behavior under similar conditions in Solenhofen limestone. 4) Olsson
(1974) observed Hall-Petch behavior at much lower temperatures (<300°C) than in our experiments. Superplastic mechanisms were also not realistic because the stress-grain size dependence was the inverse of that expected. The present interpretation based on the microscopic observations and the stress-strain curves shown in Figures 9 and 10 is that dislocation creep was the dominant mechanism of deformation but that the free movement of dislocations was impeded by grain boundaries.

At 700°C and \( \varepsilon \) equal to \( 10^{-5} \) s\(^{-1} \), the natural rocks were 35 to 50\% stronger than our strongest wet or dry synthetic marbles. The synthetic marbles appeared to deform primarily by dislocation creep at the temperature, confining pressure, strains, and strain rates explored. At \( \varepsilon \) equal to \( 10^{-5} \) s\(^{-1} \), Solenhofen limestone appeared to deform by a superplastic mechanism and was considerably weaker than Carrera which deformed by dislocation creep. For our synthetic marbles, the fine-grained samples were always stronger than the coarser-grained ones. At 10\% strain, the one pure synthetic marble which was deformed at \( \varepsilon \) equal to \( 10^{-5} \) s\(^{-1} \) (CAD-6) was weaker than Carrera by almost a factor of 3 but was 25\% stronger than Solenhofen. The transition to superplasticity, as recognized in Solenhofen limestone was not observed in our specimens.

**Strain accommodation**

In order to identify the partitioning of strain between grain boundary process and intracrystalline processes, we measured the grain shapes and compared them to the macroscopic specimen strain (Figure 14). According to Schmid et al. (1977), if it is assumed that the original grains were spherical, the amount of grain flattening \( \varepsilon_{\text{g}} \) is defined
as the strain in the direction of shortening:

\[ e_g = R^{2/3} - 1 \]  \hspace{1cm} (5)

where \( R \) is the average aspect ratio of the grains defined as the grain size measured parallel to the maximum shortening direction over that measured in a perpendicular direction (\( R = D_{\parallel}/D_{\perp} \)). For the macroscopic strain we chose \( e_T \) as the true specimen strain. The values used for \( D_f \) and \( e_g/e_T \) are listed in Table 1. All experiments in which the grain size was measured, including CAD-1 and CAD-II, were plotted. For the three pure, dry samples, \( e_g/e_T \) was calculated for each of the two grain sizes listed in Table 1 with \( e_T \) equal to the total macroscopic strain. We ignored the possibility of inhomogeneous straining, although it is likely that the coarser-grained regions strained proportionally more.

The data shown in Figure 14 are consistent with strain accommodation by a grain-size sensitive mechanism for both the wet and dry specimens, if it is assumed that no recrystallization occurred. In the wet specimens, most of the strain was due to intracrystalline slip, but for the smallest grain sizes, 50\% of the strain may have been accommodated by other mechanisms. Using this interpretation, intracrystalline slip in the dry sample accounted for much less of the total strain than in the wet.

The mechanism of grain-boundary sliding was not consistent with several aspects of our data: 1) In the wet samples, the grain-boundary "melt" phase observed in TEM would presumably have weakened grain boundaries and promoted sliding relative to the dry samples. And 2)
where grain-boundary sliding dominated, the flow stress should have decreased with increasing grain size.

The relationship shown in Figure 14 may be due to dynamic recrystallization since recrystallized grains would show less internal deformation than unrecrystallized grains. Homogeneous dynamic recrystallization was optically observed in specimen 4002 and dynamic recrystallization appeared to occur in several of the other samples that were analyzed in TEM (Figure 6). Only one specimen, CAD-7, exhibited the characteristic stress-strain curves of dynamic recrystallization (Sakai and Jonas, 1984); of course, small oscillations below the experimental resolution could have gone unnoticed. According to Roberts and Ahlblom (1978), although the steady-state stress and the final size of dynamically-recrystallized grains are independent of the initial grain size, in specimens with finer grain sizes, the recrystallization kinetics may be accelerated, and the strain required to initiate dynamic recrystallization may be reduced. Therefore, it is possible if not highly probable, that dynamic recrystallization occurred in the pure fine-grained synthetic marbles. Since the recrystallized grain size achieved in 4002 was approximately the same as the grain size in the fine-grained synthetic marbles (5-10µm) (Figure 3), dynamic recrystallization may not have been noticed optically.

Comparison to Solenhofen limestone

The data from the multiple strain-rate experiments of this study are shown in Figure 15 along with the data for 700°C from Schmid et al. (1977) and the boundary between Schmid's Regime 2 (power-law creep) and Regime 3 (superplasticity) which was determined at several temperatures.
The strain-rate dependence on flow stress has the form $\dot{\epsilon} = A\sigma^n$ where $A$ is a constant and $n$ is dependent on the deformation mechanism. The stress exponent, $n$, was 4 to 5 for our pure data, and 7 for our 5% alumina data. Schmid et al. (1977) found $n$ equal to 4.3 to 5 in Regime 2 and equal to 1.5 to 1.8 in Regime 3 for Solenhofen limestone. For two coarser grained marbles, Carrera (Schmid et al., 1980) and Yule (Heard and Rayleigh, 1972) marbles, $n$ values of 7 to 8 were observed under similar conditions. These values of $n$ are consistent with creep being controlled by dislocation climb (Takeuchi and Argon, 1976). Within the uncertainty in the data, synthetic marbles, both pure and two-phased, agree rather well with Solenhofen limestone deformed in Regime 2. We did not observe the transition to superplasticity in our samples, although three of our experiments were in Schmid's Regime 3. These results indicate that the Solenhofen experiments may not be generally applicable to all marbles, as was discussed by Schmid et al. (1980) for Carrera marble.

The effects of a grain boundary "melt" phase on deformation mechanisms requires further study. Melting along grain boundaries (Figure 7) might have a significant effect on grain-size sensitive deformation mechanisms. As previously discussed, (Chapter 3), a melt phase may have promoted grain growth in wet and dry Solenhofen limestone above 900°C. Therefore, it is also possible that the transition from intracrystalline creep to superplasticity accommodated by grain-boundary sliding observed by Schmid et al. (1977) may have been related to a grain-boundary phase that enhanced sliding. Below 900°C, grain-boundary sliding may still have been enhanced by a "melt" phase, while grain growth was suppressed by second phases such as detrital clay and quartz particles, and pores.
SUMMARY

Although our results were based on only a few experiments, several trends have been established showing the effect of three parameters: second phase particle content, water content, and grain size, on the steady-state flow stress of fine-grained synthetic marbles. At 700°C, 100 MPa confining pressure and strain rates ranging from $10^{-3}$ to $2 \times 10^{-5}$ s$^{-1}$ our results showed that:

1) Additions of 5% of 1.0 µm diameter alumina particles increased the flow stress by 10% in wet samples with average grain sizes of 8 µm.

2) Wet specimens were a few percent weaker than similarly treated dry ones.

3) There was a definite inverse dependence of flow stress on grain size for both wet and dry samples with and without alumina particles. The dependence was weaker than expected for Hall-Petch behavior and indicated that the major mechanism of deformation was power-law creep with dislocation movement being impeded by grain boundaries.

4) Grain-strain was found to be grain-size dependent. We offer two explanations: grain boundary sliding and dynamic recrystallization.

5) The addition of water also affected the mechanism(s) of strain accommodation. However, we did not observe that the grain-boundary fluid phase promoted grain-boundary sliding.

6) Dynamic recovery by dislocations climbing into subgrain walls was prevalent (Figure 6) and dynamic recrystallization may have been partly responsible for the behavior described in 4) and 5) above.
7) Our synthetic marbles were significantly weaker than both Carrera marble and Solenhofen limestone deformed in the power-law creep regime.

8) Although the critical strain-rate for the transition from power-law creep to superplasticity, recognized by Schmid et al. (1977) in Solenhofen limestone, was crossed in three multiple strain-rate experiments, no change in the stress sensitivity of strain-rate was recognized in the synthetic marbles.

RECOMMENDATIONS FOR FUTURE WORK

Due to the limited number of experiments, only general conclusions are drawn. We can suggest a number of further experiments to help explain differences between synthetic and natural calcite rocks:

1) The uncertainties in the stress-strain curves need to be resolved by duplicating some of the experiments already performed.

2) The grain size should be measured in each sample before straining in order to determine the extent of dynamic recrystallization and the cause or effect of size heterogeneities.

3) Samples with similar grain sizes should be tested with and without the prior 800°C heat-treatment to determine if the heat-treatment effected the flow stress in ways other than by increasing the grain size. This check could be accomplished by using higher concentrations of smaller alumina particles (Chapter 2) which would pin the grain sizes at very small values.
4) The low stress (<10 MPa) regime should be explored to establish under what conditions strain rate becomes grain-size sensitive. An internal load cell which eliminates the uncertainty of O-ring friction would be required for these experiments. Such a cell is currently being tested for the system used in this study.

Such experiments should improve our understanding of the plastic flow behavior of marbles under geologic conditions of significantly lower temperatures and much lower strain rates. We believe that synthetic marbles are the most suitable materials for such experiments because of the range of grain sizes available and the controllable second phases.
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### TABLE 1. Results of mechanical experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Comp.+/ Prepar.*</th>
<th>ε (s⁻¹)</th>
<th>σ₁₀% and σ₃₀s (MPa)</th>
<th>εₜ</th>
<th>D₁* (μm)</th>
<th>Dᵣ (μm)</th>
<th>D₄ (μm)</th>
<th>D₁ (μm)</th>
<th>εₑ/εₜ</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4001</td>
<td>P A</td>
<td>1.8x10⁻⁴</td>
<td>40.7 (41)</td>
<td>.225</td>
<td>11.9-14.4</td>
<td>19.1</td>
<td>16.0</td>
<td>22.1</td>
<td>.86</td>
<td></td>
</tr>
<tr>
<td>4002</td>
<td>P B</td>
<td>2.1x10⁻³</td>
<td>85.5</td>
<td>.508</td>
<td>11.7, 39.6</td>
<td>19.1</td>
<td>13.6</td>
<td>24.6</td>
<td>.85</td>
<td></td>
</tr>
<tr>
<td>CAD-1</td>
<td>P C</td>
<td>1.1x10⁻³</td>
<td>68.5 (58)</td>
<td>.22</td>
<td>10.0</td>
<td>7.1</td>
<td>6.6</td>
<td>7.7</td>
<td>.47</td>
<td>fractured prior to heat up; σ₁₀% is peak value.</td>
</tr>
<tr>
<td>CAD-2</td>
<td>P C</td>
<td>1.2x10⁻³</td>
<td>76.8 (78)</td>
<td>.330</td>
<td>10.0</td>
<td>7.6</td>
<td>6.7</td>
<td>8.5</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td>CAD-3</td>
<td>5/5 C</td>
<td>1.3x10⁻³</td>
<td>79.5 (88)</td>
<td>.353</td>
<td>7.7</td>
<td>8.2</td>
<td>6.9</td>
<td>9.6</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>CAD-4</td>
<td>5/5 CD</td>
<td>1.3x10⁻³</td>
<td>69 (73)</td>
<td>.323</td>
<td>20.0</td>
<td>12.3</td>
<td>10.5</td>
<td>14.1</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>CAD-5</td>
<td>P CD</td>
<td>1.2x10⁻³</td>
<td>54.5 (60)</td>
<td>.373</td>
<td>49.6</td>
<td>28.2</td>
<td>21.0</td>
<td>35.4</td>
<td>.79</td>
<td></td>
</tr>
<tr>
<td>CAD-11</td>
<td>P C</td>
<td>1.0x10⁻³</td>
<td>514</td>
<td>.13</td>
<td>10.0</td>
<td>12.8</td>
<td>12.0</td>
<td>13.7</td>
<td>.64</td>
<td>mechanical malfunction</td>
</tr>
<tr>
<td>Dry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAD-6</td>
<td>P C</td>
<td>1.1x10⁻³</td>
<td>57 (57.5)</td>
<td>.163</td>
<td>24.1</td>
<td>22.4</td>
<td>20.0</td>
<td>24.8</td>
<td>.249⁶</td>
<td>bimodal grain size</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2x10⁻⁴</td>
<td>(35)</td>
<td>.13</td>
<td></td>
<td>11.8</td>
<td>11.0</td>
<td>12.6</td>
<td>.161⁶</td>
<td>smaller size is dominant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6x10⁻⁵</td>
<td>(25)</td>
<td>.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5x10⁻³</td>
<td>(47)</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAD-7</td>
<td>P C</td>
<td>1.0x10⁻³</td>
<td>85 (83±2)</td>
<td>.222</td>
<td>5.7-8.2</td>
<td>17.0</td>
<td>16.1</td>
<td>18.2</td>
<td>.206⁶</td>
<td>oscillating stress-strain; bimodal grain size</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2x10⁻⁴</td>
<td>(48±2)</td>
<td>.162</td>
<td></td>
<td>8.7</td>
<td>8.4</td>
<td>9.0</td>
<td>.126⁶</td>
<td>estimated</td>
</tr>
<tr>
<td>CAD-8</td>
<td>5/5 CD</td>
<td>0.93x10⁻³</td>
<td>76.5 (78)</td>
<td>.172</td>
<td>12.8-13.7</td>
<td>12.3</td>
<td>10.4</td>
<td>14.1</td>
<td>.49</td>
<td>high strain rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0x10⁻⁴</td>
<td>(58)</td>
<td>.118</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6x10⁻⁵</td>
<td>(45)</td>
<td>.085</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAD-9</td>
<td>P CD</td>
<td>0.93x10⁻³</td>
<td>50.5 (51)</td>
<td>.239</td>
<td>44.2-47.1</td>
<td>117.</td>
<td>86.7</td>
<td>147.</td>
<td>.91⁶</td>
<td>bimodal grain size</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.0x10⁻²</td>
<td>(~80)</td>
<td>.089</td>
<td></td>
<td>48.4</td>
<td>37.5</td>
<td>59.4</td>
<td>.70⁶</td>
<td></td>
</tr>
<tr>
<td>CAD-10</td>
<td>P C</td>
<td>1.2x10⁻³</td>
<td>68.5 (73)</td>
<td>.425</td>
<td></td>
<td>&lt;5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

c - strain rate, σ₁₀% and σ₃₀s - flow stress at 10% strain and steady-state, respectively, εₜ - true strain, D₁ - initial grain size, Dᵣ - final grain size, D₁ and D₄ - grain size measured parallel to and perpendicular to the direction of maximum shortening, respectively and εₑ - amount of grain flattening.

† Composition: P - pure CaCO₃; 5/5 - 5% of '5.0' alumina polishing grit with d ~ 1.0 μm (see Chapter 2).
‡ Preparation procedure (temperature, confining pressure, time): A - 750°C, 300 MPa, 2 hours; B - 800°C, 300 MPa, 2 hours; C - 500°C, 500 MPa, 1 hour; D - 800°C, 300 MPa, 10 hours.

* Initial grain size inferred from: a - measurement of sizes at sample ends, b - the grain growth experiments of Chapter 2, and c - a separate static grain growth experiment at 700°C, 100 MPa, 15 minutes.

εₑ/εₜ calculated for each grain size using the total specimen strain.
FIGURE CAPTIONS: CHAPTER 4

FIGURE 1. Experimental assembly inside pressure vessel used for the deformation experiments (reprinted from Caristan, 1980). The load and the displacement were measured externally. The pore pressure was added through the thermocouple hole. The schematic is approximately 1/2 true scale.

FIGURE 2. Optical micrographs of synthetic marbles following deformation: a) wet, fine-grained; b) dry, fine-grained; c) wet, coarse-grained; d) dry, coarse-grained. The grain morphologies between wet and dry are similar, and the grain elongation is greater in the coarse grains. The maximum shortening direction was horizontal.

FIGURE 3. Optical micrographs of samples containing 5% alumina particles heat-treated at 800°C and 300 MPa for 10 hours: a) wet and b) dry. Grain elongation and dynamic recrystallization in sample 4002: c) in the middle of the sample and d) near the region of highest strain where the sample extruded around a corner of the alumina spacer.

FIGURE 4. Optical micrographs of three dry samples which show bimodal grain sizes. Examples of the fine (left) and the coarse (right) grained regions are shown. a) Coarse grains were isolated in pods in a matrix of fine grains. b) Coarse grains occurred in bands perpendicular to the maximum shortening direction. c) Coarse grains also occurred as bands perpendicular to the maximum shortening direction. The intracrystalline strain in c is significantly larger than in the others.

FIGURE 5. TEM micrographs of dislocations and boundary structures in samples following deformation: a) wet, fine-grained; b) dry, fine-grained; c) wet, coarse-grained; and d) dry, coarse-grained. The dislocation densities are higher in the coarse-grained samples even though the flow stresses were higher in the fine-grained ones.

FIGURE 6. TEM micrographs showing the sequential development of dynamic recrystallization: a) low-angle boundaries at grain corners and edges; b) low-angle boundary viewed edge-on; c) small grains which have formed at the corner of a large grain; and d-f) higher magnification of the region in the lower left of c. Grain-boundary cavities or pores, and a "semi-coherent" boundary are shown in d.

FIGURE 7. Bright-field (left) and dark-field (right) TEM micrographs: a) wet sample showing melt-phase along grain boundaries and in pores; and b) dry sample with no melt phase.
Stress vs. strain curves for wet synthetic marbles (see Table 1 for the conditions of each experiment). All strain rates are approximately $10^{-3}$ s$^{-1}$ unless otherwise indicated. Error bars are explained in text.

FIGURE 9. Stress vs. strain curves for dry synthetic marbles. For the multiple strain-rate experiments, the stress was dropped to near zero between each stage (see Table 1 for the conditions of each experiment). Approximate strain rates (s$^{-1}$) are indicated. Error bars are explained in the text.

FIGURE 10. Stress vs. strain curves comparing wet and dry, fine-grained synthetic marbles. The flow stress decreased with water for similar grain sizes for both pure calcite (solid lines) and for samples containing 5% alumina (dashed lines). Error bars are given in Figures 8 and 9.

FIGURE 11. Stress vs. strain curves for samples containing 5% alumina particles and one pure sample (dot-dashed line) at strain rates equal to $10^{-3}$ s$^{-1}$ (see Table 1 for the conditions of each experiment). The flow stress decreased with water and with increasing grain size. Error bars are given in Figures 8 and 9.

FIGURE 12. Stress vs. strain curves comparing the synthetic marbles to Solenhofen limestone and Carrera marble from Schmid et al. (1977) and Schmid et al. (1980), respectively. Approximate strain rates (s$^{-1}$) are as indicated. Error bars are given in Figures 8 and 9.

FIGURE 13. Steady-state flow stress, $\sigma_{ss}$, vs. grain size, D, for synthetic marbles at strain rates equal to approximately $10^{-3}$. Dashed, horizontal tie-lines are for samples with bimodal grain sizes. The value of the grain size exponent, n, in a Hall-Petch-type equation (see text) is given for each line. A line whose slope agrees with Hall-Petch-type behavior is shown. The uncertainties contained in the error bars are explained in text.

FIGURE 14. Grain size, D, vs. relative shortening, $e_g/e_T$, for dry and wet synthetic marbles.

FIGURE 15. Steady-state flow stress, $\sigma_{ss}$, vs. strain rate, $\varepsilon$, for synthetic marbles and Solenhofen limestone deformed under similar conditions by Schmid et al. (1977). Also included is the line for the transition from Regime 2 (power-law creep) to Regime 3 (superplasticity) for Solenhofen limestone. The uncertainties contained in the error bars for $\sigma_{ss}$ are given in the text. The uncertainty in $\varepsilon$ is estimated to be ±15%.
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Grain boundaries can be pinned by particles at the center of the grain boundary, along grain edges, or at four-grain corners. If particles (or pores) are able to migrate with moving boundaries, the second-phase concentration at four-grain corners will increase with increasing grain size. Therefore, the limiting grain size, $D_{\text{max}}$, will eventually be dependent on the pinning ability of second phases at corners.

Based purely on geometric considerations, the dependence of $D_{\text{max}}$ on $d$ and $f$ is derived for the case where all particles lie on grain corners. Similar geometric derivations have been made by Anand and Gurland (1975) and Haroun and Budworth (1968) for the case where particles lie on grain edges, and by Hellman and Hillert (1975) for the case where particles lie on grain corners. As with the other studies, it is assumed that the pinning force of a particle is large enough to prevent a boundary from breaking away.

The following derivation was provided by Brian Evans (personal communication). Assuming that the angles at grain corners are fixed by interfacial equilibrium and that the grain shape remains constant, the minimum number of second phase particles required to pin every boundary is one at every other grain corner. If all grains in a material had the same size and were homogeneously packed, they would be shaped like tetrakaidecahedra (Figure 1) and the number of corners would be six times...
the number of grains. Therefore the number of particles required to stabilize the grain size would be three. The necessary volume fraction, \( f \), of spherical second-phase particles of radius \( r \) is then given by:

\[
f = \left( \frac{3}{4} \right) \frac{4/3 \pi r^3}{11.314 a^3}
\]

where \( a \) is the edge length of a tetrakaidecahedron. The mean intercept length is:

\[
1.69a = L \quad \text{(Underwood, 1970)}
\]

Therefore:

\[
L = 1.75 \frac{r}{f^{1/3}}
\]

The diameter of a tetrakaidecahedra, defined as the distance between two parallel hexagonal faces (Figure 1), is:

\[
D_{\text{max}} = 1.44L \quad \text{(Underwood, 1970)}
\]

Therefore:

\[
D_{\text{max}} = 2.52 \frac{r}{f^{1/3}}
\]

This equation is given in Chapter 2, Table 1 as Equation 11. The most important relation is the inverse cubic dependence of \( D_{\text{max}} \) on \( f \) when particles are restricted to grain corners.
FIGURE 1. Tetrakaidekahedron. A regular space filling shape which approximates those of a grain in a polycrystalline material, $R_o = 1/2\sqrt{6}(1)$ (reprinted from Gladman, 1966).
APPENDIX 2

CALCULATION OF THE NUMBER DISTRIBUTION CURVES FOR GRAIN SIZE FROM X-RAY SEDIMENTATION DATA

X-ray sedimentation, a technique for measuring small-particles, has been briefly described in Chapter 1. This technique has been used to characterize all of the powders used in the experiments of this thesis. In Chapter 1, this technique was used to estimate the surface area of fault gouge. In Chapters 2 and 3, it was used to estimate the average diameter of the calcite, alumina, and phlogopite particles used to make the synthetic marbles. It is a technique which avoids the tedium of microscopy analyses and eliminates errors due to surface topography. However, it is sensitive to particle shape and particle clustering, and is limited to particles in the size-range of $1.0 \mu m < d < 100 \mu m$ (Chapter 1). For the two finest alumina sizes in our study ('0.1' and '1.0' see Chapter 2) the lower end of the size range has been extended to 0.1 $\mu m$.

The particles were ultrasonically dispersed in air and then classified. The uncorrected data are shown in Figures 1 and 2 for the fault gouge and for the CaCO$_3$, Al$_2$O$_3$ and phlogopite particles, respectively. Distributions of fine particles are most commonly governed by the log-normal law (Herdan, 1960). Therefore all of the uncorrected data have been plotted on log-probability graphs (Figure 3; Chapter 1, Figure 6; and Chapter 2, Figure 1). A straight-line fit on such a plot indicates a perfect log-normal distribution. With the exception of the '5.0' and the CaCO$_3$ (Chapter 2, Figure 1), a straight line was a reasonable approximation. Even the '0.1' and '1.0' data below 1.0 $\mu m$
were reasonably represented by a log-normal distribution providing evidence to support the extension of the lower bound on the particle size. The shape of the '5.0' curve is indicative of a bimodal distribution. The shape of the CaCO₃ curve indicates a skewed distribution.

For the purposes of the surface area calculations of Chapter 1, the data required no further manipulation. In order to determine the particle diameters presented in Chapters 2 and 3, the "mass percent" data needed to be converted to "number percent". A distribution diagram (Figure 4) was plotted for values determined directly from Figure 2 for the CaCO₃ and the Al₂O₃ data. Since the number-averaged diameter is inversely proportional to the cube of the mass-averaged diameter, the small mass fractions of the smallest particles constitute the majority of the number fraction (compare Figures 2 and 4). Therefore, slight errors in choosing the concentration of the smallest particles will lead to large errors in the number-averaged particle diameter. A simpler, more direct conversion can be made if it is assumed that the data is best fit by a log-normal distribution. Following Herdan (1960, pg. 94-96) if the mass percent is log-normally distributed, then the number percent is also log-normal with the same standard deviation, log σₙ, but around different means. If the weight distribution is known, then the number distribution follows from:

\[ \log X_g = \log X'_{g} - 6.908 \log^2 \sigma_g \]

where \( X_g \) is particle size at the number fraction, \( g \), \( X'_{g} \) is the particle size at the equal mass fraction, and \( \log \sigma_g \) is the standard deviation.
deviation given by:

$$\log \sigma_g = \log X_{50} - \log X_{16}$$

where $X_{50}$ and $X_{16}$ are the particle sizes at 50% and 16% mass (or number) fraction, respectively. In Figure 3 and Chapter 2, Figure 1, the number distributions have been plotted with the mass distributions. The slopes of the lines are the same (since $\log \sigma_g = \log \sigma_g'$) and the curves with large $\log \sigma_g$ (flatter slopes) have larger differences between the mass-averaged particle size and the number-averaged particle size.

Reasonable agreement was found between the X-ray sedimentation diameters calculated using this method and the diameters calculated from the BET method for the CaCO$_3$ and Al$_2$O$_3$ particles (Chapter 2, Table 2). The bimodal grain size of the '5.0' and the skewed distribution of the CaCO$_3$ powders have no effect on the number-averaged diameter. The agreement between the X-ray sedimentation and the other measurement methods for the phlogopite particles, however, is very poor (Chapter 3, Table 2); the sedimentation diameter is unreasonably small. The reason for this small diameter is probably related to the flakiness of the phlogopite particles (Figure 6) which would not follow Stoke's law of particle setting. The relation between particle shape and the applicability of the X-ray sedimentation method is discussed in Chapter 1.

To determine the ability of a dispersion of particles to inhibit grain-boundary migration, the shape of the size distribution as well as the average particle-size should be accounted for. A summation method proposed by Flowers (1979) has been used.
The "effective" size of a distribution is:

\[ d_F = \frac{\sum_i (Y_id_i^3)}{\sum_i (Y_id_i^2)} \]

where \( Y_i \) is the fraction of the total particles with diameter \( d_i \), and \( d_F \) is defined as the "Flowers" diameters.
FIGURE CAPTIONS: APPENDIX 2

FIGURE 1. Uncorrected X-ray sedimentation data for fresh (F) and old (O) fault gouge.

FIGURE 2. Uncorrected X-ray sedimentation data for calcite, alumina, and phlogopite powders. Numbers indicate alumina grit sizes.

FIGURE 3. X-ray sedimentation results for phlogopite and calcite plotted on log-probability graph. The data were collected as mass percent, M, and converted to number percent (#).

FIGURE 4. Particle size (number) histogram for the alumina and calcite powders. The small mass fractions of the smallest particles constitute an overwhelming majority of the number fraction.

FIGURE 5. TEM micrograph of a phlogopite particle. Particles are made up of very thin plates which do not obey Stoke's law of particle settling.
Figure 3
Figure 5

phlogopite 0.5 um
APPENDIX 3

TECHNIQUE USED TO IDENTIFY THIN INTERGRANULAR FILMS

Thin intergranular films are known to affect the mechanism(s) and kinetics of grain-boundary migration in ceramics (Brook, 1976, Yan, et al., 1977; Bennison and Harmer, 1985). However, unambiguous identification of such films is difficult. The most commonly used techniques are lattice-fringe imaging and conventional bright field/dark field microscopy. Lattice-fringe imaging has been used by geoscientists to determine the distribution of intergranular glass-phases as thin as 2 nm in olivine-basalt aggregates (Vaughan and Kohlstedt, 1982) but as yet has only been used to analyze intracrystalline defects in carbonates (Wenk et al., 1983). Mastering this technique requires considerably more time than was available for the present study, therefore conventional bright field/dark field methods, described by Lou et al. (1978), Clarke (1979 and 1980), and Hansen and Phillips (1983), were followed with slight modifications.

The technique used in this study involved setting up two-beam conditions such that "glassy" or very fine-grained regions were illuminated in dark-field. The procedure involved four steps: 1) Triple junctions that appeared to contain a "glassy" phase were located in bright field and centered on the optic axis (Figure 1a). Selected-area-diffraction (SAD) patterns from such regions showed the characteristic "amorphous" ring pattern (Figure 1b). 2) A portion of one of the brighter rings, preferably a portion away from a strongly reflecting spot, was rotated onto the optic axis. When this region was
then imaged in dark field, the "glassy" phase at the triple junction was illuminated. 4) In bright field, specimens were tilted so that the grain boundary of interest was parallel to the electron beam (edge-on). A "glassy" film along the grain boundary was thereby illuminated in dark field relative to the surrounding grains (Chapter 2, Figure 7b).

Complications due to ion-bombardment during the preparation of the specimen, to the conductive carbon-coat, to electron-beam damage, and to the pervasive grain-boundary cracks which resulted from thermal stresses, precluded positive identification of films less than 10 nm in thickness.

The composition of the thin intergranular film was tentatively identified by computing the crystal-lattice spacing, d, from the ring diameter, 2r, using:

\[
\frac{(\lambda L)}{r} = d
\]

where, \(\lambda\), is the electron wavelength dependent upon the accelerating voltage (100 or 200 kV), and L is the camera length which is unique for each electron microscope. The measurements of d from a single ring pattern and from a combination of several ring patterns are compared to the known lattice spacings of possible crystalline substances listed in Table 1. The correlation of the measured lattice spacings from the TEM diffraction patterns to those measured by X-ray methods supports but does not necessarily prove the contention that the intergranular "glassy" phases were derived from a melt with a composition of CaCO\(_3\) + Ca(OH)\(_2\), consistent with the observations of Wyllie and Boettcher (1969). An SAD pattern was also taken from a polycrystalline region of the sample (Figure 2), and the rings were indexed and found to be very similar to those shown in Figure 1a and listed in Table 1. Several of
the measured lattice spacings also agree with lattice spacings in carbon. However, the rings in the diffraction patterns from carbon-coated grids (Figure 3) were more diffuse than those from the "glassy" film.

Several other observations helped to identify the presence or absence of thin intergranular films: 1) Pores with dihedral angles greater than 60° were present in specimens heat-treated at low temperatures (Chapter 2, Figure 7c). 2) No thin film was detect along the boundary of a calcite bicrystal heated to over 800°C. 3) No thin film was detected in Carrera marble which was not heat-treated.

Using this technique alone, it is not possible to establish whether or not some or all of the grain boundaries in samples heat-treated above the melting temperature were completely wet. Development of a lattice-fringe imaging technique may be required to answer such a question.
TABLE 1. Comparison of lattice spacings from ring patterns to that from X-ray data* for strongly diffracted lattice planes.

<table>
<thead>
<tr>
<th>Ring patterns</th>
<th>Lattice spacings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d(A)/hk1</td>
</tr>
<tr>
<td></td>
<td>CaCO₃</td>
</tr>
<tr>
<td>Correlation of</td>
<td>2.6</td>
</tr>
<tr>
<td>Single Pattern</td>
<td>2.2</td>
</tr>
<tr>
<td>several patterns</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>.64</td>
</tr>
<tr>
<td></td>
<td>.53</td>
</tr>
</tbody>
</table>

*Collected from Joint Committee on Powder Diffraction standards (JCPDS)
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FIGURE 1. TEM micrographs of synthetic marble. a) dark-field micrograph of "glassy" region that was used for diffracting conditions; b) the bright-field diffraction pattern from the triple junction in a); c) dark field diffraction pattern with a bright ring rotated onto the optic axis.

FIGURE 2. TEM micrographs of: a) polycrystalline calcite from a synthetic marble; and b) diffraction pattern from the polycrystalline region in a).

FIGURE 3. TEM micrographs of carbon. a) dark-field micrograph of carbon film; b) diffraction pattern from film showing the diffuse rings.
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