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Chapter 1

Introduction

The problem of balancing risk and reward is one that is inherent to the stock market, and one that investors must understand well if they wish to outperform their peers. The basic premise behind portfolio theory states that, at every point in time, the portfolio manager must allocate a limited set of resources across stocks with differing risk and return profiles, always with the goal of maximizing returns and minimizing risk. Markowitz, in 1952, formalized this thought process mathematically and introduced the notion of an efficient frontier: a curve over which a portfolio maximizes return given a certain level of risk. This concept is perhaps the most fundamental cornerstone of Modern Portfolio Theory. The original framework, however, overlooks a significant player in market dynamics, and one that has triggered much academic interest in the last decade: transaction costs. Transaction costs refer to the various costs of implementing a portfolio, and which derive mainly from the demand of liquidity. The majority of these costs can be traced back to commissions, bid/ask spreads, opportunity costs and price impact.

In 1988, Andre Perold studied the effects of these transaction costs on portfolio selection. He noticed that a hypothetical or “paper” portfolio consistently outperforms its actual portfolio. In one such example, he realizes that a hypothetical portfolio constructed according to the Value line rankings outperforms the Value Line Fund (the actual portfolio) by over 15%. Perold calls the difference in performance between the “paper” and the real portfolio its “implementation shortfall”. The implementation costs, as he notes, can significantly offset returns if they are not managed appropriately, suggesting that a portfo-
Prio manager not only wants to maximize return and minimize risk, he also wishes for his portfolio’s shortfall to be minimized – that is, he wishes for the trades that will take him from a “paper” to a real portfolio to be optimally executed. Optimal execution, however, is a game of balance – if you execute too fast, your impact on liquidity will be large and your impact costs will increase, if you execute too slow, the inherent randomness of the markets can cause unfavorable price movements. Almgren and Chriss (2000), using the same framework that Markowitz had devised 50 years before, elegantly model the intricacies of the inherent tradeoff between impact cost and timing risk that a trader faces when trying to achieve optimal execution. They introduce as well the notion of an efficient trading frontier, that is, the set of all trading trajectories that minimize cost for a given level of risk. Even though the analytical framework derived by Almgren and Chriss is still widely used, its underlying assumptions are no longer valid.

Almgren and Chriss develop their framework within a market that behaves linearly, that is, one in which impact costs are linear in the size of the executed order. This oversimplifies the highly complex market dynamics, thus producing trajectories which are suboptimal. Recent academic work strongly favors market dynamics which are nonlinear in nature, more specifically they favor a square-root model. Additionally, the Almgren and Chriss framework does not scale easily when there exist trading constraints. These constraints constitute any additional restrictions the trader might have when executing: a trader tracking short-term capital gains might be restricted to executing only within a certain price range, or a trader executing on behalf of a mutual fund might be restricted from short selling. In either case, the exclusion of these constraints from the optimization process significantly alters the shape of the resulting trading trajectories. The last point to be made regarding the Almgren and Chriss framework refers to the nature of their solutions: their chosen optimization method produces static trading trajectories. That is, it produces trading curves that do not react to changes in market conditions. It is clear that an execution strategy which adapts dynamically to unforeseeable market conditions will, on average, outperform its static counterpart. As such, we wish to approach the problem of optimal execution within a framework that is both dynamic, and that is easily extendible to nonlinear and constrained systems.
In the following chapters, we provide an in-depth study of the problem of optimal execution within a dynamic programming framework. This, however, is not a new approach: Bertsimas and Lo (1998) and Huberman and Stanzl (2005) both study optimal execution through dynamic programming. In Chapter 2, we replicate the results of Bertsimas and Lo (1998) and Huberman and Stanzl (2005) using an exponential objective function that allows for risk control. We show that, in a market with linear dynamics, a trader without private information does not benefit from the adaptive nature of the dynamic algorithm. On the other hand, however, we show that a trader with some prior information regarding the price dynamics, which we choose to model as an exponentially decaying stochastic process, only executes optimally when he does so in response to these real-time observations of the private information variable. We further show that once we add short sale constraints to the problem, or once we choose to model market dynamics with a nonlinear function, the algorithm ceases to give us a closed form solution for the optimal trajectories. Instead, the problem becomes exponentially hard to solve, and we are thus forced to approximating the optimal value function in the hope of finding a suboptimal solution that fits our needs.

In Chapter 3 we introduce the notion of Approximate Dynamic Programming via Linear Programming. We show that the dynamic programming equations from Chapter 2 can be solvable via a nonlinear program. We further show that the exponential objective function is suitable for linearization, and we can thus solve an approximate version of our original problem using linear programming algorithms. The main advantage of the linear programming algorithm is that it the underlying model can easily incorporate nonlinear impact functions and shortsale constraints. However, the performance of the algorithm is highly dependent on a number of user input parameters. As such, we introduce each of these parameters and propose heuristics for each of them that are based on the results from Chapter 2.
Chapter 2

The Trader’s Problem

Suppose a trader wishes to purchase $S$ units of a security over a fixed time horizon $[0, T]$. For every unit length interval $k \in [0, T]$, the trader must determine the optimal number of units that he wishes to buy, $s_t$. When making such a decision, the trader seeks to find a balance between his immediate and his future costs, whilst maintaining his exposure to risk within a desired level. Risk, in our framework, refers to the uncertainty associated with the forecasted execution cost of any trading strategy. It mainly derives from the volatility of price and market volume. Costs, on the other hand, are associated with the market imbalances produced by trading. When liquidity is finite, there is an impact on the price of the security that comes from the associated increase in demand due to $s_t$. This impact on price has both a short-lived and a long-lived effect, and as expected, moves in a direction opposite to that which benefits the execution. These effects, commonly referred to as market impact, can be thought of as the difference between a price trajectory in which an order for $s_t$ units was placed, and one in which it was not. Since both of these scenarios cannot be reproduced simultaneously, market impact has come to be known as the Heisenberg Uncertainty Principle of finance (Kissell and Glantz (2003)).

Bertsimas and Lo (1998) show that a trader seeking to minimize market impact will choose to trade evenly throughout the entire horizon. Nonetheless, this strategy ignores the underlying volatility of price and the opportunity cost that might arise from unfavorable price movements throughout the trading horizon. As such, we will assume that the objective function of the trader not only accounts for the expected cost of purchasing $S$ units over the
trading horizon, but also accounts for the variance of such an execution strategy. If we let \( s_t \) be the number of shares executed at price \( \tilde{p}_t \), and we let \( V^* \) be some variance associated with the trader’s degree of risk aversion, then the trader’s problem can be summarized as:

\[
\begin{align*}
\min_{s_t} \ E & \left[ \sum_{t=1}^{T} \tilde{p}_t s_t \right] \\
\text{s.t.} \ & \ \text{var} \left[ \sum_{t=1}^{T} \tilde{p}_t s_t \right] \leq V^* \\
\tilde{p}_t &= f(\tilde{p}_{t-1}, s_t, x_t, \varepsilon_t) \\
x_t &= g(x_{t-1}, \nu_t) \\
\sum_{t=1}^{T} s_t &= S \\
s_t &\geq 0
\end{align*}
\]

(2.1)

where \( x_t \) is a variable that predicts price, \( \varepsilon_t \) and \( \nu_t \) are gaussian noise, and \( f(\cdot) \) and \( g(\cdot) \) are functions that model the dynamics of \( \tilde{p}_t \) and \( x_t \) respectively. Such dynamics will be further explored in the next section.

The problem formulated above can be approached using both dynamic and static optimization techniques. A static solution to Eq. (2.1) results in strategies that are determined a-priori, that is, \( s_t \) can be fully characterized using only information available at time \( t = 0 \). On the other hand, dynamic solutions will use information available up to time \( t - 1 \) to determine \( s_t \). The nonnegativity constraint in Eq. (2.1), \( s_t \geq 0 \), is commonly referred to as a shortsale constraint. Bertsimas and Lo (1998) show that a dynamic solution to the risk-neutral (i.e., \( V^* = \infty \)) trader’s problem with such a constraint is exponential in time. As such, they propose a static nonlinear optimization problem that, even though does not have a closed form solution, is indeed computationally feasible. Almgren and Chriss (1999) study the trader’s problem in the case where shortsale constraints are ignored. Using a static optimization approach, they derive optimal trajectories, and introduce the concept of the Efficient Trading Frontier (ETF). The ETF is the curve in the mean-variance space that results from solving Eq. (2.1) across different values of \( V^* \):
More recently, Huberman and Stanzl (2005) solve a dynamic version of Eq. (2.1) using an additive-separable version of Bellman’s equation with both expectation and variance terms. Assuming a linear price impact function with constant and positive slope, and ignoring shortsale constraints, the authors arrive at a closed form solution for the traders problem. Using the same technique, they propose a recursive solution for the problem in which the price impact slope is time-dependent. Such a scenario derives from empirical evidence: Chan, Chun and Johnson (1995) find that the spread of NYSE stocks follows a U-shape pattern, thus suggesting that the slope of the price impact function should behave similarly.

2.1 Market Impact and Price Dynamics

As was suggested previously, the market impact associated with the order of \( s_t \) units has both a temporary and a permanent component. The temporary market impact represents the cost from demanding liquidity, and possibly exhausting liquidity at various price levels. Such imbalances lead to price movements away from the equilibrium. However, once liquidity is reset, the price goes back to its equilibrium value. The permanent market impact, on the other hand, represents changes in the equilibrium price of the security, and as such, affects the cost of all subsequent trades.

We will define the temporary and permanent impact to be functions of the trade imbalance. From the trader’s perspective, the trade imbalance at time \( t \) is given by \( s_t + \eta_t \), where \( \eta_t \) represents the residual trades in the market. We will further assume that \( \{\eta_t\}_{t=1}^{T} \) are i.i.d. random variables, with zero mean and finite variances \( \sigma_{\eta,t}^2 \). Additionally, we assume knowledge of some variable \( x_t \) that influences price. Such a variable can represent, for example, an expectation of liquidity for the particular asset of interest, or the expected return on an index that the asset might follow closely. Suppose that at time \( t \), the equilibrium price
of the security is \( p_t \). The execution price, \( \tilde{p}_t \), is then given by:

\[
\tilde{p}_t = p_t + T_t (s_t + \eta_t)
\]  

(2.3)

Here, \( T_t (s_t + \eta_t) \) is the temporary impact function. Note that our model, as recent empirical studies suggest (Chordia et al. (2001)), allows for the temporary impact function to vary with time. Similarly, the equilibrium price at time \( t+1 \) will be given by the discrete arithmetic random walk:

\[
p_{t+1} = p_t + P_t (s_t + \eta_t) + I_t (x_t) + \varepsilon_t
\]  

(2.4)

The \( \varepsilon_t \) are random variables with zero mean and finite variance, \( \sigma_{\varepsilon,t}^2 \), which represent the volatility of the security at time \( t \), \( P_t (s_t + \eta_t) \) is the permanent impact function, and \( I_t (x_t) \) is a function that predicts price based on the information variable \( x_t \).

### 2.2 An Exponential Utility Function

The traders problem, as stated in Eq. (2.1), is to minimize execution costs while maintaining exposure to risk within a certain desired level. We can rewrite Eq. (2.1) as:

\[
\min_{s_t} \mathbb{E} \left[ u \left( \sum_{t=1}^{T} \tilde{p}_t s_t, f (V^+) \right) \right]
\]

s.t.

\[
\tilde{p}_t = p_t + T_t (s_t + \eta_t)
\]

\[
p_{t+1} = p_t + P_t (s_t + \eta_t) + I_t (x_t) + \varepsilon_t
\]

\[
x_t = g(x_{t-1}, \nu_t)
\]

\[
\sum_{t=1}^{T} s_t = S
\]

\[
s_t \geq 0
\]

(2.5)

where \( u (\theta, \lambda) \) represents a utility function that captures the desired trade-off between cost and risk preference. Let \( u (\theta, \lambda) = \exp (\lambda \theta) \), where \( \theta \) is a random variable representing the cost distribution of the execution strategy, and \( \lambda \) represents the risk aversion coefficient of
the trader. If \( \theta \) is normally distributed, we have that:

\[
E [u (\theta, \lambda)] = E [\exp (\lambda \theta)] = \exp \left( \lambda E [\theta] + \frac{\lambda^2}{2} \sigma^2_\theta \right)
\]

We can readily see that with an exponential utility function, (2.5) is equivalent to a mean-variance optimization:

\[
\min E [\exp (\lambda \theta)] \iff \min \left\{ \exp \left( \lambda E [\theta] + \frac{\lambda^2}{2} \sigma^2_\theta \right) \right\} \\
\iff \min \left\{ E [\theta] + \frac{\lambda}{2} \sigma^2_\theta \right\}
\]

Alternatively, we can think of this problem in terms of the certainty equivalent cost. The certainty equivalent cost is defined as the fixed cost, \( \theta_c \), whose utility is equal to the expected utility of the cost distribution, \( \theta \). An equivalent problem to (2.5) would be one in which we seek to minimize the certainty equivalent cost. If the cost distribution is normally distributed, we can solve for \( \theta_c \):

\[
\exp (\lambda \theta_c) = E [\exp (\lambda \theta)] = \exp \left( \lambda E [\theta] + \frac{\lambda^2}{2} \sigma^2_\theta \right)
\]

And we conclude that \( \theta_c = E [\theta] + \frac{\lambda}{2} \sigma^2_\theta \). We can again see the equivalence between (2.5) and a mean-variance optimization:

\[
\min E [\exp (\lambda \theta)] \iff \min \theta_c \\
\iff \min \left\{ E [\theta] + \frac{\lambda}{2} \sigma^2_\theta \right\}
\]

The above equivalence, along with the multiplicative properties of the exponential function, will make such a utility function of particular interest when formulating the trader’s problem in a dynamic framework.
2.3 A Dynamic Program

Suppose that in the price dynamics equation (2.4), $\epsilon_t$ is normally distributed, such that $\tilde{p}_t$ also follows this distribution. We can now take advantage of the exponential utility function, as was shown in the previous section, and we can restate the trader’s problem as:

$$\min_{s_t} E \left[ \exp \left( \lambda \sum_{t=1}^{T} \tilde{p}_t s_t \right) \right]$$

s.t.  

$$\tilde{p}_t = p_t + T_t (s_t + \eta_t)$$

$$p_{t+1} = p_t + P_t (s_t + \eta_t) + I (x_t) + \epsilon_t$$

$$x_t = g(x_{t-1}, \nu_t)$$

$$\sum_{t=1}^{T} s_t = S$$

$$s_t \geq 0$$

At any time $t$, the state of the above system can be fully described by the equilibrium price at time $t$, $p_t$, the information variable $x_t$, and the number of units that remain to be sold, $W_t = W_{t-1} - s_{t-1}$. These variables represent the information that is available to the trader before he decides the number of units he plans to purchase at time $t$, $s_t$. Additionally, we have the boundary conditions $W_1 = S$ and $W_{T+1} = 0$.

The dynamic programming algorithm relies on the fact that a sequence of trades that is optimal in the interval $[0, T]$ will necessarily be optimal in the interval $[t, T]$, for all $t \geq 0$. If we let $V_t (p_t, x_t, W_t)$ be the optimal cost-to-go function when our state is $(p_t, x_t, W_t)$, we can translate the above condition into the following recursion:

$$V_t (p_t, x_t, W_t) = \min_{s_t \geq 0} E \left[ \exp (\lambda \tilde{p}_t s_t) V_{t+1} (p_{t+1}, x_{t+1}, W_{t+1}) \right]$$  (2.6)

Additionally, because of the boundary condition we require that

$$V_T (p_T, x_T, W_T) = E \left[ \exp (\lambda \tilde{p}_T W_T) \right]$$  (2.7)

since the optimal trade size at time $t = T$ is $s^*_T = W_T$.  
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Thus, the expected utility for the optimal trajectory $s_t^1, ..., s_T^s$ will be given by:

$$V_1(p_t, x_t, W_t) = \min_{s_t \geq 0} E \left[ \exp \left( \lambda \sum_{t=1}^{T} \tilde{p}_{ts} \right) \right]$$

(2.8)

### 2.4 The Unconstrained Trader’s Problem

As an initial approach to the constrained trader’s problem, and in order to gain some insight about how solutions to it might behave, we will first consider the unconstrained version of the DP recursion presented in the previous section:

$$V_t(p_t, x_t, W_t) = \min_{s_t} E \left[ \exp \left( \lambda p_t \right) V_{t+1}(p_{t+1}, x_{t+1}, W_{t+1}) \right]$$

(2.9)

Since we require $p_t$ to be normally distributed, the above equation can be simplified to:

$$V_t(p_t, x_t, W_t) = \min_{s_t} \left\{ \exp \left( \lambda E [\tilde{p}_t] s_t + \frac{\lambda^2}{2} s_t^2 \text{var}(\tilde{p}_t) \right) E [V_{t+1}(p_{t+1}, x_{t+1}, W_{t+1})] \right\}$$

(2.10)

Similarly, the boundary condition in Eq. (2.7) can be rewritten as:

$$V_T(p_T, x_T, W_T) = \exp \left( \lambda E [\tilde{p}_T] W_T + \frac{\lambda^2}{2} W_T^2 \text{var}(\tilde{p}_T) \right)$$

(2.11)

To solve the above system of equations, it will be necessary to fully characterize both the market impact functions as well as the dynamics of the information variable and the function $I_t(x_t)$. In what follows, we solve the Trader’s Problem when the dynamics of the system are linear, both with and without access to the information variable $x_t$. The solutions will thus give us an understanding of the value of both information and its dynamic incorporation during execution.

#### 2.4.1 Linear Dynamics without Information

We will quote a result by Huberman and Stanzl (2000), which states that when price impact is time stationary, only linear impact functions rule out arbitrage. This, in our framework,
refers solely to permanent impact, as temporary impact functions do not introduce arbitrage. However, for simplicity, suppose that both the temporary and permanent impact functions are linear, and their slopes are time-dependent. In the absence of information, the price dynamics then become:

\[
\hat{p}_t = p_t + \gamma_{1,t} (s_t + \eta_t) \tag{2.12}
\]

\[
p_{t+1} = p_t + \gamma_{2,t} (s_t + \eta_t) + \varepsilon_t \tag{2.13}
\]

Under the above dynamics, the unconstrained trader’s problem has a unique closed-form solution. The following theorem characterizes such a result.

**Theorem 1.** Suppose the price dynamics of the system follow Eqns. (2.12 - 2.13). Then, the recursion given by Eq. (2.10), with Eq. (2.11) as the boundary condition, has a unique solution given by:

\[
s_{T-k} = \theta_k W_{T-k} \tag{2.14}
\]

\[
V_{T-k} (p_{T-k}, W_{T-k}) = \exp (\lambda \cdot f (p_{T-k}, W_{T-k})) \tag{2.15}
\]

\[
f (p_{T-k}, W_{T-k}) = p_{T-k} W_{T-k} + a_k W_{T-k}^2 \tag{2.16}
\]

for \(k = 0, 1, ..., T - 1\), where:

\[
\theta_k = \frac{(2a_{k-1} - \gamma_{2,k}) + \lambda \left( \gamma_{2,k}^2 \sigma_{\eta,k}^2 + \sigma_{\varepsilon,k}^2 \right)}{2 \left( a_{k-1} + \gamma_{1,k} - \gamma_{2,k} \right) + \lambda \left( \gamma_{1,k}^2 \sigma_{\eta,k}^2 + \gamma_{2,k}^2 \sigma_{\eta,k}^2 + \sigma_{\varepsilon,k}^2 \right)} \tag{2.17}
\]

\[
a_k = (1 - \theta_k)^2 \left[ a_{k-1} + \frac{\lambda}{2} \left( \gamma_{2,k}^2 \sigma_{\eta,k}^2 + \sigma_{\varepsilon,k}^2 \right) \right] + \theta_k^2 \left[ \gamma_{1,k} - \gamma_{2,k} + \frac{\lambda}{2} \gamma_{1,k}^2 \sigma_{\eta,k}^2 \right] + \theta_k \gamma_{2,k} \tag{2.18}
\]

with \(\theta_0 = 1\).

Somewhat against intuition, we realize that the optimal execution trajectory in the absence of information is only a function of the size of the unexecuted order, \(W_t\), and is
independent of the prevailing equilibrium price, $p_t$. That is, the optimal strategy does not take advantage of intraday price observations. Instead, all the information needed to derive the sequence of optimal trades is known \textit{a-priori}. Such a strategy is commonly referred to as being static, and provides a useful benchmark when assessing the real value of dynamic execution algorithms.

The question still remains, however: why is the optimal execution trajectory independent of price? The answer lies in the structure of the price dynamics. As can be seen, an observation of the equilibrium price at time $t$ in no way helps us predict future values of the equilibrium price - the only variable which does so is our control variable, $s_t$. That is to say:

$$
E[p_{t+k} - p_{t+k-j} | p_t] = E[p_{t+k} - p_{t+k-j} | p_1] = \sum_{i=1}^{j} \gamma_{2,t+k-i} s_{t+k-i}
$$

In other words, $p_t$ gives no additional information as to whether it is preferable to execute at time $t + k - j$, or wait an additional $j$ periods and execute at time $t + k$.

Figure 2-1 shows sample execution trajectories for different values of the risk-aversion parameter $\lambda$. We readily recognize, for example, that a risk-neutral trader ($\lambda = 0$) divides the order evenly throughout the trading horizon, as Bertsimas and Lo (1998) had previously
shown. Similarly, we also recognize that the optimal execution trajectory of a risk-averse trader \((\lambda > 0)\) will be decreasing in time, as shown in both Almgren and Chriss (2001) and Huberman and Stanzl (2005).

### 2.4.2 Linear Dynamics with Information

We will now explore the effect of information on the optimal execution strategy. Following Bertsimas and Lo (1998), suppose that the information variable follows a stationary AR(1) process:

\[
x_t = \alpha x_{t-1} + \delta_t
\]  

(2.19)

where \(\alpha > 0\) and \(\delta_t\) is a zero-mean gaussian variable with variance \(\sigma_{\delta_t}^2\).

Additionally, suppose that the function \(l_t(x_t)\) is linear with a time-dependent slope. The price dynamics are then given by:

\[
\hat{p}_t = p_t + \gamma_{1,t} (s_t + \eta_t)
\]

(2.20)

\[
p_{t+1} = p_t + \gamma_{2,t} (s_t + \eta_t) + \rho_{2,t} x_t + \varepsilon_t
\]

(2.21)

As in the previous section, given the above dynamics, the unconstrained trader’s problem has a unique closed-form solution. The following theorem characterizes such a result.

**Theorem 2.** Suppose the price dynamics of the system follow Eqns. (2.20 - 2.21), and the information variable follows Eqn. (2.19). Then, the recursion given by Eq. (2.10), with Eq. (2.11) as the boundary condition, has a unique solution given by:

\[
s^*_T-k = \phi_k x_{T-k} + \Theta_k W_{T-k}
\]

(2.22)

\[
V_{T-k} (p_{T-k}, x_{T-k}, W_{T-k}) = \exp (\lambda \cdot f (p_{T-k}, x_{T-k}, W_{T-k}))
\]

(2.23)

\[
f (p_{T-k}, x_{T-k}, W_{T-k}) = p_{T-k}W_{T-k} + a_kW^2_{T-k} + b_kx_{T-k}W_{T-k} + c_kx^2_{T-k} + d_k
\]

(2.24)
for $k = 0, 1, \ldots, T - 1$, where:

$$
\phi_k = \frac{\alpha b_{k-1} + \rho_{2,k}}{z_k}
$$

$$
\theta_k = \frac{(2a_{k-1} - \gamma_{2,k}) + \lambda (\gamma^2_{2,k} \sigma^2_{n,k} + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k})}{z_k}
$$

$$
z_k = 2 (a_{k-1} + \gamma_{1,k} - \gamma_{2,k}) + \lambda (\sigma^2_{n,k} [\gamma^2_{1,k} + \gamma^2_{2,k}] + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k})
$$

$$
a_k = (1 - \theta_k)^2 \left[ a_{k-1} + \frac{\lambda}{2} (\gamma^2_{2,k} \sigma^2_{n,k} + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k}) \right] + \theta_k \gamma_{2,k}
$$

$$
b_k = \phi_k \theta_k \left[ 2 (a_{k-1} + \gamma_{1,k} - \gamma_{2,k}) + \lambda (\sigma^2_{n,k} [\gamma^2_{1,k} + \gamma^2_{2,k}] + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k}) \right] + \phi_k [\gamma_{2,k} - 2a_{k-1} - \lambda (\gamma^2_{2,k} \sigma^2_{n,k} + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k})] + \theta_k [-\rho_{2,k} - \alpha b_{k-1} + \rho_{2,k} + \alpha b_{k-1}]
$$

$$
c_k = \phi_k \left[ a_{k-1} - \gamma_{2,k} + \frac{\lambda}{2} (\sigma^2_{n,k} [\gamma^2_{1,k} + \gamma^2_{2,k}] + \sigma^2_{\varepsilon,k} + [\rho^2_{2,k} + b^2_{k-1}] \sigma^2_{\delta,k}) \right] + \phi_k [-\rho_{2,k} - \alpha b_{k-1}] + \alpha c_{k-1} + 2 \lambda \alpha^2 \sigma^2_{\delta,k} c_{k-1}
$$

$$
d_k = d_{k-1} + \sigma^2_{\delta,k} c_{k-1}
$$

(2.25)

with $b_0 = c_0 = d_0 = 0$, $\phi_0 = 0$ and $\theta_0 = 1$.

The first difference to be noted between Eq. 2.14 and Eq. 2.22 is that the latter incorporates observations of the information variable when determining the optimal execution trajectory. As such, the resulting strategy will be truly dynamic, since at time $t$, the optimal allocation of shares to be traded, $s_t$, depends on the observed value of the information variable, $x_t$. This dependence, however, produces a somewhat counter-intuitive result, as is noted in Bertsimas and Lo (1998).

Bertsimas and Lo show that, given a risk-neutral trader with knowledge of a positively correlated information variable (i.e., $\lambda = 0$, $\alpha > 0$ and $\rho > 0$), the coefficient multiplying the information variable in Eq. 2.22 is positive - that is, $\phi_k > 0$. In our model, numerical simulations using empirically plausible parameters verify that this holds for risk-averse
traders as well. The apparent contradiction, then, is that positive observations of $x_t$ increase both the number of shares to be traded at time $t$ and the equilibrium price to be seen at time $t + 1$. This result is particularly counter-intuitive when $0 < \alpha < 1$, since in this case we expect $x_t$ to decay exponentially to zero, and consequently, its contribution to the equilibrium price to decay to zero as well. This common misperception is solved by noting that the contribution of $x_t$ to the equilibrium price $p_t$ is permanent. That is, a unit observation of $x_t$ not only implies an expected increase of $\rho_{2,t}$ on $p_{t+1}$, but also an expected increase of $\rho_{2,t} + \alpha \rho_{2,t+1}$ on $p_{t+2}$, and so on. From this we note that:

$$E[p_{t+k} - p_{t+k-j} | p_t, x_t] = \sum_{i=1}^{j} \left( \gamma_{2,t+k-i} s_{t+k-i} + \alpha^{k-i} \rho_{2,t+k-i} x_i \right)$$

In other words, given an observation of $x_t$, it is less costly to execute at time $t + k - j$, than it is to wait $j$ periods and execute at time $t + k$. The opposite is true when our observation of $x_t$ is negative.

This translates into trajectories that favor execution in the early periods, or that “front-
load” with respect to their static benchmarks. This phenomenon is best seen in figure 2-2, which shows a sample trajectory of $x_t$ and the resulting optimal trajectories for different values of risk-aversion.

### 2.5 The Curse of Dimensionality

#### 2.5.1 Nonlinear Dynamics

So far, the assumption of linear dynamics has proved to be a convenient framework for our problem: we have been able to derive closed form solutions for the Trader’s Problem both in the absence and presence of information. However, markets do not behave linearly, and modelling both price and information dynamics as such is usually a poor design decision. Incorporating nonlinear dynamics into our system will usually deter us from finding closed-form solutions. Nonetheless, certain dynamics might allow for numerical solutions to be available. The process behind finding such solutions is the same as that which we presented earlier, in other words, the solutions is constructed using a set of recursive equations. Suppose the dynamics of our system are given by:

\begin{align*}
  p_t &= f(p_{t-1}, s_{t-1}, \eta_{t-1}, x_{t-1}, \varepsilon_{t-1}) \\
  \hat{p}_t &= g(p_t, s_t, \eta_t) \\
  x_t &= h(x_{t-1}, \delta_{t-1})
\end{align*}

The boundary condition at time $T$ is maintained, and given by:

\[ V_T (p_T, x_T, W_T) = E \left[ \exp (\lambda g(p_T, W_T, \eta_T)W_T) \right] \]  \hspace{1cm} (2.29)

Similarly, at time $t < T$, the recursion is given by:

\[ V_t (p_t, x_t, W_t) = \min_{s_t} E \left[ \exp (\lambda g(p_t, W_t, \eta_t)s_t) V_{t+1} (f(p_t, s_t, \eta_t, x_t, \varepsilon_t), h(x_t, \delta_t), W_t - s_t) \right] \]  \hspace{1cm} (2.30)
The optimal number of shares to be executed, $s^*_t$, is then given as a function of the state variables:

$$s_t^* = \arg \min_{s_t} \mathbb{E} \left[ \exp \left( \lambda g(p_t, W_t, \eta_t)s_t \right) V_{t+1} \left( f(p_t, s_t, \eta_t, x_t, \zeta_t), h(x_t, \delta_t), W_t - s_t \right) \right]$$

$$= z_t(p_t, x_t, W_t)$$

(2.31)

Once $V_1(\cdot)$ has been found, initial conditions allow us to obtain $s^*_2$. In the next time period, observations of the state variables allow us to obtain $s^*_3$, and so on until we reach the end of the trading horizon. This process, in practice, is computationally expensive and often times intractable. As was suggested previously, closed form expressions for $V_1(\cdot)$ and $s^*_t(\cdot)$ are usually not available. Instead, common practice is to store these functions using lookup tables: that is, for each possible combination of the state variables, we store the value which this functions maps to. It is easy to see that this practice becomes intractable quite easily, since the amount of space needed to store these lookup tables increases exponentially with the cardinality of our state-space and with the magnitude of our trading horizon.
2.5.2 Adding Shortsale Constraints

The non-negativity constraint of Eqn. 2.6 is commonly known as a shortsale constraint. It arises from the prohibition that certain financial institutions, such as mutual funds, have from short-selling. As such, optimally accounting for such a constraint becomes of importance. The solution to the unconstrained problem from equation 2.14 suggests that such constraints are not binding unless $\theta_k < 0$. This, in turn, translates to conditions in the dynamics of both the price-impact slopes and variance terms. For example, Figure 2-3 shows the optimal trajectories associated with a system in which the price-impact slopes of the first period is larger than that of the remaining periods. The trajectories suggest that a trader with a low risk-aversion will want to short a number of stocks in the first period, a result which certain institutional investors might be prohibited from implementing. Imposing such a constraint in a dynamic optimization framework, however, adds a level of complexity to the problem which renders it unfeasible.

The added complexity from shortsale constraints is a result of the recursive nature of dynamic programming. Suppose, as was done in Section 2.4.1, that the price-impact functions are linear. Equation 2.15 of Theorem 1 states that the optimal cost-to-go function of the unconstrained problem, $V(\cdot)$, is of the form $\exp(f(\cdot))$, where $f(\cdot)$ is quadratic in the state variables of the system. We will refer to this functional form as an exponential-
quadratic composite function. Consider now what happens once non-negativity constraints are added.

At time $T$ the optimal control is given by $s^*_T = W_T$, and the optimal cost-to-go function, $V_T(\cdot)$, will be an exponential-quadratic composite function, as can be easily verified. As such, in the $T - 1$st period we will want to minimize an exponential-quadratic composite function subject to a non-negativity constraint of the form $0 < s^*_{T-1} < W_{T-1}$. Since the exponential function is monotonic, we are only concerned with the minimization of the quadratic function. Given the nature of the constraint, however, the value of the constrained optimal control, $s^*_{T-1}$, will be a piecewise function of the value of the unconstrained optimal control, $s^*_{T-1}$:

$$\tilde{s}_{T-1} = \begin{cases} 
0 & \text{if } s^*_{T-1} < 0 < W_{T-1} \\
 s^*_{T-1} & \text{if } 0 < s^*_{T-1} < W_{T-1} \\
 W_{T-1} & \text{if } 0 < W_{T-1} < s^*_{T-1}
\end{cases} \quad (2.32)$$

The piecewise nature of the solution, in turn, causes $V_{T-1}(\cdot)$ to be piecewise as well. As such, $V_{T-1}(\cdot)$ will be represented by a different exponential-quadratic composite function in each of these intervals. In the $T - 2$nd period, a similar process will occur, and each of the three intervals over which $V_{T-1}(\cdot)$ is defined, will have to be subdivided into another three intervals. Thus, both $\tilde{s}_{T-k}$ and $V_{T-k}(\cdot)$ will be piecewise functions defined over $3^k$ different intervals. The complexity of such a problem becomes problematic when the number of periods $T$ becomes large, and as such, devising approximation methods that deal with the added complexity becomes of importance.

Bertsimas, Hummel and Lo (1999), recognizing the complexity of a constrained-optimization problem in a dynamic setting, propose a static approximation method as a mean of extracting a near-optimal execution strategy. Such a technique, however, sacrifices the value of intraday information...
Chapter 3

On Linear Programming

Approximations

As was seen in the previous section, the recursive nature of dynamic programming renders it an unfeasible technique for systems with either a large state space or an extensive time horizon. Such is the case in the constrained Trader’s Problem, and for this reason, approximation algorithms become of importance. The classical papers in the field opt towards static optimization techniques as the chosen means for reducing complexity. This, however, comes at the cost of sacrificing real-time information, and the value that such observations might add to the resulting execution strategies. Because of this, we desire an approximation algorithm that reduces complexity whilst maintaining its dynamic adaptability. Many such algorithms exist - the field of approximate dynamic programming is one of great interest in the academic world - however, none have been applied to the problem being studied in this paper. One such technique, the one we will be concerned with, involves approximating the optimal value function within a class of linear architectures. Such linearization not only reduces complexity, but allows us to take advantage of well-known linear programming techniques for the generation of near-optimal solutions.

In what follows, we will introduce the theory behind linear programming approximations, always within the framework of the Trader’s Problem that was introduced in the previous chapter.
3.1 Dynamic Programming via Linear Programming

Recall the dynamic program that was introduced in §2.3:

\[
V_1(p_t, x_t, W_t) = \min_{s_t \geq 0} E \left[ \exp \left( \lambda \tilde{p}_t s_t \right) V_{t+1}(p_{t+1}, x_{t+1}, W_{t+1}) \right]
\]

\[
V_T(p_T, x_T, W_T) = E \left[ \exp \left( \lambda \tilde{p}_T W_T \right) \right]
\]

We notice that, if \(p_t\) is normally distributed for all \(t\), the above DP can be simplified to:

\[
V_t(p_t, x_t, W) = \min_{s_t \geq 0} \exp \left( \lambda E \left[ \tilde{p}_t \right] s_t + \frac{\lambda^2}{2} s_t^2 \text{var} \left( \tilde{p}_t \right) \right) E \left[ V_{t+1}(p_{t+1}, x_{t+1}, W_{t+1}) \right]
\]

\[
V_T(p_T, x_T, W_T) = \exp \left( \lambda E \left[ \tilde{p}_T \right] W_T + \frac{\lambda^2}{2} W_T^2 \text{var} \left( \tilde{p}_T \right) \right)
\]

For simplicity, let \(\tilde{r}_t = (p_t, x_t, W_t)\), and suppose that the system dynamics are given by:

\[
\tilde{r}_{t+1} = f(\tilde{r}_t, s_t, \varepsilon_t)
\]

\[
\tilde{p}_t = g(\tilde{r}_t, s_t, \eta_t)
\]

Define the cost function \( c(\tilde{r}_t, s_t, \eta_t) \) as:

\[
c(\tilde{r}_t, s_t, \eta_t) = \exp \left( \lambda E \left[ g(\tilde{r}_t, s_t, \eta_t) \right] s_t + \frac{\lambda^2}{2} s_t^2 \text{var} \left( g(\tilde{r}_t, s_t, \eta_t) \right) \right)
\]

(3.1)

Also, define the operator \( T \) such that:

\[
TV_{t+1}(\tilde{r}_{t+1}) = \min_{s_t \in \mathcal{S}_t} \left\{ c(\tilde{r}_t, s_t, \eta_t) \cdot E \left[ V_{t+1}(\tilde{r}_{t+1}) | \tilde{r}_t \right] \right\}
\]

(3.2)

where \(\mathcal{S}_t = \{ s_t : 0 \leq s_t \leq W_t \}\). The DP recursion can now be written as:

\[
V_t(\tilde{r}_t) = TV_{t+1}(f(\tilde{r}_t, s_t, \varepsilon_t))
\]

\[
V_T(\tilde{r}_T) = c(\tilde{r}_T, W_T, \eta_T)
\]

(3.3)

The next proposition presents a nonlinear program that solves the above set of recursive equations:
Proposition 1. Consider the problem:

\[
\begin{align*}
\max_{V_t(\tilde{r}_t)} & \quad V_1(\tilde{r}_1) \\
\text{s.t.} & \quad V_t(\tilde{r}_t) \leq TV_{t+1}(\tilde{r}_{t+1}), \quad \forall t, \tilde{r}_t \in \mathcal{R}_t \\
& \quad V_T(\tilde{r}_T) = c(\tilde{r}_T, W_T, \eta_T), \quad \forall \tilde{r}_T \in \mathcal{R}_T
\end{align*}
\]

(3.4)

where \( \mathcal{R} \) is the set of all possible values attained by the state variables, \( \tilde{r}_t \). If \( V_t^*(\cdot) \) is the unique solution to (3.3), then \( V_t^*(\cdot) \) is also the unique solution to (3.4).

Before the proof of this proposition, we present a lemma that leads to the result, and that introduces an important and well-known property of the DP operator:

Lemma 1. The operator \( T \) is monotonic, that is:

\[
V \leq \bar{V} \Rightarrow TV \leq T\bar{V}
\]

The monotonic property of \( T \), in turn, leads to the result presented in the following corollary:

Corollary 1. A feasible solution \( \bar{V}_t(\cdot) \) to (3.4) is a lower bound to the optimal value function, \( V_t^*(\cdot) \).

Given that \( T \) is monotonic, we are now ready to prove Proposition 1:

Proof. Suppose \( V_t^*(\cdot) \) solves the optimality equations given in (3.3) such that \( V_t^*(\cdot) = TV_{t+1}^*(\cdot) \) for all \( t \). Additionally, let \( \bar{V}_t(\cdot) \) be any feasible solution to (3.4). From the constraint set, we have that:

\[
\bar{V}_{t-1}(\cdot) \leq TV_t(\cdot) \\
= TV_T^*(\cdot) \\
= V_T^*(\cdot)
\]

where the first equality follows from the boundary condition of the DP. Now, given that
$\hat{V}_{T-1}(\cdot) \leq V^*_T(\cdot)$, we proceed similarly for $\hat{V}_{T-2}(\cdot)$, and conclude that:

$$\hat{V}_{T-2}(\cdot) \leq T\hat{V}_{T-1}(\cdot)$$

$$\leq TV^*_T(\cdot), \text{ by monotonicity}$$

$$= V^*_{T-2}(\cdot), \text{ by optimality}$$

Proceeding similarly, we conclude that $\hat{V}_t(\cdot) \leq V^*_t(\cdot)$ for all $t$ (Corollary 1).

From Corollary 1 we know that $\hat{V}_t(\cdot) \leq V^*_t(\cdot)$. It follows that the unique feasible solution which maximizes this constraint is that which achieves equality, that is, $\hat{V}_t(\cdot) = V^*_t(\cdot)$. It remains to be shown that $\hat{V}_t(\cdot) = V^*_t(\cdot)$ for all $1 < t \leq T$. Consider the following inequalities:

$$V^*_t(\cdot) = \hat{V}_t(\cdot)$$

$$\leq TV^*_t(\cdot), \text{ by feasibility}$$

$$\leq TV^*_t(\cdot), \text{ by monotonicity}$$

We also know from the optimality condition that $\hat{V}_t(\cdot) = V^*_t(\cdot) = TV^*_t(\cdot)$. Thus, we have that $TV^*_t(\cdot) \leq TV^*_t(\cdot) \leq TV^*_t(\cdot)$, and conclude that $\hat{V}_t(\cdot) = V^*_t(\cdot)$. Proceeding similarly for $t = 3, \ldots, T$, we conclude that $\hat{V}_t(\cdot) = V^*_t(\cdot)$ for all $t$ (Proposition 1). □

As was suggested previously, we want to take advantage of linear programming algorithms for the generation of near-optimal solutions. However, since $T$ is nonlinear, the constraint set of (3.4) is nonlinear as well. We get around this by realizing that, given $\bar{r}_t$, the constraint $V_t(\bar{r}_t) \leq TV_{t+1}(\bar{r}_{t+1})$ is equivalent to the set of constraints given by:

$$V_t(\bar{r}_t) \leq c(\bar{r}_t, s_t, \eta_t) \cdot E[V_{t+1}(\bar{r}_{t+1})], \quad \forall s_t \in S_t \quad (3.5)$$

The above statement is important not only because it allows us to set up the DP recursion as an LP, but it also allows us to get rid of the minimization implicit in the $T$ operator. As was mentioned previously, this operation can become computationally expensive with certain
nonlinear cost functions. We now formulate (3.3) as a linear program:

\[
\begin{align*}
\max_{V_t(\bar{r}_t)} & \quad V_t(\bar{r}_t) \\
\text{s.t.} & \quad V_t(\bar{r}_t) \leq c(\bar{r}_t, s_t, \eta_t) \cdot E[V_{t+1}(\bar{r}_{t+1})], \quad \forall t, \bar{r}_t \in \mathcal{R}_t, s_t \in \mathcal{S}_t \\
& \quad V_T(\bar{r}_T) = c(\bar{r}_T, W_T, \eta_T), \quad \forall \bar{r}_T \in \mathcal{R}_T
\end{align*}
\] (3.6)

With respect to the structure of the LP, we readily recognize that the complexity of the problem still renders it unfeasible: the LP presented in (3.6) has as many variables as it has states, and as many constraints as there are state-action pairs. In the upcoming section, we will present an approximation algorithm that drastically reduces the number of variables, and that deals efficiently with the constraint set.

### 3.2 Approximating the Value Function

Consider approximating the optimal cost-to-go function by a linear combination of basis functions. That is, given a set of preselected basis functions \(\phi_k : \mathcal{R}_t \mapsto \mathbb{R}, k = 1, \ldots, K\), we wish to generate weights \(w_{t,k}\) such that:

\[
V_t(\bar{r}) \approx \hat{V}_t(\bar{r}) = \sum_{k=1}^{K} w_{t,k} \phi_k(\bar{r}), \quad \forall t, \bar{r} \in \mathcal{R}_t
\] (3.7)

Substituting the above approximation into (3.6) effectively reduces the problem into an optimization over the weighting parameters, \(w_{t,k}\), thus decreasing the number of variables to only \(T \times K\). The linear program that solves for these is given by:

\[
\begin{align*}
\max_{w_{t,k}} & \quad \sum_{k=1}^{K} w_{1,k} \phi_k(\bar{r}_1) \\
\text{s.t.} & \quad \sum_{k=1}^{K} w_{t,k} \phi_k(\bar{r}_t) \leq c(\bar{r}_t, s_t, \eta_t) \cdot \sum_{k=1}^{K} w_{t+1,k} E[\phi_k(\bar{r}_{t+1}) | \bar{r}_t], \quad \forall t, \bar{r}_t \in \mathcal{R}_t, s_t \in \mathcal{S}_t \\
& \quad \sum_{k=1}^{K} w_{T,k} \phi_k(\bar{r}_T) = c(\bar{r}_T, W_T, \eta_T), \quad \forall \bar{r}_T \in \mathcal{R}_T
\end{align*}
\] (3.8)
From Corollary 1, we know that the solution to (3.8) is a lower bound to the optimal value function. More precisely, it is the tightest lowest bound among approximations of the form given in (3.7). This, however, does not mean much if the set of basis functions are a poor approximation to \( V_i(\cdot) \). The implicit assumption behind the selection of the \( \phi_k(\cdot) \) is that they are selected such that a few of them can approximate the optimal value function accurately. In other words, the solution given to us by (3.8) will only be as good as the choice of basis functions we make. Unfortunately, the preferred method for selecting such basis functions is one based mostly on heuristics, as we will explore in the case study at the end of the chapter.

### 3.3 Constraint Sampling

The exact LP in (3.6) is unfeasible both for its number of variables as well as its constraints. As was seen in the previous section, the number of variables can be effectively reduced by approximating the value function within a class of linear architectures. However, finding an optimal solution to the approximate LP in (3.8) still requires an unmanageable number of constraints - more specifically, one constraint per state-action pair. We thus require a method to reduce the number of constraints whilst maintaining the accuracy of our approximation. De Farias and Van Roy (2004) show that, under certain assumptions, constraint sampling is an effective method to reduce the complexity of the ALP. More explicitly, they show that given a set \( \Omega \) with \( k \) state-action pairs sampled from a distribution \( \psi \), the solution to the reduced linear program (RLP) is probabilistically close to that of the ALP. That is, if \( \tilde{r} \) is the solution to the RLP and \( \tilde{r} \) is the solution to the ALP, we have that:

\[
\Pr(\|V^* - \Phi \tilde{r}\| - \|V^* - \Phi \tilde{r}\| \leq \epsilon \|V^*\|) \geq 1 - \delta
\]

where \( \epsilon \) and \( \delta \), representing error tolerance and level of confidence respectively, are inversely related to the number of constraints \( k \). Although the work by de Farias and Van Roy focuses on infinite-horizon Markov Decision Processes (MDP’s), their framework is also applicable for the finite-horizon problem being studied.
3.4 A Numerical Simulation with Linear Dynamics

In what follows, we study the implementation of the algorithm in (3.8), more particularly we will look at it in terms of the system which was studied in §2.4.2. That is, we will study the execution of a risk-averse trader who possesses private information in a market with linear dynamics. As was mentioned previously, choosing linear dynamics to model price evolution and impact is usually a poor choice. However, the closed-form solutions that we found for the Unconstrained Trader’s Problem gives us a good benchmark with which to compare the performance of the approximate linear program. Recall the dynamics of the system’s variables:

\[
\begin{align*}
\tilde{p}_t &= p_t + \gamma_1 \left( s_t + \eta_t \right) \\
p_{t+1} &= p_t + \gamma_2 \left( s_t + \eta_t \right) + \rho x_t + \varepsilon_t \\
x_{t+1} &= \alpha x_t + \delta_{t+1} \\
W_{t+1} &= W_t - s_t
\end{align*}
\]

The cost function from (3.1) can be rewritten as:

\[
c(p_t, s_t) = \exp \left( \lambda p_t s_t + \lambda \left[ \gamma_1 s_t + \frac{\lambda}{2} \sigma_{\eta_t}^2 \right] s_t^2 \right)
\]

3.4.1 Choosing Basis Functions

As was mentioned previously, the process for selecting basis functions is mainly an empirical one. As such, we will use the results obtained in §2.4.2 as the foundation for our choice of basis functions. Recall, from Theorem 2, that the optimal value function for the Unconstrained Trader’s Problem was given by:

\[
V_{T-k} (\tilde{r}_{T-k}) = \exp (\lambda \cdot f (\tilde{r}_{T-k}))
\]

\[
f (\tilde{r}_{T-k}) = p_{T-k} W_{T-k} + a_k W_{T-k}^2 + b_k x_{T-k} W_{T-k} + c_k x_{T-k}^2 + d_k
\]
A first choice of basis functions comes from the series expansion of the exponential function when higher order terms are ignored, that is:

\[
E [V_{T-k} (\tilde{r}_{T-k})] = E \left[ \exp \left( \lambda \cdot f (\tilde{r}_{T-k}) \right) \right] = \exp \left( \lambda f (\tilde{r}_{T-k}) + \frac{\lambda^2}{2} \text{var} \left( f (\tilde{r}_{T-k}) \right) \right) \approx 1 + \lambda f (\tilde{r}_{T-k}) + \frac{\lambda^2}{2} \text{var} \left( f (\tilde{r}_{T-k}) \right)
\]  

(3.9)  
(3.10)  
(3.11)

Since \( \text{var}(p_t W_t) = (\gamma^2_{t-1} \sigma^2_{a,t-1} + \sigma^2_{x,t-1}) W_t^2 \), and \( \text{var}(x_t W_t) = \sigma^2_{x,t-1} W_t^2 \), it suffices with a single basis function that accounts for \( W_t^2 \) such that the variance of the value function gets effectively incorporated into the set of constraints. In other words, a possible set of basis functions to approximate the optimal value function would be:

\[
\begin{align*}
\phi_1(\cdot) &= 1 \\
\phi_2(\cdot) &= p_t W_t \\
\phi_3(\cdot) &= W_t^2 \\
\phi_4(\cdot) &= x_t W_t \\
\phi_5(\cdot) &= x_t^2
\end{align*}
\]

(3.12)

The above selection has its shortcomings, however. As was seen in Chapter 2, the inclusion of nonnegativity constraints in the Trader’s Problem resulted in \( V_{T-k}(\cdot) \) being an exponential-quadratic piecewise function over \( 3^k \) different intervals. We can deal with the piecewise nature of \( V_{T-k}(\cdot) \) by defining a partition over the state space, and we can take advantage of the approximation in (3.11) to arrive at a set of basis functions that are both compact and accurate. We can thus approximate the value function with an improved set of basis functions given by:

\[
\Phi(\tilde{r}) = \begin{cases} 
\Phi_1(\tilde{r}), & \tilde{r} \in I_1 \\
\Phi_2(\tilde{r}), & \tilde{r} \in I_2 \\
\vdots \\
\Phi_n(\tilde{r}), & \tilde{r} \in I_n 
\end{cases}
\]
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where $\mathcal{I}_n$ represents the set of states in partition $n$. Since partitioning the state space increases the number of variables of the linear program, it is necessary that the partition be as compact as possible. For this purpose, we can look back at our results from the non-constrained problem and use those to make an educated guess for an efficient partition. Recall from equation (2.22) that the optimal trade size in a system with linear dynamics with private information is a function of the information variable, $x_t$, and the remaining trade size, $W_t$. This suggests that an effective state space partition would be one that incorporates these two variables and excludes the price variable, $p_t$.

### 3.4.2 Choosing a Sampling Distribution

As was discussed previously, the number of constraints, one per state-action pair, is restricting in the evaluation of the ALP. The constraint sampling scheme studied by de Farias and Van Roy (2004), and introduced in a previous section, is one of the means through which the cardinality of the constraint set can be reduced. To implement this scheme effectively, and to guarantee that the solution to the RLP is not far from that of the ALP, it is necessary to choose a sampling distribution such that the subset of constraints that are not satisfied have a minor impact on the feasible region of the RLP.

Recall the dynamics of the system in hand: both the price variable, $p_t$, and the information variable, $x_t$, are normally distributed around mean values $p_1$ and $x_1$ respectively. Also, the remaining state variable $W_t$ is a function of $s_{t-1}$. These particular dynamics suggest that an appropriate sampling scheme would be one that generates state-action pairs where $p_t$ and $x_t$ are normally distributed, while $W_t$ and the action variable $s_t$ belong to integer sets. That is, we define sets $\mathcal{P}_t$, $\mathcal{X}_t$ and $\mathcal{H}_t$ such that:

- $\mathcal{P}_t = \{p_t : p_t \sim \mathcal{N}(p_{t-1}, \gamma_{2,t-1}\sigma_{g,t-1}^2 + \rho_{2,t-1}\sigma_{g,t-1}^2 + \sigma_{t-1}^2)\}$
- $\mathcal{X}_t = \{x_t : x_t \sim \mathcal{N}(x_{t-1}, \sigma_{x,t-1}^2)\}$
- $\mathcal{H}_t = \{W_t : W_t \in [0, W_{t-1} - s_{t-1}] \subseteq \mathbb{Z}\}$
- $\mathcal{S}_t = \{s_t : s_t \in [0, W_t] \subseteq \mathbb{Z}\}$

37
and we define the subset of sampled states as:

\[ Q_t = \{(p_t, x_t, W_t) : p_t \in P_t, x_t \in \mathcal{X}_t, W_t \in \mathcal{H}_t, \text{and} |P_t| = |\mathcal{X}_t| = |\mathcal{H}_t| = k\} \]

where \(|A|\) is the cardinality of set \(A\), and \(k\) is the number of constraints in \(Q_t\). Finally, the RLP is then:

\[
\max_{w_t,k} \sum_{k=1}^{K} w_{t,k} \phi_k(\tilde{r}_t) \\
\text{s.t.} \quad \sum_{k=1}^{K} w_{t,k} \phi_k(\tilde{r}_t) \leq c(F_t, s_t, \eta_t) \cdot \sum_{k=1}^{K} w_{t+1,k} E[\phi_k(\tilde{r}_{t+1}) | \tilde{r}_t], \quad \forall t, \tilde{r}_t \in Q_t, s_t \in S_t \\
\sum_{k=1}^{K} w_{T,k} \phi_k(\tilde{r}_T) = c(\tilde{r}_T, W_T, \eta_T), \quad \forall \tilde{r}_T \in Q_T 
\] 

(3.13)
Chapter 4

Conclusions

The last 20 years have seen dramatic changes in the stock market. The vast technological advances have prompted an era in which the computer is the center of the trading process. This, together with a number of other factors (the decimalization of the New York Stock Exchange, for example) have resulted in a drastic change of maker dynamics: liquidity has increased, spreads have narrowed, and competition among portfolio managers has significantly reduced profit margins. As such, the need to maximize returns optimally at every point of the investment process has become key. In one such point, much effort has been placed on the optimal control of execution costs. The problem of executing optimally is stochastic and dynamic by nature, and as such, adapts quite well within the framework of dynamic programming. The complexities behind modelling market dynamics, however, many times render a recursive DP algorithm unfeasible. As such, there is indeed a need for an algorithm that will be able to have the adaptive nature of DP, while not oversimplifying the dynamics that control our system.

In this thesis we introduce the problem of optimal execution. We examine it within a dynamic programming framework: first, using simple linear dynamics, then adding an information variable, and lastly including shortsale constraints. As can be seen, the increase in complexity leads us to a point where a simple DP recursion is an unfeasible method for solving the problem in hand. As such, we introduce the notion of approximate dynamic programming via linear programming. The algorithm introduced allows for the inclusion of complex market dynamics and additional trading constraints, and even though its solution
might be suboptimal, there is value added due to the accurateness of the underlying model.

The implementation of the algorithm is key to its performance. The linearization of the objective function, and the constraint sampling scheme are only two of the inputs that determine the quality of the algorithm’s output. As such, the detailed analysis done in Chapter 2 gives us a good starting point for the selection of these varied inputs. However, further analysis is necessary in order to accurately evaluate the performance of the algorithm’s solution. Increased complexity always comes at the cost of performance, and as such there exists the need to find a balance between these two.
Appendix A

Proofs

A.1 Theorem 1

Proof. The proof will follow a simple induction argument. The base case, for $k = 0$, is trivial, and is given by:

$$s_T^* = W_T$$

$$V_T (p_T, x_T, W_T) = \exp \left( \lambda \left[ p_T W_T + \rho_{1,T} x_T W_T + \left( \gamma_{1,T} + \frac{\lambda}{2} \gamma_{1,T}^2 \sigma_{n,T}^2 \right) W_T^2 \right] \right)$$

Assume now that Eqns.(2.14-2.15) are valid for $T - k + 1$. We will now show that they are true for $T - k$. We then have that:

$$V_{T-k} (p_{T-k}, x_{T-k}, W_{T-k}) = \min_{s_{T-k}} \exp \left( \lambda E \left[ \tilde{p}_{T-k} \right] s_{T-k} + \frac{\lambda^2}{2} s_{T-k} \text{var} \left( \tilde{p}_{T-k} \right) \right) \times \exp \left( \lambda \left[ b_{T-k+1} + \frac{\lambda}{2} \text{var} (p_{T-k+1}) + a_{T-k+1}^2 \text{var} (x_{T-k+1}) \right] W_{T-k+1}^2 \right)$$

From the induction assumption we know that:

$$E \left[ V_{T-k+1} (\cdot) \right] = \exp \left( \lambda \left[ (E [p_{T-k+1}] + a_{T-k+1} E [x_{T-k+1}]) W_{T-k+1} \right] \right) \times \exp \left( \lambda \left[ \left( b_{T-k+1} + \frac{\lambda}{2} \text{var} (p_{T-k+1}) + a_{T-k+1}^2 \text{var} (x_{T-k+1}) \right) W_{T-k+1}^2 \right] \right)$$

Taking the first-order condition for $V_{T-k} (\cdot)$ yields (2.14) to be the unique minimum. \qed
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