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Abstract 

Polyploidy, increased copy number of whole chromosome sets in the genome, is a common 

cellular state in evolution, development and disease. Polyploidy enlarges cell size and alters gene 

expression, producing novel phenotypes and functions. Although many polyploid cell types have 

been discovered, it is not clear how polyploidy changes physiology. Specifically, whether the 

enlarged cell size of polyploids causes differential gene regulation has not been investigated. In 

this thesis, I present the evidence for a size-sensing mechanism that alters gene expression in 

yeast. My results indicate a causal relationship between cell size and gene expression. Ploidy-

associated changes in the transcriptome therefore reflect transcriptional adjustment to a larger 

cell size. The causal and regulatory connection between cell size and transcription suggests that 

the physical features of a cell (such as size and shape) are a systematic factor in gene regulation. 

In addition, cell size homeostasis may have a critical function – maintenance of transcriptional 

homeostasis.  
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Chapter 1. Introduction 

Polyploidization/whole genome duplication as a mechanism of evolution 

Recent advances in genome sequencing and comparative genomics indicate that many 

living diploid organisms are paleopolyploids – ancient polyploids that underwent diploidization 

through sequence divergence between the duplicated chromosomes (Wolfe, 2001). Polyploidy is 

particularly common in the plant kingdom. Many diploid plants have been referred to as 

paleopolyploids (Blanc and Wolfe, 2004). Species that are polyploid appear to be more prevalent 

in colder regions, usually establishing niches different from those of their diploid progenitors 

(Hegarty and Hiscock, 2008; Hijmans et al., 2007). The relationship between genome duplication 

and evolution was pioneered by Susumu Ohno, who proposed the idea that whole genome 

duplication/polyploidization creates substrates for evolution (Ohno, 1970). 

Ohno specifically hypothesized that two rounds (2R) of whole genome duplication 

shaped the evolutionary history of vertebrates. This hypothesis was largely based on his 

discovery of seemingly quadruplicated chromosomal segments in the human genome. A later 

study showed that the four large homeobox gene clusters in vertebrates arose from duplications 

of one ancestral cluster related to the cluster in Drosophila (Schughart et al., 1989). The high 

degree of conservation of structural organization between the vertebrate and insect clusters 

suggests that the duplications involved large chromosomal regions, or possibly entire 

chromosomes. Since duplications of individual chromosomes tend to be deleterious, whole 

genome duplication was proposed as a plausible mechanism.  

Recently, four copies of large (>100 gene) chromosomal segments have been identified 

in at least 25% of the human genome, and these segments have corresponding, single-copy 
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paralogous regions in the primitive cordate sea squirt Ciona (Dehal and Boore, 2005). The 

conserved structural organization and the large number of such paralogous genomic segments 

favor whole genome duplication. Generation of these regions through a series of independent 

small gene amplification would be extremely unlikely at the same time. Furthermore, four-fold 

duplication is the dominant mode of redundancy for the paralogs in the human genome. The 

simplest and most likely mechanism of the large scale four-fold duplication is two rounds of 

whole genome duplication, a strong argument for the 2R hypothesis. 

 

Figure 1. Probable whole 

genome duplication events 

in the evolutionary history 

of vertebrates based on 

comparative genomics 

(Kasahara, 2007). 

 

 

More striking evidence for Ohno's hypothesis comes from the fungal kingdom. Species of 

the Saccharomyces genus appear to have evolved from a tetraploid ancestor that arose from 

whole genome duplication. A systematic search for sequence homology within the 

Saccharomyces cerevisiae genome led to the discovery of 55 pairs of large (longer than 50Kb on 

average) duplicated regions scattered throughout the genome. Within each pair of duplicated 

regions are homolgous genes in conserved gene order and orientation with respect to the 
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centromeres (Wolfe and Shields, 1997). A tetraploid origin for Saccharomyces is thus inferred. 

Whole genome duplication likely gave rise to the tetraploid ancestor around 100 million years 

ago, after Saccharomyces diverged from Kluyveromyces. Most of the functionally redundant 

gene pairs in the ancient tetraploid lost one member as the organism further evolved. 

The emergence of fermentative yeast species is cited as one of the best documented 

example for the evolutionary consequences of whole genome duplication. In S. cerevisiae, many 

of the gene pairs retained after genome duplication participate in carbohydrate metabolism and 

show differential expression patterns in response to glucose or oxygen availability (Wolfe and 

Shields, 1997). The duplicated genes escaped deletion by gaining novel functions to cope with 

conditions related to fermentation. Independently, comparative genomics shows systematic 

transcriptional network rewiring in descendents of the tetraploid ancestor. The descendent 

species appear to have lost a cis-regulatory element upstream of dozens of ORFs encoding 

mitochondrial ribosomal proteins, whereas the same cis element is retained in promoters of genes 

required for cytoplasmic ribosomal biogenesis (Ihmels et al., 2005). As a result, synthesis and 

assembly of cytoplasmic ribosomes are decoupled from mitochondrial ribosomes, enabling these 

organisms to thrive in low-oxygen conditions and to ferment. In contrast, species that did not 

evolve from the tetraploid ancestor, such as Candida albicans, have the cis-regulatory element in 

genes for both mitochondrial and cytoplasmic ribosome biogenesis. As expected, these species 

display a strong correlation between mitochondrial and cytoplasmic ribosomal biogenesis and do 

not grow anaerobically. 
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Figure 2. Phylogenetic tree of fermentative (rapid anaerobic growth) and non-fermentative (rapid aerobic growth) 

yeast species (Ihmels et al., 2005). 

 

The apparent link between whole genome duplication and fermentative yeast speciation 

exemplifies the evolutionary potential of polyploidy. Gene duplication on the whole genome 

scale provides unparalleled evolutionary space, making rapid and coordinated extensive changes 

in fundamental cellular processes (such as metabolism) possible. It is worth noting that the whole 

genome duplication event occurred as fruiting angiosperms populated the earth’s flora (Wolfe 

and Shields, 1997). The enhanced evolutionary potential of polyploidy and the increasing 

availability of fruits likely fostered the emergence of fermentative yeast. 

 

Polyploidy in diploid multi-cellular organisms during development, stress response and 

tumorigenesis 

In a wide range of tissues in diploid organisms, polyploidy is achieved through endo-

replication, a specialized cell cycle in which the genome content increases by DNA replication 

without subsequent cell division (Edgar and Orr-Weaver, 2001). Trophoblasts and 

megakaryocytes are well-known mammalian examples of polyploid cell types arising from endo-
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replication (Edgar and Orr-Weaver, 2001; Ravid et al., 2002). Multiple tissues in Drosophila 

initiate endo-replication to become polyploid during embryogenesis, and endo-replication occurs 

again later in cells lining the larval gut track (Smith and Orr-Weaver, 1991). Various somatic 

tissues in seed plants are also known to become highly polyploid during development (Barow 

and Meister, 2003; Galbraith et al., 1991). 

Polyploidy via endo-replication, typically associated with terminal differentiation, is 

considered a convenient mechanism to produce cells with high metabolic capability and 

specialization in mass production/storage of macromolecules (Edgar and Orr-Weaver, 2001). In 

Drosophila adult females, polyploid nurse and follicle cells are crucial for oocyte development. 

Specific disruption of endo-replication in these cells severely delays maturation of egg chambers 

and results in sterility (Maines et al., 2004). Trophoblasts in the mammalian placenta have a 

DNA content of >1000C. They facilitate embryo implantation and are needed to meet the high 

demand of molecular transport between mother and fetus (Zybina and Zybina, 2005). 

Differentiation of megakaryocytes requires multiple rounds of endo-replication. High ploidy (up 

to 128n) facilitates mass production and release of platelets (Ravid et al., 2002). During plant 

seed development, endo-replication correlates with rapid biosynthesis of starch and overall 

increase of endosperm mass (Lee et al., 2009; Schweizer et al., 1995). Seed plants capable of 

endo-replication in somatic tissues tend to develop, flower, and produce seeds faster than species 

without endo-replication in the same geographical niche. Endo-replication/polyploidy in key 

organs seems to boost metabolism in these species to impart an advantage in growth (Barow and 

Meister, 2003). 

 



 

10 
 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

 

Figure 3. Examples of endo-replicating polyploid cell 

types in plants and animals. (a): Endosperm in a plant 

embryo. (b): Trophoblasts in mammalian placenta. (c): 

Nurse and follicole cells in the developing egg chamber 

of Drosophila. (d): Scale-producing cells in the wing 

epithelium of the moth Ephestia. (e): Megakaryocytes. 

(a) to (c) are modified from (Lee et al., 2009), (d) from 

(Edgar and Orr-Weaver, 2001) and (e) from (Ravid et al., 

2002). 
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Polyploidization has been observed in hepatocytes and cardiomyocytes as a proliferation-

independent stress response. Hepatocytes with dysfunctional telomeres do not undergo apoptosis 

or senescence as do mitotically active cells. When challenged by the demand to regenerate liver 

after partial hepatectomy, these cells perform endo-replication to become polyploids, a process 

that accounts for the regeneration of liver mass and function (Lazzerini Denchi et al., 2006). 

Polyploid cardiomyocytes are found in human hearts after myocardial infraction (Herget et al., 

1997). A switch to endo-replication may be a convenient means to cope with injuries when 

neither cell death nor proliferation is desirable. 

Polyploidy in tissues can occur not only through programmed endo-replication but also as 

an undesirable result of failed cytokinesis, mitotic slippage from spindle checkpoint, or 

pathogen-induced cell fusion (Ganem et al., 2007). The resultant polyploids exhibit greater 

chromosomal instability and increased tumorigenic potential. Tetraploid p53-null mouse 

mammary epithelial cells, but not the genetically matching diploid cells, produced tumors in 

vitro and in vivo with numerous gross chromosomal rearrangements (Fujiwara et al., 2005). A 

study on clinical samples of cervical tissue revealed a strong correlation between tetraploidy and 

near-tetraploid aneuploidy, both of which were significantly over-represented in dysplastic 

samples compared with normal samples. The aneuploidy is largely dependent on the presence of 

tetraploidy in abnormal samples, indicating that aneuploidy developed from tetraploidy during 

disease progression (Olaharski et al., 2006). A number of other studies also indicate that 

tetraploidy is an early, intermediate state in the development of cancer [summarized in (Ganem 

et al., 2007) and (Olaharski et al., 2006)]. Besides genome instability, dominant mutations in key 

oncogenes may accumulate more efficiently in polyploids and thereby raise tumorigenic 

potential (Otto, 2007). 
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Ploidy and gene expression – examples from multi-cellular eukaryotes 

Functional and morphological changes associated with polyploidy indicate that ploidy 

alters gene expression. Despite a plethora of known polyploid cell types in multi-cellular 

organisms, few cell types have been transcriptionally characterized. Gene expression profiling of 

human and mouse cardiomyocytes and hepatocytes shows that a wide range of processes in 

stress response are induced by polyploidy, such as inhibition of apoptosis, response to hypoxia, 

DNA damage repair, glycolysis and protein turnover (Anatskaya and Vinogradov, 2007). This 

discovery is consistent with the known injury-coping capabilities of polyploid cardiomyocytes 

and hepatocytes (Herget et al., 1997; Lazzerini Denchi et al., 2006). However, it is unclear to 

what extent the observed differential gene expression was strictly caused by polyploidy. Cells at 

different ploidy states could reside in distinct micro-environments in the heart and liver tissues. 

Differential regulation of some of the genes could reflect changes in external factors. 

Furthermore, it has been shown that the majority of polyploid hepatocytes in mice are 

binucleated (Lu et al., 2007). Such binucleated cells could represent a different physiological 

state from endo-replication derived polyploidy. Whether or not the binucleated cells in heart and 

liver tissues were excluded from the transcriptome profiling was not specified. These technical 

concerns reflect the greater complexity of cellular biology in the context of tissue or organ 

development.  

Transcriptional profiling of human megakaryocytes (2n to 16n) differentiated in vitro 

revealed down-regulation of genes involved in DNA replication and repair, whereas genes 

important for platelet production and secretion were up-regulated (Raslova et al., 2007). Ploidy-

associated induction of platelet biogenesis genes is consistent with the physiology of polyploid 

megakaryocytes.  It is unclear why DNA replication and repair factors were repressed in the 
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polyploids. The authors proposed two interpretations of the results, based on the increasing 

expression of platelet biogenesis genes with increasing ploidy. One interpretation is that 

polyploidization is likely a part of the terminal differentiation program of megakaryocytes, rather 

than a pre-requisite of differentiation, as the platelet biogenesis genes were already induced 

during the polyploidization process. Alternatively, the results could reflect rising probability of 

terminal differentiation as ploidy increases. This study posed technical challenges that hindered a 

better understanding of the megakaryocyte ploidy series. Because of the low abundance of 

megakaryocytes in bone marrow, culturing the ploidy series in vitro was necessary. However the 

cultured megakaryocytes only could reach a much lower ploidy level and were mixed with 

progenitor cells. Consequently the results obtained in vitro may not reflect the physiology in vivo 

or the changes wholly unique to the megakaryoctye transcriptome. 

Although many studies on gene expression in polyploid plants have been published, the 

literature is predominately based on allopolyploids, in which the “homologous” chromosome sets 

come from different parental species. Allopolyploidy is prominent in the plant kingdom, and 

many species important to agriculture and manufacture (wheat, oat, cotton, coffee, canola…etc) 

are allopolyploids (Osborn et al., 2003). Hybridization of different genomes, rather than 

polyploidization per se, is known to cause large-scale, rapid changes in allopolyploids (Albertin 

et al., 2006; Albertin et al., 2005; Osborn et al., 2003; Otto, 2007). Some of the altered gene 

expression in allopolyploids results from deletion or rearrangement in the genome upon 

hybridization [mechanisms reviewed in (Osborn et al., 2003)]. Besides genetic changes, 

transcriptional regulators encoded by the different genomes may interact in a novel or 

unbalanced fashion, altering their molecular function. Factors encoded in one genome may 

differently regulate the chromatin on the other genome. Both mechanisms would lead to many 



 

14 
 

epigenetic changes in allopolyploids, which often display novel traits and thus evolutionary 

opportunities when compared with their parental species (Osborn et al., 2003; Wang et al., 

2004). 

Autopolyploid plants, in which the homologous chromosome sets come from a single 

species, have attracted much fewer molecular investigations than allopolyploids. The 

autopolyploidy state may be more difficult to maintain. As illustrated in the genome evolution of 

yeast (Wolfe and Shields, 1997), duplicated homologous genes that are functionally redundant 

tend to face rapid elimination in the process of re-calibration of the genome to the diploid state. 

Nonetheless a few autopolyploid species have thrived and play important roles in agriculture, 

such as alfalfa, cassava and potato (Guo et al., 1996; Osborn et al., 2003).  

One study compared expression levels of 18 genes in the leaves in a ploidy series of corn 

(Guo et al., 1996). One gene encoding a thiol protease was strongly repressed in the 

autopolyploids. Another gene of unknown function was significantly induced by increasing 

ploidy. It was concluded that with few exceptions, autopolyploidy increases gene expression on a 

per cell basis, and the increase is proportional to the gene dosage at the given ploidy. Proteomics 

of leaf and stem tissues in autopolyploid cabbage agree with this notion (Albertin et al., 2006; 

Albertin et al., 2005). 

The model plant species Arabidopsis thaliana has been examined in the context of 

autopolyploidy. A small number of genes among the ~2300 examined in the leaf tissue showed 

ploidy-associated changes in expression (Wang et al., 2004). Repressed in the autotetraploid 

were genes encoding a cellulose synthase subunit, a NAD-dependent malate dehydrogenase, a 

DNA-binding protein, and a putative protein of unknown function. Induced by ploidy were genes 
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encoding Rad54 for DNA repair, a protein for vacuolor sorting/transport, a nuclear matrix 

component, and a kinesin-related protein. Why these genes were differentially regulated in the 

autotetraploid was not explored, since allotetraploids were the focus of the study and the 

autotetraploid was included as a control for ploidy. Notably, RNAi inhibition of two DNA-

methylases known to modify the chromatin of RAD54 derepressed its expression in 

allotetraploids. It remains to be examined whether autotetraploidy alters the expression of 

RAD54 by affecting methylation of its chromatin. 

In one study, polyploidy-dependent differential methylation in A. thaliana was observed 

in the transgene hydromycin phosphotransferase (HTP) (Mittelsten Scheid et al., 2003). 

Hydromycin resistance conferred by HTP was stably inherited in diploids but subject to 

progressive loss in autotetraploids. Loss of hydromycin resistance was not due to mutations in 

the nucleotide sequence but was correlated with cytosine methylation levels in the gene. 

Interestingly, presence of the methylated allele of HTP caused progressive methylation and 

repression of unmethylated allele. The trans-methylation phenomenon between epi-alleles 

required meiosis in tetraploids, suggesting that polyploidy alters chromosomal interactions in 

meiosis and enables novel trans-regulation between cis-elements. 

 

Budding yeast as a model system to study consequences of polyploidy 

The unicellular S. cerevisiae is amenable to precise genetic engineering and can be 

cultured at multiple ploidy states. Recent studies have demonstrated that budding yeast is a 

useful model system to investigate the effects of polyploidy on cellular physiology. Similar to 

higher eukaryotes, yeast cells enlarge as ploidy increases (Andalis et al., 2004; Di Talia et al., 
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2007; Galitski et al., 1999; Storchova et al., 2006). Besides the enlarged cell size, polyploid yeast 

exhibits different gene regulation and phenotypes compared to haploids and diploids. 

A microarray-based study identified a small number of ploidy-regulated genes in yeast 

(figure 4), i.e., genes whose transcript representation is altered proportionally to ploidy (Galitski 

et al., 1999). Because the employed yeast strains had identical genome sequence, this study 

unambiguously demonstrates an effect of ploidy on gene regulation. Although the genes 

identified did not reveal how ploidy alters gene expression, differential regulation of some genes 

accounts for phenotypes unique to polyploids. For example, strong repression of the adhesin-

encoding gene FLO11 severely diminishes agar adhesion of polyploids. The strongly ploidy-

induced CTS1 encodes an endochitinase promoting mother-daughter separation at cytokinesis. 

Elevated expression of CTS1 likely contributes to the much reduced cell-cell association of 

polyploids. 

 

Figure 4. An isogenic ploidy series and genes differentially regulated in them (Galitski et al., 1999). Left: 

Exponentially growing cells of an isogenic MATα series. Cell size increases with increasing ploidy. Right: Ploidy-
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regulated genes identified by transcriptome profiling with microarrays. Expression levels of a gene in the ploidy 

series are normalized to the mean (set to 0) and the standard deviation (set to 1). 

 

In stationary phase, polyploid but not haploid yeast cells fail to arrest their cell cycle and 

lose viability rapidly, although the transcriptional profile of polyploids resembled stationary 

phase (Andalis et al., 2004). The loss of viability is partially rescued by heterozygosity at the 

mating-type loci, which improves the efficiency of mitotic arrest of polyploids in stationary 

phase. When incubated in water instead of spent medium, post-diauxic polyploid cells arrest cell 

cycle and maintain viability like haploids. These observations of polyploid growth suggest 

abnormalities in signaling pathways transmitting nutrient availability to cell cycle regulation, so 

that depletion of nutrients is not sensed properly and that absolute deprivation from energy 

source is needed to arrest cell cycle. Consistent with this explanation, in the absence of the G1 

cyclin Cln3, mitotic entry is diminished and viability is significantly restored in polyploids 

(figure 5). In WT haploids, Cln3 protein level is down-regulated to delay mitosis in response to 

nitrogen (Gallego et al., 1997) and carbon (Hall et al., 1998) depletion. Polyploids likely suffer 

from an inability to down-regulate CLN3 and thus aberrantly continue cell cycle progression, 

regardless how unfavorable mitosis is under the growth condition. Deletion of CLN3 could 

restore viability by enabling a switch from proliferation to quiescence (G0), even though CLN3 

appears to be required for optimal metabolic adaption to stationary phase (figure 5). 

 

Figure 5. Deletion of CLN3 restores 

survivorship of polyploids in stationary phase 

(Andalis et al., 2004). Cells grown in 

stationary phase for 12.5 days were serially 

diluted and spotted onto YPD to compare 

viability. 
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Polyploid yeast has also provided much insight on the origin of genome instability 

associated with increasing ploidy during tumorigenesis in metazoans. A systematic survey 

identified lethal mutations specific to tetraploids but not to haploids or diploids (Storchova et al., 

2006). The mutations collectively reveal vulnerability in sister chromatid cohesion, homologous 

recombination and mitotic spindle function. Sensitivity to perturbations in these processes 

reflects the greater burden of maintaining a much larger and more complex genome. Because the 

probability of spontaneous DNA damage increases with increasing DNA content, polyploids 

endure a higher frequency of DNA lesion, rendering DNA damage repair an essential process for 

survival. The most pronounced genomic defect in polyploids is the much higher rate (>200x) of 

chromosome loss, and syntelic attachment of chromosomes (both sister chromatids are attached 

to the same spindle pole) occurs more frequently in polyploids. Fluorescence imaging and 

electron tomography show that while the spindle pole body expands its surface area 

proportionally to ploidy and to the number of nuclear microtubules, the length of pre-anaphase 

spindle remains unchanged by ploidy (figure 6). The unequal scaling between spindle pole body 

and spindle length could favor syntelic attachment. Defects in sister chromatid cohesion, of 

which the basis in polyploids is unclear, could lead to increased synthelic attachment and 

chromosomal loss as well. 
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ploidy 1N 2N 3N 4N 
spindle 
length 
(µm) 

1.32 ± 
0.19 

1.33 ± 
0.29 

1.32 ±  
0.18 

1.36 ± 
0.22 

 

 

Figure 6. Unequal scaling of pre-anaphase spindle length and spindle pole body surface area (Storchova et al., 

2006). Left: Fluorescence microscopy images of cells expressing Nup116-YFP (red) to mark the nucleus envelope 

and Tub1-GFP (green) to label the mitotic spindle. The spindle length is maintained constant, independently of 

ploidy. Right: Models of the mitotic spindle in diploid and tetraploid cells constructed from electron tomography. 

Central plaques of spindle pole bodies are shown in blue. Green and magenta lines denote microtubules nucleating 

from different spindle pole bodies. Measured average surface area of spindle pole body is 0.022 µm2 in diploid and 

0.043 µm2 in tetraploid. 

 

Control of cell size in yeast and metazoans 

One immediate effect and prominent feature of polyploidy is enlarged cell size (Otto, 

2007), the threshold of which is established dynamically as a coordinated outcome of cell growth 

and cell cycle progression (Cook and Tyers, 2007). How polyploidy raises the cell size threshold 

is unknown, because the exact mechanism of cell size regulation in haploids or diploids is not yet 

well understood. Much of the molecular insight into control of cell size comes from elegant 

studies in budding and fission yeast. 

In budding yeast, mutations that alter either cell growth or cell cycle progression change 

the size threshold. Cell cycle mutants that hasten or delay cell cycle progression lead to reduced 

or increased cell size, respectively (Cross, 1988; Jorgensen et al., 2002). A systematic screen for 

mutations altering cell size revealed a role of ribosome biogenesis in cell size control. Mutations 
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that impair ribosome assembly lower cell size threshold (Jorgensen et al., 2002), reminiscent of 

the slower ribosome synthesis and reduced cell size during nutrient starvation (Kief and Warner, 

1981; Schneider et al., 2004). Details of the functional link between ribosome assembly/activity 

and cell size regulation await elucidation. Polyploidy may enlarge cell size by increasing the rate 

of ribosome biogenesis, since the cell division frequency is unchanged by ploidy (Di Talia et al., 

2007). A recent discovery, likely a promising lead to a greater understanding of the connection 

between ribosome activity and size control, is chaperone-dependent release of G1 cyclin Cln3 

from the rough ER periphery in late G1 (Verges et al., 2007). Cln3 is the most upstream activator 

of cell cycle progression (Bloom and Cross, 2007), and its mutant alleles alter the cell size 

threshold (Cross, 1988). Regulation of Cln3 localization by chaperones at the ribosome-

associated ER could represent a simple device for coupling growth and cell cycle progression. 

The rate of ribosome biogenesis and activity of chaperones likely reflect a cell’s growth status 

and thus the fitness level for mitosis. Only when the capacity for mitosis exceeds a threshold 

level would the chaperons on the ER release a sufficient amount of Cln3 to initiate cell cycle 

progression. 

 

Figure 7: Model for ER-tethering of Cln3 and its release for 

nuclear accumulation in late G1 (Verges et al., 2007). During 

most of the cell cycle, Cln3 is associated with the rough ER. Two 

domains in the Cln3 polypeptide mediate localization to the ER, 

likely through binding the adaptors Cdc28 and chaperone Ssa1. 

Ssa1 recognizes the J domain of Cln3 and is thought to maintain 

a catalytically inactive state when bound to Cln3 in vivo. In late 

G1, the J domain of another chaperone Ydj1 presumably displaces Cln3 from Ssa1. Localization of the CLN3 

mRNA by Whi3 at the ER is based on findings in a previous study (Gari et al., 2001).  



 

21 
 

In fission yeast, a recently identified gradient of the kinase Pom1, coupled to a sensor of 

this gradient, the kinase Cdr2, is involved in the coordinated cell growth and cell cycle 

progression (Moseley et al., 2009). Activation of Cdr2 is necessary for entry into mitosis, and 

Pom1 inhibits the activity of Cdr2. Anchoring of Pom1 at the two poles of the cell creates zones 

of mitotic inhibition. Confined localization of Cdr2 to the middle of the cell ensures mitotic entry 

does not occur until the cell elongates to a certain dimension so that Cdr2 is sufficiently 

separated from the inhibition of Pom1. 

 

Figure 8: The spatial gradient of Pom1 

and the gradual depletion of its 

abundance in mid-section as the cell 

elongates (Moseley et al., 2009). (a) 

Localization of Pom1 in cells of 

various sizes. (b) Abundance of Pom1 

across cells of different sizes, based on 

quantified GFP fluorescence intensity. 

(c) Model for spatial regulations of Pom1 and Cdr2 that enables size-dependent activation of Cdr2 to prevent 

premature mitotic entry of smaller cells. 

  

 

Multiple proliferating cell types of vertebrates cultured in vitro have demonstrated the 

existence of a size-sensing mechanism in G1 that regulates timing of S phase onset (Dolznig et 

al., 2004). This mechanism coordinates cell growth and cell cycle progression, thereby 

maintaining a size threshold. Human and chicken erythroblasts, as well as mouse fibroblasts, 

shorten the duration of G1 phase when they have been manipulated to enlarge prior to early G1 
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in the cell cycle. The result is an efficient reset of cell size in one doubling time. The size 

threshold is also adjusted accordingly to growth conditions. A faster growth rate promoted by 

stronger growth signaling raises the size threshold despite more frequent cell division. The cell 

size threshold, growth rate and doubling time all appear to adapt to changes in growth conditions 

and reach their defined set points rapidly and reversibly.  

 

Figure 9: Cultured erythroblasts reversibly alter cell size in response to 

changing growth conditions (Dolznig et al., 2004). Large cells in a fast 

growing condition (black filled circles) are either maintained in the same 

condition or switched to a slower growing condition (open white squares) 

for 9 days (gray area). The latter population was then switched back to the 

fast growing condition (gray filled circles). 

 

 

In cultured mouse lymphoblasts, the cell size appears to be maintained by regulated 

growth rate and cell division frequency (Tzur et al., 2009). The growth rate positively correlates 

with cell size until a critical size threshold, beyond which the growth rate declines with 

increasing cell size. The frequency of cell division also correlates positively with cell size. Both 

observations reveal how growing cells efficiently reach a desirable size and divide in a regulated 

fashion. Collectively, the growth and division parameters of multiple cell types support the 

existence of an exquisite cell autonomous mechanism that maintains size homeostasis in 

metazoans. 
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a 

 

 

b 

 

Figure 10: Maintenance of cell size by controlled growth rate and cell division frequency (Tzur et al., 2009). (a) 

Growth plot (black line with open squares) of isolated newborn lymphoblasts. Red and blue curves indicate two 

different approaches of extrapolating the data. Before reaching the critical cell size 2000 fL, 65% of the population 

would have undergone cell division. (b) Populations of cells of the same age at 9 hours and 11 hours after birth were 

tracked for the proportion of cells divided at a specified cell size. 
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Summary 

Polyploidy is a prevalent physiological state achieved by multiple mechanisms in 

evolution, differentiation and disease. In the context of evolution, the duplicated copy of a 

genome is less functionally constrained and has greater capacity to evolve novel functions in a 

coordinated fashion on a genome-wide scale. In development, differentiation and stress response, 

polyploidy is part of an organ’s repertoire to rapidly increase biomass and metabolism when 

proliferation is either undesirable or incapable of achieving the intended physiology. Formation 

of aneuploid tumors likely requires a polyploid intermediate that is genomically unstable and 

thus increases the probability of transformation. 

Although many polyploid cell types have been discovered, how increasing ploidy 

enlarges cell size and alters cellular physiology remains enigmatic. Few polyploid cell types have 

been thoroughly analyzed and compared to their genetically matching haploid or diploid 

progenitors. Detailed mechanistic investigations on isogenic ploidy series can provide the 

missing information. In particular, studies directly probing a relationship between cell size and 

altered physiology in polyploids are lacking. Such a relationship likely exists and plays a 

fundamental role in cellular biology, since maintenance of cell size homeostasis through 

sophisticated coordination of cell growth and division is found in a wide range of organisms. The 

ease of genetic engineering and the extensive information about cell metabolism and growth 

make yeast an ideal organism for deciphering the intricate relationships among ploidy, size and 

function. 
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Chapter 2. Control of gene expression by cell size 
(contents of this chapter have been submitted to the journal PLoS Biology) 
 

Summary 

Polyploidy, increased genome content arising from whole genome duplication, plays an 

important role in evolution, development and tumorigenesis. Polyploids exhibit enlarged cell size 

and altered gene expression, but the basis for the relationship is not known. My data in this 

chapter show that ploidy-associated changes in gene expression reflect transcriptional adjustment 

to a larger cell size, implicating cellular geometry as a key parameter in gene regulation. Using 

RNA-seq, I identified genes whose regulation was altered in a tetraploid as compared with an 

isogenic haploid. Regulation of these genes was then examined in haploid genetic mutants that 

also produce increased cell size. In both contexts, cells with increased cell size share a 

substantial number of identically differentially regulated genes. Analysis of the size-regulated 

genes identified a transcription factor that mediates size-dependent regulation. The result 

suggests a causal relationship between cell size and transcription with a size-sensing mechanism 

that adjusts gene expression in response to changes in size. Transcriptional responses to enlarged 

cell size could underlie other cellular changes associated with polyploidy. Furthermore, the 

causal relationship between cell size and transcription suggests that cell size homeostasis serves 

a regulatory role in transcriptome maintenance. 

 

 

Introduction 

Mounting genomic evidence suggests that a wide range of diploid eukaryotic species 

have evolved from polyploid ancestors with duplicated genomes, as hypothesized by Ohno 
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(Kasahara, 2007; Semon and Wolfe, 2007). Polyploid organisms exist in multiple kingdoms and 

are especially prevalent among plants. During development, specific cell types in diploid 

metazoan organisms perform endo-replication and differentiate into polyploid cells that manifest 

novel functions distinct from their diploid progenitors (Lee et al., 2009). Polyploidy also occurs 

as an intermediate state in aneuploid tumor formation (Ganem et al., 2007). From yeast to 

mammals, polyploidy is associated with enlarged cell size and altered cellular physiology 

(Andalis et al., 2004; Galitski et al., 1999; Lee et al., 2009; Storchova et al., 2006). Despite a 

plethora of known polyploid cell types, how ploidy changes cellular physiology remains elusive. 

Moreover, no causal relationship between enlarged cell size and altered physiology has been 

uncovered. Detailed molecular characterization of polyploid tissues in metazoans and plants has 

been limited by technical constrains. Methods for precise manipulation of the genome have yet 

to be fully developed for higher eukaryotes, and therefore it is difficult to access a large quantity 

of isogenic cells of different ploidies grown in native conditions. 

The budding yeast presents an ideal system to decipher the relationship among ploidy, 

cell size and gene expression. Elegant molecular genetics enables convenient and precise 

engineering of the yeast genome. Isogenic polyploids can be constructed from haploids and then 

stably maintained, greatly facilitating ploidy-based experimentation. A small number of ploidy-

regulated genes was identified by comparing transcriptomes of isogenic yeast strains in a ploidy 

series using microarrays (Galitski et al., 1999). Differential regulation of these genes explains 

some phenotypes displayed by polyploids. However, the small set of ploidy-regulated genes did 

not reveal any mechanistic relationship between ploidy and gene expression. 

This earlier work was technically hampered in two aspects: First, the transcriptomes were 

isolated from the Sigma 1278b yeast strain, of which the genome sequence was unknown. Hence, 
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microarrays designed for the S288c strain background was employed. The Sigma 1278b genome 

has now been sequenced and annotated, and comparative genomics reveals substantial 

differences in polymorphisms and genomic organizations between the two strain backgrounds 

(Dowell et al., 2010). The differences in genome sequences limited the power of detection by 

oligonucleotide hybridization in the earlier study. In addition, transcripts specific to the Sigma 

1278b background would elude detection by the S288c-based microarray. Hence, genomic 

differences between the two strain backgrounds likely resulted in many false negatives. The 

second technical limitation was inherent to the use of microarrays. Undesirable cross-

hybridization is always of concern, and the analog signal output diminishes the quantitation 

dynamic range. Shotgun transcriptome sequencing (RNA-seq) provides a more powerful 

profiling platform than the microarray with a greater dynamic range, higher detection sensitivity, 

and better differentiation between paralogous sequences (Mortazavi et al., 2008; Shendure, 2008). 

The available Sigma 1278b genome sequence and the advent of RNA-seq now provide the 

resolution necessary for the genome-wide determination of a functional connection among genes 

regulated by ploidy.  

In this chapter, I present evidence for a size-sensing mechanism in yeast that alters gene 

expression. Ploidy-associated changes in gene expression thus reflect transcriptional adaptation 

to a larger cell size. Using RNA-seq, I identified genes differentially regulated in tetraploids 

when compared to haploids. Gene ontology (GO) analysis shows that ploidy-regulated genes are 

significantly enriched for those encoding cell surface components. I then found that haploid 

mutants with enlarged cell size, a prominent physical feature of polyploids, also show altered 

expression of ploidy regulated genes. These results indicate a causal, regulatory relationship 

between cell size and gene expression that has not been previously reported. 
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Results 

 

Identification of ploidy regulated genes 

Poly(A) RNA from 2 haploid and 2 tetraploid strains was extracted and processed for 

RNA-seq as previously described (Mortazavi et al., 2008) (figure 1a). Sequencing reads were 

mapped to the Sigma 1278b genome by my collaborator P. Alexander Rolfe in the Gifford group 

of Computer Science and Artificial Intelligence Laboratory. Approximately 9 million reads were 

reported for each sample, and more than 90% of reads mapped to the ORFs (table 1). A minimal 

expression threshold for transcripts was determined from read counts of genes known to be 

silenced under the growth condition, such as hypoxia response and sporulation. Overall, 5613 

annotated transcripts were considered expressed in the experiment. The 5613 corresponding 

ORFs constituted the background gene list for GO term search. The comparison between haploid 

and tetraploid datasets shows that ploidy only affects the steady-state levels of a small number of 

transcripts (figure 1b), consistent with previous studies discussed in chapter 1. 

Additional steps were taken to identify ploidy-regulated genes: (1) To enrich ploidy-

regulated candidates, I eliminated genes whose expression was unaffected by ploidy (p > 0.001) 

in each haploid-tetraploid sample pair. (2) After ranking candidate genes by fold-change in each 

sample pair, I retained the overlapping, top-ranking candidates from both pairs (figure 1c). Using 

these criteria, 35 ploidy-repressed genes and 30 ploidy-induced genes were identified (figures 

2a-b). Ploidy-associated differential regulation of these genes in this study is largely in 

agreement with the previous study using the same Sigma 1278b ploidy series (Galitski et al., 

1999). Another study comparing the transcriptomes of MATa/α and MATaa/αα strains in the 

S288c background found an entirely different and much smaller set of genes that were 
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differentially expressed in the tetraploid (Storchova et al., 2006). Differences in strain 

backgrounds and mating types could account for the discrepancy between studies. 

 

Ploidy regulated genes show significant bias for encoding cell surface components 

The ploidy regulated genes are significantly enriched for those encoding proteins 

localized to the cell surface: cell wall, extracellular space and plasma membrane (table 2). 

Several other ploidy-regulated genes encode regulators of cell surface components (figures 2a-b). 

Hence, polyploidy preferentially alters expression of cell surface components. Ploidy-repressed 

genes encode multiple factors important for mating and filamentation/adhesion, while enzymes 

promoting cytokinesis on the cell surface are predominant among ploidy-induced genes (tables 

3-6). The cell cycle does not appear to play a role in ploidy-regulation of these genes (table 7). 

 

A hypothesis on cell size and gene expression 

The over-representation of genes encoding cell surface components could result from a 

geometric limitation: The surface area with respect to volume decreases as cells enlarge with 

increasing ploidy. For a spherical cell, a 4-fold increase in volume corresponds to only a ~2.5-

fold increase in surface area. Reduction in surface area is likely to trigger differential regulation 

of components associated with the cell surface, where signaling and transport processes take 

place dynamically. Reduction in surface area could alter interactions between surface and 

cytoplasmic components in signaling pathways. It could also alter a cell’s ability to transport 

metabolites across the plasma membrane. Both types of alteration could change gene expression 

in the enlarged cell, and genes could be up- or down-regulated as a result depending on the net 

effect of cell size on their regulatory pathways. 
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Cell size affects expression of FLO11 independently of ploidy 

            To test the hypothesis that enlarged cell size alters gene expression, I examined in 

haploid size mutants the expression level of FLO11, a strongly ploidy-repressed gene encoding a 

cell wall protein (Lambrechts et al., 1996; Lo and Dranginis, 1996). Since cell size expansion 

and cell cycle progression are intimately linked processes (Cook and Tyers, 2007; Jorgensen et 

al., 2002), I investigated whether FLO11 is regulated by cell cycle before devising a method to 

manipulate cell size. In synchronized haploid cultures, FLO11 transcript abundance peaks during 

M-phase (figure 3). I thus focused on expression of FLO11 during M-phase in cell size mutants 

identified in a previous genome-wide study (Jorgensen et al., 2002): bck2Δ , eap1Δ and cln3Δ. 

These mutants were selected because they effectively enlarge cell size without significantly 

affecting fitness or cell shape (figure 4) and have no reported functional relationship with FLO11 

expression. I also performed experiments using an ATP analog-sensitive allele of CDC28 

(Bishop et al., 2000) that expands cell size upon inhibition by the analog (Goranov et al., 2009). 

Although this mutant showed an inverse correlation between FLO11 expression and cell size that 

was consistent with my hypothesis, concerns about aberrant cell cycle progression and cell shape 

prompted me to forgo further experiments with this mutant (Materials and Methods). 

              Expression of FLO11 is significantly reduced in the two mutants, bck2Δ and eap1Δ, that 

exhibit enlarged cell size (figures 5a & 5b), a trend that mimics the down-regulation of FLO11 in 

tetraploids (figure 2a). These results suggest a ploidy-independent inverse correlation between 

FLO11 expression and cell size. I employed two mutant alleles of the CLN3 gene to create a size 

series. The CLN3-2 haploid arrested as small cells (66% of WT) in nocodazole, whereas the 

cln3Δ haploid mutant arrested as large cells (185% of WT) (figure 5c). In this size series, there is 

again an inverse correlation between FLO11 expression and cell size. The FLO11 transcript 
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abundance is highest in the small CLN3-2 haploid and lowest in the large cln3Δ haploid, the 

same relationship observed between FLO11 expression and cell size in haploid versus tetraploid 

cells. 

 

Reduced activity of FLO11 promoter in both the cln3∆ haploid the WT tetraploid 

To verify further that regulation of FLO11 is similar in the cln3∆ haploid and WT 

polyploids, I replaced the FLO11 ORF with a reporter gene to study the effect of cell size on 

FLO11 promoter activity. Transcriptional activation at FLO11 is repressed in the cln3∆ mutant 

as in the WT tetraploid (figure 6). The result further suggests that at least one transcription factor 

regulating the FLO11 promoter activity is sensitive to changes in cell size. In addition, the cln3∆ 

haploid could serve as a substitute for polyploids to facilitate the search for regulators sensing 

cell size and repressing FLO11. 

 

Multiple ploidy-regulated genes are similarly regulated in the enlarged cln3∆ haploid 

            To identify the spectrum of genes influenced by cell size, I used quantitative PCR to 

compare expression of ploidy-regulated genes in WT and the cln3Δ mutant haploid. Among the 

size mutants I examined, the cln3Δ haploid displays the most pronounced increase in cell size 

and arrests in M-phase with efficiency most similar to WT. The set of genes that show 

differential regulation due to cell size in the cln3∆ haploid (table 8) is very similar to those 

identified in the WT ploidy series (figure 2a-b). Thirty of the ploidy-regulated genes show the 

same regulatory trend in the cln3Δ haploid as was observed in tetraploids. Notably, the top-

ranking genes that displayed the strongest ploidy-regulation in tetraploids (figures 2a-b) were 

significantly affected in the same direction in the cln3Δ haploid (table 8). This set of genes likely 



 
 

36 
 

represents those that respond most robustly to changes in cell size, since the cln3Δ haploid 

(185% of WT haploid in size) is still much smaller than the tetraploid (400% of WT haploid in 

size)(Di Talia et al., 2007). 

 

Role of pheromone sensing and filamentation MAPK pathways in gene regulation by size 

Differential transcription revealed by RNA-seq gave important clues as to the pathways 

that could affect size regulation. The genes repressed by large cell size are enriched for those 

regulated by the pheromone response and filamentation mitogen-activated protein kinase 

(MAPK) pathways (table 4). Analysis of the promoter regions of size-repressed genes revealed a 

common binding motif for Dig1, a transcriptional repressor whose activity is repressed by the 

activated pheromone response or filamentation MAPK pathway (Cook et al., 1996; Tedford et al., 

1997). The binding motif of Dig1 was detected ~9 fold more frequently in the promoters of size-

regulated genes than the genome-wide average with a corresponding p-value of 4.28 e-9. 

The over-representation of Dig1 binding motif suggests that disruption of the pathways 

that signal to this transcription factor or Dig1 itself should affect size regulation. The effect of 

such perturbations was examined in enlarged cells. Disruption of signaling in either the 

pheromone response or the filamentation MAPK pathway reduces the effect of cell size on 

FLO11 expression (figure 7a-b). Moreover, loss of Dig1 function renders several size-repressed 

genes insensitive or much less responsive to the larger size (figure 7c). These results support our 

observation in WT tetraploid and cln3∆ haploid that reduced activities in pheromone response 

and filamentation pathways contribute to differential gene regulation in large cells. 
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Increasing ploidy raises basal cell wall stress 

The down-regulation of multiple genes involved in mating and filamentation pathways 

(table 4) prompted me to examine genes regulated by other mitogen-activated protein kinase 

(MAPK) pathways. In multiple ploidy series, the cell wall integrity (CWI) pathway appears 

consistently induced in polyploids (figure 8a), indicating a higher basal level of cell wall stress. 

Polyploidy may also induce the high osmolarity glycerol (HOG) pathway (figure 8b). The RNA-

seq data are consistent with the notion that CWI pathway is more active in polyploids. Multiple 

genes downstream of CWI pathway appear to be similarly regulated in the WT polyploid and a 

haploid strain over-expressing a gain-of-function allele of MKK1, the MAPKK of CWI pathway 

(Jung and Levin, 1999) (table 9). 
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Discussion 

In this study, I identified transcripts whose relative level of expression in the 

transcriptome is altered in the polyploid yeast. Proteins encoded by these transcripts are 

predominantly cell surface components localized to the cell wall, plasma membrane and 

extracellular space. This localization bias led me to hypothesize an effect of cell size on 

expression of these genes. First, increasing ploidy enlarges cell size. Second, the relative surface 

area of a cell with respect to its volume decreases as the cell enlarges. For a spherical or ellipsoid 

entity, the volume increases proportionally to the cube of radius but the area only increases 

proportionally to the square of radius. The significantly larger polyploid therefore is challenged 

by an intrinsic geometric imbalance: reduced cell surface area per cell volume. This imbalance 

could alter signaling pathways that involve interactions between cell surface components and 

their cytoplasmic counterparts. The reduced surface area could also affect transport of molecules 

across the plasma membrane. Both perturbations could trigger changes in gene expression. To 

test my hypothesis, I changed cell size in haploids and examined expression of ploidy-regulated 

genes in them. The strongly ploidy-repressed gene FLO11 is significantly repressed in enlarged 

haploids, consistent with the idea that increasing cell size down-regulates FLO11. I then found 

that the change in expression identified in a significant number of ploidy-regulated genes is 

paralleled in the in the enlarged cln3∆ haploid. 

To illustrate further that cell size alters transcription via signaling pathways, I focused on 

the pheromone response and the filamentation MAPK pathways. Genes regulated by these 

pathways were preferentially down-regulated in large cells and composed the most significant 

category in Gene Ontology analysis. Genetic disruption in either one of the MAPKs as well as 

their common downstream transcriptional repressor Dig1 reduced the effect of cell size on target 
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gene expression. These results indicate that the pheromone sensing and filamentation MAPK 

cascades participate in downstream gene repression in the tetraploid and the cln3∆ haploid. Both 

the mating pheromone and the filamentation MAPKs are known to serve dual functions – as 

inhibitors of transcription in their kinase-inactive state and as activators of downstream 

transcription in their kinase-active state (Cook et al., 1997; Madhani et al., 1997). Hence, 

reduced activation of either kinase causes stronger inhibition, rather than a mere lack of 

activation, of downstream gene expression. In addition, transcriptional activators functioning 

downstream of both MAPK pathways perform complex positive auto- and cross-regulation 

(Borneman et al., 2006; Harbison et al., 2004; Kohler et al., 2002; Zeitlinger et al., 2003). The 

switch-like dual function of MAPKs and the positive feedback loops in these pathways likely 

exacerbate differences in pathway activity between the active state (in small cells) and the 

inactive state (in large cells). These attributes of the pathways may account for their pronounced 

transcriptional response to changes in cell size. Binding motif analysis did not reveal a common 

transcriptional regulator for genes up-regulated in large cells. Molecular pathways responsible 

for disproportionally higher expression of these genes will require more detailed computational 

and genetic examination. 

The cause of a higher basal level of cell wall stress in polyploid yeast remains to be 

elucidated. Polyploids likely have a different cell wall composition because multiple genes 

encoding cell wall components are strongly differentially regulated (figure 2). Polyploids must 

also expand the cell wall at a much faster rate in order to reach a larger cell size without 

increasing the doubling time (Di Talia et al., 2007, figures 2 & 3 in Appendix). The combination 

of an altered cell wall composition and a faster cell wall expansion rate could generate a higher 

basal level of stress. 
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I examined the activity of CWI pathway in cln3∆ haploid and did not observe a 

difference when compared with WT haploid (data not shown). Two factors might explain why 

the CWI pathway is not more active in the cln3∆ haploid. First, the cln3∆ haploid mutant is 

similar to the WT diploid in size, about 2-fold larger than WT haploid. As seen in figure 6a, 

reporter genes of the CWI pathway are significantly induced in tetraploids but not in diploids. It 

is possible that a 2-fold increase in cell size is not sufficient to elevate cell wall stress. Second, 

the WT and cln3∆ haploids were treated with nocodazole for cell cycle arrest, whereas cells of 

the WT ploidy series were cultured without cell cycle inhibitors. The difference in growth 

conditions could influence the response of CWI pathway to cell size. Regardless of the 

underlying reason, results in the cln3∆ mutant indicate that induction of CWI pathway is not 

necessary for differential expression of the size-regulated genes in enlarged cells. Hence, 

elevated cell wall stress in polyploids likely occurs independently of, or as a result of, differential 

regulation of the set of genes identified in this study. 

Collectively my data show a causal relationship between cell size and gene regulation, 

suggesting the existence of a size-sensing mechanism that can alter transcription. Also 

considered was an alternative model, in which polyploidy and the aforementioned mutations 

change transcription of size-regulated genes, whose altered expression then enlarges cell size. I 

found this model to be improbable on two bases. First, a previous genome-wide screen for size 

mutants in yeast identified a large set of genes distinct from the set of size-regulated genes in this 

study (Jorgensen et al., 2002). Second, the WT polyploid and the haploid size mutants are 

physiologically discrete in growth, and they likely achieve the enlarged size via different modes 

(Cook and Tyers, 2007; Di Talia et al., 2007). Polyploids seem to achieve a larger size by 
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increasing growth rate. Mutants of cell cycle regulation such as cln3∆ and bck2∆ are thought to 

enlarge size by delaying the onset of START. 

Control of gene expression by cell size may occur in a wide range of organisms and could 

partake in higher level physiological consequences of polyploidy such as differentiation and 

tumorigenesis. In fungi and mammals, cell size thresholds are actively maintained by regulated 

growth rates and cell division frequencies (Cook and Tyers, 2007; Tzur et al., 2009). The 

regulatory relationship between cell size and gene expression uncovered here suggests that the 

uniformity of cell size in unicellular organisms and within a tissue in multi-cellular organisms 

could be necessary to maintain the homeostasis of transcription.  
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Materials and Methods 

 

Yeast strains and growth conditions 

Strains are listed at the end of this section. Prior to analysis, cultures were inoculated 

from diluted overnight pre-cultures and grown until mid-log phase in the SC medium 

supplemented with 2% glucose on a rotary shaker at 30°C. Synchronization of the mitotic cell 

cycle with α-factor was performed as described in (Amon, 2002). 

 

Technical observations and concerns about the cdc28-as1 allele:  

I treated a mid-log culture of asynchronously grown cdc28-as1 mutant with 50µM of the 

1-NM-PP1(9) inhibitor (Bishop et al., 2000) and split the culture four ways: (1) no additional 

drug treatment (2) 0.1% azide (3) 10µM rapamycin (4) 100µg/mL cycloheximide. The PP1 

treatment was intended to inhibit cell cycle progression while permitting cell growth, thereby 

enabling cells to enlarge. Azide, rapamycin and cycloheximide were used to inhibit cell growth 

in addition to PP1 treatment. Samples were taken hourly in a 4-hour time course to track FLO11 

expression and cell size. Over time, cells treated with PP1 alone had significantly enlarged cell 

size and reduced FLO11 expression compared to cells treated with additional growth inhibitors. 

However, I also found increasing expression of CLN1 concurrent with the decreasing FLO11 

expression in the PP1 treated cells. Since expression of FLO11 is repressed in the G1-stage of 

the cell cycle, I reasoned that the G1-like state in PP1 treated cells might repress FLO11 

independently of cell size. 

I considered using PP1 at a lower concentration (500nM) to arrest cells in G2/M in the 

aforementioned experiment to avoid complications associated with G1. However, cells became 
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hyperpolarized and thus had a fundamentally different morphology, as shown in the original 

article (Bishop et al., 2000). Since the effect of cell shape on FLO11 expression is also unclear, I 

would not be able to draw informative conclusions from this experiment. 

I also considered releasing α-factor (G1) synchronized cells into PP1 to enlarge cell size, 

followed by washing away PP1 after different amounts of incubation time to obtain cells of 

varying sizes in M-phase. However, I was not able to wash off PP1 efficiently (on a filter disk 

with 25x volumes of medium), presumably due to the extraordinarily high affinity of PP1 for the 

Cdc28-as1 enzyme (Bishop et al., 2000). As a result, the washed cells became hyperpolarized as 

described above.  

The intrinsic temperature sensitivity of the Sigma 1278b strain background was also of 

technical concern. For this reason, I did not use temperature sensitive mutant alleles of cell cycle 

regulators to enlarge cell size as described (Goranov et al., 2009). 

 

Construction of cDNA libraries and deep sequencing 

Total RNA was extracted from yeast cultures in mid-log phase with acid phenol. 

Enriched poly(A) RNA (Qiagen Oligotex mRNA kit) was processed for cDNA library 

construction and sequencing as described in (Mortazavi et al., 2008). The libraries were 

sequenced for 36 cycles on Illumina Genome Analyzer 2 using the standard protocol. 

The RNA-seq data have been deposited in NCBI’s Gene Expression Omnibus and are 

accessible through GEO Series accession number GSE19685. 
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Mapping algorithm for RNA-seq reads 

Reads were mapped to the Sigma1278b genome using the Bowtie alignment software 

(version 0.10.0; http://bowtie-bio.sourceforge.net/index.shtml).  Reads were mapped multiply 

(bowtie --solexa-quals -k 100 -m 100 --best --strata -p 2 --strandfix). A read that mapped to n 

genomic locations was assigned a weight of 1/n and the "number of reads" mapping to a 

repetitive element was the sum of the weights of the hits in that element. 

 

Calling differentially expressed genes in the RNA-seq data 

Reads were stored in David K. Gifford group’s in-house ChIP/RNA-seq database and 

analyzed with the code in DifferentialExpression.java. To find differentially expressed genes, the 

following procedure was performed on each annotated ORF in the Sigma 1278b genome: 

 

- Determine the total number of uniquely mapped reads in the haploid and tetraploid experiments. 

- Count, for the haploid and tetraploid experiments, the number of uniquely mapped reads on 

both strands in the ORF. 

- Compute frequency_haploid = (haploid count for gene) / (total haploid count) and similarly for 

the tetraploid. 

- Compute 1 - CDF of observing the number of reads in the haploid sample using a binomial 

distribution given the frequency in the tetraploid sample and the total number of haploid reads. 

This is the p-value for the haploid observation given the tetraploid observation. 

- Compute the p-value for the tetraploid observation given the haploid observation. 

- Retain genes with a p-value less than some threshold (eg p < 0.001) and to which at least 15 

reads mapped.  These genes are considered differentially expressed. 
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Identification of ploidy-regulated genes from the RNA-seq data 

Based on read counts of known silenced genes (hypoxia response and sporulation 

specific), a threshold of 15 was set as the minimal expressed level. In total, 5613 genes were 

considered expressed and constituted the “background gene list” for subsequent Gene Ontology 

analysis. The list of differentially expressed genes with read counts > 15 provided the set of 

ploidy-regulated candidates. 

The ploidy-regulated candidates were sorted by fold change (normalized by total number 

of reads in each experiment). The top-ranking genes in common between the two replicates were 

identified as ploidy-regulated. The number of top-ranking candidates from each replicate was 

selected to obtain a sufficient number of genes for GO analysis while ensuring the overlap 

between replicates was highly statistically significant (p< e-10) by hypergeomtric test in MatLab. 

 

Binding motif analysis for ploidy-regulated genes 

Using the Sigma1278b ORF annotations, we determined an upstream intergenic region 

for each ORF. We limited each region to at most 5kb and limited each region such that it did not 

overlap any other ORF (thus producing empty promoter regions in the case of some overlapping 

ORF annotations). Using our in-house database of DNA sequence motifs (taken from Transfac, 

MacIsaac06, JASPAR, and several other sources), we searched for each motif in the promoters 

of ploidy-induced genes, the promoters of ploidy-repressed genes, and the promoters of all genes. 

We counted a motif as present in a promoter region if the occurrence of the match was at least 

70% of the maximum possible score. We retained motifs that were enriched in the ploidy- 

induced or -repressed set compared to all genes according to a binomial test with a p-value less 
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than .001. We expected .882 false positives at this p-value given the 882 motifs in 

our database. 

 

Growth condition for haploid size variants 

Cultures in YPD + 1% DMSO were inoculated at low density from over-night pre-

cultures and incubated at 30 degrees on a shaker for aeration. Cultures in exponential phase were 

diluted to ~0.15 O.D.600 in pre-warmed fresh medium and incubated for another 30 min. 

Nocodazole was then added to a final concentration of 15 µg/mL (Day et al., 2004) to arrest cell 

cycle for 3 hours. Cells were collected by centrifugation for RNA extraction and microscopy.  

 

Gene-specific quantification of expression levels 

Total RNA extracted from yeast was processed for cDNA synthesis using QuantiTect 

Reverse Transcription Kit (Qiagen). Expression levels were measured on Applied Biosystems 

7500 Real-Time PCR System with SYBR Green in Absolute Quantification mode following 

manufacture’s procedure. Unless specified, I used the abundance of ACT1 transcript to normalize 

the expression levels of other genes. The representation of ACT1 transcript in the transcriptome 

is found to be consistent in all strains used in this study (data not shown and Galitski et al., 1999). 

 

Measurement of cell size 

Cells were fixed in 3.7% formaldehyde at 4°C overnight and digested with a mixture of 

zymolyase and glusulase at 30°C in the presence of 1.2M sorbitol citrate to relieve aggregation. 

Microscopy images of more than 50 large-budded cells per strain were analyzed using ImageJ. 



 
 

47 
 

Cell size was calculated from measured width and length of both mother and bud, assuming 

rotational symmetry about the long axis. 
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Yeast strains used in this study  

All strains are in the Sigma 1278b background with the genotype ura3-52, leu2::hisG 

his3::hisG unless noted otherwise. 

 
Strain ID Genotype or Description   Reference/Source 
 
Haploid and tetraploid used for RNA-seq: 
L6437  MATa      Galitski et al. Science, 1999 
L6440   4n, isogenic to L6437     " 
 
Haploid size variants: 
L7613  MATα, CLN3, leu2::hisG::LEU2  Andalis et al. Genetics, 2004  
L7641   MATα, cln3∆::LEU2     " 
L7646  MATα, CLN3-2    Gerald Fink lab 
L7609  MATa, cln3∆::LEU2     " 
L7618  MATa, CLN3, leu2::hisG::LEU2   " 
 

MATa, bck2::kanMX    Charles Boone lab 
MATa, eap1::kanMX     " 

  MATa, isogenic WT strain    " 
 
yCW151 MATa, flo11∆::yEGFP-URA3   Gerald Fink lab 
yCW175 isogenic MATaaaa 
 
yCW755 MATa, flo11∆::yEGFP-URA3,   this study 

cln3∆::LEU2, trp1::hisG 
yCW754 isogenic to yCW755 but CLN3  this study 
 
 
yCW763 MATa dig1∆::kanMX    this study 
yCW764 MATa dig1∆::kanMX, cln3∆::LEU2  this study 
 
L7320  MATa fus3∆::LEU2, HIS3, cured of  

URA3 plasmid     Gerald Fink lab 
yCW318 MATaa isogenic to L7320   this study 
 
L6237  MATa kss1∆::ura3::LEU2, ste7∆::HIS3,  

trp1::hisG, cured of plasmid   Gerald Fink lab 
yCW582 MATaa isogenic to L6237   this study 
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Figures 
 

 
Figure 1a. Analysis of the haploid and tetraploid 
transcriptomes by RNA-seq. Two pairs of 
haploid and tetraploid cultures, A and B, were 
harvested for poly(A) RNA isolation. cDNA 
libraries were constructed and sequenced on the 
Illumina platform. Reads were mapped to the 
annotated Sigma 1278b genome. Expression of 
an ORF was calculated from the number of reads 
mapping inside the ORF. 
 
 
 
 
 
 
 

 
Figure 1b. Ploidy alters 
expression of only a small 
number of genes. Read 
counts for each expressed 
transcript at the two 
ploidy states are plotted. 
Statistical treatment with 
linear regression was 
performed using all data 
points. 

 
 
 
 
Figure 1c. 
Strategy to 
identify ploidy-
regulated genes. 
Within each 
pair of 1n-4n 
RNA-seq 
datasets, ploidy-
regulated 
candidate genes 

were enriched and ranked by fold-change in expression. As shown in the Venn diagrams, top-
ranking candidates from both pairs of datasets were compared, and the overlapping candidates 
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were identified as ploidy-regulated. Cut-offs for top-ranking candidates were selected to obtain a 
sufficient set of overlapping genes for GO analysis while ensuring that the overlap remained 
highly statistically significant (p<e-10) by hypergeomtric test. 
 
 
 
 
Figures 2a & 2b (next page). Ploidy-regulated genes ranked by the average fold-change in 
expression from both pairs of RNA-seq datasets. (a) Ploidy-repressed genes. (b) Ploidy-induced 
genes. Error bar represents standard deviation. Characterized genes are shown with their standard 
names in the Saccharomyces Genome Database (SGD). These results are largely in agreement 
with data from the previous study (Galitski et al., 1999). Notes on localization of encoded protein 
based on SGD: 1: cell wall. 2. plasma membrane. 3. extra-cellular space. 4. regulator of cell 
surface components with intracellular or unknown localization. Asterisk: mitochondrial 
localization. This category is not statistically significant in our GO analysis but nevertheless 
represents a third of ploidy-induced genes.
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Figure 2a: Ploidy-repressed genes. 

 
 
Figure 2b: Ploidy-induced genes. 
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Figure 3. FLO11 transcript abundance peaks in M-phase 
during the mitotic cell cycle. Upon release from alpha-
factor arrest in G1, WT haploid cells were harvested at 10-
min intervals. Cell cycle stages were assessed using 
expression profiles of known standard transcripts: SWI5(M-
phase), ASH1(M/G1 transition) and HTA1(S-phase) 
(Spellman et al., 1998). The expression pattern of FLO11 
resembles that of SWI5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 4. Live cell images of WT and size mutant haploids. 
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(a) 

 

(b) 

 
 

Figure 5. Abundance of the FLO11 transcript 
inversely correlates with cell size in haploids. 
(a) WT and bck2Δ. (b) WT and eap1Δ. (c) 
CLN3-based size series. Bck2 promotes the 
G1-S transition independently of Cln3 
(Epstein and Cross, 1994). Eap1 regulates 
translation by binding the eukaryotic 
translation initiation factor 4E (Cosentino et 
al., 2000) and has a separate role in 
chromosome segregation (Chial et al., 2000). 
Cln3 is the most upstream activator of G1-S 
transition and maintains the size threshold of 
mitotic START (Cook and Tyers, 2007). Cell 
volume was measured from microscopy 

images. Gene expression was measured by quantitative PCR. Expression of SWI5 was monitored 
to rule out the effect of cell cycle in data interpretation. Enrichment of M-phase cells was also 
monitored by percentage of large budded cells with DAPI-stained nuclei at the mother-bud 
junction. Error bar = standard deviation. Statistical significance was calculated using Student’s t-
test (unpaired, for two-tail p value). 
 
 

Figure 6. Promoter activity of FLO11 
is reduced in WT tetraploid and cln3∆ 
haploid. Reporter gene = GFP. 
Haploid and tetraploid WT strains 
were grown in SC with 2% glucose. 
WT and cln3∆ haploids were grown 
in YPD + nocodazole as described in 
methods section. Comparable SWI5 

expression levels in WT and cln3∆ haploids were verified to ensure equal enrichment of cells in 
M-phase (data not shown). 

(c) 
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Figure 7a-b. 

 

 
(a) Repression of FLO11 in large cells involves the pheromone response MAPK Fus3. 
Expression levels of FLO11 in MATaa diploids, which are twice larger in size than haploids, are 
normalized to the expression levels in corresponding isogenic MATa haploids. n=3, error 
bar=standard deviation. (b) The filamentation MAPK cascade contributes to differential 
regulation of FLO11 in large cells. Instead of the kss1Δ single mutant, the kss1Δ ste7Δ double 
mutant was employed since it is capable of agar adhesion as a haploid and pseudohyphal growth 
as a MATa/alpha diploid (Cook et al., 1997), suggesting that this mutant expresses a moderate 
level of FLO11 transcript. 
 
 
Figure 7c. 
 

 
 
(c) The transcription factor Dig1 is involved in size-dependent gene regulation. Several size-
repressed genes are significantly de-repressed in the dig1Δ cln3Δ haploid mutant as compared 
with the dig1Δ mutant. 
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Figure 8a. 

   
 
Figure 8b. 

  
 
Figures 8a & 8b. Activities of the CWI and HOG MAPK pathways in WT MATa ploidy series. 
(a) Reporters of CWI pathway. (b) Reporters of HOG pathway. Expression of reporter genes of 
each pathway (Roberts et al., 2000) was measured by quantitative PCR. n=3. Error bar = 
standard deviation. p-values were calculated with Student’s t-test by comparing the expression 
levels in haploids and the isogenic tetraploids. 
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Tables 
 
 

 
Table 1. RNA-seq read counts. More than 90% of the ~9 million reads in each sample were 
mapped to the genome. More than 60% of the mapped reads fell within annotated ORFs. The 
majority of remaining reads mapped to rDNA locus and Ty elements. 
 
 
 

  
Table 2. Cellular compartmental GO terms for ploidy-regulated genes. 
 
 
 

 
Table 3. Cellular compartmental GO terms for ploidy-repressed genes. 
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Table 4. Biological process GO terms for ploidy-repressed genes. A significant number of 
ploidy-repressed genes participate in the processes of mating, filamentation/adhesion and cell 
surface related signaling. 
 
 
 

 
Table 5. GO terms of molecular functions for ploidy-repressed genes. 
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Table 6. GO terms for ploidy-induced genes. 
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Table 7. Ploidy-regulation of the identified genes is not correlated with stages in the mitotic cell 
cycle. Except for FLO11, cell cycle regulation information is obtained from the systematic study 
by (Spellman et al., 1998). 
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Table 8. The cln3∆ haploid resembles WT tetraploid. Among the ploidy-regulated genes listed 
in figure 2, fifty-two remain expressed and ploidy-regulated when cells are grown in the YPD 
medium. These genes are sorted here in the same order (by fold-change) as in figures 2a & 2b. 
Expression levels in WT and cln3Δ haploids in YPD + nocodazole was measured by quantitative 
PCR (n=3) and analyzed with Student’s t-test (unpaired, for two-tail p-value). Genes expressed 
at significantly different levels (p<0.05) are highlighted. Blue and red shades indicate significant 
repression and induction in the cln3Δ mutant, respectively. 
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Table 9. Multiple targets of Mkk1 are regulated in the same direction in WT polyploids. 
Listed here are genes whose expression was significantly altered by over-expression of a gain-of-
function allele of MKK1 (Jung and Levin, 1999). Expression levels of these genes were 
examined in the RNA-seq datasets using p<0.001 as the cut-off probability for differential 
expression between haploid and tetraploid. 
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Chapter 3: Reduced binding of transcriptional activators of FLO11 in polyploids 

 

Summary 

The reduction in FLO11 expression in polyploids as a consequence of increased cell size 

indicates some communication between the cell surface and the transcriptional apparatus. The 

reduction requires the FLO11 promoter, suggesting that at least one of the FLO11 transcriptional 

regulators is affected. To test this possibility, the activity or binding of transcription factors to the 

FLO11 promoter was examined in isogenic strains of different ploidies. Chromatin 

immunoprecipitation results show that in tetraploids, there is a reduction in binding of Ste12, 

Tec1, and Flo8, the key transcription factors that activate FLO11 expression. The steady-state 

levels of these transcription factors appear to be unaffected by ploidy. None of the known 

pathways (including multiple MAP kinase pathways) that regulate these transcription factors is 

necessary for the down-regulation of FLO11 in polyploids. Therefore, the circuitry connecting 

increased cell size to repression of FLO11 is still not understood. It is possible that multiple 

pathways function redundantly to repress FLO11 in polyploids, so disruption of a single pathway 

is not sufficient to restore expression of FLO11 in polyploids. 

Several considerations should be taken into account in evaluating these data. First, the 

finding that haploid cell size mutants recapitulate the polyploidy effect was made only recently, 

after data presented in this chapter had been obtained from various isogenic ploidy series. 

Second, the construction of tetraploids with desirable genotypes was laborious and time-

consuming (see Materials and Methods). Third, tetraploids are genomically unstable as they lose 

chromosomes at a higher rate and undergo homologous recombination to repair DNA damage 

much more frequently. Therefore, many of the observations on the circuitry were made in 
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tetraploids, with the constraints noted. For simplicity, “ploidy-regulation” will be used below to 

refer to the repression of FLO11 in polyploids, although the down-regulation is caused by 

enlarged cell size.  

 

Introduction 

The gene encoding a cell surface glycoprotein, FLO11, is of great interest in gene 

regulation studies since multiple pathways control FLO11 expression. The promoter of FLO11 is 

greater than 3Kb in length, contains recognition motifs of many transcriptional regulators, and 

therefore integrates the inputs of many more pathways than the average promoter in the genome 

of S. cerevisiae (Bumgarner et al., 2009; Harbison et al., 2004; Rupp et al., 1999). The Flo11 

protein promotes adhesion among yeast cells and to substratum (Guo et al., 2000; Lo and 

Dranginis, 1996). Flo11 plays a critical role in agar invasion of haploids and in pseudohyphal 

growth of diploids during starvation (Lambrechts et al., 1996; Lo and Dranginis, 1998). As 

summarized below, multiple signaling pathways combinatorially modify the ensemble of 

transcription factors at the FLO11 promoter to regulate complex physiological processes in 

response to changes in environmental conditions. 

 

 

The filamentous growth pathway controls FLO11 expression by regulating the activity of 

transcription factors Ste12 and Tec1 

For simplicity, the mitogen-activated protein kinase (MAPK) pathway regulating 

invasive and pseudohyphal growth is termed the filamentous growth (FG) pathway. In haploids, 
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glucose deprivation induces invasive growth (Cullen and Sprague, 2000). In diploids, nitrogen 

starvation in the presence of high glucose concentration induces pseudohyphal growth (Gimeno 

et al., 1992).  

Shown on the left is a diagram of the 

MAPK pathway. Upstream of the FG MAPK 

cascade is the G-protein Ras2 signaling via the 

Rho family protein Cdc42 upon nutrient 

starvation (Mosch et al., 1996). An independent 

study shows that surface proteins Msb2 and Sho1 

interact physically and are both required for 

filamentous growth (Cullen et al., 2004). Msb2 

also negatively regulates FG. Deletion of the 

mucin tandem repeats in Msb2 causes 

hyperactivity of FG pathway. Mutants with 

decreasing numbers of mucin repeats showed increasingly stronger signaling in the FG pathway 

(Cullen et al., 2004). The relationship between Ras2 and Msb2/Sho1 remains to be established. 

In the GTP-bound form, Cdc42 activates Ste20 at the tip of small budded cells (Peter et al., 

1996). This sub-cellular localization pattern is essential for filamentous growth. Localization of 

Ste20 to the emerging bud tip is facilitated by the adaptor protein Bem1 (Winters and Pryciak, 

2005). Similarly, interaction of the MAPKKK Ste11 with Cdc42 and Ste20 is promoted by the 

adaptor protein Ste50 (Ramezani-Rad, 2003). Activated Ste11 (MAPKKK) then initiates 

activation of downstream kinases Ste7 (MAPKK) and Kss1 (MAPK). 
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The inactive form of Kss1 and a regulatory protein Dig1 both bind to the transcription 

factor Ste12 to inhibit its function (Chou et al., 2006; Cook et al., 1996; Cook et al., 1997; 

Madhani et al., 1997). Upon activation by the kinase Ste7, Kss1 dissociates from Ste12 (Cook et 

al., 1997; Madhani et al., 1997) and phosphorylates both Ste12 and Dig1, releasing Ste12 from 

Dig1’s repression (Cook et al., 1996; Tedford et al., 1997). Relieved of inhibition, Ste12 and a 

FG-specific transcription factor Tec1 activate expression of FG-specific genes including FLO11 

(Kohler et al., 2002; Zeitlinger et al., 2003). Ste12 is also crucial for expression of TEC1 (Kohler 

et al., 2002). Ste12 and Tec1 cooperatively bind to a composite motif element termed 

filamentation response element (FRE) in vitro (Madhani and Fink, 1997), and Tec1 is required 

for localization of Ste12 to FG-specific genes in vivo (Zeitlinger et al., 2003). It is worth 

emphasizing that Kss1 acts either as a potent repressor or a crucial activator of Ste12 activity, 

depending on the phosphorylation state. The kss1∆ ste7∆ double mutant is capable of invasive 

growth (Cook et al., 1997). Hence, the FG MAPK pathway implements a switch-like control on 

its target genes and is not necessary for their expression per se. 

The activity of FG pathway is also controlled at the level of translation by the RNA-

binding protein Mpt5. Deletion of MPT5 increases protein levels of Ste7 and Tec1 without 

affecting their transcript levels, and diploids homozygous for mpt5∆ shows enhanced 

pseudohyphal growth (Prinz et al., 2007). It is unclear how Mpt5 is regulated to mediate 

translational control on its target transcripts. 
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The pheromone response pathway inhibits FLO11 expression by triggering degradation of 

Tec1 

Numerous elegant 

studies have contributed to an 

extensive understanding of the 

pheromone response pathway 

(Dohlman and Slessareva, 

2006). Diagramed to the right 

are the major components of the 

pheromone response MAPK 

pathway. 

Binding of mating pheromone to the 7-pass transmembrane G-protein coupled receptor 

(Ste2 and Ste3 in MATa and α cells, respectively) results in dissociation of a trimeric G-protein 

complex. Dissociated from the Gα subunit (Gpa1), the Gβγ complex (Ste4/Ste18) triggers 

activation of Cdc42, which recruits and activates Ste20. The Gβ subunit also interacts with the 

scaffold Ste5, which brings the remaining kinases in the cascade to the vicinity of activated 

Ste20.  

Although the pheromone response pathway shares multiple components with the FG 

pathway (Cdc42, Ste20, Bem1, Ste11, Ste50 and Ste7) (Roberts and Fink, 1994), pheromone 

signal transduction specificity is ensured by the scaffold protein Ste5 (Choi et al., 1994; Good et 

al., 2009; Whiteway et al., 1995) and by the mating-specific MAPK Fus3 mediated destruction 

of Tec1 (Bao et al., 2004; Bruckner et al., 2004; Chou et al., 2004). Absence of Tec1 prevents 

induction of FG-specific genes, as Ste12 alone does not localize to promoters of those genes 
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(Zeitlinger et al., 2003). On the other hand, genes required for mating are successfully induced 

by Ste12 without Tec1. Similar to Kss1, activated Fus3 phosphorylates Dig1 and Dig2 to relieve 

Ste12 from inhibition (Cook et al., 1996). Fus3 therefore promotes the mating response while 

repressing the filamentation pathway upon activation by Ste7. In its uninhibited form, Ste12 

induces pheromone response genes as homo-dimers or hetero-dimers with a number of other 

transcription factors (Bruhn and Sprague, 1994). 

Recent biochemical and genetic studies reveal the mechanistic details of destruction of 

Tec1. In the presence of mating pheromone, activated Fus3 phosphorylates Tec1 at threonines 

273 and 276, triggering ubiquitylation of Tec1 by SCF(Cdc4) followed by proteolytic 

degradation in the proteosome (Bao et al., 2009; Chou et al., 2004). Amino acid substitutions at 

residue 273 or 276 prevent phosphorylation by Fus3 and block the pheromone-dependent 

degradation of Tec1. These Tec1 mutants cause erroneous induction of filamentation genes in the 

presence of mating pheromone (Bao et al., 2004; Bao et al., 2009; Bruckner et al., 2004; Chou et 

al., 2004). 

 

 

The high osmolarity glycerol pathway represses FLO11 transcription by inhibiting the 

activity of Tec1 

The high osmolarity glycerol (HOG) pathway is critical for adaptation to external 

hypertonic stress as it increases glycerol production to counteract the osmotic differential 

between the internal and external osmolarity of the cell. The molecular mechanism for signal 

transduction is well-summarized by Hohmann (Hohmann et al., 2007). Shown below are 

components of the Sho1 branch of the HOG pathway (modified from (Shock et al., 2009). Two 
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sensors on the cell surface, Hkr1 and Msb2, are structurally 

similar and functionally redundant in initiating HOG 

signaling (Tatebayashi et al., 2007). Another cell surface 

protein, Opy2, promotes activation of Ste11 by interacting 

with Ste50 and is required for signaling in the Sho1 branch 

(Wu et al., 2006). For simplicity, I omitted the Sln1 branch of 

the HOG pathway involving a histidine kinase on the plasma 

membrane (Sln1), a phospho-transferase (Ypd1), a 

cytoplasmic response regulator Ssk1, and two redundant 

MAPKKK Ssk2 and Ssk22. 

The fact that multiple components are shared among the pheromone response, FG and 

HOG pathways (Cdc42, Ste20, Ste50 and Ste11 in all three; Sho1 and Msb2 in both FG and 

HOG) raises the question of how these signaling pathways are insulated from one another.  

Specifically, the mechanism that prevents the activation of the HOG pathway upon activation of 

either pheromone response or the FG pathway is not known. Both Pbs2 and Hog1 are required to 

prevent erroneous activation of pheromone response and FG genes from the Sho1 branch of the 

HOG pathway (Davenport et al., 1999; O'Rourke and Herskowitz, 1998). Recently, it has been 

discovered that Hog1 inhibits the DNA binding activity of Tec1 to prevent cross-talk from HOG 

to FG pathway (Shock et al., 2009). Inhibition of Tec1 largely depends on the kinase activity of 

Hog1. The mechanism of inhibition by Hog1 is unclear. It does not affect the abundance or 

nuclear localization of Tec1. Nor does it appear to involve any of the known regulators of Tec1. 
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The cell wall integrity pathway represses FLO11 through crosstalk to the FG MAPK 

The cell wall integrity (CWI) MAPK pathway regulates the dynamic expansion and 

remodeling of the cell wall during normal vegetative proliferation, exposure to cell wall 

damaging agents, hypo-osmotic shock, oxidative stress, depolarization of actin cytoskeleton, 

mating response (Levin, 2005) and likely filamentous growth. Shown in the figure below are 

major components of the CWI pathway (modified from (Chen and Thorner, 2007). Briefly, cell 

wall stress is sensed by the Wsc1-3/Mid2/Mti1 glycoproteins on the cell surface, which trigger 

the activation of the G protein Rho1 through Rom2. Pkc1, one of the downstream effectors of 

Rho1, activates the CWI MAPK cascade. 

Activated MAPK Mpk1 regulates gene 

expression largely through the induction of 

transcription factor RLM1. A comprehensive 

description of CWI signaling and function is 

detailed in a recent review (Levin, 2005). 

While characterizing FLO11 

regulation, I discovered that deletion of 

BCK1 increases FLO11 expression, and this 

increase depends on Kss1. Deletion of the 

CWI MAPK MPK1, on the other hand, does 

not increase FLO11 expression (see results 

section below). These results suggest inhibitory crosstalk from CWI to FG pathway. The 

crosstalk would occur upstream of the CWI MAPK Mpk1, likely initiated by Bck1, and would 

involve the MAPK Kss1 as shown in the figure above. 
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The cAMP/PKA pathway modulates FLO11 expression by regulating transcription factors 

Sfl1 and Flo8 

The cAMP/protein kinase A (PKA) pathway functions in parallel to the FG MAPK 

pathway to induce FLO11 expression (Mosch et al., 1999). The G-protein coupled receptor Gpr1 

senses nutrient levels and is required for FG (Lorenz et al., 2000). Gpr1 activates Gpa2 (Gα), 

which then stimulates the adenylate cyclase Cyr1 to produce cAMP (Xue et al., 1998). Elevated 

cellular concentration of cAMP relieves the catalytic subunits of PKA (Tpk1-3) from inhibitory 

binding of the regulatory subunit, Bcy1.  

Tpk2 is required for FLO11 induction and 

pseudohyphal growth, because non-functional 

alleles show a dramatic reduction in both 

phenotypes. Deletion of TPK3 increases FLO11 

expression and promotes pseudohyphal growth. 

Deletion of TPK1 did not affect FLO11 expression 

or pseudohyphal growth (Robertson and Fink, 

1998). Tpk2 binds and exerts opposite effects on 

two targets: the transcriptional activator Flo8 and 

the transcriptional repressor Sfl1 (Pan and Heitman, 2002). Tpk2 stimulates the DNA binding 

capability of Flo8. Although phosphorylation of Flo8 by Tpk2 was not detected in vivo, binding 

of Flo8 to DNA required both Tpk2 and ATP in vitro. Tpk2 phosphorylates Sfl1 in vivo and 

inhibits its DNA binding function in the presence of ATP in vitro. Tpk2 thus operates a switch to 

induce FLO11 expression. It removes the repression mediated by Sfl1 and enables induction by 

activating Flo8. Notably, Flo8 and Sfl1 bind to the same region (between -1400 and -1150nt) of 
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the FLO11 promoter. Hence, the two transcription factors function in an antagonistic, mutually 

exclusive fashion, further ensuring a switch-like mechanism of FLO11 regulation. 

 

 

The cAMP/PKA and FG MAPK pathways function in concert to induce FLO11 

The cAMP/PKA and FG MAPK pathways have a common upstream regulator, Ras2, that 

activates Cyr1 in the cAMP/PKA pathway and Cdc42/Ste20 in the FG MAPK pathway (Mosch 

et al., 1999). Transcription factors downstream of the two pathways, Flo8, Ste12 and Tec1, are 

all required to induce FLO11 and FG (Gavrias et al., 1996; Liu et al., 1996; Lo and Dranginis, 

1998; Pan and Heitman, 2002; Roberts and Fink, 1994). Hence, both pathways are important for 

FG, and each of these transcription factors plays a distinct and critical role.  

In the yeast Saccharomyces diastaticus, regulation of STA1 whose promoter is nearly 

identical to that of FLO11 (Gagiano et al., 1999) provides detailed molecular insight on the 

functional relationship among Flo8, Ste12 and Tec1 (Kim et al., 2004). Under inducing 

conditions, Ste12 and Tec1 bind to the STA1 promoter cooperatively first to recruit the chromatin 

remodeling complex Swi/Snf. Remodeling of the chromatin allows Flo8 and another 

transcription factor, Mss11 (van Dyk et al., 2005), to associate cooperatively with the promoter. 

Flo8/Mss11 then recruit RNA polymerase II to induce expression of STA1. These data led to the 

model in the figure below. The details of intermolecular interactions and DNA looping have not 

been verified experimentally at the FLO11 promoter in S. cerevisiae. 
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Figure: Model for STA1 induction by sequential actions of Ste12/Tec1, Swi/Snf and Flo8/Mss11 (Kim et al., 2004). 

UAS: upstream activating sequence. 

 

 

Nrg1 and Nrg2 repress FLO11 when glucose is abundant  

The zinc finger transcription repressors Nrg1 and Nrg2 function downstream of the 

glucose sensing Snf1 kinase to repress FLO11 transcription when glucose is limiting (Kuchin et 

al., 2002). Deletion of both nrg1 and nrg2 significantly promotes pseudohyphal formation, 

suggesting that nitrogen abundance also regulates the activities of these transcription repressors 

in diploids. 
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Figure: Models for regulation of FLO11 expression by Nrg1 

and Nrg2 in haploids (A) and diploids (B) (Kuchin et al., 

2002). 

 

 

 

 

 

The histone deacetylase Hda1 is required for variegated repression of FLO11 

FLO11 expression is controlled not only by many transcription factors that modulate its 

response to environmental conditions, but also by chromatin alterations that lead to epigenetic 

variegation. Halme et al. showed that the WT Sigma 1278b grows as a mixture of cells with 

Flo11 present and absent on the cell surface (Halme et al., 2004). Cells within a diploid colony 

undergoing filamentous growth show a strong correlation between Flo11 surface expression and 

morphology: The elongated, filament-forming cells express Flo11 whereas the oval, vegetatively 

growing cells do not. The variegation phenomenon requires expression of FLO11 at its native 

genomic location and is independent of the telomere position effect. The authors then 

demonstrated that both the “on” and “off” expression phenotypes can be stable for multiple 

generations and are fully reversible. 

This non-genetic, reversible switch between Flo11-expressed and -silenced states requires 

the histone deacetylase Hda1, which is recruited to the FLO11 promoter by the aforementioned 

transcription repressor Sfl1. Halme et al. found that null deletion mutants of either HDA1 or 
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SFL1 display Flo11 on the cell surface uniformly. This implies that in a WT population, Hda1 

mediates FLO11 silencing in only a fraction of cells. 

 

 

Figure: Model for the mechanism of variegated FLO11 

expression. Sfl1 confers the specificity of silencing by binding to 

the FLO11 promoter. Hda1, recruited by Sfl1, likely integrates 

the promoter-specific and location-specific silencing. (modified 

from (Halme et al., 2004) 

 

 

cis-acting non-coding RNAs mediate a toggle switch of FLO11 expression  

Bumgarner et al. identified a pair of long non-coding RNAs transcribed within the 

upstream integenic region of FLO11 (Bumgarner et al., 2009). Transcription of ICR1 (interfering 

Crick RNA 1) starts at 3.1 to 3.4 Kb upstream of FLO11 ORF, proceeds through most of the 

promoter region, and ends at about ~200nt upstream of or further towards the ORF. The second 

non-coding RNA, PWR1 (promoting Watson RNA 1), initiates at ~2.3 Kb upstream of FLO11 

ORF and ends near the initiation site of ICR1 (see diagram below). Transcription of ICR1 

occludes binding of transcription factors, thereby silences FLO11. Under FLO11-expressing 

conditions, transcription of PWR1 interferes with that of ICR1. Absence of ICR1 transcription 

allows transcriptional activators (Ste12, Tec1, Flo8 etc.) to associate with the FLO11 promoter, 

especially within 2Kb upstream of FLO11 ORF. Binding sites of multiple key transcriptional 

activators have been predicted and confirmed in this region (Bumgarner et al., 2009; Harbison et 

al., 2004; Rupp et al., 1999)(also see results section below). 
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Figure: Regulation of FLO11 expression by the non-coding RNAs ICR1 and PWR1. The transcription initiation and 

termination sites of both transcripts are shown with respect to the chromosomal location of FLO11 ORF. (modified 

from (Bumgarner et al., 2009) 

 

 

Induction of FLO11 by aromatic alcohols at high cell density 

The expression of FLO11 is induced at high cell density through a quorum sensing 

mechanism. As cell density increases, nitrogen source depletes, causing increased production of 

alcohol derivatives of the amino acids Tyr, Phe and Trp, abbreviated as TyrOH, PheOH and 

TrpOH, respectively (Chen and Fink, 2006). Both PheOH and TrpOH but not TyrOH induce 

expression of FLO11 in a Tpk2 and Flo8 dependent fashion. When supplemented with TrpOH 

but not PheOH or TyrOH, cells at low density behave as if they were at high density in nitrogen 

poor conditions: they up-regulate expression of enzymes necessary for production of the alcohol 

derivatives. These results illustrate a positive feedback loop for FLO11 expression as cell density 

increases. 
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Results 

A series of quantitative PCR results from mutant ploidy series will be presented in this 

section. Unless otherwise specified, these are the default conditions of experiments and data 

analysis: Cells were grown to mid-log phase in SC medium + 2% glucose at 30°C prior to 

harvest. All data were statistically analyzed with Student’s t-test (unpaired & two-tailed) or one-

way ANOVA with n=3 and error bar = standard deviation. Notation for significance: * = p-value 

less than 0.05, ** = p-value less than 0.01, *** = p-value less than 0.001. 

 

 

The FLO11 promoter is required for ploidy-regulation 

To determine whether the reduction in FLO11 expression in tetraploids required specific 

regulatory elements in the FLO11 gene, I replaced the endogenous FLO11 ORF and 3’UTR with 

exogenous sequences without affecting the 5’ promoter region (figure 1a). Expression of the 

reporter gene is still ploidy-repressed in tetraploids even when the 3' UTR and coding region is 

different. When this construct is transferred to the genomic location of URA3, the construct is 

still ploidy-repressed (figure 1a), showing that the FLO11 promoter is sufficient for conferring 

ploidy-regulation and does not require the native genomic location of FLO11 to cause the down-

regulation observed in polyploids. 

I also attempted to measure the half-life of FLO11 transcript in haploids and tetraploids. 

My preliminary result suggests that increasing ploidy does not destabilize the FLO11 transcript. 

In this experiment, the FLO11 ORF and 3’UTR were inserted downstream of the GAL1 promoter 

on a centromere-based plasmid carried by flo11∆ haploid and tetraploid strains. After 3 hour 

induction in galactose, expression of FLO11 was turned off by the presence of glucose. Cells 
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were collected at regular intervals to quantify abundance of FLO11 RNA. Based on the 

preliminary data shown in figure 1b, the degradation rate of the FLO11 transcript is not faster in 

the tetraploid. Therefore, ploidy does not appear to affect the stability of FLO11 RNA, a result 

consistent with the conclusion that the reduced FLO11 promoter activity is likely responsible for 

the lower steady-state level of FLO11 RNA in polyploids. 

A technical note on the experiment: This experiment was performed only once as an 

exploratory attempt. The data are not conclusive and raise some interesting questions. Between 

the two ploidy states, why was there such a large difference in the initial abundance of FLO11 

transcript after galactose induction? Was the plasmid retained poorly in the tetraploid? Such 

instability would not be surprising because polyploids have defects in chromosome segregation. 

Does ploidy affect galactose sensing or the promoter activity of GAL1? In addition, the 5’UTR of 

FLO11 transcript is likely different when expressed from the GAL1 promoter. Differences in 

nucleotide sequences could affect the degradation rate of FLO11 transcript. Last, a briefer 

induction period in galactose would create a more physiological relevant context in the 

experiment. More frequent sampling right after addition of glucose would also be needed to 

extrapolate the kinetic details of transcript degradation. In summary, technical improvements 

would be required to fully investigate the effect of ploidy on FLO11 transcript stability. 

 

 

Association of RNA polymerase II with the FLO11 promoter is reduced in polyploids 

To further understand the mechanism underlying the regulation of FLO11 in polyploids, I 

examined binding of RNA pol II to the FLO11 promoter in haploids and tetraploids. I had 

previously mapped the transcription start site of FLO11 by 5’ RACE and located it at 29nt 
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upstream of the start codon (data not shown). I also identified a putative TATA box 100nt 

upstream of the ORF. I thus decided to examine binding of RNA pol II to the predicted TATA 

box by ChIP. As shown in figure 2a, association of RNA pol II is significantly reduced in 

tetraploids, suggesting that polyploidy represses recruitment of RNA pol II to the FLO11 

promoter. This observation is consistent with the aforementioned reduction in transcript 

abundance of FLO11 in polyploids (figure 1a). 

 

 

Reduced binding of transcriptional activators to the FLO11 promoter in polyploids 

Consistent with the model for STA1 induction in S. diastaticus, binding of Flo8, Ste12 

and Tec1 to the FLO11 promoter is reduced in S. cerevisiae polyploids (figure 2b), a result that 

likely accounts for the reduced recruitment of RNA pol II. Association of RNA pol II with the 

FLO11 promoter in WT tetraploid is similar to that in the haploid tec1∆ mutant (figure 2a), 

consistent with a lack of transcriptional activation at FLO11 in WT tetraploids. A control 

experiment with a transcription factor, Gcn4, that does not bind to FLO11 shows that this 

reduction in tetraploids is specific for the FLO11 promoter (figure 2c). The abundance of Flo8, 

Ste12 and Tec1 proteins relative to total protein does not appear to change in tetraploids based on 

western blot (data not shown). Their RNA expression levels also appear to be unaffected by 

ploidy (data not shown). Polyploidy likely regulates the activity of these transcription factors 

post-translationally. 

Since multiple signaling pathways regulate the activities of Flo8, Ste12 and Tec1, the 

remaining experimental results will focus on these pathways. In particular, the roles of negative 



 
 

82 
 

regulators of FLO11 in these pathways are of primary interest since they are known to repress 

the activity of these transcription activators. 

 

 

Kss1, Dig1, Mpt5 and Msb2 in the FG pathway 

In its inactive state, the FG MAPK Kss1 represses FLO11 expression by inhibiting the 

activity of Ste12. The lack of transcriptional activation of FLO11 in polyploids could be caused 

by a lack of activation of Kss1. To test this possibility, expression of FLO11 was quantified in 

the kss1∆ ste7∆ double mutant. The double mutant is useful in this experiment since it is capable 

of invasive growth. By contrast, the single kss1∆ mutant expresses FLO11 poorly and is strongly 

defective in FG (Cook et al., 1997). Deletion of KSS1 and STE7 did not affect ploidy-regulation 

of FLO11 (figure 3a). I also examined expression of FLO11 in the dig1∆ ploidy series. Acting 

downstream of Kss1, Dig1 is another negative regulator of Ste12 and Tec1 in the FG pathway. 

Similarly, deletion of DIG1 did not abolish the ploidy-regulation of FLO11 in tetraploids (figure 

3b). These results indicate that inactivity of the FG pathway alone cannot explain repression of 

FLO11 in polyploids. Translational repression of STE7 and TEC1 by Mpt5 cannot explain 

ploidy-regulation of FLO11, as evidenced by the significantly reduced expression of FLO11 in 

mpt5∆ diploid compared to haploid (figure 3c). The mucin domain of Msb2 does not appear to 

cause repression of FLO11 in polyploids, either (figure 3d). In summary, the currently known 

negative regulators of FLO11 in the FG pathway are not required for repression of FLO11 in 

polyploids. 
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The Fus3 kinase of the pheromone response pathway and the Tec1 T273M mutant 

The pheromone response pathway MAPK Fus3 is known to inhibit transcriptional 

activation of FLO11 by triggering degradation of the transcription factor Tec1 (Bao et al., 2009). 

Multiple lines of evidence suggest that Fus3 is not necessary for silencing of FLO11 in 

polyploids. First, FUS3 is not expressed in the MATa/α cell type, but ploidy-regulation occurs in 

all three MAT cell types (Galitski et al., 1999). Second, RNA-seq data suggest that Fus3 is less 

active in tetraploids, since a number of genes in the pheromone response pathway, including 

FUS3 itself, are ploidy-repressed (table 4 in chapter 2). Third, the T273M mutant of Tec1 protein 

is resistant to phosphorylation by activated Fus3 and not degraded during pheromone response 

(Bao et al., 2004; Bruckner et al., 2004; Chou et al., 2004). In the TEC1 T273M mutant 

background, FLO11 is still repressed by increasing ploidy (figure 4). 

 

 

The high osmolarity glycerol pathway MAPK Hog1  

The fact that Hog1 inhibits the DNA binding function of Tec1 makes Hog1 an attractive 

candidate for an agent of gene regulation by ploidy. However, deletion of HOG1 also did not 

restore the promoter activity of FLO11 in polyploids (figure 5). 

 

 

Bck1, the MAPKKK of the cell wall integrity (CWI) pathway 

I had found that deletion of the CWI MAPKKK BCK1 causes de-represion of FLO11 in 

haploids, whereas deletion of the CWI MAPK MPK1 has little or a negative effect on FLO11 

expression (figure 6a). Probing the mechanism further, I found that the double mutant kss1∆ 
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ste7∆ is epistatic to bck1∆ (figure 6b). One interpretation of these results is inhibitory crosstalk 

from Bck1 to the FG MAPK cascade. Higher activity of CWI pathway observed in tetraploids 

(figure 6a in chapter 2) could cause of FLO11 repression. To test this hypothesis, I constructed 

the bck1∆ ploidy series and compared expression of FLO11 within the series. In the bck1∆ 

tetraploid, expression of FLO11 is significantly lower than in the isogenic haploid (figure 6c). 

Hence, the repressive effect of ploidy on FLO11 persists in the bck1∆ background. 

 

 

Sfl1 and Tpk3 in the cAMP/PKA pathway 

Sfl1 is a key transcriptional repressor of FLO11. By precluding Flo8 from binding to the 

FLO11 promoter, Sfl1 prevents recruitment of general transcription factors and RNA pol II. Sfl1 

also promotes transcriptional silencing by recruiting the general repressor Ssn6-Tup1 (Conlan 

and Tzamarias, 2001). Having these functions, Sfl1 could be regulated by ploidy and confer the 

down-regulation of FLO11 in polyploids. I constructed a ploidy series of the sfl1∆ mutant to 

study its effect and found that repression of FLO11 by polyploidy persists in this mutant 

background (figure 7a). Hence, Sfl1 is not required for ploidy-regulation. While investigating 

roles of the protein A kinases in FG, Robertson et al. discovered that Tpk3 might function 

upstream of Tpk2 to inhibit FG (Robertson and Fink, 1998). As shown in figure 7b, it is unlikely 

that Tpk3 mediates ploidy-based silencing of FLO11, because the repression on FLO11 remains 

in tpk3∆ polyploids. 
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Nrg1 in the glucose repression pathway 

Kuchin et al. reported that the zinc finger transcriptional repressors Nrg1 and Nrg2 

function downstream of the Snf1 kinase to repress FLO11 when nutrients are abundant (Kuchin 

et al., 2002). Nrg1 is of particular interest as its activity is regulated by glucose content (Berkey 

et al., 2004). It is possible that polyploids respond to nutrient depletion poorly due to signaling 

defects, as shown in a previous study (Andalis et al., 2004). Polyploids may be defective in 

sensing glucose depletion in the medium and maintains FLO11 repression in a growing culture. I 

investigated this possibility by ChIP to quantify association of Nrg1 with the FLO11 promoter. 

As shown in figure 8, binding of Nrg1 to the FLO11 promoter is diminished in polyploids. 

Binding of Nrg1 to the GAT4 promoter, on the other hand, is not affected by ploidy. These 

results suggest that Nrg1 does not contribute to repression of FLO11 in polyploids. The results 

again show that in polyploids, the FLO11 promoter is somehow less accessible to transcription 

factors.  

 

 

Variegation factor histone deacetylase Hda1 

In haploids and diploids, Hda1 is required for variegated silencing of FLO11 (Halme et 

al., 2004). One possibility is that polyploidy increases the fraction of silenced cells in the 

population through Hda1. Consequently, the average level of FLO11 expression would decrease 

when assayed on the population level. To probe this possibility, I constructed the hda1∆ ploidy 

series. The repressive effect of ploidy remains in this mutant background (figure 9). Results from 

the hda1∆ and sfl1∆ ploidy series are in agreement and consistent with a role of Sfl1 in recruiting 

Hda1 to the FLO11 promoter. 
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Upstream intergenic transcription of ICR1 

Bumgarner et al. show that transcription of ICR1 initiates far upstream of the FLO11 

ORF and progresses through most of the FLO11 promoter (in some cases even further into the 

FLO11 ORF), preventing transcription activators from binding to the promoter (Bumgarner et 

al., 2009). To investigate whether ICR1 is involved in ploidy-regulation, I quantified the 

abundance of ICR1 and FLO11 transcripts in multiple isogenic haploid, diploid and tetraploid 

strains. Although in one ploidy series the expression of ICR1 appears to increase with increasing 

ploidy, the other ploidy series did not show such a trend (figure 10). Regardless of the levels of 

ICR1 expression, expression of FLO11 consistently decreases with increasing ploidy in all series. 

The inverse relationship between ICR1 and FLO11 expression observed in haploids by 

Bumgarner et al. is not established in polyploids. It is unlikely that ICR1 mediates repression of 

FLO11 in polyploids. 

 

 

Cell density 

The expression of FLO11 is induced at high cell density through a quorum sensing 

mechanism involving alcohol derivatives of phenylalanine and tryptophan. A comparison 

between optical density and cell density shows that the same optical density corresponds to ~3 

fold lower cell density for the tetraploid when compared to haploid (table 1 in Appendix). 

Because comparisons of FLO11 expression had only been performed in cultures controlled for 

optical density, effects caused by a difference cell density in ploidy series were unknown albeit 

systematic. Hence, it was important to compare FLO11 expression in cultures at the same cell 

density. As shown in table 1, expression of FLO11 in tetraploids remains significantly lower than 
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in haploids at similar cell densities. The result rules out differences in cell density as a 

determinant of repression of FLO11 in polyploids. 

 

 

Cell cycle 

As discussed earlier (figure 3 in chapter 2), expression of FLO11 is regulated by the 

mitotic cell cycle. It peaks during M-phase and drops at the onset of G1, a pattern identical to 

that of SWI5. One explanation for the ploidy-regulation of FLO11 would be an alteration in the 

polyploid mitotic cell cycle – such as a much longer G1-phase – causing under-representation of 

cells in M-phase in polyploid cultures. Consequently, the average expression level of FLO11 

would be lower. Data from the cell size haploid mutants (figures 5 in chapter 2) argue against 

this explanation. Another line of evidence is shown in figure 11: expression of SWI5 appears to 

increase with increasing ploidy. If changes in the cell cycle were to account for differential 

expression of FLO11, then expression of FLO11 would have been higher in polyploids. The fact 

that FLO11 is strongly repressed in polyploids means that a cell cycle independent process 

causes ploidy-repression. 
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Discussion 

Results presented in this chapter are summarized in the diagram below. I selectively 

looked at a number of repressors of FLO11 that function upstream of Flo8, Ste12 and Tec1. 

When individually examined, none of the repressors was necessary for down-regulation of 

FLO11. Hence, these repressors are individually dispensable for the regulation and are thus 

crossed out in the diagram. Implications of these results, combined with findings in chapter 2, 

will be discussed in the next chapter along with future directions to identify potential pathways 

mediating repression of FLO11 in polyploids. 

 

 

The candidate-based genetic survey of the regulators employed in this chapter is certainly 

far from complete. A small number of mutants are worth consideration but have not been 

explored: bcy1∆, msb2 without its N-terminal domain, and nrg2∆ (Cullen et al., 2004; Kuchin et 

al., 2002; Prinz et al., 2007; Robertson and Fink, 1998). In these mutants, it was observed that 
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FLO11 expression levels were increased as compared with WT, suggesting that these proteins of 

interest act as repressors of FLO11. I also did not explore combinations of mutations in different 

pathways. Due to the complex regulation of FLO11, it is formally possible that two or more 

regulators function redundantly and that individually each of the regulators is sufficient for 

strong repression of FLO11 in polyploids.  

A few improvements in experimental design would have led to more informative results 

in this chapter. First, the growth condition of yeast cultures could have been better standardized 

to minimize variations among experiments. For example, the WT haploid strain L6437 and 

tetraploid strain L6440 in figures 9, 10 (1st panel) and 11 showed 2.8, 7, and 15 fold reduction in 

FLO11 transcript levels in the tetraploid, respectively. Although it is clear that FLO11 is 

consistently down-regulated in the tetraploid, such large variations in fold changes compromise 

the quantitative quality of the data. Gene expression analysis was performed using cultures 

grown on shakers in a 30̊C warm room, a condition that could have been optimized to improve 

experimental reproducibility. Since the facility is shared by multiple investigators who need to 

frequently access the room and turn on/off the shakers, changes in growth conditions caused by 

fluctuations in temperature and aeration can be common. These changes could influence 

expression of FLO11, whose regulation is controlled by multiple signaling pathways responsive 

to changes in the environment. Growing cultures in a water bath with finer control over 

temperature and rotary speed could have helped to minimize variations among different 

experiments. 

Second, a significant portion of the data was obtained from mutants without their WT 

counterparts that would have generated more useful data. Without proper WT controls, it is 

difficult to quantitatively assess the contribution of each regulator to the down-regulation of 
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FLO11. In other words, the fold changes in FLO11 expression levels between mutant haploids 

and polyploids could have been more meaningful if fold changes in isogenic WT controls had 

been available in the same experiments. If several mutations were found to individually restore 

FLO11 expression in polyploids by a small degree, these mutations would be suitable to combine 

to further examine functional redundancy among their associated signaling pathways. 

Another technical improvement would be to verify euploidy in each tetraploid strain prior 

to gene expression analysis. Genome instability occurs more often in polyploids due to more 

frequent chromosomal loss (Andalis et al., 2004; Ganem et al., 2007; Storchova et al., 2006). 

Aneuploidy in polyploids can lead to false interpretations of gene expression data, especially 

when chromosomes carrying genes of interest are lost. A comprehensive way to confirm 

euploidy is to perform comparative genomic hybridization using microarrays to examine the 

genome content of a polyploid against a reference haploid genome. Transcriptomic profiling can 

also reveal aneuploidy of a chromosome, based on the large-scale indicative perturbation in 

transcriptome observed in aneuploid haploids (Torres et al., 2007). Alternatively, genome 

integrity can be assessed by using chromosome specific probes in quantitative PCR to make sure 

equal representation of all chromosomes in a polyploid as compared with a haploid control.  
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Materials and Methods 

Yeast strains, genetic engineering and growth conditions 

Strains used in this study are listed at the end of this section. Standard molecular 

techniques were employed to engineer mutant and epitope-tagged strains. All engineered strains 

were verified by polymerase chain reaction and/or western blotting. Functions of epitope-tagged 

alleles were assessed by their ability to complement expression or phenotypic defects of null 

mutants. Prior to analysis, all cultures were grown from diluted overnight pre-cultures until mid-

log phase in the SC medium supplemented with 2% glucose at 30°C on a shaker. 

 

 

Construction of isogenic ploidy series  

Repeated rounds of mating-type switching and zygote selection were performed to obtain 

isogenic ploidy series. Typically the process of generating a MATaaaa or MATαααα tetraploid 

from an isogenic haploid takes 4 to 6 weeks. Briefly, haploid strains with suitable genotypes 

were transformed with a plasmid encoding the HO endonuclease inducible by galatose to enable 

mating-type switching. Transformed strains were pre-grown overnight in SC drop-out medium 

supplemented with 0.1% glucose. After sufficient washing with water, cells were resuspended in 

SC drop-out medium + 2% galactose and grown for 3 hours to enable mating type switching 

before plating on YPD. Mating-type switched candidates were passaged multiple times on YPD 

to ensure loss of the HO-encoding plasmid prior to mating-type assessment by auxotrophic 

marker complementation or a pheromone-dependent growth inhibition assay.  
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Chromatin Immunoprecipitation 

Chromatin Immunoprecipitation was performed as described (Zeitlinger et al., 2003). 

Monoclonal antibody against the 9E11 epitope (Covance) was used to precipitate myc-tagged 

proteins. Anti-Rpb3 antibody (NeoClone) was used to precipitate RNA polymerase II complex. 

Enrichment of chromatin of interest was measured by quantitative PCR. Primer specificity was 

evaluated by the dissociation melting temperature of amplicon. Specificity was also confirmed 

by the absence of amplicons when the target sequence had been deleted in the genome used as 

qPCR template, when applicable. Quantitative ChIP results were analyzed as previously 

described (Keogh and Buratowski, 2004).  

 

 

Measurement of gene expression by quantitative PCR 

See methods section in chapter 2. 

 
 



 
 

93 
 

Yeast strains 

All strains are in the Sigma 1278b background with the genotype ura3-52, leu2::hisG 

his3::hisG and were created in this study unless noted otherwise. 

 
Strain ID Genotype or Description    Reference/Source 
(figure 1) 
yCW93 MATa, flo11∆::lacZ-LEU2, NUP49-GFP-HIS3 
yCW157 MATaaaa isogenic strain to yCW93 
 
yCW111 MATa, FLO11 promoter and ORF replaced  

with kanMX, pFLO11-lacZ-LEU2 at URA3 locus, 
NUP49-GFP-HIS3 

yCW173 MATaaaa isogenic strain to yCW111 
 
yCW497 yCW93 transformed with bCW78 (see below) 
yCW499 yCW157 transformed with bCW78 
 
(figure2) 
L6437  MATa WT      Galitski et al., Science 1999 
L6440  MATaaaa isogenic strain to L6437    " 
L7003  MATa, tec1∆::HIS3     Gerald Fink lab stock 
 
yCW180 MATα, FLO8-9myc-TRP1 
yCW207 MATαααα isogenic strain to yCW180 
 
yCW10 MATa, 3myc-TEC1 
yCW28 MATaaaa isogenic strain to yCW10 
 
yCW1  MATa, STE12-9myc-TRP1, trp1::hisG 
yCW41 MATaaaa isogenic strain to yCW1 
 
yCW43 MATa, GCN4-9myc-TRP1, trp1::hisG 
yCW76 MATaaaa isogenic strain to yCW43 
 
(figure 3) 
yCW552 MATa, kss1∆::ura3::LEU2, ste7∆::HIS3, trp1::hisG    Fink strain L6237 
yCW582 MATaa, isogenic strain to yCW552 
 
yCW686 MATa, dig1∆::kanMX    Charles Boone 
yCW758 MATaaaa, isogenic strain to yCW686 
 
yCW493 MATa, mpt5∆::kanMX    Charles Boone    
yCW490 isogenic MATaa 
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yCW372 MATa, msb2 without mucin repeats 
yCW441 MATaaaa, isogenic strain to yCW372 
(figure 4) 
yCW350 MATa, leu2::3myc-TEC1 T273M   Hans-Ulrich Mosch 
yCW423 MATaaaa, isogenic to yCW350 
 
(figure 5) 
yCW745 MATa, hog1∆::TRP1, flo11∆::yEGFP-URA3 
yCW796 MATaaaa isogenic to yCW745 
 
(figure 6) 
yCW478 MATa, WT      Charles Boone 
yCW514 MATa, isogenic to yCW478 except bck1∆::kanMX  " 
yCW492 MATa, isogenic to yCW478 except mpk1∆::kanMX  " 
 
yCW610 MATa, flo11∆::yEGFP-URA3 
yCW612 MATa, isogenic to yCW610 except bck1∆::kanMX 
 
yCW479 MATα, WT      Charles Boone 
yCW625 MATαααα, isogenic to yCW479 
yCW560 MATα, bck1∆::kanMX 
yCW555 MATαααα, isogenic to yCW560 
 
(figure 7) 
yCW506 MATα, sfl1∆::HIS3, flo11∆::yEGFP-URA3 
yCW530 MATαα, isogenic to yCW506 
yCW511 MATa/α, isogenic to yCW506 
yCW675 MATaa/αα, isogenic to yCW506 
 
yCW749 MATa, tpk3∆::HIS3, flo11∆::yEGFP-URA3, trp1 
yCW794 MATaaaa isogenic to yCW749 
 
(figure 8) 
yCW4  MATa, NRG1-9myc-TRP1 
yCW57 MATaaaa isogenic to yCW4 
 
(figure 9) 
L6437  MATa, WT      Galitski et al., Science 1999 
L6440  MATaaaa isogenic to L6440     " 
yCW98 MATa, hda1∆::kanMX, FLO11-HA   S. Bumgarner/Fink lab 
yCW153 MATaaaa isogenic to yCW153 
 
(figure 10) 
L6437  MATa, WT      Galitski et al., Science 1999 
L6438  isogenic MATaa      " 
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L6439  isogenic MATaaa      "   
L6440  isogenic MATaaaa      " 
L6441  MATα, WT       " 
L6442  isogenic MATαα      " 
L6443  isogenic MATααα      " 
L6444  isogenic MATαααα      " 
 
yCW43 MATa, GCN4-9myc-TRP1, trp1::hisG 
yCW60 isogenic MATaa 
yCW76 isogenic MATaaaa 
yCW48 isogenic MATα 
yCW54 isogenic MATαα 
yCW77 isogenic MATαααα 
 
yCW151 MATa, flo11∆::yEGFP-URA3    S. Chen/Fink lab 
yCW163 isogenic MATaa 
yCW175 isogenic MATaaaa 
yCW92 isogenic MATα 
yCW164 isogenic MATαα 
 
(figure 11) 
WT MATa ploidy series, as in figure 10 
 
 
 
Plasmids 
 
Plasmid ID Description      Reference/Source 
bCW78 GAL1S promoter driving FLO11 ORF and 3’UTR 

cloned from an S288c genomic DNA library, 
URA3 as selectable marker, CEN. 

 
B4099  FLO11 promoter upstream of lacZ ORF, for   Gerald Fink lab stock 
  integrative transformation to use lacZ as a reporter 
  for FLO11 promoter activity. LEU2 as selectable 
  marker. 
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Figures and Table 

 

 

 

 

 

 

 

 

Figure 1a. The FLO11 promoter is sufficient for conferring ploidy-regulation. Left: By 
integrative transformation, the FLO11 ORF and 3’UTR was replaced with the lacZ reporter gene 
followed by the LEU2 selection marker. The LacZ and LEU2 sequence came from vector 
YEp365 and was used to construct the Fink lab plasmid B4099 for integration at the FLO11 
locus. In a separate strain, the entire region shown in the diagram was inserted at the URA3 locus 
by integrative transformation. Right: Like the FLO11 ORF, lacZ reporter expression levels are 
significantly reduced in the isogenic tetraploids. The down-regulation of FLO11 promoter 
activity occurs at both genomic locations. 
 

 

 
Figure 1b. Degradation of FLO11 RNA in haploids (solid purple lines) and tetraploids (dotted 
green lines) after addition of glucose to turn off FLO11 expression from the GAL1 promoter. 
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Figure 2a. Reduced association of RNA pol 
II with the FLO11 promoter in polyploids.  
Chromatin was co-immunoprecipiated with 
Rpb3, a component of RNA pol II. AHP1 (a 
well expressed gene) and DAN1 (a silenced 
gene) are reference chromatin regions with 
strong and little binding of RNA pol II, 
respectively. In all strains, expression levels 
of FLO11 are between those of AHP1 and 
DAN1 (data not shown). The intermediate 
enrichment levels of FLO11 promoter by 
ChIP correlate well with its relative transcript 
abundance, validating reduced association of 
RNA pol II in tetraploids. 

 
Figure 2b. Reduced binding of key 
transcription activators to the FLO11 promoter 
in polyploids. Epitope-tagged transcription 
factors had been confirmed to be functional by 
invasive growth in haploids, and isogenic 
tetraploids were then constructed. Different 
primer sets (B-E) were used to detect 
enrichment of various regions of the promoter. 
Region D, about 1.3Kb upstream of the ORF, 
was most enriched by all three transcription 
factors in haploids. Enrichment of FLO11 
promoter in tetraploids displays the same 
pattern but a smaller magnitude for region D. 
 

 
Figure 2c. Binding of Gcn4 to chromatin is 
not reduced in polyploids.  
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Figure 3a. Ploidy-associated reduction in FLO11 
expression in the kss1∆ ste7∆ double mutant background. 
 
 
 
 
 
 
 

 
Figure 3b. Repression of FLO11 in polyploids in the 
dig∆ mutant background. 
 
 
 
 
 
 
 
 

 

Figure 3c. Ploidy-dependent repression of FLO11 in 
mpt5∆ mutants. 

 

 

 

 

 

Figure 3d. The mucin repeats in Msb2 are not required 
for ploidy-regulation of FLO11. 
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Figure 4. Ploidy regulation of FLO11 in the TEC1 T273M 
mutant background. T273M amino acid substitution 
stabilizes Tec1 protein. However, repression of FLO11 still 
occurs in the polyploid. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Promoter activity of FLO11 in the hog1∆ 
haploid and tetraploid mutants. The FLO11 ORF was 
replaced with GFP as a reporter of promoter strength. 
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Figure 6a. Bck1 represses FLO11 expression. 
Diagonal: Expression of FLO11 is de-
repressed in bck1∆ but not mpk1∆ mutant. 
 
Above: On the contrary, RLM1, a target gene 
of the CWI pathway, is similarly repressed in 
both mutants, suggesting similar degrees of 
defect in CWI signaling in both mutants. 
 
Left: Bck1 inhibits transcription at FLO11 
promoter. The GFP ORF is used as a reporter 
of FLO11 promoter activity. 

 

Figure 6b. The double mutant kss1∆ ste7∆ is 
epistatic to bck1∆. Expression of FLO11 was 
quantified in haploids with the designated 
genotypes.  
 

 
Figure 6c. Expression of FLO11 in bck1∆ 
haploid and tetraploid mutants. 
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Figure 7a. Ploidy-mediated repression of FLO11 expression 
(reporter = GFP) does not require Sfl1.  
 
 
 
 
 
 
 
 
 

 
Figure 7b. The promoter activity of FLO11 remains repressed 
by polyploidy in the tpk3∆ mutant background. The GFP ORF 
is used as a reporter for expression from the FLO11 promoter. 
 
 
 
 
 

 
 

 
Figure 8. Enrichment of promoter chromatin by Nrg1 in isogenic haploid and tetraploid. 
(untagged = WT NRG1. tagged = NRG1 C-terminally tagged with 9myc at endogenous locus.) 
 

 
Figure 9. Ploidy-mediated repression of FLO11 does 
not require Hda1. 
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Figure 10. Expression of FLO11 (or FLO11 promoter activity) and ICR1 in multiple ploidy 
series. Genotypes of the isogenic ploidy series are noted above. Expression of ICR1 was 
measured using qPCR primers amplifying ~1.3Kb upstream of the FLO11 start codon, a region 
where transcription of ICR1 would interfere with binding of Flo8, Ste12 and Tec1.  
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WT MATα 

 

GCN4-9myc 
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GCN4-9myc 
MATα 

 



 
 

108 
 

flo11∆::yEGFP 
MATa 

 
 

flo11∆::yEGFP 
MATα 

 
 
 
 
 
 

 
Figure 11. Expression of 
FLO11 and SWI5 in the 
WT MATa ploidy series. 

 

 

 
 

 
 
 
Table 1. Normalized expression levels of FLO11 (relative to ACT1) in MATa and MATaaaa WT 
strains at ~3 x 10^7 cells/mL. 
 
 
 
 

strain 1n #1 1n #2 4n #1 4n #2 
FLO11 0.19 0.19 0.025 0.011 
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Chapter 4. Discussion and future directions 

Cell size and ploidy 

Although the exact mechanism by which polyploidy enlarges cell size is unclear, recent 

studies on polyploid S. cerevisiae have provided considerable insight to aid further investigation. 

While cell volume increases proportionally with increasing ploidy, the doubling time remains 

unchanged in a ploidy series (Di Talia et al., 2007 and Appendix I). Earlier work suggests that 

the cell size threshold is established by the balance between rate of cell growth and frequency of 

mitotic division (Cook and Tyers, 2007; Jorgensen et al., 2002). Hence, an increase in cell size 

without a reduction in cell division frequency in polyploids must result from a faster rate of 

biomass accumulation. Since the cell volume scales linearly with ploidy in yeast, the rate of 

biomass accumulation is likely proportional to ploidy. The unchanged doubling time also raises 

interesting questions concerning cell cycle regulation. The fact that polyploidy does not 

significantly alter cell cycle progression (Storchova et al., 2006) suggests that the relative but not 

absolute abundance of cell cycle regulators with respect to the genome determines timely 

progression of mitotic cell cycle.  

An in vitro study using synthetic macromolecules illustrates how a greater cellular 

biomass could increase cell size by simple physical principles. The study showed that RNA 

polymers encapsulated in fatty acid vesicles can generate sufficient osmotic pressure to expand 

the vesicles, provided that additional fatty acid molecules are available in the system to enable 

vesicle growth (Chen et al., 2004). In light of this physical observation, the concentration of 

macromolecules in a cell could dictate cell size. High concentrations of macromolecules inside a 

cell increase the internal osmotic pressure, which in turn triggers water inflow and thus provides 



 
 

110 
 

the turgor pressure to expand the cellular boundary. The physical principles provide an 

intuitively simple explanation for the positive correlation between cell size and ploidy: In 

tetraploids the quadrupled genome encodes a four-fold larger capacity for production of 

macromolecules, whose four-fold greater abundance then enlarges the cell size by four fold. 

 

Stress and compositional changes in the cell wall in response to enlarged cell size 

The budding yeast cell wall comprises at least 20% of the cellular dry weight (Smits et al., 

1999). As an organelle, the cell wall performs dynamic and controlled re-structuring in order to 

maintain cellular morphology while enabling growth. The enlarged cell size appears to have a 

unique impact on the cell wall, as my RNA-seq data show that genes encoding cell wall 

components and their regulators are preferentially regulated both in the enlarged cln3∆ haploid 

and the naturally large tetraploid. The cell wall composition is thus likely altered in large cells, 

although the molecular content and organization of cell wall remain to be compared in strains of 

different cell sizes. 

Despite the higher basal cell wall stress, polyploids do not appear to suffer gross defects 

in the cell wall. Using fluorescence microscopy, I detected no difference in the exposure levels 

of glucan and chitin on the cell surface between haploids and tetraploids grown to mid-log phase 

in YPD (data not shown). However, the basal level of cell wall stress appears significantly higher 

in polyploids, as evidenced by the elevated activity of cell wall integrity (CWI) pathway (see 

chapter 2). The increased pathway activity could result from a number of changes in the 

polyploids. First, polyploids must expand their cell wall at a faster rate than haploids to enable 

faster growth with an unchanged doubling time but a much larger cell size. Expansion of cell 
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wall requires rigorous and highly controlled wall remodeling – loosening the cell wall in targeted 

regions for addition of new wall components yet maintaining a sufficient force to counter the 

turgor pressure at the same time - to prevent bursting at structurally loosened sites. Since the 

remodeling process is coordinated by the CWI pathway (Levin, 2005), a faster cell wall 

expansion rate in polyploids likely demands a higher activity of the CWI pathway. 

A second factor contributing to the elevated CWI pathway activity could be the increased 

turgor pressure and therefore the greater physical stress on the cell wall. The faster accumulation 

of cellular content in polyploids likely generates greater turgor pressure, while the relative cell 

wall surface area with respect to cell volume decreases due to geometric limitations. 

Consequently, in polyploids, each unit of the cell wall would endure a higher amount of turgor 

pressure and would require more rigorous CWI pathway activity to stabilize the cell wall. 

Third, the likely altered cell wall composition in polyploids could induce the CWI 

pathway, which monitors and copes with structural changes in the cell wall (Levin, 2005). An 

altered composition of cell wall could weaken its structural integrity, which would exacerbate the 

stress endured by the wall and demand a stronger respose from the CWI pathway. Whether the 

physical strength and structural integrity of cell wall are affected by the enlarged size of 

polyploids could be assessed by biochemical means. For example, resistance to digestion by 

glucanases and chitinases could be quantified by the degree of permeability of reporter 

molecules normally excluded by the intact cell wall. If larger cells have structurally 

compromised cell wall, they may display greater cell wall permeability given a constant amount 

of enzymatic treatment.  
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The nuclear envelope, like the cell surface, also experiences a reduction in area with 

respect to their enclosed volume as the cell enlarges. It has been observed that the nuclear 

volume in yeast is proportional to cell volume (Jorgensen et al., 2007; Neumann and Nurse, 

2007). Using fluorescence microscopy to measure the diameter of nuclear envelope labeled with 

GFP (as a fusion protein to the nucleoporin Nup49), I also found that the nucleus in a tetraploid 

is indeed about four times larger than its haploid counterpart in budding yeast. Although the 

nuclear size enlarges with increasing cell size and is thus also under sophisticated size control 

(Huber and Gerace, 2007), transcriptional data from this work and previous studies (Galitski et 

al., 1999; Storchova et al., 2006) did not suggest a perturbation in the nuclear envelope in 

polyploids. Hence, the effect of polyploidy and cell size on nuclear function and structure remain 

unclear. Certainly, the absence of transcriptional effects does not eliminate other types of 

physiological perturbations that could be caused by changes in nuclear size. 

 

Pathway specific responses to enlarged cell size 

The enlarged cell size does not equally affect all molecular pathways concerning the cell 

surface. My transcriptome data show that among the four MAPK pathways active during 

vegetative growth, the pheromone response and filamentation pathways are down-regulated in 

large cells. In tetraploids, the cell wall integrity MAPK pathway is significantly induced. As 

discussed earlier, data from the high osmolarity glycerol (HOG) MAPK pathway are 

inconclusive. These MAPK pathways may be affected differently by cell size and manifest 

varying degrees of differential regulation. Alternatively, they could experience a similar degree 

of perturbation in large cells but adapt differently. For example, the HOG pathway shows a 

robust response to osmotic perturbation (Hohmann, 2009). Upon hyper-osmotic shocks, the 
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active, dually phosphorylated MAPK Hog1 promptly translocates from cytoplasm to nucleus and 

induces transcription of a broad range of genes. The duration of nuclear retention of Hog1 is 

correlated with the osmotic differential across the plasma membrane rather than the absolute 

intra-cellular osmolarity. After restoration of turgor pressure by increasing intra-cellular glycerol 

content, the nuclear enrichment level of Hog1 returns to the baseline level observed prior to 

osmotic shock, thereby exhibiting perfect adaptation (Muzzey et al., 2009). The quantitative 

measurement of steady-state levels of transcripts described in this study would not capture the 

kinetic dynamics of pathway adaptation upon a sudden change in cell size. Real-time analysis 

would be necessary to observe whether cell size causes temporary perturbations in the HOG 

pathway.  

Transcriptional profiling by next-generation sequencing in this thesis project was able to 

pinpoint pathways that are highly transcriptionally sensitive to cell size. As the transcript 

abundance is an imperfect proxy for protein abundance (de Godoy et al., 2008), processes 

affected at the level of translation or post-translational processing would only be identified by 

proteomic analysis. Transporters on the cell surface and nuclear envelope, if affected by enlarged 

cell size, could be regulated at levels of translation, post-translational modifications and protein 

degradation. Since the connection between cell size and physiology is fundamentally 

underexplored, systematic comparisons of metabolites, membrane lipid and cell wall 

composition in small and large cells will be necessary to reveal the totality of physiological 

changes associated with varying cell size.  

 

 



 
 

114 
 

Regulation of FLO11 by cell size/ploidy and identification of its size-dependent regulator 

My data presented in chapters 2 and 3 suggest that a lack of transcriptional activation, 

rather than stronger transcriptional repression, is the major cause of reduced expression of 

FLO11. Removal of the potent repressor Sfl1 should enable more efficient binding of Tec1, 

Ste12 and Flo8. However, deletion of SFL1 did not alter repression of FLO11 in polyploids. 

ChIP results suggest that the FLO11 promoter is less accessible in polyploids. While physical 

association between Nrg1 and the GAT4 promoter is unaffected by ploidy, binding of Nrg1 to the 

FLO11 promoter is diminished in polyploids. Hence, the accessibility of the FLO11 promoter 

appears to be lower in polyploids, at least when compared to that of GAT4. The reduction in 

binding of Tec1/Ste12 to the FLO11 promoter could explain this inaccessibility, as Tec1/Ste12 

has been shown to recruit the Swi/Snf chromatin remodeling complex (Kim et al., 2004).  

Given the complex regulation of FLO11, it is plausible that both the filamentous growth 

MAPK pathway and the cAMP/PKA pathway are inactive in polyploids. In this scenario, 

removal of repressors in one pathway would be insufficient to restore FLO11 expression, as seen 

in my results. It would be informative to study FLO11 in a ploidy series in which either or both 

kinase pathways are constitutively active. A ploidy series of a constitutively active RAS2 mutant 

could also be informative. As discussed in chapter 2, the enlarged cell size of polyploids could 

alter signal transduction due to the reduced surface area relative to volume. The constitutively 

active mutants could help to pinpoint the mechanism by which polyploidy exerts repression on 

FLO11, since the molecular architectures of these signaling pathways have been uncovered. 

Another unexplored possibility is enhanced inhibition of both kinase pathways by phosphatases 

in the cytoplasm and nucleoplasm. Polyploidy could actively promote the functions of 

phosphatases. Alternatively, inhibition by phosphatases in polyploids could increase by a passive 
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mechanism. MAPKs activated at the cell periphery are expected to encounter more de-

phosphorylation events before reaching their nuclear targets in polyploids, simply due to the 

longer distance to travel in a much larger cell. 

Besides the pathways mentioned above, it is formally possible that an unidentified 

regulator/pathway causes down-regulation of FLO11 in polyploids. A genome-wide screen could 

be helpful to discover such novel regulators. A library of null deletion mutants in the Sigma 

1278b background has been constructed (Dowell et al., 2010), and a systematic approach to 

create a tetraploid mutant library from a haploid library has been described (Storchova et al., 

2006). Although such an approach is practicable, it does not bypass the time- and labor-

consuming process of constructing tetraploid strains. In addition, tetraploids are genetically 

unstable, making a deletion library cumbersome to maintain; mutant strains in the library could 

easily become aneuploid.  

Recently, synthetic RNAi in S. cerevisiae has emerged as a viable alternative to null 

deletions, since components in the RNAi pathway in S. castellii have been characterized 

(Drinnenberg et al., 2009). It is thus technically feasible to design an RNAi library to knock 

down target transcripts in tetraploids. One advantage of using RNAi is that fresh mutant strains 

could be conveniently engineered from a WT tetraploid, so specific knock-down mutants could 

be easily replaced if their genome integrity is of concern. Once constructed, the Sigma 1278b 

tetraploid mutant library would then be transformed with a plasmid for a genetic screen. The 

plasmid could express GFP driven by the FLO11 promoter and RFP by the ACT1 promoter. 

Fluorescence microscopy or FACS would then identify mutants displaying higher ratios of GFP 

to RFP signals than the WT. The library could also be transformed with a plasmid encoding a 

selectable marker driven by the FLO11 promoter to identify new regulators via selective growth. 
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Mutant candidates identified in the screen would then be examined in the context of ploidy, as 

described in chapter 3. Since much of the physiology of tetraploid yeast is still largely unknown, 

a tetraploid mutant library in the Sigma 1278b background would serve many purposes for 

characterization of polyploids. 

An alternative and complementary approach to conduct the genome-wide screen would 

involve use of the cln3∆ mutation as a surrogate for polyploidy. The cln3∆ haploid could be a 

suitable proxy for polyploids, since transcriptional activation at FLO11 is repressed in the cln3∆ 

mutant as in the WT tetraploid. A haploid deletion library in the cln3∆ background could be 

generated by high throughput mating and sporulation. The haploid library would impart several 

technical advantages over the tetraploid library. It would take less effort to generate, and the 

haploid mutants would be genetically more stable than tetraploids. Polyploid specific lethal 

mutants (Storchova et al., 2006) would be viable and represented in the haploid library. Since the 

cln3∆ mutation sufficiently produces a cell size effect on FLO11 without exacerbating cell wall 

stress (see discussion in chapter 2), it would also simplify the screen by focusing on factors 

responding to changes in cell size and thereby avoiding complications caused by elevated cell 

wall stress. 

The genome-wide genetic screens discussed above could be adapted to study regulation 

of genes besides FLO11 by cell size. Use of other promoters to drive reporter expression in the 

screen would facilitate better identification of the mechanism(s) by which cell size is sensed and 

transmitted as a signal. One major disadvantage of studying FLO11 is its intrinsic complex 

regulation. Multiple signaling pathways involving cis- and trans-regulators control expression of 

FLO11, whose promoter is much longer than the genome-wide average (see chapter 3). Changes 

in cell size likely affect two or more pathways regulating FLO11, making it more difficult to 
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assess the role of each pathway in transcriptional responses to cell size. Regulation of other 

genes robustly regulated by cell size, as those identified in chapter 2, may be simpler than that of 

FLO11. These genes could provide a better opportunity for understanding the effect of cell size 

on cellular physiology at a detailed molecular level.  

 

Potential size-sensing signaling mechanisms 

Given the complex cellular architecture and signaling network, changes in cell size could 

be detected by multiple cellular components. As cell volume changes, the unequal scaling 

between surface area and volume could affect signaling molecules between the plasma 

membrane and the cytoplasm. The stoichiometry and biochemical interactions among surface 

and cytoplasmic components could be altered, thereby affecting signaling and transcription.  

In addition to molecules at the interface of cell surface and cytoplasm, the mechanism of 

cell size-sensing could involve the cytoskeleton or cytoplasmic organelles. Cell size sensing and 

control, in principle, is an integral aspect of maintaining the cellular architecture. The fact that 

nuclear size is proportional to cell size in budding and fission yeast (Jorgensen et al., 2007; 

Neumann and Nurse, 2007) suggests the existence of an elaborate cytoskeletal network 

connecting the nucleus to the cell periphery. The cytoskeleton thus likely expands as cell size 

increases. It is unlcear if other organelles also enlarge with increasing cell size. Currently, the 

molecular details of cellular architecture are still largely unclear; whether (and how) a larger cell 

size affects the functional and signaling properties of various organelles remains to be examined.  

Since the relationship between cell size and physiology is fundamentally underexplored, 

the budding yeast serves as a perfect model organism to investigate functional correlates of cell 
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size. Experimental tools implemented in this thesis can be developed further and combined with 

systematic surveys to obtain a comprehensive view of the effects of changes in cell size and 

pinpoint potential underlying mechanisms of cell size sensing. The principles concerning cell 

size, ploidy, and physiology discovered in yeast will continuously illuminate our path to 

understanding the basic cellular biology in other organisms. 
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Appendix 

During the course of my study, I characterized growth of Sigma 1278b strains at different 

ploidy states and mating types. Figures 1 and 2 are results from cultures grown in a standard 

condition. Figure 3 shows growth of haploid and tetraploid cultures challenged with a DNA 

damaging agent. These results reveal fundamental properties of the strains and could aid future 

studies. 

Figures 1 and 2 show that strains in the WT ploidy series all grew similarly. As the 

curves have similar slopes, the rates of change in optical density, glucose consumption and 

ethanol production are all similar across the series. A small difference, if significant at all, may 

exist due to mating type differences. The optical densities of MATa cultures were a bit lower 

than other strains during log phase. Consequently, glucose content was higher and ethanol 

content was lower in the haploid cultures. MATaa and MATaaaa had high optical densities, low 

glucose levels and high ethanol contents during log phase. The MATa/α cultures seemed 

equivalent to MATaa and MATaaaa in terms of optical densities. However, glucose utilization 

and ethanol production in MATa/α cultures appear to resemble MATa cultures. 

It is interesting that all cultures reached the diauxic shift at about the same time, and the 

optical densities plateaued at similar levels. Therefore, all cultures appeared metabolically 

similar despite their different cell densities (table 1). Based on the growth curves, the rate of 

overall biomass accumulation (approximated by optical density) in the culture is independent of 

ploidy. Hence, a tetraploid cell is likely metabolically equivalent to multiple haploid cells under 

this growth condition. Andalis et al. discovered that tetraploids fail to arrest cell cycle in 

stationary phase and lose viability (Andalis et al., 2004). The stationary phase could be a more 
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suitable condition to reveal large-scale differences in metabolism between haploids and 

polyploids.  

When searching for a mechanism underlying ploidy-regulation of FLO11, I once thought 

about the hypothesis that DNA damage sensing and repair might inhibit FLO11 expression. 

Storchova et al. had just reported a higher frequency of spontaneous DNA damage and more 

frequent DNA repair in polyploids (Storchova et al., 2006). A connection between DNA damage 

repair and FLO11 expression seemed plausible to explain down-regulation of FLO11 in 

polyploids. My preliminary data did not support such a connection, and I did not explore this 

possibility further. For record keeping, shown in figure 3 are doubling times of haploid and 

tetraploid strains treated with increasing concentrations of bleomycin. As expected, tetraploids 

are more sensitive to bleomycin. A noticeable difference in doubling time was seen when 

bleomycin concentration increased from 1 to 1.5 µg/mL. 
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Figure 1. Growth characterization of an isogenic WT ploidy series of the Sigma 1278b 
background. Two cultures were inoculated for each strain, and data from both cultures are 
shown. Cultures were grown in synthetic complete (SC) medium supplemented with 2% glucose 
at 30°C. Temperature fluctuation was minimized by growing cultures in water bath shakers 
instead of air based incubators. Cultures were inoculated at 0.05 O.D.600nm from ~12 hour old 
pre-cultures that were in exponential growth phase to eliminate lag phase. During the time 
course, O.D.600nm, glucose concentration and ethanol concentration in the growth medium were 
tracked at regular intervals. Glucose and ethanol contents were measured on YSI Select 2700 
Biochemistry Analyzer. Strain IDs: MATa = yCW728, MATaa = yCW782, MATa/alpha = 
yCW733, MATaaaa = yCW792 #1. Genotype: ura3-52, arg4, lys2::kanMX. 
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Figure 2. Side-by-side comparisons of all strains in each growth-related parameter. 
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Figure 3. Growth of WT Sigma 1278b haploid (MATa, L6437) and tetraploid (MATaaaa, 
L6440) treated with increasing concentrations of bleomycin. Cultures were inoculated in SC + 
2% glucose and grown at 30°C with periodic agitation in Bioscreen Microbiology Reader. 
Optical densities were tracked for 48 hours. Doubling times were calculated only from data 
points within exponential phase. 
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Strain O.D.600nm Cell density (10^7/mL) Cell density per O.D. (10^7/mL) 
MATa 0.655 1.87 2.85 

 
0.630 2.09 3.31 

 
0.595 1.82 3.06 

    MATa/alpha 0.685 1.08 1.58 

 
0.640 1.13 1.77 

    MATaa 0.690 1.48 2.14 

 
0.680 1.39 2.04 

    MATaaaa 0.665 0.761 1.14 

 
0.670 0.763 1.14 

 
0.680 0.755 1.11 

 
Table 1. Correlation between optical and cell densities in a WT isogenic series in the Sigma 
1278b strain background. To improve accuracy of optical density measurement, cultures were 
diluted 5 fold to ensure the spectrophotometric output fell between 0.1 and 0.2 optical units. Due 
to flocculation, the cell density could not be determined directly, and additional treatments were 
required. First, NP-40 was added to identical volume of cultures to 0.1% to thoroughly pellet 
MATa and MATaa cells that otherwise would adhere loosely to tubes and get removed in 
subsequent steps. Cell pellets were resuspended in PBS + 3.7% formaldehyde for fixation at 4°C 
overnight. Fixed cells were washed 3 times in PBS, 1 time in 1.2M sorbitol citrate, resuspended 
in sorbitol citrate and digested with a mixture of zymolyase and glusulase to alleviate 
flocculation. Digested cells were washed and resuspended in sorbitol citrate to the original 
volume prior to cell density counting on an automated cell counter Cellometer. 
 
 
 
 
 
References 
 
Andalis, A.A., Storchova, Z., Styles, C., Galitski, T., Pellman, D., and Fink, G.R. (2004). Defects 
arising from whole-genome duplications in Saccharomyces cerevisiae. Genetics 167, 1109-1121. 
 
Storchova, Z., Breneman, A., Cande, J., Dunn, J., Burbank, K., O'Toole, E., and Pellman, D. 
(2006). Genome-wide genetic analysis of polyploidy in yeast. Nature 443, 541-547. 
 
 


	TOC
	Abstract
	Chapter 1
	Chapter 2
	Chapter 2. Control of gene expression by cell size
	(contents of this chapter have been submitted to the journal PLoS Biology)
	Introduction
	Mounting genomic evidence suggests that a wide range of diploid eukaryotic species have evolved from polyploid ancestors with duplicated genomes, as hypothesized by Ohno (Kasahara, 2007; Semon and Wolfe, 2007). Polyploid organisms exist in multiple ki...
	The budding yeast presents an ideal system to decipher the relationship among ploidy, cell size and gene expression. Elegant molecular genetics enables convenient and precise engineering of the yeast genome. Isogenic polyploids can be constructed from...
	This earlier work was technically hampered in two aspects: First, the transcriptomes were isolated from the Sigma 1278b yeast strain, of which the genome sequence was unknown. Hence, microarrays designed for the S288c strain background was employed. T...
	Identification of ploidy regulated genes
	Ploidy regulated genes show significant bias for encoding cell surface components

	Discussion
	Materials and Methods


	Chapter 3
	Chapter 4
	Appendix

