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Abstract
In the automobile manufacturing industry, vehicle production is an assembly-line process. Automobile companies typically sequence vehicle production based on workload balancing factors, with little consideration of vehicle colors. The resulting sequence usually has a small average paint block size. Because automobile manufacturers use expensive and sometimes pollutant chemicals to clean out old paint at each color change, they would like to increase the size of the paint blocks, while maintaining the original workload-balanced vehicle sequence. To achieve this goal, Ford and other automobile manufacturers are considering automated vehicle storage and retrieval systems that would allow them to perturb the original sequence around the vehicle painting station, creating larger paint blocks and then restoring the original sequence after painting. To evaluate these systems, it is necessary to develop a method for resequencing cars and for calculating the resulting savings in paint cleanings.

The problem of resequencing can be cast as a traveling salesman problem with time windows. For a real-life sequence size of 750 cars and windows of 75 slots per car in either direction, direct modeling using the strongest known TSPTW formulation yields an integer program with up to 200,000 constraints and 14,000,000 variables. Reduced formulations are still difficult to solve, even with the addition of polyhedral cuts.

We exploit special problem structure to solve the LP relaxation of this problem quickly using Lagrangean relaxation. We prove and use an order-within-color property to construct an enumerative formulation, and use a greedy approach to bound the LP optimum. We decompose the problem and solve smaller enumerative formulations sequentially to generate a heuristic solution that empirically is within 2.5% of optimality. Because our heuristic and bounding procedure runs in a total of one minute, an automobile manufacturer could use the process to adjust the resequencing process in real time to compensate for vehicles that have been delayed in the original sequence due to production defects or other disruptions. We also establish worst-case bounds ranging from 2.5 to 6 for another related heuristic.
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Chapter 1

Introduction and Literature Review

1.1 Problem Description

On an assembly line in the automobile industry, an automotive company will typically sequence cars based on a number of objectives, most dealing with line-balancing so that worker utilization is neither too high nor too low.

The three main stages of an assembly line are the body shop, the paint shop, and the trim and chassis installation. Cars flow through the assembly line from stage to stage in sequence (see Figure 1-1).

![Diagram showing stages of the automobile assembly process]

Figure 1-1: Stages of the automobile assembly process
In the first and last stages (the body shop and the trim, accessory, and chassis installation), different cars might require the installation of different sets of equipment; for example, one car might have a sun roof, and power windows, but no CD player, while another car might have a CD player and power windows, but no sun roof. To balance the workload, an automobile manufacturer will sequence cars so that even over small sets of consecutive cars, the frequency of each installation is approximately equal to its overall frequency. For example, if 10% of all cars have a sun roof, then exactly one out of every 10 consecutive cars in an ideal sequence would have a sun roof. If this were the case, a worker at a station installing sun roofs would have a fairly constant workload. Furthermore, by balancing workloads, the plant could avoid a backlog at the sun roof station that could slow down the line, as might occur if, for example, 10 consecutive cars required a sun roof. Of course, it is generally not possible to achieve this objective exactly for every characteristic, but sequencers attempt to get as close as possible to this desired property [4] [22].

Because the plant must paint every car, it faces no analogous “balance requirement” for the paint shop. Every car must pass through the paint shop and be painted by the same machinery; thus, the creation of paint blocks, consecutively-sequenced cars with the same required color at the painting station of the assembly line, is not a high priority. However, because the plant must clean the painting apparatus of old paint before painting a car of a new color, it can lose much time and money when the average paint block size is small. Atassi [4] estimates that an automotive plant incurs a cost of $15 or more each time it changes the paint color. Our data, taken from a single assembly line at a single automobile manufacturing plant, specifies that 750 cars per day will pass through the paint shop, and
each car will be painted one of 15 possible colors. If we were able to decrease the daily number
of paint blocks by 500, we could save the automobile manufacturer on the order of $7500
each day, just on this single assembly line. This translates to a savings of millions of dollars
per year, just for this one production line. Reducing the number of paint cleanings can also
have a positive environmental impact, as the cleaning chemicals often contain environmental
pollutants.

Automobile companies have considered three basic ideas to alleviate problem of small
paint blocks while still retaining the original automobile sequences [13]. A fourth possibility
is to not make any adjustments, and simply incur all of the paint-cleaning costs.

The first idea is to split the assembly line into two or more sub-lines before the paint
shop (see Figure 1-2). The plant will then assign each car to one of the sub-lines. Whenever
a new vehicle is to enter the paint shop, the plant can choose the entering car from among
the next-in-line car at each sub-line (possibly a car of the same color as the last car painted).
After exiting the paint shop, the cars are reshuffled via the same process to recreate the
initial ordering [13]. This idea is a generalization of the current no-adjustment method
(which has only one sub-line) and will decrease the paint-blocking costs. However, there is
a cost tradeoff in that the sub-lines will be expensive to create and maintain.

A second possibility is to split the assembly line into two or more sub-lines, like the
previous method. However, at any time that a car is next-in-line in one of the sub-lines, it
can be shifted to the end of its sub-line instead of being sent into the paint shop [13] (see
Figure 1-3). Again, there is a tradeoff between the cost of building and maintaining the
sub-lines and the savings gained through better paint-blocking.
Figure 1-2: $k$-sub-line example with no balking

Figure 1-3: $k$-sub-line example with balking
As a third option for better paint-blocking, Atassi [4] and Myron [22] have proposed the use of temporary resequencing, facilitated by an automated storage system (see Figure 1-4). The automated storage system would act as a buffer that can store cars before and/or after painting. Using this buffer, a plant can perturb the order for painting cars to create larger paint blocks, and then restore the original sequence after painting.

To decide which of the four alternatives is best for a certain assembly line, it is important to know the cost savings generated by each type of line. Because some of the associated optimization problems are difficult, the cost savings will be related to the best available heuristic solution, rather than the optimal solution. Moreover, because the solutions must be available in real time, the speed of generating the heuristic solutions is also important.

In this thesis, we study the fourth option, using the automated vehicle storage and retrieval system, comparing it to the “baseline” solution of not adding any extra equipment.

A simple example with two gray cars and one white car illustrates the use of an automated storage system (see Figures 1-5 through 1-11). Instead of painting the white car between the two gray cars, we would like to paint the two gray cars first, and then the white car. We
Figure 1-5: Step 1: First car enters body shop, other cars wait in order

Figure 1-6: Step 2: First car advances to paint shop, second car enters body shop

can paint the first gray car and send it down the assembly line, move the white car into the
storage system, and paint the second gray car. We can then move the second gray car into
the storage system, paint the white car and send it down the line, and then send the second
gray car down the line. In this way, we have reduced the number of paint changes from two
to one while retaining the prespecified sequence of cars at every other stage of the assembly
line.

The optimization problem induced by this situation is that of minimizing the total number
of paint-cleanings (or, equivalently, maximizing the size of the average paint block) given
the initial ordering of automobiles, the colors they are to be painted, and the maximum
Figure 1-7: Step 3: First car advances to trim, second car waits in storage, third car enters body shop

Figure 1-8: Step 4: First car finishes, second car waits in storage, third car advances to paint shop

Figure 1-9: Step 5: Second car advances to paint shop, third car waits in storage
Figure 1-10: Step 6: Second car advances to trim, third car waits in storage

Figure 1-11: Step 7: Second car finishes, third car advances to trim
allowable perturbation in the sequence (dependent on the size of the buffer).

1.2 Relation to the Traveling Salesman Problem

The traveling salesman problem (TSP) is traditionally defined by a set of cities and a set of distances between pairs of cities. The problem is to determine the shortest-distance route (tour) that visits every city exactly once and then returns to the first city visited. The TSP has a rich and storied history, and is known to be an $NP$-hard problem [19].

A variant of the TSP, called the TSP with time windows (TSPTW), includes an extra set of constraints, specifying the earliest and latest times that the tour can visit each city. For example, a city’s “time window” constraint might specify that the tour must visit the city between three and six days after the route begins. Because a regular TSP is a TSPTW with large time windows, the TSPTW is also an $NP$-hard problem [18]. In fact, Savelsbergh [27] has proved that the problem of finding any feasible solution to the TSPTW is $NP$-hard, even when travel is permitted between any pair of cities (a case where finding a feasible solution to the standard TSP is easy).

Our problem is a TSPTW. Cars correspond to cities that must each be painted once, in a certain order. We need to paint each car within a certain time window. Specifically, if we define $w$ to be the maximum allowable perturbation in the sequence, then the $i$th car in the original sequence must be between the $(i-w)$th and $(i+w)$th car (inclusive) in the perturbed sequence. We define the “distance” between cars to be either one (if they are different colors and necessitate the creation of a new paint block) or zero (if they are the same color and do not necessitate the creation of a new paint block).
Researchers have used the TSPTW to model a number of other real-world problems, including buoy tender routing and scheduling [9] and dairy routing [1]. In the general case, as treated by most of the TSPTW literature, the problem models a single-vehicle routing problem with service windows.

Various researchers, including Ascheuer, Fischetti, and Grotschel [3], Balas and Schulz [5], and van Eijl [31], have studied the polyhedral structure of the TSPTW. However, finding the dimension of the TSPTW is \( NP \)-hard [5], so determining whether inequalities define facets of the polytope is also a hard problem.

Researchers have proposed a number of exact algorithms for the TSPTW. Tsitsiklis [29] studied special cases of the TSPTW, and proposed an algorithm for a generalized version of the problem with a small number of locations, some needing to be visited more than once. We will apply a similar strategy in this thesis to demonstrate that our problem is polynomially solvable; however, the polynomial is of degree 15 for real-world-sized problems, and thus the solution method is unsuitable for our problem.

Dumas, Desrosiers, Gelin, and Solomon [12] improved upon the generic dynamic programming algorithm by imposing partial orderings on the cities based on the time constraints. We will incorporate similar ideas in our model when we prove and exploit the order-within-color property.

Pesant, Gendreau, Potvin, and Rousseau [26] proposed a constraint logic programming algorithm for solving the TSPTW exactly. They achieved good results on some general problems in the literature (up to 60 cities with a window size of 20), but the solution methodology requires too much time for a problem of our size (750 cities and a window size
of 75). The cutting-plane approach suggested by Malandraki and Daskin [20] encountered the same difficulties, while achieving slightly worse results for smaller problems.

Simonetti and Balas [11] proposed a linear-time algorithm for solving the TSPTW; however, the linear-time algorithm involves exponential memory usage.

Other researchers have applied generalized heuristics, such as tabu search (Carlton and Barnes) [7] and genetic algorithms (Nygard and Yang) [24], with some success to the TSPTW, but the algorithms are able to solve only much smaller problems than what we encounter in our application. Problem-specific heuristic methods, such as decomposition (Mukund) [21], insertion (Gendreau, Hertz, Laporte, and Stan) [14], nearest-neighbor (Malandraki and Daskin) [20], and interchange (Savlesbergh; Vander Weil and Sahinidis) [27] [32], solve general problems in a matter of minutes to within 4-10% of optimality, but are similarly unwieldy for the sequence length and window size of our problem.

Our particular TSPTW has a specially structured objective function: every distance is either zero or one. Since we must incur the cost of exactly the same number of inter-car distances \( N - 1 \), when the sequence contains \( N \) cars) in any feasible solution, we could create an equivalent problem by redefining the distances as one and two (instead of zero and one).

Papadimitriou and Yannakakis [25] have studied the special case of the symmetric TSP with all distances equal to one or two (this problem is still \( NP \)-hard), and have constructed a polynomial-time \( \frac{7}{5} \)-approximation algorithm for the problem. The algorithm relies heavily on the fact that any permutation of the cities defines a feasible solution. The TSPTW does not satisfy this property, so Papadimitriou and Yannakakis' algorithm is not applicable to
our problem.

Overall, the “state of the art” TSPTW algorithms from the literature are able to solve problems of up to 200 cities and a window size of 40, with solution times for the largest cases measured in hours. As mentioned previously, the real-world data motivating our study has a sequence of 750 cars. The data also specifies a half-window size $w$ of 75 cars (75 cars in either direction, for a total window size of $2w + 1 = 151$) [4].

The data set contains a total of 15 colors, and a probability distribution on the frequency of each color’s occurrence [4]. Later, we will discuss other cases with different sizes of the color set, window, and automobile sequence.
Chapter 2

Models

In this chapter, we present a series of models for the problem. As we describe later, some of these models are too large to solve directly when applied to the full-scale real world data. Therefore, we use a smaller test problem to obtain a general idea of the performance of our formulations. We generate random examples having 200 cars, 15 colors (with the same color distribution as in the full-scale example), and a half-window size of 4 to use as test problems. The results we report for our test problem are for a representative instance with an initial sequence containing 184 paint blocks and an optimal solution containing 114 paint blocks, and so 86 transitions between cars of the same color. In our optimization models, we choose to maximize the number of transitions between cars of the same color rather than (equivalently) minimizing the number of paint blocks.
2.1 Formulations with Integer Polyhedra

2.1.1 Quadratic Assignment Formulation

One natural formulation would be to model the problem as an assignment problem, with $N$ cars to assign to $N$ slots in the painting order. In this formulation, $x_{ij} = 1$ if and only if we place car $i$ in slot $j$.

\[
\text{[QAF : ] maximize } \sum_{j=1}^{N} \sum_{c_i = c_k \max(N, i+w)} x_{ij} x_{k,(j+1)} \\
\text{subject to } \sum_{j = \min(1, i-w)}^{\max(N, i+w)} x_{ij} = 1 \quad \forall i \\
\sum_{i = \min(1, i-w)} x_{ij} = 1 \quad \forall j \\
x_{ij} \in \{0, 1\} \quad \forall (i, j).
\]

The standard assignment constraints restrict each car to exactly one slot, and each slot to exactly one car. The objective counts the number of pairs of consecutive cars of the same color.

The assignment problem polyhedron is integral; however, the objective function is neither convex nor concave, so this model is difficult to solve, even if we relax the integrality constraints.

We can exploit the 0/1 structure of the objective function to create a concave objective function. If we add $-\frac{N^2}{2} \sum_i \sum_j x_{ij}^2$ to the objective function, it becomes the sum of $-\frac{1}{2}(x_{ij} - x_{k,j+1})$ terms and $-\frac{1}{2}x_{ij}$ terms, all of which are concave. Since exactly $N$ of the $x_{ij}$ will be one in any feasible solution, adding this term to the objective subtracts $N^3$ from the objective value of every feasible solution, and thus does not alter the optimal solution.
When we relax the integrality constraints for this new problem, we are maximizing a nonlinear, concave cost function, so this is an easy problem to solve. However, the optimal solution will generally not lie at one of the extreme points, so the solution generated will not correspond to an assignment of cars to slots. Alternatively, we could transform the objective function to be the maximization of a convex function (by adding $\frac{N^2}{2} \sum_i \sum_j x_{ij}^2$ to the objective function), in which case the optimal solution would lie at an extreme point; however, this new problem is still hard to solve.

2.1.2 Linearization

To remove the difficult nonlinearities, we could linearize the problem (see Figure 2-1) by replacing the objective function by the sum of its partial derivatives evaluated at any feasible point. If we solve the linearization of problem \( QAF \), we do obtain an extreme point solution; however, it contains 161 paint blocks, and we show later that the optimal solution is 114 paint blocks, so the solution of the linearized linear program is 41% from the optimal solution to the integer program. We can understand why this method might perform poorly by considering the structure of the linearized problem. The constraints were initially linear, so they do not change. The linearized objective function simply counts the number of cars in a feasible solution, or \( N \). Thus any feasible solution will have the same objective value, so there is no differentiation between feasible solutions.
Figure 2-1: Network Representation of Linearized Quadratic Assignment Formulation with $w = 1$

### 2.1.3 Sequence Assignment Formulation

Another possible formulation with an underlying integral polyhedron uses only variables $z_{ij}$ (see Figure 2-2), defined to be $z_{ij} = 1$ if and only if car $j$ is assigned to the slot immediately after the slot to which car $i$ is assigned. We define $R(i)$ to be the set of cars that could possibly be in the slot after the slot assigned to car $i$. In general, $R(i)$ contains all cars between $\max(1, i - 2w + 1)$ and $\min(N, i + 2w + 1)$, inclusive.

\[
[SAF:] \text{maximize } \sum_{c_i = c_j, j \in R(i)} z_{ij}
\]

subject to

\[
\sum_{j \in R(i)} z_{ij} = 1 \quad \forall i
\]

\[
\sum_{i:j \in R(i)} z_{ij} = 1 \quad \forall j
\]

\[
z_{ij} \in \{0, 1\} \quad \forall i, j.
\]

The first set of constraints states that all cars have one successor, and the second set of
Figure 2-2: Network Representation of Sequencing Assignment Formulation with $w = 1$

Constraints states that all cars have one predecessor. We add a dummy car at the beginning and at the end of the sequence so that the constraints will hold for the first and last cars.

Unfortunately, this formulation need not generate solutions that are feasible for the original problem. For example, consider the simple instance of Figure 2-3 with $N = 5$ cars, $C = 2$ colors, and a window of $w = 1$. The mapping $(3, 2, 1, 4, 5)$ of cars to slots (car 3 in slot 1, car 2 in slot 2, etc.) is a feasible solution to this formulation, but would not be a feasible solution to the original problem, because cars 1 and 3 have each moved 2 slots (greater than the window size of 1) from their placement in the initial sequence. The solution cost of 1 is lower than the optimal solution cost of 2.

However, since no feasible solution to our problem is infeasible in this formulation, we can use the formulation to provide an upper bound on the optimal solution. For our test problem instance, the optimal objective value of this relaxation is only 141, 64% more than the objective value of an optimal solution.
2.1.4 Conclusions

While an exact linear formulation with a simple integral polyhedron (such as an assignment problem polyhedron) would be ideal, it seems unlikely that one exists, given the problem’s similarity to the traveling salesman problem. Thus, we attempt to find other formulations that might give better results than the simpler formulations.

2.2 Formulations With Non-Integral Polyhedra

If we allow ourselves to use formulations with nonintegral polyhedra, we can construct alternative formulations.

The difficulty with using only assignment constraints in a formulation of the problem is that the objective function is difficult to model using only assignment variables. By adding extra variables and/or adding a third dimension of indices to the core assignment model, we
improve the quality of our bounds.

2.2.1 Adding Car-Sequencing Variables

One way of avoiding the problems with multiplying variables in the objective function is to define a new set of variables. These new variables $y_{ik}$ will specify whether car $k$ immediately follows car $i$ in the new sequence. We refer to this formulation as the Sequencing Variable Formulation, or $SVF$.

$$[SVF : \text{maximize} \sum_{c_i = c_k}^{\max(N, i+w)} y_{ik}$$
subject to \quad \sum_{j = \min(1, i-w)}^{\max(N, i+w)} x_{ij} = 1 \quad \forall i$$
$$\sum_{i = \min(1, i-w)}^{\max(N, i+w)} x_{ij} = 1 \quad \forall j$$
$$x_{ij} + x_{k, (j+1)} \geq 2y_{ik} \quad \forall i, j, k$$
$$x_{ij} \in \{0, 1\} \quad \forall i, j$$
$$0 \leq y_{ik} \leq 1 \quad \forall i, k.$$ 

In this formulation, the first two sets of constraints are assignment constraints. The third set of constraints forces $y_{ik}$ to be 0 unless cars $i$ and $k$ are assigned to consecutive slots. For all other pairs of cars, the optimization will set $y_{ik}$ to value one since we are maximizing.

Unfortunately, the linear programming relaxation of this formulation is extremely weak. For our example problem with an optimal objective value of 86, the relaxation of $SVF$ has an optimal objective value of 199.

When we applied branch-and-bound to solve this formulation for our simple test problem, we were unable to solve the problem, or even decrease the upper bound below the value 190,
within 6 hours of computation time.

2.2.2 Assignment-Based Formulation With Savings Indicator Variables

As another modeling approach, we could use binary indicator variables $I_{ij}$ in the formulation, with variable $I_{ij}$ equaling 1 if car $i$ is in slot $j$ and the next car of the same color is in slot $j + 1$. The indicator variable $I_{ij}$ specifies whether we obtain a cost savings when we assign car $i$ to slot $j$, depending upon the car assigned to slot $j + 1$.

We refer to this formulation as the Savings Indicator Formulation, or SIF.

\[
[SIF:] \text{maximize} \quad \sum_{i,j} I_{ij} \quad \text{subject to} \quad \sum_{j=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall i \\
\sum_{i=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall j \\
2I_{ij} - x_{ij} - \sum_{k:c_i=c_k} x_{k,j+1} \leq 0 \quad \forall i, j \\
x_{ij} \in \{0,1\} \quad \forall i, j \\
I_{ij} \in \{0,1\} \quad \forall i, j.
\]

The third set of constraints restrict the indicator variable $I_{ij}$ to be zero unless the $i$th car is in slot $j$ and another car of the same color is in slot $j + 1$.

This formulation is larger than the previous assignment-based formulations, and does not achieve better results; the relaxation also has an optimal objective value of 199.
2.2.3 Disaggregated Formulation With Savings Indicator Variables.

The Savings Indicator Formulation is weak because of the third constraint, \( 2I_{ij} - x_{ij} - x_{k,j+1} \leq 0 \). If we set only one of the two \( x \)-variables to value one, the linear program can set the indicator variable to \( \frac{1}{2} \). However, if we disaggregate the constraint, we eliminate this possibility and tighten the formulation. We refer to the tighter formulation as the Disaggregated Savings indicator Formulation, or DSIF.

\[
[DSIF:] \quad \text{maximize} \quad \sum_{i,j} I_{ij} \\
\text{subject to} \quad \sum_{j=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall i \\
\sum_{i=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall j \\
I_{ij} - x_{ij} \leq 0 \quad \forall i, j \\
I_{ij} - \sum_{k:c_{e}=c_{k}} x_{k,j+1} \leq 0 \quad \forall i, j \\
x_{ij} \in \{0,1\} \quad \forall i, j \\
I_{ij} \in \{0,1\} \quad \forall i, j.
\]

The third and fourth sets of constraints restrict the indicator variable \( I_{ij} \) to be zero unless the \( i \)th car is in slot \( j \) and another car of the same color is in slot \( j + 1 \). These two sets of constraints are a disaggregation of the sequencing constraint of the formulation SIF.

This formulation is larger than the previous formulation, but has a stronger linear programming relaxation; the upper bound for the small test problem is 152.6.
Figure 2-4: Network Representation of the SP3 Formulation

2.2.4 3-Dimensional Shortest-Path-Based Formulation

To avoid the problems that arise when we attempt to use a nonlinear formulation, we can add a third index to our variables. Let \( x_{ijt} = 1 \) if and only if car \( i \) is in slot \( t \) and car \( j \) is in slot \( t + 1 \). Let \( S(t) \) be the set of cars that can be assigned slot \( t \) in a feasible solution, and \( \hat{S}(t) = \{(i, j) : i \in S(t), j \in S(t + 1)\} \).

If we create dummy source and sink nodes \( s^* \) and \( t^* \), we can think of this formulation as being based on the shortest path problem (see Figure 2-4). We have one node for each...
possible car-slot assignment, and an arc between each possible pair of consecutive car-slot assignments. The source node has arcs to each of the possible assignments for slot 1, and the sink node has arcs from each of the possible assignments for slot \( N \). If we define the costs on the arcs to be 0 if the colors of the endpoint cars are the same and 1 if the colors are different, the objective is then to find the shortest path through this network, subject to the constraint that each car must be used once. Thus, we refer to this formulation as the 3-Dimensional Shortest-Path-Based Formulation, or \( SP3 \).

We make one minor modification to obtain our final \( SP3 \) formulation; instead of the cost structure described above, we define the "costs" to be savings. A savings of 1 is assigned to each arc with same-colored endpoint cars, and a savings of 0 is assigned to each arc with different-colored endpoint cars. The objective then becomes finding the longest path. Since the underlying network is acyclic, doing so is no more or less difficult than finding the shortest path, still subject to the constraint that we must use each car exactly once.

\[
\text{[SP3 :]} \quad \text{maximize} \quad \sum_{c_i=c_j, i \in S(t), j \in S(t+1)} x_{ijt} \\
\text{subject to} \quad \sum_{(i,t):(i,j) \in \hat{S}(t)} x_{ijt} = 1 \quad \forall j \\
\sum_{j \in S(t+1)} x_{ijt} - \sum_{k \in S(t-1)} x_{kit} = 0 \quad \forall (i,t) : i \in S(t) \\
\sum_{j \in S(1)} x_{s^* j_1} = 1 \\
\sum_{i \in S(N)} x_{i t^* N} = 1 \\
x_{ijt} \in \{0,1\} \quad \forall (i,j,t) : (i,j) \in \hat{S}(t).
\]
The first set of constraints ensures that each car will be used once. The second set of constraints are flow balance constraints in the network of cars shown in Figure 2-4. The third and fourth constraints are flow balance constraints at the dummy source and dummy sink.

Formulation $SAF$ can generate infeasible solutions, and formulation $QAF$ has nonlinearities in the objective function. This formulation ($SP3$) avoids both problems, at the expense of an order of magnitude increase in the size of the formulation. Formulations $QAF$, $SAF$, $SVF$, and $SIF/DSIF$ each had $O(N^2)$ variables and $O(N)$ or $O(N^2)$ constraints. Formulation $SP3$, on the other hand, has $O(N^3)$ variables and $O(N^2)$ constraints.

Assuming that $W < \frac{N}{2}$, the time-indexed formulation has one flow-balance constraint for each feasible car/slot assignment. Thus it has a total of $2NW + 2N - 2W^2 + 4W - 2$ constraints. Since it contains one variable for each feasible pair of consecutive car/slot assignments, it has a total of $4N/W^2 + 2NW + N - \frac{10}{3}W^3 - 5W^2 - \frac{5}{3}W + 1$ variables. Obviously, the number of variables is much greater than the number of constraints.

This formulation is equivalent to a special case of Picard and Queyranne's [15] formulation for the time-dependent TSP, a modification of the TSP in which distances between cities are time-dependent. In our case, the distances are either zero or one (if the sequence is feasible for the specific pair of consecutive slots) or infinity (if infeasible). The formulation is also a special case of Vander Weil and Sahinidis' three-index formulation for the general TSPTW [32]. Gouveia and Voss [3] have shown that this formulation is at least as strong a formulation as any of the other standard formulations, with the exception of the multicommodity flow and subtour elimination formulations, for which no relationship is
known.

For our test instance, the relaxation of TIF gives an upper bound of 119.247, a marked improvement over any of the previously-discussed formulations, but still 39% short of the optimal solution (86). CPLEX branch-and-bound was unable to solve the problem or decrease the upper bound significantly within two hours.

Adding Subtour Elimination Constraints

We can improve the shortest-path-based formulation by adding the equivalent of subtour-elimination constraints. In a standard TSP formulation, these constraints \( \sum_{i,j \in R} x_{ij} \leq |R| - 1 \) restrict any proper subset \( R \) of the nodes from being joined by more than \( |R| - 1 \) edges. The analogous constraint in our formulation \( SP3 \) is \( \sum_{i,j,t; i \in S(t), j \in S(t+1)} x_{ijt} \leq |R| \).

There are \( O(2^N) \) possible subtour breaking constraints, so we did not want to add all of them. Instead, we first added only the degree-2 subtour breaking constraints; that is, the constraints corresponding to cardinality-2 subsets of the cars. The addition of these constraints decreased the upper bound on our test instance to 104.806, or 22% from optimality. However, this was still not enough for CPLEX branch-and-bound to significantly decrease the upper bound or solve the problem.

We added degree-3 subtour breaking constraints to the formulation, which increased the generation time for the linear program file by an order of magnitude, tripled the linear programming solution time in CPLEX, and decreased the upper bound only to 101.929. Adding the degree-4 subtour breaking constraints was even less fruitful, producing a decrease to only 101.870. In both cases, CPLEX was still unable to solve the problem or decrease the
upper bound significantly.

2.3 Order-Within-Color Property

Our objective is to minimize the number of paint blocks: we gain a savings of 0 for each pair of consecutive cars that are to be painted different colors, and a savings of 1 for each pair of cars that are to be painted the same color.

For this cost structure, we can prove an order-within-color property. Given any feasible reordering of the cars, it is possible to construct another feasible reordering of the same cost with the property that cars of the same color appear in the reordering in the same sequence that they appeared in the original ordering. Although we state some of our later results based on this property only for the specialized zero/one cost structure, the results are valid for a more generalized cost structure with cost $R_{kl}$ for painting color $k$ immediately after color $l$.

Consider any feasible reordering $P$ of the $K$ cars. Let $p_k$ be the slot of car $k$ in the reordering. Thus, for every car $k$, $\min(1, k - w) \leq p_k \leq \max(K, k + w)$. Suppose that $p_j < p_i$ for two cars $i$ and $j$, $i < j$, of the same color (that is, $c_i = c_j$). So, in the initial sequence, car $i$ came before car $j$, but in the final sequence, car $j$ is slotted before car $i$.

Now consider a similar reordering $\hat{P}$ of the original sequence, with $\hat{p}_k = p_k$, $\forall k \neq i, k \neq j$. Every car except for $i$ and $j$ are in the same slot in $\hat{P}$ as in $P$. Cars $i$ and $j$ swap places in the new reordering, so that $\hat{p}_i = p_j$ and $\hat{p}_j = p_i$.

Figure 2-5 shows an example of a feasible perturbed sequence and its corresponding feasible order-within-color solution.
Figure 2-5: Illustration of perturbation and the order-within-color property

Since $P$ is a feasible reordering, every car except $i$ and $j$ must be in an allowable slot in $\hat{P}$. Also, $\hat{p}_i = p_j < p_i \leq \max(N, i + w)$ and $\hat{p}_i = p_j \geq \min(1, j - w) \geq \min(1, i - w)$ (since $i < j$), so $\hat{p}_i$ is an allowable slot for car $i$. Similarly, $\hat{p}_j = p_i > p_j \geq \min(1, j + w)$ and $\hat{p}_j = p_i \leq \max(N, i - w) \leq \min(1, j - w)$, so $\hat{p}_j$ is an allowable slot for car $j$. Thus every car is in an allowable slot, so $\hat{P}$ is also a feasible reordering.

Notice that, because $c_i = c_j$ (cars $i$ and $j$ are the same color), the number of paint blocks in reordering $P$ is the same as the number of paint blocks in reordering $\hat{P}$.

Thus, we will never have any incentive to switch the order relative to each other of two cars of the same color. That is, given two cars $i$ and $j$, $i < j$, with $c_i = c_j$, we will never have an incentive to create a reordering $Q$ with $q_j < q_i$.

Therefore, given any such reordering, we can always create an equivalent cost ordering with all cars ordered within their colors.
**Order-within-color Property** For any feasible reordering $Q$, a feasible reordering $\hat{Q}$ with $\hat{q}_i < \hat{q}_j$ whenever $i < j$ and $c_i = c_j$ contains exactly the same number of paint blocks as $Q$.

This result also applies for the more general case, when costs are dependent only on the colors of the cars being painted, but not on the specific cars or slots. For example, the plant might incur a cost $c_{\text{blue,green}}$ for painting blue and green cars in any two consecutive slots.

Because any feasible solution has an equivalent solution satisfying the order-within-color property, we restrict our feasible set to order-within-color solutions for the remainder of this work.

### 2.3.1 Effect of Order-Within-Color

In observing the fractional solutions generated by the $DSIF$ formulation and the $SP3$ formulation with and without subtour breaking constraints, we noticed that the solutions contained many instances of variables with a savings of one that would violate the order-within-color property. Since we have shown that restricting the set of feasible solutions to those that obeyed the order-within-color property would not change the optimal objective value, we can eliminate the violating solutions by adding the order-within-color restriction to our formulations.

Rather than add constraints to the formulations, we can enforce the restriction by changing coefficients and eliminating variables. For each car $i$, we define $c_{\text{next}}(i)$ to be the next car of the same color as car $i$. In the $DSIF$ formulation, we modify the coefficients of each
constraint $I_{ij} - \sum_{k;i,k} \text{same color } x_{k,j+1} \leq 0$. For every car $k \neq \text{cnext}(i)$, we set the coefficient of $x_{k,j+1}$ to be zero in the constraint. In this way, we eliminate the bonus for sequences that do not obey the order-within-color property, resulting in the following order-within-color disaggregated savings indicator variable (ODSIF) formulation:

\[
[ODSIF:] \text{ maximize } \quad \sum_{i,j} I_{ij} \\
\text{subject to } \quad \sum_{j=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall i \\
\quad \sum_{i=\min(1,i-w)}^{\max(N,i+w)} x_{ij} = 1 \quad \forall j \\
\quad I_{ij} - x_{ij} \leq 0 \quad \forall i, j \\
\quad I_{ij} - x_{\text{cnext}(i),j+1} \leq 0 \quad \forall i, j \\
\quad x_{ij} \in \{0, 1\} \quad \forall i, j \\
\quad I_{ij} \in \{0, 1\} \quad \forall i, j.
\]

We enforce order-within-color more directly in the $SP3$ formulation by simply eliminating all variables that correspond to cars of the same color, but not sequential within their color, being assigned to consecutive slots. For example, if cars $i, j,$ and $k, i < j < k$, were all the same color, we would remove variable $x_{ikt}$ for all relevant slots $t$. We could also remove all variables $x_{ijt}$ for cars $i$ and $j$ of the same color and $j < i$. These changes, which are equivalent to setting the eliminated variables to zero, have the added benefit of reducing the problem size. We refer to this final three-dimensional formulation ($SP3$ plus the order-within-color restrictions, but without subtour breaking constraints) as OSP3.

When we tested the order-within-color formulations on our small test problem, the solutions to the linear programming relaxations had a savings of 86, and contained a relatively
<table>
<thead>
<tr>
<th>Formulation</th>
<th>LP Solution Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SVF$</td>
<td>199</td>
</tr>
<tr>
<td>$SIF$</td>
<td>199</td>
</tr>
<tr>
<td>$DSIF$</td>
<td>152.6</td>
</tr>
<tr>
<td>$SP3$</td>
<td>119.2</td>
</tr>
<tr>
<td>$SP3 + 2$-subtour</td>
<td>104.8</td>
</tr>
<tr>
<td>$SP3 + 2,3$-subtour</td>
<td>101.93</td>
</tr>
<tr>
<td>$SP3 + 2,3,4$-subtour</td>
<td>101.87</td>
</tr>
<tr>
<td>$ODSIF$</td>
<td>86*</td>
</tr>
<tr>
<td>$ODSP3$</td>
<td>86*</td>
</tr>
</tbody>
</table>

Table 2.1: LP Bounds from Formulations of Small Test Problem (*Optimal Value = 86)

A small number of fractional variables. CPLEX branch-and-bound (using the best-estimate method for node selection and strong branching for variable selection) was able to find an integer optimal solution, also of savings 86, within 7 minutes. When we added the subtour breaking constraints, the solution to the linear programming relaxation remained at 86, but CPLEX branch-and-bound needed 15 minutes to find the integer optimal solution.

Table 2.1 summarizes our computational experience with various formulations of the small test problem.

### 2.3.2 Valid Inequalities for the $OSP3$ Formulation

In testing the $OSP3$ formulation, we observed that for many problems, the optimal value of the linear programming relaxation is also the optimal objective value of the integer program, although $OSP3$ does not return an integral solution. However, this equality of objective values is not guaranteed. Consider the example displayed in Figure 2-6.

In the optimal solution of the linear programming relaxation, seven variables ($x_{121}$, $x_{898}$, $x_{373}$, $x_{376}$, $x_{124}$, $x_{285}$, and $x_{896}$) have value 1/2, for a total of 3.5. Obviously, no integer pro-
Figure 2-6: Example With Fractional Objective Value (Window Size = 3)
gramming solution can have a fractional objective value, so the optimal integer programming objective value must be at most 3.

The existence of a fractional optimal objective value is due to paint blocks "competing" for space in slots 3 through 7. Due to the time window constraints, the block consisting of consecutive red cars 3 and 7 can appear only in slots 3 and 4, 4 and 5, 5 and 6, or 6 and 7. The block consisting of consecutive blue cars 1, 2, 8, and 9 can appear only in slots 3 through 6 or slots 4 through 7.

Between slots 3 and 7, any sequence has a total of 4 slot transitions (3 to 4, 4 to 5, 5 to 6, and 6 to 7), so the natural bound on transitions between cars of the same color in that range is 4. The blue paint block, because it contains 4 cars, can contribute 3 such transitions in the range [3, 7], and the red block, which contains 2 cars, can contribute 1 transition.

However, if we were to fill slots 3 through 7 entirely with red and blue cars, we would need to make at least one transition between cars of a different color (either red to blue or blue to red) in the slot interval [3, 7], leaving only 3 possible transitions between cars of the same color. Obviously, since there are 5 slots in the interval and no color has more than 4 cars, the interval cannot be filled entirely by cars of one color.

Therefore, we can define the following valid inequality:

$$x_{123} + x_{124} + x_{284} + x_{285} + x_{895} + x_{896} + x_{373} + x_{374} + x_{375} + x_{376} \leq 3.$$

This inequality restricts the number of transitions in the slot interval [3, 7] between two cars of the same color to at most 3. In the fractional solution to the example of Figure 2-6, five of these variables ($x_{373}, x_{376}, x_{124}, x_{285},$ and $x_{896}$) have value 1/2, for a total of 2.5, so
the cut is ineffective.

However, we can strengthen the cut in the following manner. We know that the red paint block (cars 3 and 7) and the blue paint block (cars 1, 2, 8, and 9) are restricted to slots 3 through 7 because of the time window constraints. Therefore, we can add all transitions between these cars that occur outside of the slot interval \([3, 7]\) to the left-hand side of the inequality, because no matter where the transitions occur, it is impossible to get all 3 blue-blue transitions and the one red-red transition in the same integer solution.

The new, stronger valid inequality becomes:

\[ x_{121} + x_{122} + x_{123} + x_{124} + x_{284} + x_{285} + x_{895} + x_{896} + x_{897} + x_{898} + x_{373} + x_{374} + x_{375} + x_{376} \leq 3. \]

In the fractional solution, seven variables \((x_{121}, x_{898}, x_{373}, x_{376}, x_{124}, x_{285}, \text{ and } x_{896})\) have value \(1/2\), for a total of 3.5, which violates the cut. In fact, adding this cut to the formulation reduces the optimal objective value to 3, which is also the optimal integer objective.

Using the same ideas, we can define a general class of inequalities that will eliminate fractional linear programming solutions of the type shown in Figure 2-6.

Consider a sequence \(P\) of \(|P| = l \geq 2\) cars \(C_1, \ldots, C_l\) of the same color. By the order-within-color property, we know that these \(l\) cars must appear in order in any solution. Given a window size \(W\), we know that if the \(l\) cars appear in consecutive slots, the sequence can start no earlier than slot \(a_P = \max \{C_l - W - l + 1, 1\}\). The first term represents the earliest car \(C_1\) can appear given that car \(C_l\) can appear no earlier than slot \(C_l - W\) and that \(l - 2\) cars must appear between \(C_1\) and \(C_l\) in the consecutive sequence. The second term bounds the sequence against the first slot. Similarly, the sequence can end no later than slot
\[ b_P = \min \{ C_1 + W + l - 1, N \}. \]

Because of the order-within-color property, we know that \( C_l \geq C_1 + (l - 1) \). So if \( a_P + (l - 1) \leq b_P \), then we can assign \( l \) consecutive slots to the cars of \( P \) so that each car is within its allowable window. If this is the case, we call \( P \) a "potential block" with block window \( W_P = [a_P, b_P] \). If it is impossible for the last car of a potential block \( P \) to be the first car of another potential block of the same color (thus it is "out of range" of the next car of the same color) and it is impossible for the first car of a potential block to be the last car of another potential block of the same color (thus it is out of range of the previous car of the same color), then we call \( P \) a "separated" potential block.

Suppose we are given two slots \( A \) and \( B \) with \( A < B \), and 2 colors, each with a separated potential block \( P_k \) whose block window falls within the interval \([A, B]\). Thus \( A \leq a_{P_k} < b_{P_k} \leq B \) for each color \( k \). We assume that \(|P_1| + |P_2| \geq B - A + 1\); otherwise, our cut will have no effect.

Define a "free transition" as two consecutive slots containing cars of the same color. How many free transitions could the interval \([A, B]\) contain? Suppose a sequence has \( m \) free transitions of color 1. Then it can have at most \( B - A - m - 1 \) free transitions of color 2, because the interval \([A, B]\) contains a maximum of \( B - A \) free transitions, minus the \( m \) free transitions of color 1, minus 1 transition (which will not be free) representing the switch from color 1 to color 2 (or vice versa).

Thus in our formulation, we can bound the sum of the variables corresponding to these free transitions by \( B - A - 1 \). Moreover, because we must split up at least one of these complete potential blocks in order to do any better with the other complete potential block,
we can bound the sum of all transitions between these cars by the same value, even if they occur outside of the range $[A, B]$.

We can generalize these inequalities to apply to $K$ colors, with a bound of $B - A - K + 1$ on the sum of the transitions.

\[
\sum_{k=1}^{K} \sum_{t=1}^{N-1} \sum_{i=1}^{P_k} x_{C_{i-1}^k, C_{i+1}^k} \leq B - A - K + 1.
\]

These inequalities are explicit forms of the composed path inequalities described by Balas and Schulz [5]. In general, there are many of these inequalities, they take a long time to generate, and their contribution to the linear programming bound is small; thus, we normally omit them from our formulation.

In general, calculating the dimension of a TSPTW is NP-hard; therefore, deciding whether an inequality is a facet of the integer polyhedron is a difficult problem. For the example of Figure 2-6, we used the PORTA software package [8] to determine that the inequality is indeed a facet of the $SP3$ polyhedron. Without the inequality, the dimension of the polyhedron is 178; with the inequality, the dimension is 177.

2.3.3 Solving the Linear Programming Relaxation of OSP3 using Lagrangean Relaxation

Although the formulation OSP3 is usable for larger problems than the polynomial-time DP, it still is too large for the original instance. For the 750-car, $w = 75$, 15-color case, the formulation contains over 14,000,000 variables. However, using Lagrangean Relaxation
and exploiting the structure of the objective function, we can solve the linear programming relaxation of the 14,000,000-variable problem quickly.

Our time-indexed formulation can be thought of as a shortest-path network with \( N \) side constraints, one for each car, specifying that each car must be used exactly once. Without those side constraints, the formulation becomes a shortest path problem on an acyclic graph, which can be solved in \( O(E) \) time as a function of the number \( E \) of edges of the graph [2].

Thus, we can define a Lagrangean relaxation by associating a vector of Lagrange multipliers \( \mu \) with the constraints stating each car must be preceded by exactly one other car.

For convenience, we define sets \( S_{OWC} \) and \( \tilde{S}_{OWC} \) to be all the elements of sets \( S \) and \( \tilde{S} \) (as defined for the \( SP3 \) formulation) except those prohibited by the order-within-color property. We can then solve the Lagrangean subproblem

\[
\text{maximize } \sum_{i} x_{i,\text{next}(i),t} - \sum_{j} \mu_j (1 - \sum_{(i,j) \in S_{OWC}(t)} x_{ijt})
\]

subject to

\[
\sum_{j \in S_{OWC}(t+1)} x_{ijt} - \sum_{k \in S_{OWC}(t-1)} x_{kit} = 0,
\]

\[\forall (i, t) : i \in S_{OWC}(t)\]

\[
\sum_{j \in S_{OWC}(1)} x_{s^*j1} = 1
\]

\[
\sum_{i \in S_{OWC}(N)} x_{it^*N} = 1
\]

\[x_{ijt} \in \{0, 1\},\]

\[\forall (i, j, t) : (i, j) \in \tilde{S}_{OWC}(t)\]
as a shortest path problem. Moreover, because the associated network is acyclic, we can solve the problem by examining each edge once. Using this shortest path subproblem in a Lagrangean relaxation procedure, we can find a relaxation of the optimal solution to the integer program; further, because the solution to the Lagrangean subproblem is integral (because it is an integer network optimization problem), the value of the Lagrangean relaxation will be exactly equal to the value of the linear programming relaxation.

For a problem with 14,000,000 variables, even examining each edge can take a prohibitively long amount of time. Each iteration takes approximately 5 seconds, meaning that 5000 iterations of the Lagrangean procedure would take almost 7 hours to complete.

However, by taking advantage of the structure of the problem, we can reduce the running time by a factor of 50. If we solved the shortest path problem by a standard algorithm, we could, for each node \((i, t)\) of the network (\(i\) is the car and \(t\) is the time slot), find the minimum distance from any of the eligible nodes \((j, t - 1)\) corresponding to assigning car \(j\) to slot \(t - 1\) and car \(i\) to slot \(t\). The underlying network can contain up to \(2W\) such nodes, requiring up to \(2W - 1\) comparisons to determine the minimum.

Observe that, since the Lagrangean term in the objective for any edge depends only on the car associated with the tail of the edge, for any time slot \(t\), the minimum-cost incoming edge will be the same for every car \(i\) unless the bonus for the edge from its within-color predecessor makes that edge more desirable. Therefore, for every time slot \(t\) we need only compare all \(2W + 1\) possible incoming edges once (without any color bonuses), and then for each car we make only one comparison, between the generic minimum edge and the previous car of the same color (if feasible).
Also notice that in some cases, we can cut down the number of comparisons from one time slot to the next. For every node \((i, t)\), the incoming edges are all from the same set of cars (and use the same set of multipliers) and for node \((i, t + 1)\)

Using these facts, we were able to reduce the solution time of the Lagrangean subproblem so that we could solve each 14,000,000-variable problem in 0.1 seconds; thus, 5000 iterations of the Lagrangean procedure takes about 8\(\frac{1}{3}\) minutes instead of 7 hours.

2.4 Block-Enumerative Formulations

In a general TSP or TSPTW, it is difficult to enumerate all potential sequences or subsequences of cities. The smallest case, enumerating all potential subsequences of size 1, is the standard formulation \((n\text{ such subsequences in an } n\text{-city problem})\); however, enumerating all potential subsequences of size \(m\) for an \(n\text{-city problem involves } \frac{n!}{(n-m)!} \text{ possibilities.}\)

However, in our problem, two factors make enumeration a viable alternative formulation. First, the cities (cars) are partitioned by color, so we can consider only subsequences of identically-colored cars. Second, because of the order-within-color property, we know the relative sequence of all cars within each color; furthermore, the cost structure ensures that the order-within-color solution corresponding to any feasible solution will have the same objective value as that feasible solution. Therefore, we can consider the sequence of cars within each color, and enumerate all feasible (based on the time window constraints) ordered subsequences (paint blocks).

We define \(B\) to be the set of all paint blocks that obey the time window constraints. For every paint block \(b \in B\), we define the size \(s_b\) of the block to be the number of cars it
contains.

Because of the order-within-color property, at most \( N - i + 1 \) blocks can begin with the \( i \)th car; therefore, there are at most \( \frac{N^2+N}{2} \) possible blocks. For the real-world problems we address, we have a maximum of of 281,625 blocks, and because of the time window restrictions and the multiple colors, the true number \( |B| \) of possible blocks is between ten and eleven thousand. By comparison, the potential number of blocks without the order-within-color property could be as high as \( O(10^{150}) \) for the real-world problems we are considering.

### 2.4.1 Complete Enumerative Formulation

For every block \( b \in B \), the block size \( s_b \) and the time window constraints define the earliest slot \( l_b \) and the latest slot \( u_b \) in which block \( b \) can begin. For example, suppose block \( b \) contains cars 3, 5, and 8. If the window size \( w \) is 2, then block \( b \) can begin in slot 4 (car 3 in slot 4, car 5 in slot 5, and car 8 in slot 6) or slot 5 (car 3 in slot 5, car 5 in slot 6, and car 8 in slot 7). Block \( b \) cannot begin earlier than slot 4, because then car 8 would be forced to move outside of its allowable range [6, 10], and similarly block \( b \) cannot begin later than slot 5 without forcing car 3 outside of its allowable range [1, 5]. Therefore, \( l_b = 4 \) and \( u_b = 5 \).

We define a zero/one variable \( x_{bj} \) for every possible starting slot \( j \) of every block \( b \in B \),
and create a complete enumerative formulation (CEF).

\[
[CEF:] \text{maximize} \quad \sum_{b \in B} \sum_{j : j_b \leq j \leq u_b} (s_b - 1)x_{b,j}
\]

subject to

\[
\sum_{b \in B} \sum_{i \in b} \sum_{j : j_b \leq j \leq u_b} x_{b,j} = 1 \quad \forall \text{ cars } i
\]

\[
\sum_{b \in B} \sum_{j : j_b \leq j \leq u_b} x_{b,j} = 1 \quad \forall \text{ slots } k
\]

\[
x_{b,j} \in \{0, 1\} \quad \forall \text{ blocks } b, \forall \text{ slots } j.
\]

The first set of constraints ensures that every car \(i\) is assigned a slot in the paint-blocking scheme, by summing all variables corresponding to blocks that contain car \(i\). The second set of constraints ensures that every slot \(k\) is assigned a car, by summing all variables corresponding to an assignment of a block to a range of slots that includes \(k\).

Since every block \(b\) contains \(s_b\) cars, \(s_b - 1\) of the cars in block \(b\) will follow a car of the same color. Therefore, the objective function minimizes the number of paint blocks by counting the number of cars whose predecessor is the same color.

This formulation will have \(2N\) constraints, one for each car and one for each slot. It can contain more than \(WN(N + 1)\) variables, since each of the up to \(\frac{N^2 + N}{2}\) blocks can start in up to \(2W + 1\) slots. Moreover, the constraint matrix will likely be dense, because each block \(b\) can begin in \(u_b - l_b + 1\) different slots. In our real-world instance, the formulation contains nearly 900,000 variables and the constraint matrix contains over 11,000,000 nonzeros.
2.4.2 Time-Relaxed Formulation

The complete enumerative formulation is an exact formulation for the problem. We can obtain an upper bound on the optimal objective value by relaxing (or in this case, removing) some of the constraints.

If we eliminate the timing constraints (the second set of constraints), the columns of the new constraint matrix will be highly dependent. Specifically, for any block \( b \), the columns corresponding to \( x_{bj} \) are identical for any feasible \( j \). Thus, for every block \( b \), we can replace all of the variables \( x_{bj} \) with a single zero/one variable \( y_b \) to obtain a time-relaxed formulation \( TREL \).

\[
\begin{align*}
[TREL :] \text{ maximize } & \sum_{b \in B} (s_b - 1)y_b \\
\text{subject to } & \sum_{b \in B : i \in b} y_b = 1 \quad \forall \text{ cars } i \\
& y_b \in \{0,1\} \quad \forall \text{ blocks } b \in B.
\end{align*}
\]

Moreover, because each constraint of \( TREL \) contains variables for blocks of only a single color, \( TREL \) fully decomposes by color. If we define \( B_c \) as the set of blocks of color \( c \), we can decompose the relaxed formulation into \( C \) subproblems of the following form:

\[
\begin{align*}
[TREL_c :] \text{ maximize } & \sum_{b \in B_c} (s_b - 1)y_b \\
\text{subject to } & \sum_{b \in B_c : i \in b} y_b = 1 \quad \forall \text{ cars } i \text{ of color } c \\
& y_b \in \{0,1\} \quad \forall \text{ blocks } b \in B_c.
\end{align*}
\]

We can think of removing the timing constraints as a type of Lagrangean relaxation.
procedure in which we set all of the Lagrangean multipliers to zero.

For our real-world instances, the undecomposed problem has over 10,000 variables and 750 constraints, and decomposes into 15 problems of various size.

**An Optimal Greedy Algorithm for the Decomposed Problem**

We can quickly solve each subproblem $TREL_c$ to optimality using a greedy algorithm.

**Optimal Greedy Algorithm for $TREL_c$**

While some car $i$ of color $c$ is not assigned to any block

Assign the smallest-indexed unassigned car of color $c$ to a new block

While the next unassigned car of color $c$ can feasibly be in the new block

Assign that car to the new block

End while

End while

We can prove that this greedy algorithm is optimal as follows. We first note that the order within color property applies to the time-relaxed problem. That is, the argument we have used before shows that the time-relaxed problem has a solution satisfying the order-within-color property.

To show that the greedy algorithm solves the time-relaxed problem, let $S$ be any feasible solution to the time-relaxed problem satisfying the order-within-color property. Suppose that the greedy solution $G$ and the solution $S$ agree for the first $i$ cars of color $c$ in the sense that the first $i$ cars in $S$ and $G$ belong to the same blocks. Suppose that the greedy solution
$G$ and the feasible solution $S$ do not agree for the first $i+1$ cars of color $c$. Then the $(i+1)$st car of color $c$ must belong to block $b'$ in the greedy solution, and to some other block $b'$ in the solution $S$. The provisions of the greedy algorithm show that we can feasibly modify the solution $S$ by moving the $(i+1)$st car from block $b'$ to block $b$, creating a new solution $S'$. $S'$ has no more blocks than $S$. If we repeat the procedure, we eventually transform the solution $S$ to the greedy solution and show that the greedy solution contains no more blocks than the solution $S$. Since we chose the solution $S$ as an arbitrary feasible solution to the time-relaxed problem satisfying the order-within-color property, the greedy solution solves the time-relaxed problem.

2.5 Comparison of Strong Formulations

2.5.1 Upper Bound Generation

As a measure of the quality of any feasible integer solution to the problem, we would like to compare the solution value with a provable upper bound on the objective value. We have seen four formulations whose linear programming relaxations tend to give strong upper bounds: the assignment formulation with indicator variables ($ODSIF$), the time-indexed formulation with order-within-color restrictions ($OSP3$), the complete block-enumerative formulation ($CEF$), and the time-relaxed block-enumerative formulation ($TREF$).

For the real-world test case, we can not solve either the block-enumerative formulation or the $OSP3$ formulation relaxations directly using a standard linear programming solver; in both cases, the computer memory requirements just to store the problems exceed the
<table>
<thead>
<tr>
<th>Formulation</th>
<th>Constraints</th>
<th>Variables</th>
<th>Nonzeros</th>
<th>Method</th>
<th>Upper Bound</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEF</td>
<td>1500</td>
<td>900,000</td>
<td>11,000,000</td>
<td>None</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>ODSIF</td>
<td>200,000</td>
<td>200,000</td>
<td>700,000</td>
<td>Simplex</td>
<td>681</td>
<td>48 hours</td>
</tr>
<tr>
<td>ODSIF</td>
<td>200,000</td>
<td>200,000</td>
<td>700,000</td>
<td>Barrier</td>
<td>681</td>
<td>20 minutes</td>
</tr>
<tr>
<td>OSP3</td>
<td>200,000</td>
<td>14,000,000</td>
<td>43,000,000</td>
<td>Lagrangean</td>
<td>681</td>
<td>8.3 minutes</td>
</tr>
<tr>
<td>TREL</td>
<td>750</td>
<td>10500</td>
<td>100,000</td>
<td>Greedy</td>
<td>681</td>
<td>&lt; 0.5 seconds</td>
</tr>
</tbody>
</table>

Table 2.2: Upper Bounds from Formulations of Real-World Test Case

available 384 megabytes of RAM (an extremely large amount). However, the specialized Lagrangean relaxation method can generate an upper bound from the OSP3 formulation in less than 10 minutes.

We could solve the linear programming relaxation of the ODSIF formulation directly using the simplex algorithm; however, the running time is measured in days. In contrast, the barrier method is able to generate the upper bound being in approximately 20 minutes. We suspect that the time difference is due to the sparsity of the matrix; because of the many indicator constraints, the density of the matrix is less than 0.00002.

The greedy algorithm solves the time-relaxed block-enumerative formulation in less than one half of one second.

Table 2.2 summarizes our computational experience with the strong formulations (formulations that give a strong upper bound) for the real-world test case.

2.5.2 General-Case Bound and Feasibility Comparisons

As shown in Table 2.2, each relaxation we were able to solve has an optimal objective value of 681. In this section, we show that although the relaxations of the three complete formulations
CEF, ODSIF, and OSP3 have different feasible sets, they will always generate the same upper bound.

**Comparison of OSP3 and ODSIF**

Any feasible solution \( \hat{x} \) to the relaxation of OSP3 has a corresponding feasible solution \( (\bar{x}, \bar{I}) \) to the relaxation of ODSIF.

For any \( \hat{x} \) that is feasible for the relaxation of OSP3, we can define the following feasible solution to the relaxation of ODSIF:

\[
\bar{x}_{it} = \sum_j \hat{x}_{ijt},
\]

\[
\bar{I}_{it} = \hat{x}_{i(cnxt(i))t}
\]

For \((\bar{x}, \bar{I})\) to be feasible, it must satisfy the constraints of the relaxation of ODSIF.

Since \( \hat{x} \) is a feasible solution to the relaxation of OSP3, \( \sum_j \sum_t \hat{x}_{ijt} = 1 \) for all \( j \) and \( t \).

Therefore,

\[
\sum_t \bar{x}_{it} = \sum_t (\sum_j \hat{x}_{ijt}) = 1 \forall i.
\]

We will prove that \( \sum_i \bar{x}_{it} = 1 \) for all \( t \) by induction.

\[
\sum_i \bar{x}_{i0} = \sum_i (\sum_j \hat{x}_{ij0}) = \sum_i (\hat{x}_{i^*i}) = 1.
\]

Assuming now that \( \sum_i \bar{x}_{it} = 1 \) is true for \( t = \tau - 1 \),

\[
\sum_i \bar{x}_{i\tau} = \sum_i (\sum_j \hat{x}_{ij\tau}) = \sum_i (\sum_j \hat{x}_{ji(\tau - 1)}) = \sum_j (\sum_i \hat{x}_{ji(\tau - 1)}) = \sum_j \bar{x}_{j(\tau - 1)} = 1.
\]
Finally,
\[ \bar{I}_{it} = \hat{x}_{i(\text{cnext}(i))t} \leq \sum_j \hat{x}_{ijt} = \bar{x}_{it}, \text{ and} \]
\[ \bar{I}_{it} = \hat{x}_{i(\text{cnext}(i))t} \leq \sum_j \hat{x}_{j(\text{cnext}(i))t} = \sum_j \hat{x}_{(\text{cnext}(i))j(t+1)} = \bar{x}_{(\text{cnext}(i))(t+1)}. \]

Therefore, the feasible solution \( \hat{x} \) to the relaxation of \( OSP3 \) has a corresponding feasible solution \( (\bar{x}, \bar{I}) \) to the relaxation of \( ODSIF \). Because there is a one-to-one correspondence between the values of \( \hat{x}_{i(\text{cnext}(i))t} \) and \( \bar{I}_{it} \), the objective values of these two solutions will be the same.

On the other hand, a feasible solution \( (\bar{x}, \bar{I}) \) to the relaxation of \( ODSIF \) does not determine a unique feasible solution \( \hat{x} \) to the relaxation of \( OSP3 \); instead, each \( (\bar{x}, \bar{I}) \) might define an infinite number of \( \hat{x} \)'s. Furthermore, the objective value of \( (\bar{x}, \bar{I}) \) might be worse than the objective value of any corresponding \( \hat{x} \). However, the objective value of an optimal \( (\bar{x}, \bar{I}) \) will be the same as in its corresponding \( \hat{x} \).

Consider some feasible \( (\bar{x}, \bar{I}) \) for the relaxation of \( ODSIF \). The value of \( \bar{x}_{it} \) defines how much flow enters and leaves node \( (i, t) \) in the network of the relaxation of \( OSP3 \), but does not specify specific values of \( \hat{x}_{ijt} \). For each time \( t \), we can solve a bipartite flow matching problem on the nodes \( (i, t-1) \) and \( (i, t) \) for all \( i \) to define feasible values of \( \hat{x}_{ijt} \). Because many feasible bipartite flow matchings might be possible, there can be many corresponding feasible solutions \( \hat{x} \), each conceivably with a different objective value. However, each feasible bipartite flow matching defines a feasible solution to the relaxation of \( OSP3 \); the flow balance constraints are automatically satisfied by the flow matching, and \( \sum_{j,t} \hat{x}_{ijt} = \sum_t (\sum_j \hat{x}_{ijt}) = \sum_t \bar{x}_{it} = 1. \)
To attempt to obtain a bipartite flow matching with the same objective value as \((\bar{x}, \bar{I})\), we can specify that \(\hat{x}_{i, (c_{\text{next}}(i))t} = \bar{I}_{it}\) for each \(\bar{I}_{it}\), and solve a bipartite flow matching problem on the remaining flows.

It is possible, for a general feasible solution \((\bar{x}, \bar{I})\), that there is no feasible matching once the value of \(\hat{x}_{i, (c_{\text{next}}(i))t}\) is set. For example, suppose that \(\bar{x}_{it} = \bar{x}_{(c_{\text{next}}(i))(t+1)} = 1\), and \(\bar{I}_{it} < 1\). After setting \(\hat{x}_{i, (c_{\text{next}}(i))t} = \bar{I}_{it}\), there are no feasible arcs on which to flow the remaining \(1 - \bar{I}_{it}\) units from node \((i, t)\). Therefore, a feasible solution to the relaxation of ODSIF might not have a corresponding feasible solution to the relaxation of OSP3 with the same objective value.

However, if the solution to the relaxation of ODSIF is “I-maximal”, then a corresponding feasible solution to the relaxation of OSP3 with equal objective value will exist. A I-maximal solution is a feasible solution \((\bar{x}, \bar{I})\) to the relaxation of ODSIF with \(\bar{I}_{it} = \min(\bar{x}_{it}, \bar{x}_{(c_{\text{next}}(i))(t+1)})\). The corresponding solution \(\hat{x}\) to a I-maximal solution \((\bar{x}, \bar{I})\) will set \(\hat{x}_{i, (c_{\text{next}}(i))t} = \bar{I}_{it}\), so either node \((i, t)\) or node \((c_{\text{next}}(i), t + 1)\) or both will have zero remaining flow in the bipartite flow matching problem for time \(t\). Thus, the flow problem will remain feasible, and a full solution \(\hat{x}\) with the same objective value as \((\bar{x}, \bar{I})\) can be found.

It is easy to show that every optimal solution to the relaxation of ODSIF must be I-maximal. Suppose that \(\bar{I}_{it}^* < \min(\bar{x}_{it}^*, \bar{x}_{(c_{\text{next}}(i))(t+1)}^*)\) in some optimal solution \((\bar{x}^*, \bar{I}^*)\) for some \((i, t)\). Then, without changing any other variables, we could increase \(\bar{I}_{it}^*\) by some small value \(\epsilon (\epsilon <= \min(\bar{x}_{it}^*, \bar{x}_{(c_{\text{next}}(i))(t+1)}^*) - \bar{I}_{it}^*)\), thereby increasing the objective value by \(\epsilon\) and contradicting the optimality of \((\bar{x}^*, \bar{I}^*)\).
Therefore, every optimal solution to the relaxation of \( ODSIF \) has a corresponding feasible solution to the relaxation of \( OSP3 \) with the same objective value. Since we previously showed that any feasible solution for the relaxation of \( OSP3 \) has a corresponding solution to the relaxation of \( ODSIF \) with the same objective value, we have shown that the relaxation of \( OSP3 \) is a stronger formulation in the sense of feasibility, but that both formulations will provide the same upper bound on the integer programming optimal solution value.

**Comparison of \( OSP3 \) and \( CEF \)**

Any feasible solution \( \tilde{x} \) to the relaxation of \( OSP3 \) has at least one corresponding feasible solution \( \tilde{x} \) to the relaxation of \( CEF \) with the same objective value.

Suppose we are given any feasible \( \tilde{x} \). We can decompose \( \tilde{x} \) into a set \( P \) of paths in the relaxation of the \( OSP3 \) network from the source node \( s^* \) to the sink node \( t^* \). Let \( f_p \) be the amount of flow on some path \( p \in P \). Each path \( p \) decomposes into maximal sets of consecutive same-colored cars along the path, corresponding to blocks \( b \) beginning at times \( t \), where \( t \) is the slot in the path in which the first car of the block is visited. Therefore, for each path \( p \), we can add \( f_p \) to \( \tilde{x}_{bt} \). Performing this operation on all paths of the decomposition gives a final solution \( \tilde{x} \) to the relaxation of \( CEF \).

By definition, \( \tilde{x}_{bt} = \sum_{p:b, t \in p} f_p \), so

\[
\sum_{b,t;i \in b} \tilde{x}_{bt} = \sum_{b,t;i \in b} \sum_{p:b, t \in p} f_p = \sum_{p:i \in p} f_p = 1
\]

since \( \sum_{p:i \in p} f_p \) counts the total flow through car \( i \), which is equal to \( \sum_{j,t} \tilde{x}_{ijt} = 1 \).
Also,
\[
\sum_{b,t: \tau \in [t, t+s_b-1]} \tilde{x}_{bt} = \sum_{b,t: \tau \in [t, t+s_b-1]} \sum_{p: b,t \in p} f_p = \sum_{p \in \mathcal{P}} f_p = 1
\]
since every path \( p \) must pass through slot \( \tau \) exactly once.

Therefore, \( \tilde{x} \) is feasible for the relaxation of \( CEF \).

The objective value of \( \tilde{x} \) equals \( \sum_{i,t} \tilde{x}_{i,(cnex(i))t} \). For each path \( p \), \( \sum_{b,t \in p} (s_b - 1) \tilde{x}_{bt}^p = \sum_{i,t \in p} \tilde{x}_{i,(cnex(i))t}^p \). Therefore, the objective value of the relaxation of \( CEF \) is
\[
\sum_p \sum_{b,t \in p} (s_b - 1) \tilde{x}_{bt}^p = \sum_p \sum_{i,t \in p} \tilde{x}_{i,(cnex(i))t}^p = \sum_{i,t} \tilde{x}_{i,(cnex(i))t}
\]
and so the two objectives are the same.

Any feasible solution \( \tilde{x} \) to the relaxation of \( CEF \) has at least one corresponding feasible solution to the relaxation of \( OSP3 \), although the objective functions might be different. Every \( \tilde{x}_{bt} > 0 \) contributes to \( \tilde{x}_{bt} \) to the values of \( \tilde{x}_{i,(cnex(i))t} \) for every \( (i, cnex(i), \tau) \in (b,t) \). We can create the remaining elements of \( \tilde{x} \) by solving one bipartite flow matching problem for each time \( t \), as in the case of creating a solution to the relaxation of \( OSP3 \) from a solution to the relaxation of \( ODSIF \). As before, the resulting solution \( \tilde{x} \) will be feasible for the relaxation of \( OSP3 \).

However, the objective value of \( \tilde{x} \) might be greater than the objective value of \( \tilde{x} \). Suppose \( \tilde{x} \) has two consecutive blocks of the same color. Those two blocks \( b_1 \) and \( b_2 \) will contribute \( s_{b_1} - 1 + s_{b_2} - 1 \) to the objective function of the relaxation of \( CEF \); however, because the relaxation of \( OSP3 \) will just see \( s_{b_1} + s_{b_2} - 1 \) consecutive edges of the form \( \tilde{x}_{i,(cnex(i))t} \), it will have an objective value that is one greater.
Define an \( \hat{x} \)-maximal solution to be a solution to the relaxation of CEF in which every block is maximal. Therefore, in the example above, blocks \( b_1 \) and \( b_2 \) could not exist consecutively; they would be combined into one block.

In the case of an \( \hat{x} \)-maximal solution, every within-block transition will still correspond to one edge of the form \( \hat{x}_{i(cnext(i))t} \). No other transitions in \( \hat{x} \) will be between cars of the same color, so the values of every \( \hat{x}_{i(cnext(i))t} \) will be set only by within-block transitions. Thus, an \( \hat{x} \)-maximal solution to the relaxation of CEF has a corresponding solution \( \hat{x} \) to the relaxation of OSP3 with the same objective value.

We have shown that any optimal solution \( \hat{x} \) to the relaxation of OSP3 has a corresponding optimal solution \( \hat{x} \) to the relaxation of CEF with the same objective value, and vice versa. Previously, we have shown the same relationship between optimal solutions of the relaxations of OSP3 and ODSIF. Therefore, the relaxations of all three formulations ODSIF, CEF, and OSP3 will provide the same upper bound on the value of the optimal integer solution.

### 2.5.3 Dynamic Programming Formulation

Because the order-within-color property ensures that we can always create a position-preserving reordering for each color, we can use the following dynamic programming formulation.

Let \( J_n(c, n_1, n_2, \ldots, n_{C-1}) \) denote the cost-to-go when (i) the first \( n \) slots have been filled by \( n_1 \) cars of color 1, \( n_2 \) cars of color 2, \ldots, \( n_{C-1} \) cars of color \( C - 1 \), and \( n - \sum_{i=1}^{C-1} n_i \) cars of color \( C \), and (ii) the last slot filled contains a car of color \( c \). \( J_n(c, n_1, n_2, \ldots, n_{C-1}) = \min\{J_{n-1}(1, n_1-1, n_2, \ldots, n_{C-1}), J_{n-1}(2, n_1, n_2-1, \ldots, n_{C-1}), \ldots, J_{n-1}(C-1, n_1, n_2, \ldots, n_{C-1} - 1), J_{n-1}(C, n_1, n_2, \ldots, n_{C-1})\} \).
Feasibility depends only on whether the $n_i$th car of color $i$ is eligible (by its time window constraints) to appear in slot $n + 1$.

At each stage we are essentially dividing $n$ slots among a maximum of $C$ colors (it might not be feasible for some colors to appear in the first $n$ slots), so we can have no more than 
\[
\binom{n + C - 1}{n} \cdot \binom{(n + 1) + C - 1}{n + 1} > \binom{n + C - 1}{n}
\]
Also, for $C > 1$ and $n > 2$, 
\[
\binom{n + C - 1}{n} < n^{C-1}
\]
Thus the total number of DP nodes will be less than $N(N^{C-1}C) = CN^C$. So the size of the DP tree will be $O(N^C)$, which is polynomial given the assumption of the fixed, small size $C$ of our color set. Our real-world data specifies a set of 15 possible colors; thus, the DP algorithm in that case will run in $O(N^{15})$ time.

The preceding algorithm is essentially the same as the dynamic programming recursion developed by Tsitsiklis [29] for instances of the TSPTW with a small number of cities to be visited, but where each city might need to be visited more than once. Because of the order-within-color property, we can consider each color to be a city. We need to visit a city once for each car of its color, with an appropriate time window. We define the travel time between any two cities to be one (even between a city and itself) for time-window purposes, and assign a cost of 1 for traversing an intercity link and a cost of 0 for traversing an intracity link.

The fact that we can define a polynomial-time dynamic programming algorithm for fixed $C$ does not ensure that we can use it to solve practically-sized problems. For our problem size with $C = 15$ colors, the polynomial DP algorithm will require $O(N^{15})$ time, with $N = 750$ cars. While the phrase “polynomial time” might seem to imply a fast solution, because
of the large polynomial exponent, the number of potential DP nodes is very large — more than $2^{147}$ DP nodes for our size of problem. Obviously, this instance is not realistically solvable using the polynomial-time dynamic programming algorithm, and thus we will need to solve the problem in another way. Specifically, we will approach the problem as if it were \textit{NP}-hard; we will attempt to use our strong formulations to provide good bounds and heuristic approximation methods for our problem.
Chapter 3

Solution Algorithms

As we noted previously, our various exact formulations are too large to solve directly; in fact, even the linear programming relaxation of the CEF formulation is still too large to solve, and solving the other formulations’ linear programming relaxations can take hours.

On the surface, this problem seems to be one that is solved daily, and thus a solution that requires an hour or two might be acceptable. However, in a real assembly line, cars do not always proceed straight through the assembly process. Occasionally (several times per day), the plant will not correctly perform some operation and must remove a car from the assembly line, fix it, and then reinsert it later [13] [4] [22]. The result is a disrupted sequence with a potential increase in the number of paint switchovers. To retain large paint blocks, the plant will once again need to reorder the cars. Thus, a heuristic solution process that requires an hour of computation is unacceptable. Ideally, we would like to develop a good heuristic that will run in a few minutes.
3.1 General Improvement Algorithms

Given any feasible solution, we can attempt to improve it by locally optimizing over a small part of the solution. For the general TSPTW, even finding a feasible solution is an $NP$-hard problem, but for our special case we can construct an obvious starting feasible solution by initially assigning every car to its pre-ordered slot.

Savelsbergh [27] and Kindervater, Lenstra, and Savelsbergh [16] suggest improving a current feasible solution by using $k$-interchange heuristics similar to those used for the standard traveling salesman problem. We tested interchange heuristics on our problem, but found that they did not provide good solutions to our special case of the TSPTW. Once paint blocks begin to form using interchange heuristics, different blocks will be different sizes. Thus, unless two entire blocks are the same size, interchanging will be difficult because we will need to break one or more of the interchanged blocks. Thus, although interchange heuristics are useful for the general TSP and TSPTW, they tended to provide solutions that were 15-20% from optimal for our problems.

3.2 Within-Window Preprocessing

For convenience, we define a “window” as being a set of consecutive cars or slots numbered $kW + 1$ through $kW + W$, for some nonnegative integer $k$. We denote this window as the $(k + 1)$st window, so that windows are numbered $1, 2, ..., \frac{N}{W}$.

Notice that within each set of $W$ consecutive cars, we can arbitrarily reorder the cars while retaining feasibility. Therefore, we can split the assembly line into buckets of length $W$
1. Original Sequence (16 Paint Blocks)

2. Block-Reduced Sequence (9 Paint Blocks)

Figure 3-1: Within-Window Preprocessing Algorithm

and locally optimize each one by simply grouping cars of the same color within each bucket (see Figure 3-1). Assuming each bucket contains each color, this gives a total of \( NC/W \) blocks, or a total score of \( N(W-C)/W \) cars that follow a car of the same color. We found that this score was about 10% from the optimal solution in most of our full-sized problems.

More importantly, this within-window preprocessing algorithm provides us with an opportunity to define a reduced-size TSPTW, reducing the number of “cities” by a factor of \( W/C \). To achieve this reduction, we maintain the blocks created by this preprocessing step. That is, instead of looking at individual cars, we now treat all the same-colored cars of a window as a single block by forcing them to stay together in any reordering. The problem is still difficult to solve, and the integer programming formulations (and their linear programming relaxations) are still too large to be useful for large window sizes, but the reduced problem is small enough that we can use other fast heuristics to tackle it.

Forcing this grouping of cars can reduce the achievable optimal solution; in our tests of real-world problems, the difference in LP bounds was never more than 0.5%.
3.3 Two-By-Two Heuristic

Although the overall integer programming formulations still take far too long to solve even after within-window preprocessing, the block enumerative formulation applied to just a two-window set of cars solves quickly using CPLEX branch-and-bound after the initial preprocessing step. We can exploit this fact to create a heuristic solution method, the two-by-two heuristic.

After the preprocessing stage, the two-by-two heuristic uses branch-and-bound to find the optimal reordering of windows \( k \) and \( k + 1 \), for all odd \( k \). Therefore, it solves \( \frac{N}{2W} \) block enumerative integer programs of size \( 2W \) cars each, beginning with windows 1 and 2, then windows 3 and 4, then windows 5 and 6, and so forth.

Two-By-Two Heuristic

Begin with the given pre-ordered solution

Run within-window preprocessing

For \( k = 1 \) to \( \frac{N}{W} - 1 \) do

If \( k \) is odd

Solve the optimization problem on the \( k \)th and \((k + 1)\)st window lengths

End for

When running the two-by-two heuristic, we impose the order-within-color restriction at all times.

When we prove some theoretical performance bounds on the two-by-two heuristic in the next chapter, we will find the following result useful: For any odd \( k \), suppose there are \( p \)
colors for which all the cars initially in windows \( k \) and \( k + 1 \) are in the same block in the optimal solution. Then, the two-by-two heuristic on windows \( k \) and \( k + 1 \) can create a solution which is at least as good as creating a single block of each of those same \( p \) colors.

To prove this property, we will show which slots certain color blocks can appear in, and use this to prove our result.

Consider the optimization for windows \( k \) and \( k + 1 \). After preprocessing, each window will have at most one block per color. Therefore, the two-by-two heuristic can make improvements only by matching two blocks of the same color, one from window \( k \) and one from window \( k + 1 \), so that they appear consecutively in the optimized solution. By examining the possible beginning and ending locations of these consecutive blocks, we can prove that all pairs of consecutive same-colored blocks from windows \( k \) and \( k + 1 \) (for odd \( k \)) that appear in the global optimal solution to the preprocessed problem can also appear in the two-by-two heuristic solution to the preprocessed problem.

We begin by observing the range of slots in which consecutive same-colored blocks can begin in the global optimal solution.

**Lemma 1** Consider any block consisting of cars from windows \( k \) and \( k + 1 \). Suppose the block starts in some slot \( l \) in any feasible solution (including the optimal solution). If slot \( l \) is in window \( k \) or \( k - 1 \), then the block can also feasibly start in any slot between \( l \) and the first slot of window \( k + 1 \).

**Proof**: Since the first car of the block is from window \( k \) (or from window \( k + 1 \)), its feasible slots extend up to window \( k + 1 \). Now consider the \( i \)th car in the block, for \( i > 1 \). By the order-within-color property, the \( i \)th car in the block must be at least \( i - 1 \) cars higher
in the initial sequence than the first car. Therefore, if the first car can reach some slot \( m \) in the \( k + 1 \)st window, the \( i \)th car can reach at least \( i - 1 \) slots higher, and so the block can begin in the first slot of window \( k + 1 \). \( \square \)

**Lemma 2** Consider any block consisting of cars from windows \( k \) and \( k + 1 \). Suppose the block ends in some slot \( l \) in the optimal solution. If slot \( l \) is in window \( k + 1 \) or \( k + 2 \), then the block can also feasibly end in any slot between \( l \) and the last slot of window \( k \).

**Proof:** This proof is similar to the proof of the previous lemma. Since the last car of the block is from window \( k + 1 \) (or from window \( k \)), its feasible slots extend down to window \( k \). Now consider the \( i \)th car in the block, for \( i < \) the block size. By the order-within-color property, the \( i \)th car in the block must be at least the block size minus \( i \) cars lower in the initial sequence than the last car. Therefore, if the last car can reach some slot \( m \) in the \( k \)th window, the \( i \)th car can reach at least the block size minus \( i \) slots lower, and so the block could end in the last slot of window \( k \). \( \square \)

Using Lemmas 1 and 2, we can now show that all consecutive same-colored blocks in the global optimal solution can also appear in the two-by-two heuristic solution.

In any feasible solution, we refer to a color \( c \) as *paired* with respect to windows \( k \) and \( k + 1 \) if the blocks of color \( c \) from windows \( k \) and \( k + 1 \) appear together as a single block. Note that the paired colors might not appear entirely in windows \( k \) and \( k + 1 \); it might be possible for the block to begin in window \( k + 1 \) and end in window \( k + 2 \), or to begin in window \( k - 1 \) and end in window \( k \).

**Theorem 1** For any odd \( k \), suppose that some feasible solution (e.g., the optimal solution), has \( p \) paired colors with respect to windows \( k \) and \( k + 1 \). Then, the two-by-two heuristic on
windows \(k\) and \(k + 1\) can create a solution that is at least as good with the same \(p\) paired colors now appearing in windows \(k\) and \(k + 1\).

Proof: We can prove this theorem constructively, by induction on \(k\).

Consider the locations in the optimal solution of every car from windows 1 and 2. Due to the window size, only cars from windows 1 and 2 can belong to slots in window 1.

Now consider any cars initially in windows 1 or 2 that are in windows 2 or 3 in the optimal solution. (Because of the window size, they cannot be in windows 4 or higher.) By Lemma 2, we can shift each of these cars toward window 1 as far as we want to. In order to retain the blocks of cars from windows 1 and 2 that were created in the optimal solution, we can shift the cars to fill window 2 while retaining the order in which they appear in the optimal solution. In doing so, we might displace some cars from window 3 that the optimal solution had put into window 2, and by taking cars that began in window 2 out of window 3 (by shifting them downward), we create holes in the window 3 solution. However, Lemma 1 tells us that we can slide the displaced cars upward into window 3 in the same manner, preserving their overall order as well, and we can slide the cars in window 3 upward to fill in any holes we have created.

In this manner, we have constructed a solution in which windows 1 and 2 contain only cars that began in those two windows, and windows 3 through \(\frac{N}{W}\) contain only cars that began in those two windows. Furthermore, because we have preserved the order among cars in windows 1 and 2, and among cars in windows 3 and 4, the blocks of cars from windows \(k\) and \(k + 1\), for all odd \(k\), in the optimal solution are preserved in this new feasible solution.

Now suppose that, for some odd number \(m\), windows \(k\) and \(k + 1\) contain only cars that
were initially in windows $k$ and $k + 1$ and that all optimal blocks among those cars have been preserved, for all $1 \leq k \leq m$, $k$ odd.

Consider window $m + 2$. Ordinarily, cars from windows $m + 1$, $m + 2$, and $m + 3$ could be assigned to window $m + 2$. However, since all the cars from window $m + 1$ are now in windows $m$ or $m + 1$, only cars from windows $m + 2$ and $m + 3$ can be in window $m + 2$. So, as before, we need only look at window $m + 3$. And again, Lemmas 1 and 2 ensure that we can slide cars that began in windows $m + 2$ and $m + 3$ downward into window $m + 2$, and cars that began in windows $m + 4$ and $m + 5$ upward to fill in the holes in window $m + 4$, while maintaining all optimal blocks of cars from windows $m + 2$ and $m + 3$, and from windows $m + 4$ and $m + 5$.

In this manner, we can construct a feasible solution where, for any odd $k$, windows $k$ and $k + 1$ contain only cars that began in windows $k$ and $k + 1$, and where all optimal blocks of cars from windows $k$ and $k + 1$ are preserved.

Since the two-by-two heuristic creates the best possible solution for each pair of windows $k$ and $k + 1$ (for odd $k$), it will do at least as well as any feasible solution, and thus will do at least as well as the solution we have constructed, which preserves all of the optimal blocks of cars from windows $k$ and $k + 1$. □

### 3.3.1 Even-$k$ Postprocessing

Solutions created by the two-by-two heuristic account for possible interactions between blocks in consecutive windows $k$ and $k + 1$ for odd $k$, but do not account for similar interactions for even $k$. The heuristic optimizes windows 1 and 2 together and windows 3 and 4 together,
but not windows 2 and 3 although they are adjacent.

Even-\( k \) postprocessing takes the two-by-two heuristic solution as a starting point, and optimizes all even-\( k \) window pairs \( k \) and \( k + 1 \). Notice that, since the two-by-two heuristic solution is the starting point, even-\( k \) postprocessing will never decrease the quality of the objective.

**Two-By-Two Heuristic With Even-\( k \) Postprocessing**

Begin with the pre-ordered solution

Run within-window preprocessing

For \( k = 1 \) to \( \frac{N}{W} - 1 \) do

If \( k \) is odd

Solve the optimization problem on the \( k \)th and \( (k + 1) \)st window lengths

End for

For \( k = 1 \) to \( \frac{N}{W} - 1 \) do

If \( k \) is even

Solve the optimization problem on the \( k \)th and \( (k + 1) \)st window lengths

End for

3.4 **Incremental Window Algorithm**

Given any feasible solution, we can improve the objective by selecting any part of the solution and locally optimizing. The within-window preprocessing algorithm does just this, over a one-window-length neighborhood. However, to achieve better solutions we would like to
enlarge the size of the neighborhood over which we optimize. Although the formulations we
detailed in previous sections are still too large and slow-to-solve to optimality even with two-
window-length neighborhoods, we can again use the within-window preprocessing technique
before proceeding with our optimization.

Beginning from the initial preprocessed solution, we can optimize over the first two
windows to obtain a new solution with an objective that is no worse than the objective of
the starting solution. We can then “fix” the slot assignments of any paint blocks that begin
in the first window, and optimize over the second and third windows (see Figure 3-2). If there
are more than three windows, we can then fix the second window assignments, optimize over
the third and fourth windows, and continue in this fashion until we have optimized locally
over all windows.

Notice that after each optimization, it is possible that the solution generated might violate
the order-within-color property. In fact, it might be advantageous to do so if, for some color
c, the size of the c-block in window k is different from the size of the c-block in window k + 1.

Thus, after each local optimization, we re-enforce the order-within-color property by
swapping the cars in the violating blocks. The order-within-color property guarantees that
we can do so without introducing any infeasibility in the solution; thus, we can only increase
our flexibility by making this swap.

**Incremental Window Algorithm**

Begin with the pre-ordered solution

Run within-window preprocessing

For $k = 1$ to $\frac{N}{W} - 1$ do
1. Original Sequence (16 Paint Blocks)

2. Block-Reduced Sequence (9 Paint Blocks)

3. First Two Windows Optimized (7 Paint Blocks)

4. Windows 2 & 3 Optimized (6 Paint Blocks)

Figure 3-2: Incremental Window Algorithm
Solve the optimization problem on the $k$th and $(k + 1)$st window lengths

Re-enforce the order-within-color property

Fix the positions of all cars whose blocks begin in the $k$th window length

End for

Symmetry might suggest that an equally good algorithm would be to begin at the end of the $N$ cars and process the cars from the back to the front, rather than optimizing front-to-back. However, recall that a plant often removes cars from the line for repairs and later inserts them back into the line. In these situations, it is beneficial to give priority to optimizing the front of the line, and to optimize (locally) the back of the line as a function of the front, because the structure of the back of the line is likely to change before it enters the paint shop.

### 3.4.1 Lookahead Pricing

One deficiency of the Incremental Window Algorithm is that, when optimizing windows $k$ and $k + 1$, the algorithm does not account for the color blocks that appear in window $k + 2$.

Frequently, windows $k + 1$ and $k + 2$, but not in window $k$, contain a block of some color $c$. When optimizing windows $k$ and $k + 1$, we would like our heuristic to place that block of color $c$ in window $k + 1$ rather than window $k$, if possible. If the algorithm places the block in window $k + 1$, then when optimizing windows $k + 1$ and $k + 2$ it could possibly put the two blocks of color $c$ together.

To facilitate these beneficial scenarios, we use lookahead pricing in our optimizations.
The primary objective is still to maximize the average paint block size in the two windows $k$ and $k + 1$; however, we also include terms in the objective function for blocks of color $c$ beginning in window $k + 1$ if window $k + 2$ also contains a block of color $c$. By setting the objective coefficient of color $c$ blocks in beginning in window $k + 1$ to $\frac{1}{c+1}$, we ensure that putting color blocks together will always take priority; however, once the paint block size has been maximized in windows $k$ and $k + 1$, the IP solution will maximize the opportunities for putting blocks from windows $k + 1$ and $k + 2$ together in the next optimization.
Chapter 4

Worst-Case Bounds

In this chapter, we present worst-case bounds for some of our heuristic algorithms.

We will bound the heuristic solutions by counting the number of blocks that can be split by the heuristics and determining how many consecutive windows can contribute to a feasible color block. In most cases, we will implicitly use the result of Theorem 1, that any colors that are paired with respect to an odd value of $k$ can remain paired in a two-by-two heuristic solution.

We will prove bounds between the two-by-two heuristic solution and any solution obtained after preprocessing. That is, the two-by-two heuristic solution will be compared with solutions where cars of the same color that begin in the same window must appear together in the reordering. We will show that the heuristic solution is bounded by a factor of $2\frac{1}{2}$ when no color is dominant, $3\frac{1}{2}$ when no window is monochromatic, and 5 in the general case. We will give examples that show all of these bounds to be tight.

We will also demonstrate a bound between the two-by-two heuristic solution and the
overall optimal solution. In particular, we will show that for any initial sequence of cars, some two-by-two heuristic solution contains no more than 3 times the number of blocks that are in the optimal reordering, and no two-by-two heuristic can contain more than 3 times the optimal number of blocks plus $\frac{N}{3W}$.

4.1 Two-By-Two Heuristic vs. Preprocessed Solution

In this section, our analysis will compare the heuristic solutions, all of which begin with the step of within-window preprocessing, with the optimal solution after within-window preprocessing.

4.1.1 Case 1: No Dominant Color

Definition and Probability

We define a color $c$ to be dominant if $\frac{1}{3}$ or more of any window in the initial ordering is to be painted color $c$.

In the general case, we can calculate the chance of having no dominant color as follows. If $p_c$ is the probability that any specific car is color $c$, the chance of that color $c$ being $\frac{1}{3}$ or more of a given window-length is

$$\sum_{i=\left[\frac{W}{3}\right]}^{W} \frac{W!}{(W-i)!i!} p_c^i (1-p_c)^{W-i}.$$
Aggregating over all colors and all windows gives a final probability of

$$\left( \prod_{c=1}^{C} \sum_{i=\left\lceil \frac{W}{3} \right\rceil}^{W} \frac{W!}{(W-i)!i!} p_c^i (1 - p_c)^{W-i} \right)^{N}$$

of having some dominant color.

A randomly-generated problem instance (using our real-world size and frequency data) has a 99.9856% chance of having no dominant color.

**Possible Block Combinations**

Suppose windows $k$ and $k + 4$ both contained cars of color $c$ in the original sequence. As shown in Figure 4-1, the cars from those two windows cannot be part of the same block in any feasible reordered solution.

The closest a car in window $k$ could become to cars in window $k + 4$ would be $W$ slots higher, in window $k + 1$. Similarly, the closest a car in window $k + 4$ could become to the cars in window $k$ would be $W$ slots lower, in window $k + 3$. Thus, at least an entire window, window $k + 2$, would be between the cars. This window can contain only cars that started in windows $k + 1$, $k + 2$, and $k + 3$. However, by assumption the initial sequence contains no dominant color; therefore, the number of cars of color $c$ in these three windows must each be less than $\frac{W}{3}$. Thus windows $k + 1$, $k + 2$, and $k + 3$ must contain less than $W$ cars of color $c$, so they cannot bridge the gap between the cars originally in window $k$ and the cars originally in window $k + 4$ (see Figure 4-1).

Since cars that are initially in windows that are 4 apart cannot be part of the same block in a feasible reordering, neither can cars that are more than 4 windows apart. Therefore, the
Figure 4-1: Windows $k$ and $k+4$ cannot be in the same block

<table>
<thead>
<tr>
<th>Window $k$</th>
<th>Window $k+1$</th>
<th>Window $k+2$</th>
<th>Window $k+3$</th>
<th>Window $k+4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; \frac{W}{3}$ cars</td>
<td>$&lt; \frac{W}{3}$ cars</td>
<td>$&lt; \frac{W}{3}$ cars</td>
<td>$&lt; W$ cars of color $c$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$(k)$</th>
<th>$(k, k + 1, k + 2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(k, k + 1)$</td>
<td>$(k, k + 1, k + 3)$</td>
</tr>
<tr>
<td>$(k, k + 2)$</td>
<td>$(k, k + 2, k + 3)$</td>
</tr>
<tr>
<td>$(k, k + 3)$</td>
<td>$(k, k + 1, k + 2, k + 3)$</td>
</tr>
</tbody>
</table>

Table 4.1: Possible Block Combinations for No-Dominant-Color Case

window combinations shown in Table 4.1 are the only possible sets of windows whose cars (of the same color) can appear together in a block of a feasible solution/

Worst-Case Non-Dominant Bound for the Two-By-Two Heuristic

For each possible block combination, we can calculate the number of blocks into which the two-by-two heuristic will split it. There are two distinct cases: when $k$ is odd, and when $k$ is even. For example, when $k$ is odd, the block composed of $k$ and $k + 1$ will fall into the same two-window span, so the heuristic will keep it a single block. On the other hand, when $k$ is even, $k$ will fall into one two-window span ($k - 1$ and $k$) and $k + 1$ will fall into the next two-window span ($k + 1$ and $k + 2$), so the heuristic will split it into two blocks. Notice that the two-by-two heuristic never splits a block into more than three pieces. Moreover, the
<table>
<thead>
<tr>
<th>Combination</th>
<th>Blocks (odd k)</th>
<th>Blocks (even k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(k, k+1)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>(k, k+2)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(k, k+3)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(k, k+1, k+2)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(k, k+1, k+3)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(k, k+2, k+3)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(k, k+1, k+2, k+3)</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.2: Two-By-Two Heuristic Results for Each Block Case

The heuristic can split a block into three pieces only when \( k \) is even and \( k \) and \( k + 3 \) are both part of the block.

Consider any block that contains cars from both \( k \) and \( k + 3 \), for \( k \) even. Cars from window \( k \) can appear no higher than window \( k + 1 \) in a feasible solution, and cars from window \( k + 3 \) can appear no lower than window \( k + 2 \). Therefore, the block must cross the boundary between windows \( k + 2 \) and \( k + 3 \). Because we are only looking at boundaries between an even-numbered window and the next (odd-numbered) window, there are only \( \frac{N}{2W} \) such boundaries.

Therefore, the two-by-two heuristic will break an optimal solution containing \( B^* \) blocks into no more than \( 2B^* + \frac{N}{2W} \) pieces. Dividing through by the optimal number of blocks \( B^* \) gives a bound on the heuristic of \( 2 + \frac{N}{2WB^*} \).

To find the largest possible bound, we need to minimize \( B^* \). Any sequence contains \( \frac{N}{W} \) windows. Because the input sequence contains no dominant color, each window must contain at least 4 colors. Therefore, the initial sequence contains at least \( \frac{4N}{W} \) blocks. We have shown that any feasible solution can combine at most 4 blocks. Consequently, any optimal solution
Initial Sequence (W=4)

...|YBTWBTWTPRTWPRPGRPRGYGRGYBGBYBTYBTW

Optimal Solution

...|BTCBTTCWTTWPPPRRGRGGGGYYYBYBBBTT

Two-By-Two Heuristic Solution

...|YTEBWWTETTWRRPGRPGRRYGYGBGBYBTTRB

Figure 4-2: Tight Worst-Case Example for Initial Sequences With No Dominant Color

contains at least $\frac{AN}{4W} = \frac{N}{W}$ blocks, and thus $B^* \geq \frac{N}{W}$.

So, the bound on the two-by-two heuristic is $2 + \frac{N}{2W} = 2\frac{1}{2}$. The example in Figure 4-2 shows that this bound is asymptotically tight.

The first two lines of Figure 4-2 show the initial (infinite) sequence of $N$ cars. Each window of the initial sequence contains 4 cars, each of a different color, so no color is dominant. The optimal solution (shown in the next two lines of the figure) contains $\frac{N}{4}$ blocks. Each window boundary is the midpoint of a block containing one car from each of 4 windows. The two-by-two heuristic gives the solution shown in the final two lines of the figure, with a total of $\frac{5N}{8}$ blocks. The setup of the initial blocks causes each two-window set
to contain 5 colors, so the heuristic forms 5 blocks out of every two-window set.

Since \( \frac{3N}{4} = 2 \frac{1}{2} \), this example shows that our bound of 2 \( \frac{1}{2} \) is tight for the two-by-two heuristic when the initial sequence contains no dominant color.

### 4.1.2 Case 2: No Monochromatic Window(s)

We say that a window of the initial sequence is "monochromatic" if every car in the window is the same color. Case 1, with no dominant color, is a special case of the non-monochromatic case.

#### Possible Block Combinations

As in Case 1 with no dominant color, we can consider what blocks any feasible solution might potentially contain.

Suppose some solution contained cars of color \( c \) from window \( k \) and window \( k + 6 \) in the same block. The cars from window \( k \) could appear no higher than window \( k + 1 \), and the cars from window \( k + 6 \) could appear no lower than window \( k + 5 \).

Consider window \( k + 3 \). Because no window is monochromatic, this window must contain at least one car not of color \( c \). By the window restrictions, we can assign this car to a slot in window \( k + 2 \), window \( k + 3 \), or window \( k + 4 \). In all three of those cases, it would have to be between the cars of color \( c \) that began in window \( k \) and the cars of color \( c \) that began in window \( k + 6 \) (see Figure 4-3). Therefore, the color \( c \) cars from windows \( k \) and \( k + 6 \) could not be in the same block in the feasible solution.

Therefore, when analyzing the non-monochromatic case, we need to consider blocks con-
Figure 4-3: Windows $k$ and $k + 6$ cannot be in the same block.

sisting only of cars from 6 consecutive windows, from window $k$ to window $k + 5$.

**Worst-Case Non-Monochromatic Bound for the Two-By-Two Heuristic**

Consider the case when $k$ is odd. At most, a block in the optimal solution will have cars spanning from window $k$ to window $k + 5$ in the initial solution. The two-by-two heuristic will be able to group them into three blocks: windows $k$ and $k + 1$, $k + 2$ and $k + 3$, and $k + 4$ and $k + 5$. (Note that one or more of those might be empty, but there will be at most 3 blocks created from the one optimal block.)

When $k$ is even, the two-by-two heuristic can create 4 blocks only when an optimal block contains cars from window $k$ and window $k + 5$. In that case, the heuristic will create blocks of cars from $k - 1$ and $k$, $k + 1$ and $k + 2$, $k + 3$ and $k + 4$, and $k + 5$ and $k + 6$. (Windows $k - 1$ and $k + 6$, as well as some of the interior windows, do not actually need to have cars of color $c$.)

Consider any optimal block of color $c$ that could be split into 4 blocks by the two-by-two heuristic. Because no window is monochromatic, window $k + 2$ must contain a car that is not of color $c$. Let car $j$ be the last such car in the initial sequence. Car $j$ must either come
Figure 4-4: Car $j$ must end a block

before or after the block of color $c$ in the optimal solution. The highest slot car $j$ could reach would be in window $k + 3$. However, the car(s) of color $c$ in window $k + 5$ can reach down only to slots in window $k + 4$. Therefore, car $j$ cannot appear after the color $c$ block in the optimal solution, and thus must appear before it (see Figure 4-4).

Similarly, consider any car not of color $c$ in windows $k + 3$ and higher. The lowest this car could reach is window $k + 2$, but cars of color $c$ in window $k$ can reach up only to window $k + 1$. Therefore, any car not of color $c$ in windows $k + 3$ or higher must appear after the color $c$ block in the optimal solution.

So, car $j$ (a car not of color $c$ that is initially in window $k + 2$) must appear before the block of color $c$, and (since $j$ is the last such car in window $k + 2$) every later car of the same color as $j$ must appear after the block of color $c$. Therefore, by the order-within-color property, car $j$ must be the last car of its block in the optimal solution.

Consider the block containing car $j$. From above, the last window that the block can contain cars from is window $k + 2$. Since $k$ is an even number, so is $k + 2$. From our previous analysis, we know that the only way the two-by-two heuristic can create 4 blocks from a
single block of the optimal solution is for the optimal block to contain cars from windows \( l \) and \( l + 5 \), where \( l \) is even. In that case, \( l + 5 \) must be odd, so the block that is ended by car \( j \) will not be split into 4 by the two-by-two heuristic. Moreover, we have shown that any block of bound 4 must have such a car \( j \), and thus will have such a “partner-block” that will not be split into 4. Therefore, at most one half of all blocks of the optimal solution will be split into 4 by the two-by-two heuristic; the rest will be split into at most 3.

Thus, we can bound the number of blocks in the two-by-two heuristic solution by a factor of \( 3^{1 \over 2} \) times the number of blocks in the optimal solution. Figure 4-5 demonstrates that this bound is asymptotically tight.

The first line of Figure 4-5 shows the initial (infinite) sequence. Each window contains two cars, each of a different color. Three consecutive windows contain green and red cars, the next three contain red and blue cars, and the next three contain blue and green cars. Thus each color appears in 6 consecutive windows. The second line of the figure shows the optimal solution, with a total of \( N \over 6 \) blocks. Each time a color appears (in 6 consecutive windows) its cars are consolidated into one block of size 6. The two-by-two heuristic can create the solution shown in the fourth line of Figure 4-5; this solution, as shown in the figure, will have \( 21N \over 36 \) blocks. Every set of three consecutive 2-window sets will contain two sets containing 2 colors and one set containing 3 colors, for a total of 7 color blocks in every 6 windows, or 21 color blocks for every 36 cars. The ratio of the two solution values achieves the bound of \( 3^{1 \over 2} \).
Initial Sequence (W=2)

Optimal Solution

Initial Sequence

Two-By-Two Heuristic Solution

Figure 4-5: Tight Worst-Case Example For Non-Monochromatic Initial Sequences
4.1.3 Case 3: General Structure

In this section, we consider the most general initial sequences, permitting any window structure (including dominant colors and monochromatic windows).

Possible Block Combinations

In the proof of the non-monochromatic bound, we showed that a two-by-two heuristic solution will break any optimal block consisting of the cars from only 6 consecutive windows \( k \) through \( k + 5 \) into no more than 4 blocks. (Note that this part of the proof did not use the fact that windows were non-monochromatic, and thus is applicable to the general case as well.)

Now consider an optimal block of color \( c \) comprised of the cars from 7 or more consecutive windows \( k \) through \( l \). The cars of color \( c \) from window \( k \) can reach no higher slots than those in window \( k + 1 \), and the cars of color \( c \) from window \( l \) can reach no lower slots than those in window \( l - 1 \).

Suppose some window \( m \), \( k + 3 \leq m \leq l - 3 \), is non-monochromatic. Then \( m \) must contain a car \( j \) that is not color \( c \). Car \( j \) can reach no lower than window \( k + 2 \) and no higher than \( l + 2 \), and so it can be placed neither before nor after the block of color \( c \) in the optimal solution (see Figure 4-6).

Therefore, the sequence can contain no such a car \( j \); blocks \( k + 3 \) through \( l - 3 \) must all be monochromatic (and all must be color \( c \)).

Thus, any optimal block of color \( c \) comprised of cars from 7 or more consecutive windows must obey the following property: the windows whose cars form the block must include,
Figure 4-6: Windows $k + 3$ through $l - 3$ must be monochromatic

Table 4.3: Two-by-two heuristic blocks of size $\geq 7$ for all cases of $k$ and $n$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n$</th>
<th>Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>odd</td>
<td>1</td>
<td>$(k, k + 1); (k + 2, m_1); (k + 3, k + 4); (k + 5, k + 6)</td>
</tr>
<tr>
<td>odd</td>
<td>2</td>
<td>$(k, k + 1); (k + 2, m_1); (m_2, k + 3); (k + 4, k + 5)</td>
</tr>
<tr>
<td>odd</td>
<td>$\geq 3$</td>
<td>$(k, k + 1); (k + 2, m_1); (m_2, m_3)...(m_{n-1}, m_n); (k + 3, k + 4); (k + 5, k + 6)$</td>
</tr>
<tr>
<td>odd</td>
<td>$\geq 4$</td>
<td>$(k, k + 1); (k + 2, m_1); (m_2, m_3)...(m_{n-2}, m_{n-1}); (m_n, k + 3); (k + 4, k + 5)$</td>
</tr>
<tr>
<td>even</td>
<td>1</td>
<td>$(k - 1, k); (k + 1, k + 2); (m_1, k + 3); (k + 4, k + 5)</td>
</tr>
<tr>
<td>even</td>
<td>2</td>
<td>$(k - 1, k); (k + 1, k + 2); (m_1, m_2); (k + 3, k + 4); (k + 5, k + 6)$</td>
</tr>
<tr>
<td>even</td>
<td>$\geq 3$</td>
<td>$(k - 1, k); (k + 1, k + 2); (m_1, m_2)...(m_{n-2}, m_{n-1}); (m_n, k + 3); (k + 4, k + 5)$</td>
</tr>
<tr>
<td>even</td>
<td>$\geq 4$</td>
<td>$(k - 1, k); (k + 1, k + 2); (m_1, m_2)...(m_{n-1}, m_n); (k + 3, k + 4); (k + 5, k + 6)$</td>
</tr>
</tbody>
</table>

in order, (1) no more than 3 non-monochromatic windows $k$, $k + 1$, and $k + 2$; (2) any number $n$ of monochromatic windows $m_1$ through $m_n$ of color $c$; and (3) no more than 3 non-monochromatic windows $k + n + 3$, $k + n + 4$, and $k + n + 5$.

**General Worst-Case Bound for the Two-By-Two Heuristic**

Table 4.3 shows the blocks that would be created by the two-by-two heuristic for every possible case of $k$ and $n$. Consider the cases for which $n \geq 3$. The two-by-two heuristic creates one or more consecutive blocks that are all monochromatic in color $c$. Therefore, although the heuristic "counts" them as separate blocks, in the heuristic solution they comprise one
Table 4.4: Number of two-by-two heuristic blocks of size $\geq 7$ for all cases of $k$ and $n$

Table 4.4 therefore shows the number of real blocks into which the two-by-two heuristic can split an optimal block. Previously, we have shown that any optimal block of size less than 7 will be split into no more than 4 blocks by the two-by-two heuristic. Therefore, since no optimal block will be split into more than 5 blocks by the two-by-two heuristic, the two-by-two heuristic solution can be bounded by a factor of 5 times the optimal solution.

The example of Figure 4-7 demonstrates that the bound is tight.

The top line of Figure 4-7 shows an (infinite) initial sequence of cars. The sequence alternates 3 windows with 2 colors each (blue and red) with 3 monochromatic windows (either blue or red) so that the optimal solution is comprised entirely of blocks containing cars from 9 consecutive windows, the interior 3 of which are monochromatic. The second line shows the optimal solution, in which each block contains 12 cars so that the total number of blocks is $\frac{N}{12}$. The fourth line shows a possible two-by-two heuristic solution that contains 10 blocks for every 24 cars, for a total of $\frac{10N}{24}$ blocks. The ratio of the number of heuristic blocks to the number of optimal blocks is 5, so the bound is indeed tight.
Figure 4-7: Tight Worst-Case Example For General Initial Sequences
4.2 Two-By-Two Heuristic vs. Optimal Solution

In this section, we prove a performance bound on the two-by-two heuristic with respect to the optimal (non-preprocessed) solution.

As before, we use the ranges of possible windows for any car as a key element of the proof. Consider the cars that the optimal solution assigns to window 1. The window restrictions imply that these cars must have started in windows 1 and 2. The cars in window 2 of the optimal solution might have started in windows 1, 2, or 3. If they started in window 3, they must come after all cars of the same color from windows 1 and 2 (by the order-within-color property). We can then split this color block, moving the window 3 cars into the third window and exchanging them for window 2 cars that were assigned to the third window of the optimal solution. By Lemmas 1 and 2, as well as Theorem 1, we know that we can exchange these cars and maintain feasibility.

We can repeat this process for all odd values of \( k \) between 1 and \( \frac{N}{W} \) to obtain a feasible solution in which, for any odd value of \( k \), windows \( k \) and \( k + 1 \) contain only cars that were in windows \( k \) and \( k + 1 \) in the initial solution.

Note that this procedure will split each color block in the optimal solution into at most three blocks: the beginning and end of each block might have been split off, but the rest remains intact. Thus, we can guarantee that some two-by-two heuristic solution contains no more than three times the optimal number of blocks exists.

However, we cannot guarantee that the two-by-two heuristic will find such a solution. The process described above takes advantage of the possibility that blocks might cross even-\( k \) boundaries (boundaries between windows \( k \) and \( k + 1 \) for even values of \( k \)). The two-by-two
heuristic, as we have described it, does not look for these possibilities and, therefore might construct a worse solution. Specifically, for each even-\( k \) boundary, the two-by-two heuristic might miss an opportunity to reduce the number of color blocks by one. Therefore, we can bound the number of color blocks in any two-by-two heuristic solution by three times the number of blocks in the optimal solution, plus \( \frac{N}{2W} \).

Figure 4-8 repeats the example of Figure 4-7, but shows the best possible two-by-two heuristic solution, which gives a tight bound of 3. The two-by-two heuristic solution shown in Figure 4-7 has a bound of \( 3 + (\frac{2}{3})\left(\frac{N}{2W}\right) \).

In Figure 4-8, the algorithm has assigned the blue car in window 3 to the first slot in window 3 and enabled it to become part of the blue block in window 2. In Figure 4-8, the same blue car is assigned to a slot in window 4. In addition to breaking the color block, the assignment of the blue car to window 4 guarantees that the even-\( k \) postprocessing procedure cannot put the blue cars together.

The assignments shown in Figures 4-7 and 4-8 for windows 3 and 4 and windows 9 and 10 contain the best possible two-by-two heuristic solution (with 3 times the optimal number of blocks) and the worst possible two-by-two heuristic solution (with 5 times the optimal number of blocks). The two-by-two heuristic cannot determine \textit{a priori} which assignment would be better.
Initial Sequence (W=2)

Optimal Solution

Initial Sequence

Best Two-By-Two Heuristic Solution

Figure 4-8: Tight Worst-Case Example of the Best Two-By-Two Solution
4.3 Two-By-Two Heuristic With Even-\( k \) Postprocessing

Because the two-by-two heuristic might miss the possibility of combining a color across an even-\( k \) boundary, even-\( k \) postprocessing might increase the quality of a two-by-two heuristic solution. The two-by-two heuristic with even-\( k \) postprocessing uses the two-by-two heuristic solution as a starting point, so it cannot do any worse than the two-by-two heuristic. However, it might not be able to do any better. For example, in Figures 4-5 and 4-7, adding the even-\( k \) postprocessing will not have any effect.

4.4 Incremental Window Heuristic

As demonstrated by the computational results shown in Chapter 6, the incremental window heuristic has the potential to do much better than the two-by-two heuristic (with or without even-\( k \) postprocessing). For the examples shown in Figures 4-2, 4-5, and 4-7, the incremental window heuristic can achieve the optimal solution.

However, it is also possible that the incremental window heuristic will do worse than the two-by-two heuristic.

The top line of Figure 4-9 shows an initial sequence of 12 cars. The second line shows a solution obtainable using the two-by-two heuristic. This solution groups the red cars from window 2 with the red car from window 4 to obtain an optimal solution (5 blocks). The third through fifth lines show the same sequence after one, two, and three stages of the incremental window heuristic. The incremental window heuristic's lookahead abilities reap
Initial Sequence (W=3)

\[
\begin{array}{c|c|c|c|c|c|c}
Y & R & R & R & Y & G & B & B \\hline
R & Y & Y & G & B & \\hline
\end{array}
\]

Two-By-Two Heuristic Solution (5 Blocks)

\[
\begin{array}{c|c|c|c|c|c|c}
R & R & Y & Y & R & R & B & B \\hline
G & G & G & \end{array}
\]

Incremental Window Heuristic Solution (6 Blocks)

\[
\begin{array}{c|c|c|c|c|c|c|c}
Y & R & R & R & R & Y & G & B & B & R & G & G \\hline
Y & R & R & R & R & Y & G & B & B & \end{array}
\]

\[
\begin{array}{c|c|c|c|c|c|c|c}
Y & R & R & R & R & Y & G & B & B & R & G & G \\hline
Y & R & R & R & R & Y & G & B & B & \end{array}
\]

\[
\begin{array}{c|c|c|c|c|c|c|c}
Y & R & R & R & R & Y & G & B & B & R & G & G \\hline
Y & R & R & R & R & Y & G & B & B & \end{array}
\]

Figure 4-9: Example in which the two-by-two heuristic beats the incremental window heuristic
no benefit because the next red car is in window 4, not window 3, and the heuristic solution is suboptimal (6 blocks). The heuristic has no incentive to make any changes in the first two stages (windows 1 and 2, and windows 2 and 3), and can group the green cars only in the final stage (windows 3 and 4).

4.5 Summary of Bounds

We can summarize the results of this chapter with the following theorem.

**Theorem 2** For any initial sequence of cars, (i) there exists a two-by-two heuristic solution that contains no more than 3 times the optimal number of paint blocks, and no two-by-two heuristic solution will contain more than 3 times the optimal number of paint blocks plus \( \frac{N}{2W} \); (ii) no two-by-two heuristic solution will have more than \( f \) times the number of paint blocks required by the preprocessed optimal solution, where \( f = 2 \frac{1}{2} \) if no color is dominant, \( f = 3 \frac{1}{2} \) if no window is monochromatic, and \( f = 5 \) in the general case; (iii) even-\( k \) postprocessing may not improve the two-by-two heuristic solution, even in the worst cases; and (iv) the incremental window algorithm can give solutions that are either better or worse than the two-by-two heuristic.

The proofs of all four parts of Theorem 2 are given in previous sections of this chapter.
Chapter 5

Color-Dependent Cost Structure

In creating our models, designing our heuristics, and analyzing bounds on algorithms, we have assumed that each color change has the same cost. In reality, the cost of purging different colored paints from the lines might depend on the color; for example, black is generally a harder color to purge than white. The real-world data that we were given shows that the 15 colors range in cleanup costs from $10 per purge to $31 per purge.

We can demonstrate that all of the properties, models, solution algorithms, and bounds that we have given for the 0/1-cost problem have analogs for the color-dependent-cost problem.
5.1 Order-Within-Color for the Case With Color-Dependent Costs

Our proof of the order-within-color property for the 0/1-cost problem was based on the fact that for every feasible reordering of the cars, some feasible order-within-color solution had the same color car in each slot. That is, for every slot $j$, if car $i$ was in the slot in some feasible reordering, then slot $j$ would contain a car of color $c_i$ (though not necessarily the same one) in the corresponding order-within-color solution. We also used the fact that the order-within-color solution would have the same cost as the original reordering.

Both facts remain valid when the costs are color-dependent. The first fact concerns feasibility, and is independent of costs. Therefore, it will certainly be true in the color-dependent-cost case. The second fact, that the costs of the initial reordering and the order-within-color solution are the same, remains valid because (i) every slot in the order-within-color solution contains a car of the same color as in the feasible reordering, and (ii) since the costs are color-dependent, the solutions have the same cost because they have the exact same color changes. Therefore, the order-within-color property holds for the color-dependent-cost problem.

This fact will remain valid even if the costs were generalized even further, to situations when the cost was dependent on both the color being cleaned out and the next color being painted.
5.2 Formulations

5.2.1 Effects on IP Formulations with Strong Relaxations

By making a small change in the objective functions of our formulations, we can easily account for this more generalized cost structure. Suppose we define $v_c$ to be the cost of purging paint of color $c$, and define $c_i$ to be the paint color of car $i$.

Recall that if $I_{ij}$ is a 0/1 indicator variable that is 1 if and only if car $i$ is in slot $j$ and the next car of color $c_i$ is in slot $j + 1$, then the objective function for the 0/1 order-within-color disaggregated savings indicator variable ($ODSIF$) formulation is

$$\text{maximize } \sum_{i,j} I_{ij}.$$ 

For the more general case, we have saved one cleaning of paint color $c_i$, so in the color-dependent case, we can modify the objective to be

$$\text{maximize } \sum_{i,j} v_{c_i} I_{ij}.$$ 

Now the objective weights each color change by the cost to purge that color paint from the lines.

We can make a similar adjustment to the objective function of the 3-dimensional shortest-path-based formulation ($OSP3$). In the 0/1-cost case, the objective is

$$\text{maximize } \sum_{j=\text{cnext}(i)} x_{ijt}.$$ 
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In this formulation, the 0/1 variables $x_{ijt}$ are 1 if and only if car $i$ is in slot $t$ and car $j$ is in slot $t + 1$, and $cnex(i)$ is the next car of color $c_i$.

As before, we can model the color-dependent costs by changing the objective coefficients:

$$\text{maximize } \sum_{j=cnex(i)} v_{c_i} x_{ijt}.$$

We can change the complete enumerative formulation (CEF) in the same way. The objective function for the 0/1-cost case is

$$\text{maximize } \sum_{b \in B} \sum_{j: l_b \leq j \leq u_b} (s_b - 1) x_{bj}.$$

In this model, $x_{bj}$ is a 0/1 variable set to 1 if and only if block $b$ is chosen and begins in slot $j$, $B$ is the set of all potential blocks, $s_b$ is the size of block $b$, and $l_b$ and $u_b$ are the upper and lower slot boundaries for the start of block $b$.

This objective function counts each transition between cars of the same color within each block; a block of size $s_b$ will have $s_b - 1$ such transitions. As in the other formulations, every transition between cars of the same color $c$ will now save $v_c$ (rather than 1), so our objective function for the color-dependent-cost version of the CEF becomes

$$\text{maximize } \sum_{b \in B} \sum_{j: l_b \leq j \leq u_b} v_{c_b} (s_b - 1) x_{bj}.$$
5.2.2 Effect on Dynamic Programming Formulation

Recall that in our dynamic programming formulation, we defined the cost-to-go as \( J_n(c, n_1, n_2, \ldots, n_{C-1}) \) for the state in which (i) the first \( n \) slots have been filled by \( n_1 \) cars of color 1, \( n_2 \) cars of color 2, \ldots, \( n_{C-1} \) cars of color \( C - 1 \), and \( n - \sum_{i=1}^{C-1} n_i \) cars of color \( C \), and (ii) the last slot filled contains a car of color \( c \). \( J_n(c, n_1, n_2, \ldots, n_{C-1}) = \min\{J_{n-1}(1, n_1 - 1, n_2, \ldots, n_{C-1}), J_{n-1}(2, n_1, n_2-1, \ldots, n_{C-1}), \ldots, J_{n-1}(C-1, n_1, n_2, \ldots, n_{C-1}-1), J_{n-1}(C, n_1, n_2, \ldots, n_{C-1})\} \).

Because the order-within-color property still holds for when costs are color-dependent, specifying the number of cars of each color that have been used already still uniquely defines the exact set of cars that are available, so the dynamic programming formulation remains valid for the case in which costs are color-dependent.

5.3 Upper Bounds

5.3.1 Upper Bound Calculation

Both of the specialized methods we presented for generating upper bounds for 0/1-cost problems are valid for color-dependent cost problems as well.

Recall that the time-relaxed version of the complete enumerative formulation, which we solve using a greedy algorithm to provide an upper bound on the objective of the \( CEF \), decomposes by color. Therefore, since each color is optimized separately, color-dependent costs will have no effect on the validity of the process; the heuristic will minimize the number of blocks created of each color.
For the three-dimensional shortest-path based formulation OSP3, the formulation of the 0/1-cost problem and of the color-dependent cost problem are the same, except for the objective function. Therefore, the underlying structure is still an acyclic shortest-path problem with one side constraint for each car, so our Lagrangean relaxation procedure is still valid.

Further, our calculation speedup will also still work. In the 0/1-cost problem, we exploit the fact that, excluding the benefit of having two same-colored cars in a row, the cost of any edge from car $i$ in slot $t$ to car $j$ in slot $t + 1$ is the same as the cost of the edge from car $i$ in slot $t$ to car $k$ in slot $t + 1$. This is true because the Lagrange multipliers on the side constraints depend only on car $i$, not car $j$ (or $k$) or the slot.

In the color-dependent-cost problem, this fact remains valid. Ignoring the benefit of having two identically-colored cars in a row (and therefore assuming that every edge constitutes a color change), the edge costs will still be the same; the cost of the edge from car $i$ in slot $t$ to car $j$ in slot $t + 1$, excluding the same-color benefit (if any), is just the Lagrange multiplier $\mu_i$ for car $i$ plus the cost $v_{c_i}$ of cleaning color $i$. The edge costs, then, are still independent of the slot $t$ and the incoming car $j$.

Therefore, our method of comparing, for every car $j$, the minimum among eligible predecessor cars $i$ of the edge costs ($\mu_i + v_{c_i}$ in this case) with the edge cost of the previous car of color $c_j$ (without the cleanup cost $v_{c_i}$ in this case) is still valid and will still give us the same speedup in our calculations.

Note however that we lose this property when the transition cost depends upon the colors of two successive cars.
5.3.2 Upper Bound Equivalence

In the 0/1-cost case, we were able to show that all three of our strong formulations (ODSIF, OSP3, and CEF), although they have different feasible sets, will always generate the same upper bound. We now show that this property also applies for situations with color-dependent costs.

In adding color-dependent costs to our model, we have not altered any of the constraints. Therefore, the correspondences we showed between feasible solutions to the various formulations remain valid.

Comparison of OSP3 and ODSIF

We showed that any feasible solution \( \hat{x} \) to the relaxation of OSP3 has a corresponding feasible solution \((\bar{x}, \bar{I})\) to the relaxation of ODSIF with a one-to-one correspondence between the values of \( \hat{x}_{i(cnext(i))t} \) and \( \bar{I}_{it} \), satisfying the conditions \( \bar{I}_{it} = \hat{x}_{i(cnext(i))t} \) and \( \bar{x}_{it} = \sum_j \hat{x}_{ijt} \).

The coefficient of \( \bar{x}_{ijt} \) in the color-dependent-cost OPS3 formulation is \( v_{ci} \) if \( j = c_{next}(i) \) and zero otherwise. The coefficient of \( \bar{x}_{it} \) in the color-dependent-cost ODSIF formulation is zero and the coefficient of \( \bar{I}_{it} = v_{ci} \). Therefore, the two solutions will have the same objective value.

On the other hand, we showed that every optimal solution to the relaxation of ODSIF must be \( I \)-maximal. As long as the paint-cleaning costs are positive (which is a reasonable assumption), the same proof applies to the color-dependent-cost case. We also showed that every \( I \)-maximal solution \((\bar{x}, \bar{I})\) to the relaxation of ODSIF has a corresponding feasible solution to the relaxation of OSP3 in which \( \hat{x}_{i(cnext(i))t} = \bar{I}_{it} \), so as above, the two will have
the same objective value. Because this conclusion is based only on feasibility, it applies to
the color-dependent-cost case.

Therefore, when costs are color-dependent, we have shown that any optimal solution to
the relaxation of OSP3 has a corresponding feasible solution to the relaxation of ODSIF
with the same objective value, and vice versa, so that the two relaxations will have the same
optimal objective value.

**Comparison of OSP3 and CEF**

Using flow decomposition techniques, we showed that for any solution \( \hat{x} \) to the relaxation of
OSP3, we can create a feasible solution \( \hat{x} \) to CEF so that for each path \( p \) into which we
can decompose the flow \( \hat{x} \), \( \sum_{b,t \in p} (s_b - 1)\hat{x}_{bt}^p = \sum_{i,t \in p} \hat{x}_{i(\text{cnext}(i))t} \).

Since the objective value of \( \hat{x} \) equals \( \sum_{i,t} v_{ci} \hat{x}_{i(\text{cnext}(i))t} \) and the objective value of \( \hat{x} \) equals
\( \sum_p \sum_{b,t \in p} v_{cb} (s_b - 1)\hat{x}_{bt}^p \), the objectives are equal:

\[
\sum_p \sum_{b,t \in p} v_{cb} (s_b - 1)\hat{x}_{bt}^p = \sum_p \sum_{i,t \in p} v_{ci} \hat{x}_{i(\text{cnext}(i))t} = \sum_{i,t} v_{ci} \hat{x}_{i(\text{cnext}(i))t}.
\]

On the other hand, we showed that every optimal solution to the relaxation of CEF
must be \( \hat{x} \)-maximal. Again, as long as the paint-cleaning costs are positive, the same proof
applies to the color-dependent-cost case. We have shown that every \( \hat{x} \)-maximal solution \( \hat{x} \)
to the relaxation of CEF has a corresponding feasible solution to the relaxation of OSP3
in which \( \sum_{b,t \in p} (s_b - 1)\hat{x}_{bt}^p = \sum_{i,t \in p} \hat{x}_{i(\text{cnext}(i))t} \). As before, then the two relaxations have the
same objective value.

So, we have now shown that in the case of color-dependent costs, the objective values of
the relaxations of \textit{OSP3} and \textit{ODSIF} will be equal and the objective values of the relaxations of \textit{OSP3} and \textit{CEF} will be equal, and therefore the relaxations of all three formulations will have the same optimal objective value and thus provide the same upper bound.

5.4 Algorithms and Bounds

None of the heuristic algorithms we presented for the 0/1-cost problem use the fact that costs are all either zero or one. Therefore, they are all valid for the color-dependent-cost problem. In the Computational Results section, we will see that the empirical performance of the heuristics is approximately the same on the two cost structures.

Furthermore, all of the arguments we used in proving algorithmic bounds examined cars of a single color. Therefore, just as in the case of the greedy algorithm, color-dependent costs will not affect any of our proofs, and the bounds for the 0/1-cost case remain valid for the problem with color-dependent costs.
Chapter 6

Computational Results

We tested our heuristics on randomly-generated problems based on real-world data. Using the color frequencies provided in the Ford data and shown in Table 6.1 [22], and using the reasonable assumption that the color of each car was independent and identically distributed (iid), we generated sequences of 50 to 1500 cars and solved each using window sizes ranging from 1 to the minimum of 150 and $\frac{N}{10}$. We generated and solved ten instances of each case.

We conducted the computations on a Pentium II 400 MHz PC with 384 MB of RAM running on a Linux operating system. We used CPLEX 6.0 to solve all of the linear and integer programs, with the exception of the greedy upper bounding procedure for TREL and the shortest-path Langrangean subproblems for the linear programming relaxation of OSP3.

The results of our tests (see Table 6.2) showed that the length $N$ of the sequence, as long as it is sufficiently longer than the window size $W$, does not have an effect on the quality of the solutions generated by any of our heuristics.
<table>
<thead>
<tr>
<th>Color</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.040</td>
</tr>
<tr>
<td>2</td>
<td>0.135</td>
</tr>
<tr>
<td>3</td>
<td>0.100</td>
</tr>
<tr>
<td>4</td>
<td>0.025</td>
</tr>
<tr>
<td>5</td>
<td>0.015</td>
</tr>
<tr>
<td>6</td>
<td>0.030</td>
</tr>
<tr>
<td>7</td>
<td>0.050</td>
</tr>
<tr>
<td>8</td>
<td>0.010</td>
</tr>
<tr>
<td>9</td>
<td>0.075</td>
</tr>
<tr>
<td>10</td>
<td>0.040</td>
</tr>
<tr>
<td>11</td>
<td>0.125</td>
</tr>
<tr>
<td>12</td>
<td>0.095</td>
</tr>
<tr>
<td>13</td>
<td>0.075</td>
</tr>
<tr>
<td>14</td>
<td>0.125</td>
</tr>
<tr>
<td>15</td>
<td>0.060</td>
</tr>
</tbody>
</table>

Table 6.1: Color Frequencies

The four heuristics (two-by-two, two-by-two with even-$k$ postprocessing, incremental window, and incremental window with lookahead pricing) performed similarly. However, for every problem size the incremental window heuristic with lookahead pricing performed slightly better than the other heuristics. As shown in Table 6.2, our heuristic methods performed well for large window sizes, but poorly for small window sizes. However, for small window sizes we are able to solve the preprocessed block enumerative formulation exactly using integer programming branch-and-bound within a reasonable amount of time (no more than 10 minutes). Therefore, when the heuristic performs poorly, we can use an alternative method to obtain a good solution. When the exact method becomes too large (for window sizes of 25 and up), the heuristic performs well.

For the specific real-world case of $N = 750$ cars and a window size of $W = 75$ slots in either direction, the incremental window heuristic with lookahead pricing was, on average,
<table>
<thead>
<tr>
<th>Window Size</th>
<th>Two-By-Two</th>
<th>Two-By-Two With Even-k Postprocessing</th>
<th>Incremental Window</th>
<th>Incremental Window With Lookahead Pricing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.7%</td>
<td>79.7%</td>
<td>79.7%</td>
<td>70.1%</td>
</tr>
<tr>
<td>5</td>
<td>37.8%</td>
<td>30.7%</td>
<td>32.4%</td>
<td>24.0%</td>
</tr>
<tr>
<td>10</td>
<td>22.5%</td>
<td>16.4%</td>
<td>21.9%</td>
<td>14.4%</td>
</tr>
<tr>
<td>15</td>
<td>13.7%</td>
<td>10.0%</td>
<td>14.8%</td>
<td>9.5%</td>
</tr>
<tr>
<td>25</td>
<td>9.2%</td>
<td>8.1%</td>
<td>9.4%</td>
<td>6.2%</td>
</tr>
<tr>
<td>50</td>
<td>5.6%</td>
<td>4.0%</td>
<td>4.2%</td>
<td>3.2%</td>
</tr>
<tr>
<td>75</td>
<td>3.4%</td>
<td>2.2%</td>
<td>2.4%</td>
<td>2.0%</td>
</tr>
<tr>
<td>100</td>
<td>3.3%</td>
<td>2.2%</td>
<td>2.3%</td>
<td>2.0%</td>
</tr>
<tr>
<td>150</td>
<td>2.1%</td>
<td>1.5%</td>
<td>1.6%</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

Table 6.2: Percent Gaps Between Upper Bounds and Heuristic Solutions for 0/1 Cost Structure

2.0% from the upper bound and solved in an average of 103 seconds (see Table 6.3). The solution times ranged from 44 seconds to 306 seconds (with only one instance requiring more than 2 minutes) and the solution gaps ranged from 1.5% to 2.5%. We also tested our heuristics on the color-dependent cost data provided with our real-world instance (see Table 6.4). The results were quite similar, and for the large-window cases which require a heuristic solution, these gaps were even smaller than in the 0/1-cost case.
<table>
<thead>
<tr>
<th>Trial</th>
<th>Initial Value</th>
<th>Final Value</th>
<th>Upper Bound</th>
<th>Percent Gap</th>
<th>Time (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>671</td>
<td>681</td>
<td>1.5</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>667</td>
<td>684</td>
<td>2.5</td>
<td>306</td>
</tr>
<tr>
<td>3</td>
<td>68</td>
<td>667</td>
<td>680</td>
<td>1.9</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>671</td>
<td>685</td>
<td>2.0</td>
<td>98</td>
</tr>
<tr>
<td>5</td>
<td>65</td>
<td>667</td>
<td>680</td>
<td>1.9</td>
<td>78</td>
</tr>
<tr>
<td>6</td>
<td>68</td>
<td>666</td>
<td>682</td>
<td>2.3</td>
<td>44</td>
</tr>
<tr>
<td>7</td>
<td>72</td>
<td>670</td>
<td>686</td>
<td>2.3</td>
<td>78</td>
</tr>
<tr>
<td>8</td>
<td>74</td>
<td>668</td>
<td>680</td>
<td>1.8</td>
<td>92</td>
</tr>
<tr>
<td>9</td>
<td>59</td>
<td>667</td>
<td>682</td>
<td>2.2</td>
<td>87</td>
</tr>
<tr>
<td>10</td>
<td>62</td>
<td>668</td>
<td>681</td>
<td>1.9</td>
<td>120</td>
</tr>
<tr>
<td>Avg.</td>
<td>70</td>
<td>668</td>
<td>682</td>
<td>2.0</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 6.3: Incremental Window With Lookahead Pricing Results For Real-World Cases (N = 750, W = 75)

<table>
<thead>
<tr>
<th>Window Size</th>
<th>Two-By-Two</th>
<th>Two-By-Two With Even-k Postprocessing</th>
<th>Incremental Window</th>
<th>Incremental Window With Lookahead Pricing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.9%</td>
<td>79.9%</td>
<td>79.9%</td>
<td>70.4%</td>
</tr>
<tr>
<td>5</td>
<td>38.0%</td>
<td>30.8%</td>
<td>32.6%</td>
<td>23.3%</td>
</tr>
<tr>
<td>10</td>
<td>22.8%</td>
<td>16.7%</td>
<td>21.4%</td>
<td>14.1%</td>
</tr>
<tr>
<td>15</td>
<td>14.4%</td>
<td>10.0%</td>
<td>14.7%</td>
<td>9.0%</td>
</tr>
<tr>
<td>25</td>
<td>9.3%</td>
<td>6.7%</td>
<td>9.4%</td>
<td>6.0%</td>
</tr>
<tr>
<td>50</td>
<td>5.4%</td>
<td>3.7%</td>
<td>4.1%</td>
<td>3.1%</td>
</tr>
<tr>
<td>75</td>
<td>3.2%</td>
<td>1.9%</td>
<td>2.4%</td>
<td>1.9%</td>
</tr>
<tr>
<td>100</td>
<td>2.9%</td>
<td>1.9%</td>
<td>2.2%</td>
<td>1.9%</td>
</tr>
<tr>
<td>150</td>
<td>1.9%</td>
<td>1.3%</td>
<td>1.5%</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

Table 6.4: Percent Gaps Between Upper Bounds and Heuristic Solutions for Color-Dependent Cost Structure
Chapter 7

Summary

We have studied paint blocking, an important issue that arises in the automobile manufacturing industry. Because automobile manufacturing is an assembly-line industry, manufacturers must sequence the cars that they produce each day. Their sequencing criteria generally focus on load-balancing, with little or no emphasis on the color each car is to be painted. However, each time a plant paints two cars of different colors consecutively, it must clean (“purge”) the old paint from the lines and insert the new paint before it can process the next car through the paint shop. Paint purges cost, on average, about $15 - $20, ranging from $10 - $30 depending on the color of the paint to be purged.

We began by modeling the problem as a traveling salesman problem with time windows (TSPTW). The TSPTW is an NP-hard problem, and the best solution algorithms from the literature are able to solve instances of up to 200 cities and a 40-slot window size, with solution times measured in hours. Our real-world problem has 750 cars (cities), each with a 151-slot window. We need to be able to generate solutions within a few minutes because it is
often necessary to reoptimize at various times during the day when the initial sequence has been disrupted, for example, by unscheduled rework to one or more of the cars, and it would not be feasible to shut down the production line for an hour until the system calculated a new solution.

Because the problem is so large and hard, we attempted to solve it using heuristic solution algorithms, combined with an upper-bounding procedure that would provide guarantees on the solution quality. We formulated a number of integer programming models for the problem, but discovered that their linear programming relaxations provided very weak upper bounds.

We proved an order-within-color property, and found that adding it to two of our best formulations, a disaggregated savings indicator formulation (DSIF) and a 3-dimensional shortest-path-based formulation (SP3), dramatically tightened the bounds, often to the exact optimal value of the integer program. The order-within-color property also enabled us to create a third useful formulation, the complete enumerative formulation (CEF), that enumerates all of the possible color blocks. Without the order-within-color property, this formulation would contain $O(10^{150})$ such color blocks in a real-world-sized problem, and be highly impractical; however, using order-within-color drastically reduces the number of color blocks, to no more than 11,000 for any of our test cases. The relaxation of the CEF also gives a very tight upper bound, and we were able to prove that, although the relaxations of ODSIF, OSP3, and CEF have different feasible regions, they will always give the same upper bound on the integer optimal solution.

One final implication of the order-within-color property is that we were able to define an
$O(N^C)$ dynamic programming formulation for the problem. Although not helpful for our real-world problem with 15 colors, this formulation could be very useful for situations with less colors; for example, using this formulation would permit us to easily exactly optimize a limousine production line with no more than 2 or 3 colors.

Although the relaxations for three formulations whose provide the (same) good upper bound on the value of the optimal integer programming objective value, none of the three are easy to solve. In fact, we can solve only one of these models ($ODSIF$) directly, and even that takes 20 minutes to generate a bound. However, using a Lagrangean relaxation procedure and exploiting the fact that multipliers are only car-dependent permits us to generate a bound from the $OSP3$ formulation in approximately 8 minutes. Also, by eliminating the time constraints of the $CEF$ model, we create a time-relaxed formulation $TREL$ that is solvable in under one second using a greedy algorithm. This algorithm gives us an upper bound on the LP bound, which is often exact, and (empirically) always relatively tight.

To generate good feasible solutions to the problem, we created heuristic methods: a two-by-two heuristic (with and without even-$k$ postprocessing) and an incremental window heuristic (with and without lookahead pricing). All four heuristics began with a within-window preprocessing stage. Although the four heuristic solution methods all generated solutions with similar numbers of paint blocks, the incremental window heuristic with lookahead pricing consistently gave the best performance. For real-world problems, the incremental window heuristic with lookahead pricing averaged solutions that were 2.0% from the upper bound.

We were able to prove some performance bounds on the two-by-two heuristic (with and
without postprocessing) compared with the optimal solution to the preprocessed problem. In general, the number of blocks in the solutions generated are no more than 5 times the number of blocks in the optimal solution, but that number drops to \(3 \frac{1}{2}\) if no window is monochromatic and \(2 \frac{1}{2}\) if the input sequence contains no dominant color. Problem instances that are randomly generated to conform to the specifications of our real-world data are 99.9856\% likely to have no dominant color.

Finally, we showed that all of the models, algorithms, properties, bounds, and proofs that were valid for the 0/1-cost case (in which every color change costs the same amount) remain valid for the color-dependent-cost case (in which the cost of purging paint depends on the color being purged). In empirical tests, our algorithms performed approximately as well on color-dependent problems as they did on 0/1 problems, and for real-world data they achieved slightly better results on color-dependent problems than on 0/1 problems.
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