
Colloidal stability of magnetic nanoparticles in molten salts

By
Vaibhav Somani

B. Tech Materials Science and Engineering
M. Tech Materials Science and Engineering

Indian Institute of Technology, Mumbai, India, 2007 ARCHNES

Submitted to the Department of Materials Science and Engineering in partial fulfillment of the
requirements for the degree of

Masters of Science in Materials and Science Engineering MCSAHNUSE IOGTITE

at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY JUN 16 2010

May 2010 LIBRARIES
@ 2010 Massachusetts Institute of Technology. All rights reserved.

Signature of Author:__
Vaibhav Somani

Department of Materials and Science Engineering
May, 2010

Certified by:
7 T. Alan Hatton

Depapent of Chemical Engineering
Thesis Advisor

Certified by:
C e r e b : J a c o p o B u o n g io r n o

Department 01 uclear Science n Engineering
esis Advisor

Accepted by: v
Francesco Stellacci

Department of Materials i4pienc eeing

Accepted by:
Christine e iz

Chair, Departmental Committee on Graduate Students



Abstract

Molten salts are important heat transfer fluids used in nuclear, solar and other high temperature

engineering systems. Dispersing nanoparticles in molten salts can enhance the heat transfer

capabilities of the fluid. High temperature and high ionicity of the medium make it difficult to

make a colloidally stable dispersion of nanoparticles in molten salts. The aggregation and

sedimentation kinetics of different nanoparticles dispersed in molten salts is studied, and trends

of settling rates with system parameters like particle size, temperature and concentration are

observed. Finally, a hypothesis based on ultra low values of Hamaker coefficient is suggested in

order to achieve long term colloidal stability in molten salts medium.
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1. Introduction

Nanofluids are stable colloidal suspensions of nanoparticles in a base fluid medium. The sizes of

the particles dispersed in the liquid medium are typically less than 100 nm. These colloidal

dispersions of ultra small particles are being studied the world over as advanced heat transfer

fluids for various applications such as microelectronics, nuclear systems, fuel cells, hybrid

powered engines etc.' It has been observed that the heat transfer coefficient in nanofluids is

2significantly higher than that of the base fluid. The exact reasons leading to this increase in heat

transfer coefficient has been a subject of great debate.3

For nanofluids to posses these superior heat transfer properties, it is important that the

nanoparticles remain colloidally suspended in the medium, and do not aggregate and sediment

out. In the absence of repulsive forceses between them, collisions between particles undergoing

random Brownian motion leads to their sticking to one another due to the van der Waals forces

of attraction between them. Also, aggregation is preferred from point of view of energetics

because nanoparticles tend to minimize their surface free energy by forming large aggregates.

There are two main methods of providing colloidal stability to nanoparticles in a liquid medium.

Firstly, if the surface of the particles is charged, then the particles repel each other on approach,

thereby avoiding aggregation. In the second method, long polymeric surfactants are attached to

the surface of the particles, which hinder their approach sterically and keep them stable in

suspension. These two most commonly used techniques to achieve colloidal stability are shown

in Figure 1-1.



(A) (B)

Figure 1 -1: Methods of stabilizing nanoparticles in a suspension. (A) Steric stabilization, (B)

Electrostatic stabilization

It must be noted that the colloidal stability is dependent on various system parameters including

materials involved (both particles and medium), particle size, temperature and chemistry, as all

of these influence the aggregation of particles in some way or the other. Some systems may

naturally lead to charges on the surfaces of the particles and be stable without the need for any

external stabilization, while others require one of the two stabilization techniques mentioned

above. In this work, we intend to study the aggregation behavior of nanoparticles in molten salts

at high temperatures. We will evaluate the impact each of the system parameters makes on the

aggregation kinetics of the nanoparticles and investigate the possibility of making colloidally

stable molten salt nanofluids in this medium. We will begin by looking into the motivation for

this study and discuss some of the potential applications of high temperature molten salt

nanofluids.



1.1 Motivation

The particular media that we are interested in are high melting temperature inorganic salts such

as alkali halides (NaCl, KCl, LiCl etc.) and alkali nitrates (NaNO3, KNO3 etc). Molten salts are

very useful high temperature heat transfer fluids as they stay at low vapour pressures even at

extremely high temperatures, thereby eliminating the need to pressurize the system. In addition,

these salts are relatively low cost, are thermodynamically stable, and have high heat capacities.

Consequently, molten salts, usually in the form of mixtures, are used extensively as coolants in

nuclear reactors and concentrated solar thermal power plants. Nitrate salts are most often used,

with the operating temperatures in the range of 250 - 550 C. The peak temperatures are limited

by the chemical decomposition of the nitrate salts.

The use of chloride salts, which are stable at much higher temperatures as compared to nitrate

salts, is desirable in solar thermal systems, nuclear reactors and many other high temperature

engineering systems. These plants require intermediate heat transfer loops that connect the

energy source to the power cycle. The heat-to-electricity efficiency increases with increasing

temperatures. As such, there are large economic and environmental incentives to increase peak

temperatures in these systems from the existing levels. Today, the highest-temperature

commercial heat transfer fluids are nitrate salts used in various chemical plants and solar thermal

power plants. The peak temperatures are between 550 and 600'C and are limited by the chemical

decomposition of the nitrate salts. Higher-temperature salts made of fluorides, chlorides, and

carbonates are being developed as coolants in solar power towers, nuclear reactors (advanced

high-temperature reactor, molten salt reactor, salt-cooled fast reactors), and various intermediate

heat transfer loops. These salts are thermodynamically stable, operate at low pressures, have high



heat capacities, and are transparent over much of the visible spectrum. While the salts have

relatively low costs, the materials of construction for operations between 600 and 10000 C are

expensive. The practicality of these higher-temperature systems depends partly upon efficient

heat transfer that minimizes the size of heat exchangers and other equipment made of expensive

materials.

Nanoparticles dispersed in molten salts can significantly alter their heat transport efficiency, as

they do for any other fluid. Furthermore, at high temperatures at which molten salts operate,

radiation heat transport becomes important because it depends upon the temperature to the fourth

power. Nanoparticles introduced in the molten salt can conductively absorb heat from the fluid

and radiate it to heat transfer surfaces. The general importance of nanoparticles in terms of heat

transfer is recognized from traditional studies of particles in high-temperature combustion

systems. One particular example of an application in which a dispersion of nanoparticles in

molten salts can be used for efficient heat absorption and storage is the 'Concentrated Solar

Power on Demand (CSpond) project, described briefly below.

1.1.1 Concentrated Solar Power on Demand

In traditional solar thermal power plants, a molten salt flows through metallic pipes.

Concentrated solar rays are used to heat up the metallic pipes, which in turn transfer the heat to

the salt that flows through them. The peak temperatures, as stated above, are limited by the

decomposition of nitrate salts. This design has many built in inefficiencies, the major one being

heat loss from non-insulated metallic pipes to the surroundings.



CSpond proposes a much more efficient design, wherein concentrated solar power will be used

directly to heat up the salt, which will be maintained in a molten state in a thermally insulated

tank, as shown in Figure 1-2. The molten salt can then be used as a heat storage and heat transfer

fluid. Now, molten salts are usually semi-transparent and hence will not be able to absorb

radiation significantly in the visible region; this is where dispersed nanoparticles can play an

important role. The nanoparticles can absorb the solar energy in the visible region, and then

transfer the heat to the molten salt by conduction and convection. This will result in the heat

being absorbed over the entire volume of molten salts, and the heat from the otherwise wasted

visible part of the solar spectrum would be utilized efficiently.

Solar Rays

Aperture

Ground

Salt from/to
Salt with heat generation loops
nanoparticles

Figure 1-2: The basic model design of CSpond. Solar rays enter directly into the molten salt,

where they are absorbed by the dispersed nanoparticles.

Sandia laboratories have studied the effect of nanoparticles on absorptivity of molten salts, and

found that 0.1 wt% of nanoparticle dopants can enhance solar energy absorbed per centimetre of

fluid depth from 8% to 90%.4 Thus, the utility of dispersed nanoparticles in molten salts has been

5



established. However, to the best of our knowledge, no attempt has ever been made to study

aggregation propensity and colloidal stability of nanoparticles in molten salts. It is important to

realize that for any engineering benefit to be gained by exploiting the use of nanoparticles in

molten salts, the problem of colloidal stability is of utmost importance. Besides, even if particles

are not intentionally added, they can be present (or generated) in the system as impurities, and it

is important to understand their colloidal stability to determine the potential impact of such

impurities on the heat transfer properties of the salt.

1.2 Methodology and approach

As stated above, the goal of this project is to study the colloidal stability of various nanoparticles

in the molten salt medium and evaluate the possibility of developing kinetically stable nanofluids

in these environments. Because of the high temperatures (- 1000C) and high thermal energy, the

requirements for engineered nanoparticles in these systems are more severe than are those for

nanoparticles in lower temperature fluids. However, before moving into the main problem of

colloidal stability, we need to bear in mind a few other constraints that limit our choices of

nanoparticles that could be appropriate for this high temperature system. Firstly, it needs to be

ensured that the nanoparticles are physically and chemically stable in the medium. For physical

stability, one needs to choose particles that won't soften and deform at temperatures in the range

of 1000 0 C. Thus, only high melting point ceramics can be considered. Also, for chemical

stability, it needs to be ensured that the nanoparticles do not react chemically with the molten

salts at the temperatures of interest. Furthermore, the nanoparticles also need to be extremely

insoluble in the salt medium in order to avoid particle coarsening due to Ostwald ripening. Few

candidate materials that satisfy this criterion are high temperature ceramics such as silica (M.P.



1650 *C), alumina (M.P.2072 "C), titania (M.P. 1843'C), etc. In fact, these are the most common

materials used for most high temperature applications.

Now, this leaves us with our main problem of colloidal stability. In order to evaluate the

potential development of dispersed nanoparticles that can provide strong thermal absorption and

radiant emission for enhancement of heat transfer rates within molten salts, we will have to study

the colloidal behaviour of the nanoparticles in this medium in some detail. Both low temperature

nitrate salts (250-550 0C) and high temperature chloride salts (550-1000 0C) will have to be

considered. We will first begin by looking into the fundamentals of particle aggregation and

deposition in a general colloidal system, and understand in detail the processes and parameters

that determine the colloidal stability in any dispersion. We will look into the peculiarities of our

medium (high temperature, ionicity etc) that introduces difficulties in obtaining a stable

dispersion of nanoparticles, and evaluate the parameters that we expect would theoretically make

an impact on colloidal stability. We will then experimentally study the rate of deposition of

nanoparticles in molten salts, and its variation with important parameters such as materials,

temperature, concentration etc. Finally, based on the theory and experimental observations, we

will evaluate the possibility of engineering a system which can remain colloidally stable.
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2. Theory of colloidal stability and aggregation kinetics

2.1 Interactions between particles in a colloidal system

The interaction forces between the particles that are primarily responsible for the behavior of the

colloidal systems, in particular, their colloidal stability, are usually those of electrostatic

repulsion and van der Waals attraction. In addition, hydration and steric forces can also come

into play in the system and make a significant impact on colloidal stability. We describe briefly

the origin and the impact of each of the forces in the system of our interest in this section.

2.1.1 Electrostatic repulsion

In many colloidal systems, repulsive electrostatic interactions between the particles play the most

important role in providing colloidal stability to the particle suspension. If the colloidal particles

are charged, they tend to repel one another and prevent particle aggregation (and eventual

sedimentation), thereby ensuring colloidal stability. Many particles naturally develop a charged

surface in a particular medium. There can be several origins of such a charge on the surface, one

example being that of metal oxides like SiO2, A12 0 3, TiO2, Fe2O3 etc. in an aqueous medium. In

contact with water, the oxide surface becomes hydroxylated, thereby resulting in either positive

or negative surface charge, depending on the pH. The ionization of such groups can be

represented as shown in Figure 2-1.



OH 2
Uri' 0-

H~ O-

Figure 2-1: Development of a charge on oxide particles in aqueous medium due to hydroxylation

At higher pH, the equilibrium is driven towards right, as the surface tends to lose protons and

become negatively charged, whereas at lower pH, the equilibrium is driven towards left and

surface is positively charged. The kind of charge that gets developed at a particular pH depends

on the nature of the material. For acidic oxides like silica, the charge is negative for most of the

pH range, while basic oxides like MgO are positively charged at most pH values. Besides

hydroxylation at the surface of the colloidal particle, a charge might also arise naturally due to

several other factors driving thermodynamic equilibrium between the particle and the medium.'

In addition to that, surfaces can also be intentionally charged by chemically attaching charged

groups onto the surface, in order to enhance the colloidal stability.

At this stage, in order to understand the electrostatic interactions between the particles in a better

way, it is also important to understand the concept of an electrical double layer. The charge on

the surface of a colloidal particle is exactly balanced by an equal and opposite charge in the

solution near the surface, resulting in the formation of an electrical double layer.' The first layer

(called as stem layer) consists of the fixed charges close to the surface of the particle which are

all of the opposite charge to that of the particle, and hence strongly attracted towards the particle.

The second layer (called the diffuse layer) consists of mobile charges which are at some distance

10



away from the particle. The typical electrical double layer and the variation of potential as a

function of distance for the case of a colloidal particle with a charged surface in a medium with

dilute concentration of ions are shown in the Figure 2-2.

For two spheres of equal radius, the electrostatic interaction potential is given by

VR = 32TEa 2 2 exp (-Kh) (2-1)

Where , is the dielectric permittivity of the medium, k is the boltzman constant, T is the

temperature, z is the ionic concentration in the medium, e is the electronic charge, y is the

function of dimensionless surface potential, K is the Debye Huckel parameter and h is the

distance between the particles.2

The characteristic parameters that describe the double layer are the zeta potential ( and the

Debye huckel parameter K, which has the dimensions of reciprocal length, and is given by

C2 _2e noZ2ckTz (2-2)
ekT

The inverse of the Debye Huckel parameter (1/K) is a measure of the thickness of the diffuse

layer and is also known as Debye length. At a distance 1/K from the surface, the potential has

fallen to a value l/e of the surface potential. Thus, the Debye Huckel parameter is a measure of

the extent of counterion charge in the diffuse layer. 1/K is indicative of the range of electrical

interaction between the particles. The smaller the Debye length, the smaller will be the double

layer thickness and consequently, smaller will be the range of the electrostatic interaction

between the particles. As we can see from the Equation 2-1, the interaction potential decays



exponentially with distance, with a decay length of 1/K. The potential due to the surface charge at

the end of stern layer is called the stem potential and the potential at end of diffuse layer is called

zeta potential. Thus, zeta potential is the potential difference between the dispersion medium and

the edge of the diffuse layer. At constant ionic strength of the medium, higher the charge on the

particle, higher will be the zeta potential. zeta potential and the Debye length are the parameters

that are used to characterize the strength of electrostatic interactions between the particles.

Electrical double
layer

Slipping plane

Particle with negative
surface charge

I I
I I

Stern layer| Diffuse layer
-100 I

I I

'$suface poten&IaI

I: ZWMamv

0'
Distance from particle surface

Figure 2-2: Schematic of the electrical double layer (EDL) formed across a negatively charged

colloidal particle. Image Source:

http://www.nbtc.comell.edu/facilities/downloads/zetasizer%20chapter%2016.pdf



Now, consider what happens when we add salt to an aqueous colloidal dispersion. In general, an

increase in the ionic concentration of the system leads to a decrease in the magnitude of the zeta

potential ( and also in Debye length 1/K. Both of these lead to a decrease in the repulsion

between the particles. Thus, ions in the system screen off the coulombic interactions between the

particles.

Now, the medium that we are dealing with, i.e. molten salts has an extremely high concentration

of ions. As a result, the Debye length becomes extremely small, and the electrostatic interactions

are more or less completely screened off. It is important to note that the classical analogy (of

decreasing Debye lengths and zeta potential) cannot be applied to the systems where ionic

concentration is as high as in the case of molten salts, and some modifications need to be made.

Firstly, in case of ionic liquids, the ions are not independent of one another, and the ion

correlation effects can be quite strong. Thus, a correction factor has to be brought in when

determining the effective charge concentration in the medium if Equation 2-1 is to be used. More

importantly, the arrangement of charged ions close to a charged surface in molten salts is

actually very different from the double layer model described above for dilute aqueous

electrolyte solutions. The theory of electrical double layers has been built by placing a restriction

on ion volume, and cannot be directly extended to the molten salts. In a molten salt, the

screening of charges is not exactly due to oppositely charged ions in the double layer, and the

potential does not decay exponentially with distance. A lot of research is currently being carried

out to understand the structure and dynamics of ions at the charged surface in a molten salt

medium.3 Computer simulations have indicated pronounced and long range charge density

oscillations close to the interface. 4 Figure 2-3 shows the potential across a cell consisting of

charged electrodes with different surface charge densities in an ionic liquid.



624
40f - OJ.0

40.0
--- 8,0'

20 32.0
J4

-20~*

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Z, nm

Figure 2-3: The variation of potential with distance between electrodes with different surface

charge densities in an ionic liquid cell. The potential profile differs significantly from the

exponentially decaying one observed in the case of an electrical double layer.4

The main take away from the Figure 2-3 is the fact that the charges are screened efficiently by

molten salts and the effect of the charged surfaces is completely neutralized. The screening of

charges takes place due to local polarization of the high density layers at the surface. One of the

important results arising from the difference in screening mechanism is that molten salt responds

far more quickly (-3 orders of magnitude) to changes in surface charge densities than a

traditional electrolyte using double layer mechanism would.5 Thus, it is actually much more

efficient in screening off the electrostatic interaction between charged colloidal particles. In a

nutshell, even though the theory of the double layer has to be built completely differently for

molten salts, the bottom line remains that the electrostatic interactions are screened off



completely by the constituent ions and charged colloidal particles are unlikely to face any

repulsion when they approach one another.

2.1.2 van der Waals forces

Another very important interaction between the colloidal particles is the van der Waals force of

attraction, which, in general, has three components, viz, Keesom, Debye and London forces. The

Keesom force is the force of attraction between two permanent dipoles. The Debye force is the

force of attraction between a permanent dipole and an induced dipole. The London force is the

force that always occurs between the particles (even if there are no permanent dipoles), and is

caused by spontaneous oscillations of electron clouds which generate temporary dipoles. These

temporary dipoles induce temporary dipoles in neighboring atoms, and the resultant force of

interaction between these two dipoles is the London dispersion force. In colloidal systems, when

we talk about van der Waals forces between two colloidal particles, we essentially mean the

ever-present London dispersion force. From now on, van der Waals forces and London

dispersion forces will be used interchangeably in this text.

The van der Waals energy between two particles depends upon the geometry of the two particles

and the Hamaker coefficient for the system. For two spherical particles of equal sizes (diameter d

and distance s between the particles), the van der Waals energy of interaction is given by

Equation 2-3.6

UvH (2-3)

1 1 x2 +2x
where H(x) = + 1 + 2n( ) (2-4)

2x+x 2 1+2x+x 1+2x+x 2



The Hamaker coefficient, A, can be shown theoretically to depend upon the variation with

wavelength of the complex dielectric constant of the particles and the medium. To a certain

extent, it can be estimated from the refractive indices and the static dielectric constants of both

particle as well as the medium.

It is not immediately intuitive that van der Waals forces of attraction depend on properties like

refractive indices of the materials involved. However the intuition comes when we delve into the

origin of the force. As described above, London - van der Waals forces are created by collective

coordinated interactions of oscillating electric charges. They result from charge and

electromagnetic field fluctuations at all possible rates. Now, frequencies at which charges

spontaneously fluctuate are the same as those at which they naturally move, or resonate to absorb

external electromagnetic waves. This fact helps us to understand the inherent connection

between the van der Waals forces and the electromagnetic properties of the materials involved.

Lifschitz developed the modern theory for estimation of the Hamaker coefficient in terms of the

properties (dielectric spectrum or the absorption spectrum) of all the materials involved in the

medium.7

Thus we see that in order to estimate the Hamaker coefficient, we need to know the material of

the nanoparticles and the medium. The Hamaker coefficient between two particles of material 1,

in a medium 2, is represented as A121. When the Hamaker coefficient of a material is stated

without specifying the medium, the medium is implied to be vacuum by default.

The data required for precise determination of Hamaker coefficients are difficult to obtain,

(though possible nevertheless). Theoretically, the dielectric response over the entire frequency

range from zero to infinity is required. However, for all practical purposes, accurate estimation

of the Hamaker coefficients using the full spectral formulation of Lifschitz can be made if



relevant dielectric data are available for 0 to 40 eV. As even this information is rarely available,

most estimation of Hamaker coefficients are based on approximations, which use just the visible

refractive index of the materials involved, instead of the entire spectrum over all the

wavelengths. Equation 2-5, known as the Tabor Winterton Approximation (TWA) gives the

approximate value of the Hamaker coefficient. 8

ArA _ 3rnve (niso,- n2iso,2 ) (2-5
8V2(n 2,+ n22

Where,

A2 = The Hamaker constant for 'material 1' with 'material 2' as the medium,

2naso = Visible refractive index of 'material 1' in vacuum

2
nv,so,2 = Visible refractive index of 'material 2' in vacuum

Ve plasma frequency ~ 3*1015 Hz for ionic liquids

h = Planck's constant

Another important empirical approximation is widely used for estimation of the Hamaker

coefficient of particles of material "1" in medium "2", if the Hamaker coefficient in vacuum is

known for materials of both the particles and the medium.

The Hamaker coefficient of the particles "1" interacting across the medium "2" is given by

A1 2 1 = (A2 - A 2  (2-6)

An important point to note is that the Hamaker coefficient itself depends on the distance

between the particles. If the particle distance increases, the coordinated motion of the charges



between the two interacting particles falls out of sync which leads to reduction of the Hamaker

coefficient. This effect is known as retardation. When the interacting particles are in contact, we

have the non retarded Hamaker coefficient, which is constant for the given particles and the

medium and hence also known as the Hamaker constant. Henceforth in this document, unless

otherwise mentioned, the term Hamaker coefficient will mean the non-retarded Hamaker

coefficient. We will discuss the full spectral lifschitz formulation for obtaining the Hamaker

coefficients in Chapter 4.

It must be noted that in principle, the interaction energy (and force of attraction) due to london

van der Waals forces will become infinite at contact, as suggested by 2-3. This, as we know is

obviously not the case. If it was, it would be impossible to break clusters of particles by stirring

or sonication. At very close approach, short range repulsion forces like Born repulsion come into

the picture, and prevent the separation distance from becoming absolutely zero. The equilibrium

separation distance between the particles apparently in contact is normally between 0.1-0.2 nm.9

This finite distance ensures that the van der Waals force too remains finite. Furthermore, the

roughness of the surface will also play an important role in limiting the minimum separation

distance between the particles. We will revisit this particular concept and evaluate the possibility

of using this to our advantage in chapter 4.

2.2 DLVO theory of colloidal stability

In section 2.1 we considered in some detail two of the most important forces of interaction

between colloidal particles, which are largely responsible for determining the colloidal stability.

These forces form the basis of the DLVO theory of colloidal stability, developed by Derjaguin

and Landau (1941)10 and Verwey and Overbeek (1948)."



DLVO theory is a well established framework that considers total interaction energy between

any two particles as a function of particle separation and helps to predict whether or not a

particular suspension will be colloidally stable. Essentially, the total energy of interaction

between the particles is simply given by the addition of the van der Waals attraction and the

electrical double layer repulsion. Thus,

UT = UdW + UEDL (2-7)

The variation of interaction energy with distance between the particles can take several different

forms, depending upon the relative strengths of various parameters such as particle size, zeta

potential, Debye length and Hamaker coefficient that determine the van der Waals and electrical

double layer interactions. The typical shape of the DLVO curve for most colloidal systems is

presented in Figure 2-4 below. As shown, the vdW force of attraction and EDL force of

repulsion together result in one maximum (called the primary maximum), and two minima

(primary and secondary minima). The shape of the "net" DLVO potential determines the

colloidal stability and the aggregation rate of the particles. The primary maximum represents an

energy barrier that needs to be crossed if the two approaching particles are to come in contact

and agglomerate. The higher the barrier, the lower will be the aggregation rate, as more particle-

particle approaches will be repelled due to the barrier. In a colloidal system, the kinetic energy

that approaching particles have is due to the Brownian motion. The energies of the particles

follow a Gaussian distribution with kT as the mean. If the particles are charged, the strong

electrostatic repulsion force between the particles will ensure a large energy barrier, which would

lead to a colloidally stable system.
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Figure 2-4: A typical DLVO potential curve. It is the summation of the elctrostatic and van der

Waals interaction energy, which results in a one maximum and two minima.

Again, it is important to note that in principle, the van der Waals force will be infinitely strong at

contact and the primary minimum will be infinitely deep. This will mean that no two particles

which come in contact could ever be separated. However, the short range Born repulsion forces,

hydration effects and surface roughness all combine to ensure that the attraction force (and hence

the depth of primary minimum) remains finite. So if a breaking energy greater than the depth of

the primary minimum is provided to a two-particle aggregate, the aggregate would disintegrate

into its individual constituent particles. The secondary minimum brings in a few more nuances in

the aggregation process in some colloidal systems, and can be responsible for weak large range

aggregates. For now, we will neglect the effects of the secondary minimum because it does not

play any significant role in the system of our interest.

The parameter that determines the colloidal stability is the collision efficiency (or sticking

coefficient) a, which is the fraction of particle collisions that lead to sticking. As should be

obvious by now, the value of a depends on the DLVO profile. The reciprocal of a is called the
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stability ratio W, which is the ratio of aggregation rate in absence of colloidal interactions to that

found when there is repulsion between the particles. For a purely DLVO system (neglecting

hydration effects, which will be discussed later), an expression was derived for the stability ratio

by Fuchs by treating the problem as that of diffusion in a force field. The expression for W is

given in Equation 2-8.

W = 2 00 exp (/kT du (2-8)
0 (u+2) 2

where (DT is the total interaction at a particle separation distance d. u is a function of d and

particle size. For spherical particles of different radii ai and aj, u is given by

U 2d (2-9)
ai+a;

For equal sized particles this just becomes u=d/a. Reerink and Overbeek made an approximation

by making use of the fact that the region close to the maximum contributes a large portion of the

integral.13 Equation 2-8 then gets reduced to

W = exp (<Pmax/kT) (2-10)
x(ai+a)

In Equation 2-10, the stability ratio just becomes a function of the Debye length and the barrier

height, rather than the entire DLVO profile. From Equation 2-10, we find that for ionic

concentration of 0.1M and particle size of 1 m, if the barrier height is 20 kT, roughly one in a

million approaches will have the energy to cross the barrier. Equation 2-10 helps us to easily



connect between the barrier height and the collision efficiency. So far we have been talking

about the general colloidal system. However, as we saw earlier, the system of interest is quite

unique because of the fact that all the electrostatic charges are completely screened. So, the

DLVO potential profile of particles in molten salt medium will not exhibit an energy barrier. We

can see the effect of increasing salt concentration on the height of the DLVO primary maximum

in Figure 2-5.14 It shows how the DLVO potential of gold nanoparticles dispersed in water is

affected by increasing salt concentration in water. As the concentration increases, the EDL

interactions between the particles decrease and consequently, the DLVO energy barrier

decreases. As can be seen, at IM NaCl concentration there is hardly any energy barrier to

prevent the agglomeration of gold particles. When the value of the primary maximum becomes

zero, i.e. when the energy barrier disappears completely, the sticking coefficient ideally will

become equal to 1.

40-

30.

1M20. 0.03 M

10 0.1 M

0..0.3...................0.3 M
-10. 1 M

0 2 4 8 10

Distance (nM)

Figure 2-5: Variation of DLVO energy barrier with increasing salt concentration. As the salt

concentration increases, the energy barrier decreases due to the screening of electrostatic

interactions14



The number of ions in a molten salt will be much higher than those in 1M salt solution. In fact,

as we saw earlier, molten salts are much more efficient in screening the charges than an aqueous

electrolyte of similar ionic conductivity. Hence it is reasonable to expect that the DLVO energy

barrier will completely disappear when the medium of dispersion is a molten salt, as is indeed

the case. Figure 2-6 compares the DLVO energy barrier for charged silica particles in 0.1 M 1:1

salt aqueous solution and that in different ionic liquids. As can be seen, the DLVO energy barrier

disappears when charged silica is dispersed in an ionic liquid.15
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Figure 2-6: Effect of charge screening by ionic liquids on the energy barrier' 5

The variation of stability ratio with increasing ionic concentration in a medium is of interest. As

shown in Figures 2-5and 2-6, the DLVO energy barrier decreases with increasing salt

concentration in an aqueous system. This will lead to a decreasing stability ratio and increasing

sticking coefficient. Figure 2-7 presents a schematic diagram showing the effect of increasing

salt concentration on stability ratio.' On a log-log plot, the variation of the stability ratio with the



salt concentration is linear. However, the stability ratio does not decrease indefinitely as the salt

concentration is increased. When the salt concentration is high enough to suppress the potential

barrier completely, further increases in salt concentration do not lead to any significant change in

stability ratio. This concentration at which the barrier disappears is known as critical coagulation

concentration (CCC). After this concentration, the stability ratio becomes equal to 1 and all

collisions lead to aggregation.

log W

ccc log C

Figure 2-7: Variation of stability ratio with salt concentration. The stability ratio initially

decreases linearly with increasing salt concentration, and becomes constant after reaching the

critical concentration. 1



The fact that the stability ratio does not decrease beyond the CCC has an important consequence

for our system consisting of a molten salt medium. CCC represents the point where the primary

maximum becomes zero. Even beyond the CCC, increasing salt concentration will still keep

lowering the primary maximum into the negative, as we can see in Figure 2-5. In other words,

attraction between the particles will keep increasing with increasing salt concentration after the

CCC, until the net DLVO curve coincides completely with the van der Waals attraction curve.

However, this attraction between the particles is rarely sufficiently long range to have any

significant impact on the collision frequency. That is to say, the collision frequency is largely

dominated by the Brownian motion, and hence depends mainly on the diffusion coefficient of the

particles. The rate of aggregation is simply the rate of collisions times the collision efficiency (or

sticking coefficient). Brownian motion determines the collision rate, and the DLVO forces

determine the sticking probability. Thus, we can say that aggregation rate will only depend upon

the colloidal interaction when there is repulsion between the particles. In that case, not all

collisions will lead to aggregation, and the collision efficiency will depend upon the Hamaker

coefficient, Debye length and zeta potential. But once there is no repulsion between the particles,

the aggregation rate depends very little on how strong the van der Waals interaction is between

the particles. In the case of molten salt, the EDL interaction between the colloidal particles will

be completely suppressed due to total screening of charges. Thus, if we only consider the effect

of DLVO forces and neglect the hydration and viscous effects, the Hamaker coefficient is

expected to have very little effect on the aggregation rate of nanoparticles.



2.3 Non DLVO forces: Hydrodynamic effects

The DLVO theory does not take into account effect of viscosity of the medium. These effects

can sometimes play a significant role in determining the aggregation kinetics. Due to the no slip

condition at the boundary, the liquid between the particles does not drain out easily which slows

the aggregation process. In other words, the diffusion coefficient is reduced as particles approach

each other due to the hydrodynamic interaction between the particles. No slip condition at the

interface makes the diffusion coefficient approach zero as the particles come into contact.

Ideally, in such a case, the particles would never aggregate. However, the van der Waals

attraction between the particles brings them together by negating the viscous resistance at close

approach. Quite clearly, van der Waals forces become more important in determining the

aggregation rate when we do take into account the hydrodynamic interactions between the

particles. Honig 16 reported an empirical approximation for the variation of the diffusion

coefficient with particle separation for an aqueous suspension.

D(u) _ 6u 2 +4u _ 1

D(o) 6u2+13u+2 ft(u)

Here,

u - dimensionless distance u=d/a

D(u) - diffusion coefficients for particles separated by distance u

D(oo) - diffusion coefficients for particles at infinite separation

p(u) is a correction factor that needs to be applied between every pair of particles. Physically, it

means that the diffusion coefficient is reduced at a separation u by this correction factor. The



impact of viscous effects can be fairly long range. Equation 2-11 has been developed for water.

The extent of hindrance these hydrodynamic effects provide depends not only on the physical

properties such as the viscosity of the medium, but also on the nature of bonding close to the

particle surface. Adhesive water layers form close to the surface of the particles due to hydrogen

bonding between water molecules. The description of P(u), hence will be different for different

media. The example of water, can however be used as a general reference for qualitative

arguments.

If we correct for the hydrodynamic interactions in the equation for stability ratio, we get:

ooexp Tg7T
Wum =J 2J (uI) (+2kT) du (2-12)Wvv1LmL.=J2Ifo l (U (u+2)2

In the case of an electrically fully destabilized system (like particles in molten salts), 9T will just

be the van der Waals interaction energy. One can now obtain the variation of stability ratio with

Hamaker coefficient for the case of water, with and without taking into consideration the

hydrodynamic interaction.
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Figure 2-8: Variation of limiting stability ratio versus the Hamaker coefficient taking into

consideration the hydrodynamic interactions (Solid line). The dotted line shows the variation

when hydrodynamic interactions are not considered.'

As we see in Figure 2-8, the limiting stability ratio varies significantly with Hamaker coefficient

when the hydrodynamic effects are taken into consideration. The stability ratio for particles with

Hamaker constant 1 zJ is approximately twice that at 100 zJ. Most colloidal materials will fall

within this range of Hamaker constant. Also, as discussed before, when only DLVO forces are

considered, the variation is little and unlikely to result in any significant change in aggregation

rate.



2.4 Smoluchowski model of aggregation kinetics

Having considered the nature of different interactions in a colloidal system, we turn our attention

to the models for aggregation rates. Smoluchowski first developed a model for the aggregation

process in 1917.'1 It is regarded as a classic work in the field and is still the starting point of most

discussions on aggregation. The model is based on the assumption that the rate of collision

between two sizes of particles is proportional to the concentration of the particles with those

sizes. So, if there are ni particles of size i and nj particles of size j, then the number of collisions

occurring between them in a unit time and unit volume will be given by Equation 2-13.

Jij = kijninj (2-13)

Here kij depends on various factors like particle size, fluid properties, and the dominant

mechanism of aggregation. Also, it is important to note that in this model, aggregation is

assumed to be a second order process, and three (or more) body collisions are ignored.

When all collisions produce aggregates, as is likely in the case of molten salts, the aggregation

rate is the same as the collision rate. When there is a repulsive interaction between the particles,

or when the hydrodynamic hindrance is significant, we need to take into account the collision

efficiency a, which is just the inverse of the stability ratio. In this case, the rate of aggregation is

Jij = aktjninj (2-14)

In the smoluchowski model, the particles are assumed to coalesce and form a bigger spherical

particle with a volume equal to the total volume two colliding particle. While this assumption is
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not strictly valid except in the case of liquid droplets, it is still found to yield reasonable

estimates of aggregation kinetics of particles in an isotropic field.

Now, the effective rate of creation of k sized particles can be written as:

dt 1 ,->k- kijninj - nk x*=1 kikni (2-15)

The first term represents creation of k sized particles from two smaller sized particles of sizes i

and j. The second term represents destruction of a k sized particle due to its agglomeration with

another particle to form a bigger particle.

While Equation 2-15 has been derived with discrete particle sizes in mind, an equivalent form

for continuous particle size distribution has been established by G. M. Hidy. 18 The integral form

is shown in Equation 2-16.

't = fo k (i - j, j)n(j, t)n(i -j, t)dj - n(i, t) f7 k(i, j)n(j, t) dj

(2-16)

2.4.1 Mechanisms of collisions

The main parameter that needs to be evaluated in order to make use of Equations 2-15 and 2-16

is the collision rate kij, which depends upon the dominant mechanism of collision. The process of

aggregation can take place through three main dominant mechanisms, viz. perikinetic



aggregation, orthokinetic aggregation and differential settling. The value of collision constant k

depends upon the mechanism of collision.

2.4.1.1 Perikientic Aggregation

Perikinetic aggregation is dominated by Brownian motion and the resultant collisions between

the particles. This is the dominant mechanism for nanoparticles in stationary fluid, as the force of

gravity is negligible in comparison to Brownian force. The rate constants for perikinetic

collisions is given by Equation 2-17.1

= 2kT (ai+aj)2  (2-17)
311 aja;

Where

kT - Thermal energy

p- viscosity

ai, ai - sizes of the colloiding particles

For equal sized particles, the expression reduces to

k = 8kT (2-18)
3y

2.4.1.2 Orthokinetic aggregation

Orthokinetic aggregation occurs due to collisions of particles brought about by motion of the

fluid (due to flow, stirring etc.) which can lead to enormous increase in the rate of interparticle

collisions. In our case, we will be mainly dealing with a stationary molten salt, so the



orthokinetic component will come only from any convective currents that exist in the system. In

such a case, without any apparent flow of the fluid medium, the contribution of orthokinetic

aggregation is expected to be insignificant compared to perikinetic aggregation. Also, shear

forces acting on aggregates can also lead to breaking of aggregates, which needs to be taken into

account when dealing with Orthokinetc aggregation. The collision rate constant in this mode of

transport is given by Equation 2-191.

k i =4 G (ai+aj)2 (2-19)
3 aja;

2.4.1.3 Differential settling

The third important collision mechanism is when larger particles settling under gravity collide

with slower settling smaller particles on their way. This normally becomes the dominant

mechanism of collision when particle sizes are large enough to be affected by gravity (typically

of the order of 10 p). The collision rate constant when differential settling is dominant is given

by Equation 2-20'.

k (1 ) (p, - p)(ai ± a) 3 (at - aj) (2-20)

For our problem, when nanoparticles are dispersed in a molten salt, we expect that the particles

would initially aggregate due to Brownian collisions whereas later, when larger clusters are

formed, differential settling collisions will be the primary mechanism.



2.5 Studies of colloidal stability in Ionic liquids

There are factors beyond DLVO forces that can play a very important role in determining the

aggregation rate of colloidal particles in various systems. Hydration and solvation forces can

depend greatly upon the interface characteristics of the system. The closest system comparable to

molten salts that have been studied in some detail in the literature are ionic liquids. Ionic liquids

are, in principle molten salts, but they liquefy at room temperature. However, the ions which are

present in these room temperature liquefying salts are of a different kind. They mostly contain at

least one organic ion, which is significantly greater in size as compared to inorganic ions such as

alkali ions, halides, or even nitrates. While the basic fundamental properties like charge

screening remain pretty much the same in ionic liquids and molten salts, there can be several

effects due to the large size of the ions which could alter the aggregation behavior of colloidal

particles in the two media. If we just go by the DLVO forces, all bare nanoparticles will

agglomerate rapidly in ionic liquids, as there will not be any repulsion between the particles.

Thus any attempts of electrostatic charge stabilization are likely to fail. However, some transition

metal nanoparticles like gold show very good colloidal stability in ionic liquids even in the

absence of stabilizers or polymers.19 Even silica nanoparticles have been found to show greater

colloidal stability than expected in a completely destabilized system.20 Detailed understanding of

stabilization or aggregation of nanoparticles in ionic liquids has not yet been achieved, and it is

an active area of research. However, one of the important factors is steric hinderance derived

from adsorption of the bulky ions of the ionic liquid. These ions are large enough to separate

colloidal particles by forming protective layers in the presence of strong binding interaction

between the ionic liquids and the colloidal surface. Another phenomenon that is believed to

affect colloidal stability is formation of a structured hydration layer at the particle surfaces by
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ionic liquids due to hydrogen bonding, cation-i, and van der Waals interactions between the

ions. Most of the currently understood stabilizing mechanisms are based on typical properties

that bulky organic ions contribute, and such colloidal stabilization is unlikely to exist in the case

of inorganic molten salts. Even if there is strong bonding between the ions and the colloidal

particle, the size of an inorganic ion is far smaller than that required to provide significant steric

hindrance.

Thus, in a nutshell, our system is an uncomplicated colloidal system. There is no energy barrier.

There are no secondary minima effects. In principle, all the collisions will lead to sticking and

aggregation, i.e. the stability ratio and collision efficiency are both equal to 1, but for the viscous

effects. Thus, in a way it becomes one of the simplest colloidal systems scientifically. However,

it makes our task of trying to make a colloidally stable dispersion in molten salts extremely

difficult. A small preliminary experiment was done to demonstrate the effect that charge

screening has on the stability of the particles, which will effectively summarize the entire theory

that we discussed in this chapter. A small amount (10mg) of titania nanopowder with a size <25

nm was dispersed in at the same time in 20 ml of distilled water and 20 ml of water saturated

with NaCl. Both suspensions were sonicated for 30 minutes and were then left undisturbed and

allowed to settle. As we can see in Figure 2-9, the suspension in the salt solution settled much

faster than that in water. This clearly demonstrates the kind of problem we are up against.



(A) (B) (C) (D)

Figure 2-9: Comparison of settling rates of titania nanoparticles in pure water and water

saturated with NaCl. The vial on the left is the one with pure water. The snapshots were taken

instantaneously after sonication (A), after 20 minutes (B), after 120 minutes (C) and after 8 hours

(D). The nanoparticles aggregate and settle in the salt solution at a much higher rate

In order to provide colloidal stability to an otherwise electrically destabilized system like this

one, long polymeric surfactants are attached onto the surface of the colloidal particles, as shown

in Figure 2-91 (A). The surfactant essentially provides steric hindrance and restricts the close

approach of the particles. Thus, it keeps them at a distance where the thermal energy of the

particles will be sufficient to counter the attraction force (if any), thereby keeping the particles

suspended. This is a very standard technique used to successfully stabililize nanofluids in all

kinds of medium. Even in ionic liquids, silica particles have been dispersed successfully and

colloidally stabilized by polymer grafting onto their surfaces.2 ' However, here comes another

constraint of our system into picture, which is the extreme temperature. None of the organic

polymers will survive the high temperatures that we are dealing with (300-1000 0C) and hence

steric stability using organic polymers cannot be provided to colloidal particles in molten salts.



Thus, the problem of making a colloidally stable suspension of nanoparticles in molten salts is an

extremely challenging one, since none of the traditional methods of providing colloidal stability

to nanoparticles (electrostatic and steric stabilization) will be effective for this system. In this

thesis, we will look into the possibility of imparting long term colloidal stability to nanoparticles

by reducing the van der Waals forces of attraction between them. Before that, we will

experimentally observe the colloidal behavior of some nanoparticles in molten salts, and study

the dependence of aggregation kinetics on various parameters such as the particle size, initial

concentration of nanoparticles and temperature.
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3. Estimation of aggregation kinetics in molten salts by

turbidity measurements: Experimental results

3.1. The objective and methodology of experiments

Our task is to study the aggregation and sedimentation kinetics of nanoparticles in molten salts.

As we saw in the last chapter, many factors can affect the colloidal stability of particles in a

particular medium. Detailed understanding of interparticle interactions, of fluid properties and of

the dynamics at the particle-medium interface is required in order to accurately predict the

behavior of a colloidal system. To the best of our knowledge, the problem of colloidal stability in

high temperature inorganic molten salts has not been explored at all in the literature. As

discussed in chapter 2, the molten salt medium could generically be compared to saturated

aqueous salt solution or ionic liquids, in the sense that the coulombic interactions between the

particles are completely screened and the DLVO collision efficiency is expected to be equal to 1.

However, non DLVO interactions like hydrodynamic interactions exist in colloidal systems

which make each system unique and no direct correspondence can be drawn between molten

salts and either of the other two mediums stated above. We can, however, expect the colloidal

stability of nanoparticles in the molten salts to be really poor.

It is important to note that we are interested not only in aggregation of particles but also their

sedimentation. The process can be considered a two step process, where the particles first

aggregate due to collisions during random Brownian motion, and then sediment after having

achieved a certain aggregate size. Obviously, both these processes occur simultaneously. As far

as applications are concerned, sedimentation time is one of the important parameters that we



would be interested in, as it would determine the time interval in which the salt needs to be

agitated. Hence, it is important to determine experimentally the settling rates of nanoparticles in

molten salts, and observe their variation with different salts, different particles, different

concentrations and different temperatures.

3.1.1 Selection of salts and nanoparticles

Short listing the possible particles that can be used to form dispersions in molten salts begins

with the most important of the requirements, which is physical and chemical stablity at

temperatures as high as 1000 0C. This immediately eliminates almost everything apart from high

temperature metal oxide ceramics with melting point greater than 1500 "C. A few appropriate

materials that we would consider for this study are SiO 2, TiO2, A120 3 etc.

As discussed before, there are two main categories of molten salts that we are interested in, viz,

the chloride salts and the nitrate salts. The main difference between the two is the temperature of

melting. While alkali nitrate salts melt at lower temperatures (250 OC-350 0C), and are stable

only up to -550 C, pure alkali chloride salts melt at a much higher temperatures (800 0C). We

have taken Sodium nitrate (M.P. 308 0C) as representative of nitrate salts and a 50-50 (wt%)

mixture of sodium chloride (NaCl) and potassium chloride (KCl) (M.P. 658 C) as representative

of chloride salts. The main properties of the medium and particles that may affect the

aggregation kinetics of particles are their refractive indices (different van der Waals interaction),

density (different sedimentation rate), viscosity of the medium (different collision rate and

sedimentation), etc. Note that all of these properties vary with temperature, and hence

temperature is expected to play a significant role in the aggregation and sedimentation rate.



3.1.2 Method of dispersing nanoparticles in molten salts

The salts were melted in a furnace consisting of two 120V semi-cylindrical heaters purchased

from Watlow, measuring 3.5" in diameter and 6" in height. A probe sonicator purchased from

Sonic inc was used for dispersion of particles in the molten salt. The set up is shown in Figure

3-1. For nitrate salts, the nanoparticles were initially dispersed in acetone by adding the

measured quantity of commercial nanopowder to acetone and sonicating the suspension for 30

minutes. The resulting nanofluid in acetone was then injected into the bulk of the molten salt

using a syringe and a needle. Acetone vaporized out of the system very quickly (- 30 seconds)

leaving the nanoparticles behind in the molten salt. This was followed by sonication of the

nanoparticles laden molten salts for about 5 minutes using the probe sonicator. Practically, the

process of injecting acetone into the salt was not much different than dropping acetone droplets

onto the surface of the salt, because the large difference in density between acetone and the

molten salt ensured that acetone droplets would quickly come to the surface anyway. However,

to maintain consistency throughout the sets of experiments, the injection method was followed.

For chloride salts, use of an organic solvent like acetone was deemed inappropriate because any

organic solvent would flash at the melting point of chloride salts. For example, the flash point of

acetone is 456"C, while the melting point of 50/50 NaCl/KC1 is 658 0C. Hence, in chloride salts,

particles were dispersed by directly sonicating the nanopowder containing molten salt. With

nitrate salts, it was observed that settling behavior of particles was similar with both the methods

of initial dispersion, and hence direct sonication of molten chlorides with nanopowder was

deemed acceptable.



Figure 3-1: Experimental set up for dispersing the nanoparticles in molten salts.

Sonication of molten salts using a probe sonicator has its own share of issues. The length of the

sonication probe is tuned so that its natural frequency of vibration matches that of the

piezoelectric crystal of the sonicator. The allowance for this length is very small (<0.1%). At

high temperatures, as the probe expands, the natural frequency of vibration of the probe falls out

of sync with the vibrating frequency of the sonicator, which causes the sonicator to shut down.

The higher the temperature, the sooner the shutdown occurs. In our case, the sonicator could

sonicate for around two minutes in nitrate salts (350 C - 450 'C), and around 30 seconds in

chloride salts. Once shut down, the sonicator probe had to be quenched in water and the

sonicator had to be restarted before the sonication process could continue. Consequently, the

sonication of nanopowder in molten salt was more of an intermittent process, rather than a

continuous one.



3.1.4 Estimation of settling rates

After the particles were dispersed, the settling behavior of the nanoparticles was monitored as a

function of time. Periodic photographs of the suspension were taken to observe the variation in

turbidity of the suspension as it settled over time. In order to quantify the turbidity, attenuation of

the intensity of a laser beam passing through the suspension was measured at different time

intervals. A laser pointer was used as a laser source, and a SpectraWiz spectrometer was used to

measure the intensity of the received light. This apparatus is shown in Figure 3-2.

Laser poinfer

Figure 3-2: Experimental set up used to measure turbidity of suspensions over a period of time.

A Laser pointer was used as the light source and a spectrometer was used to measure the

intensity of received light. Measurements were taken at periodic intervals of time.



Turbidity (attenuation coefficient) of the suspension is related to the transmitted light by

Equation 3-1

I = Ioexp (-Tl) (3-1)

Here I is the intensity of light after passing through a length I of the suspension, and Io is the

intensity of the incident light. r is the turbidity (or attenuation coefficient). It is important to note

that turbidity is not exactly a measure of the volume concentration of the dispersed particles, but

rather a measure of the total attenuating (absorbing & scattering) cross sectional area of the

particles present in the beam path. This means that turbidity of the suspension with larger particle

size will be higher than the one with smaller particle size, for the same number concentration.

During the initial stages in the process of sedimentation, the particles will aggregate forming

larger clusters, which will lead to a reduction in the attenuating cross sectional area and hence a

reduction in turbidity. Furthermore, large clusters will keep settling to the bottom and hence lead

to reduction in the concentration of the suspended particles, which will further reduce the total

attenuating cross section area in the beam path, and hence reduce the turbidity. Also, quite

obviously, the turbidity caused by particles of different materials will be different. In the

following section, we will see how the rates of change of turbidity vary with various system

parameters.



3.2 Results and discussion

3.2.1 Different salts and particles

The obvious parameter influencing stability that changes with change in salts or particles is the

van der Waals force of attraction. As was discussed in section 1, the Hamaker coefficient

depends upon the optical properties of the constituent materials in the system, i.e. the particles

and the medium. Also, different materials develop different charges on the surface, but as

mentioned earlier, that is irrelevant in our case. Furthermore, properties such as viscosity and

density of the medium may also affect the settling rates.

Firstly, using the TBA approximation (Equation 2-5), we can estimate the approximate values of

the Hamaker coefficients of different particles in different salts. These results are summarized in

Table 3-1.

Table 3-1: Estimation of Hamaker coefficient of different nanoparticles in molten sodium nitrate

and molten NaCl and KCl mixture

NaNO 3 (n- 1.43) NaCl - KCl (n-1.4)

Silica (n=1.5) 1.24 zJ 2.56 zJ

Alumina (n=1.75) 23.65 zJ 28.46 zJ

Titania, Anatase (n=2.49) 192.23 zJ 203.29 zJ

As we see, silica has the closest matching index of refraction and hence the lowest value of

Hamaker coefficient in molten salts. So we expect the aggregation rate of silica to be slower than

others. However we have already seen in chapter 2 that in a completely destabilized system like



molten salt, the reduction in Hamaker coefficient might not be of much great help in slowing the

aggregation if only DLVO interactions dominate. However, if there is considerable hindrance to

close approach of particles due to viscous or hydration interaction, then we would expect some

impact of reduced Hamaker coefficient on aggregation rates.

Figure 3-3, Figure 3-4 and Figure 3-5 show the settling behavior of titania, alumina and silica

nanoparticles in the Nitrate salt (NaNO 3) at 350 C and Figure 3.6 shows that of silica particles in

chloride salt (NaCl + KCl) at 750 C. In all the cases the nanoparticles aggregated and settled in

a matter or few hours, as was predicted. There was no apparent difference in the rates of

aggregation of different particles in different salts.

Freshly dispersed 15 Minutes 40 Minutes 90 Minutes

150 minutes 220 minutes 300 minutes

Figure 3-3: Settling of 0.1 wt% titania nanoparticles in molten sodium nitrate at 350 0C.



Dispersed 40 minutes

Figure 3-4: Settling of 0.1 wt% silica nanoparticles in sodium nitrate AT 350 0 C. The

aggregation is seemingly faster than that of titania in molten nitrate and large clusters float

around in the salt.

Dispersed

Figure 3-5: Settling of 0.1 wt%

30 Minutes 70 Minutes

alumina nanoparticles in molten sodium nitrate salt at 350 0C.

It must be noted that the pictures are just representative and do not directly speak for the degree

of colloidal stability of each material in that particular medium. Many factors have to be looked

into before that judgment could be made. A very small amount of titania causes a lot of turbidity
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in the suspension, which can be the reason for its lasting presence in pictures. The same

concentration of alumina or silica might appear transparent, and hence the rates of sedimentation

of different particles cannot be compared directly by these tests. However, the tests enable

estimation of the sedimentation rate for a given particle/molten-salt system.

One important thing to notice is the method of aggregation of silica nanoparticles. Sodium nitrate

at 350 0C has density (1.9 g/cc) very close to that of silica (2.2 g/cc). This gives rise to very large

clusters of silica floating around in the suspension. For alumina and titania, the larger clusters

settle out at the bottom and escape from the aggregation zone, leaving behind small particles in

the suspension. On the other hand for silica, large particles continue to be a part of aggregation

process which can lead to very high collision rates. We can recall from chapter 2 that collision

rates are proportional to the sizes of the colliding particles. This could be one possible reason for

silica to show a faster rate of aggregation.

The behavior of silica particles in the chloride mixture at 750 C is depicted in Figure 3-6. It is

interesting to see that the turbidity caused by silica nanoparticles in this medium is much higher

than in pure nitrate salt. Also, although some clusters can still be seen floating around, the

behavior over a period of time clearly differs from that in nitrate salt, where practically no

sedimentation occurs and the entire mass floats around in the bulk. Also, the time scale of

aggregation here is much like that for titania in nitrate salt. The density of NaCl + KCl mixture is

-1.6 at 750 0C. So the result is consistent with the hypothesis suggested above. Since in this case

the density difference between the particles and the medium is not very small, larger silica

clusters settle out and escape the aggregation field, as a result of which the overall time for

aggregation and sedimentation is much larger.
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Figure 3-6: Settling of 0.1 wt% silica particles in NaCl-KCl mixture at 750 C. The turbidity

caused by silica particles in chloride salt is very high compared to that of silica particles in

nitrate salt. Also, large floating clusters of silica seen in nitrate are not seen in chloride.

All in all, as of now, we can see that all three materials have poor colloidal stability in molten

salts and settle out in a matter of few hours. There is no apparent reduction in aggregation rate

with the changing Hamaker coefficient. Of course, with the above observation alone we are not

in a position to make a definitive claim about it. However, just the fact that silica aggregates

more quickly than does titania in some cases shows that the dependence of aggregation rate on

other parameters is likely to be much higher than that on the Hamaker coefficient.



3.2.2 Turbidity measurement experiments

We now consider the turbidity measurements using laser attenuation for these nanoparticles in

molten sodium nitrate at 350 "C. A representative example is shown in Figure 3-7. As we see,

the variation of intensity received with time is linear and saturates after some time. Ideally, the

saturation would represent that all the particles have settled out. However, because of the

limitation of the receiver, the maximum intensity recorded is not the intensity of the incident

laser. The detector saturates at an intensity of -63800 counts, which is reached when the particles

are still in suspension. Also, in nitrate salt, the turbidity introduced by silica and alumina is much

less as compared to an equivalent concentration of titania. Hence, the detector reaches the

saturation at a much earlier stage in the process of aggregation in the case of silica and alumina.

Figure 3-7 and Figure 3-8 show the variation of the transmitted laser intensity with time for 0.01

wt% titania and alumina suspensions respectively. Note that the Y-axis has been scaled by 1000

times in the Figures, and hence the saturation value of the detector is 63.8. This line representing

saturation of receivers has been marked in the Figure 3-7. As stated earlier, the two curves

cannot be compared with one another, as the attenuation due to titania is significantly different

from that due to alumina.
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Figure 3-7: Variation of the transmitted intensity with time for a suspension of titania

nanoparticles in molten sodium nitrate at 350 0C. Initially, there is no signal due to the high

turbidity of the suspension. Once the signal is obtained, it varies linearly with time, until the

turbidity is low enough that the receiver saturates.
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Figure 3-8: Variation of transmitted intensity with time of molten sodium nitrate with suspended

alumina nanoparticles at 350 C. The trend is very similar to that for titania nanoparticles but the

attenuation caused by alumina nanoparticles is far less than that caused by titania nanoparticles.



silica suspensions reached their saturation values in a very short time (<10 minutes), and hence

these results have been omitted here. It is possible to carry out these experiments for relatively

non turbid particles like silica, by attenuating the intensity of the laser beam before it interacts

with the suspension, or having a detector with higher saturation value.

Coming back to Figures 3-7 and Figure 3-8, a very interesting feature of the curves is that they

are extremely smooth and linear untill the detector saturates. The threshold value at the start

arises because the laser is unable to penetrate the turbid suspension initially. We cannot claim

with certainty what the behavior would be in those two regions. The details in the regions before

the threshold and after saturation could be worked out with more sophisticated experiments. For

the moment, we will restrict ourselves to the linear region of the curve and say that the slope is

an indicator of the rate of sedimentation of particles.

Recalling that the transmitted intensity and turbidity are related by Equation 3-1, we can now

find out the variation in turbidity, i.e. the attenuating cross section area with time. This relation

for 0.01 wt% titania nanoparticles in molten sodium nitrate at 350 0C is depicted in Figure 3-9. It

is a plot of -1/l*log(I) with time. The detector saturation value is taken as the incident beam

intensity 1L. The length of beam path is taken as the inner diameter of the crucible used, which

was 3.5cm. It must be noted that the values on the Y-axis do not mean much in the absolute

terms, because the denominator IL that we have used is not the actual incident intensity but the

intensity at which the receiver saturates. The purpose of Figure 3-9 is just to show the trend of

the variation.
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Figure 3-9: Variation of turbidity with time of a suspension of titania nanoparticles in molten

sodium nitrate. The turbidity sees an exponential decay with time.

As we can see, a very smooth exponentially decaying curve is obtained. Again, it is important to

note that the turbidity decreases with decreasing concentration (due to sedimentation) and also

due to decreasing cross sectional area (due to agglomeration of small particles to form bigger

particles). It is indeed very interesting that the net results of these two phenomena are such that it

results in a linear variation of transmitted intensity with time.

At this time, we can go back to the Smoluchowski equation and see what the variation in the

cross sectional area and intensity will look like if there was no sedimentation at all and particles

agglomerated due to random Brownian motion. We expect this to be the case in the initial stages

of agglomeration assuming that the particles follow lognormal distribution, K.W. Lee derived

an analytical solution to Equation 2-16. The solution is essentially the size distribution function

for particles with a fixed volume, and is shown in Equation 3-2
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Where n(v,t)dv is the size distribution function and provides the number of particles with volume

between v and v+dv at time t, vg (t) is the number of median particle volume and a(t) is the

geometric standard deviation based on particle radius. N(t) is the total number of particles (which

keeps decreasing with time as well). The three parameters that are required to describe the size

distribution are thus T, N and vg. These three are given as a function of dimensionless time KNot

by Equations 3-3, 3-4 and 3-5. K is the collision rate constant.

In 2 cY = -ln 2+ exp(9 in2 ,)-2 (3-3)9 1+[1+exp (ln2ao)KNot]

vg - exp( i)1+[1+exp(ln o)]}KNot (34)
VgO 2 exp(9 inz Co)-2 1/

g 1+[1+exp(ln2nJo)]KNot

N 1- = (3-5)
No  1+[1+exp(inzao)]KNot

Using these equations, one can obtain the particle size distribution as a function of KNOt. Now,

we need the variation of the scattering cross section area with time. Using the above equations

we plot the distribution of n(r)r2 as a function of dimensionless size r/rgo. The value of K is

chosen to be 1.2X 1017 m3/s, which is the collision rate constant for monodisperse particles in

aqueous system at 25 0C. It is also a very reasonable value of perikinetic collision rate for

molten salts, as we will see later. The initial number of particles No is taken as 1015/M3, which is

slightly on the conservative side for our molten salt system (0.01 wt% TiO2 in molten sodium



nitrate converts to - 1023 molecules of TiO 2 per m3. A 50 nm titania particle has 107molecules

of TiO2. This gives approximately 1016 particles per m3 ) . The standard deviation of the initial

distribution is taken as 1.5. The progression of the n(r)r2 distribution for first three minutes is

shown in the Figure 3-10.
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Figure 3-10: Evolution of attenuation area with time in a colloidal system aggregating due to

Brownian collisions. The area under the lognormal curve at a given time represents the total

attenuation area at that time.

The area under each curve (which is a measure of the total attenuation area of the colloidal

system) plotted as a function of time as shown in Figure 3-1 is the expected variation in turbidity.
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Figure 3-11: The decrease in attenuation area (or the turbidity) as a function of time, obtained by

plotting the area under each curve in Figure 3-10

Finally, to see what would be the nature of transmitted intensity vs time curve for such a

variation of the turbidity we just plot the exp (-A/Ao) with time. This result is presented Figure 3-

12. As we see, most of the impact made by Brownian aggregation lies in the first few minutes.

Also, quite clearly the curve in Figure 3-12 is not linear and that in Figure 3-11 is not as sharply

decreasing as Figure 3-9. It is likely that all the information of Brownian aggregation in our

experiments is hidden in the region before the threshold value. A system where aggregation

might proceed with Brownian mechanism for a relatively longer time is silica in molten sodium

nitrate because the densities of the two materials are comparable.
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Figure 3-12: Expected variation in transmitted light with time during Brownian motion

dominated aggregation. Most of the aggregation due to Brownian motion happens in the first few

minutes.

More rigorous quantitative modeling is needed to understand the entire process from Brownian

aggregation (or perikinetic aggregation) to gravitational sedimentation. However, we can safely

assume that the initial phase is dominated solely by perikinetic aggregation whereas gravitational

and density effects dominate towards the end.

We return to our turbidity measurement experiments to look at how system parameters such as

particle size, temperature, initial concentration and medium impact the rate of sedimentation. Out

of the materials that we have considered, titania took the longest time to reach the saturation

value. Hence, titania was used as the basis material for studying the variation with particle

concentration, particle size, temperature and medium.



3.2.2.1 Effect of temperature

0.01 wt% of titania was dispersed in molten NaNO 3 at three different temperatures and the

change in turbidity was obtained using laser attenuation. The variation with temperature is

indeed found to be very significant. At 350 C, the saturation value was reached after -250

minutes, whereas it reached this value in less than 100 minutes when the temperature was 450

C. The results are shown in Figure 3-13.
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Figure 3-13: Transmitted intensity vs time for titania nanoparticles dispersed in molten sodium

nitrate at three different temperatures. The threshold value for signal decreases and the slope of

the linear regime increases with temperature. There is a significant variation (increase) in the

total aggregation rate with temperature.

Temperature can affect the sedimentation rate in several different ways. Firstly, increasing

temperature increases the thermal energy (kT) of nanoparticles and hence increases the



perikinetic collision rate constant given by Equation 2-17. Furthermore, increasing temperature

decreases the viscosity and the density of the medium. Reduced viscosity increases both the

perikinetic and differential settling rate constant, whereas reduced density also increases the

differential settling rate constant.

The density, viscosity and perikinetic collision rate constant given by Equation 2-17 are

determined for sodium nitrate at 350 'C, 400 0C and 450 C are shown in the Table 3-2

Table 3-2: Variation of viscosity, density and perikinetic collision constant in NaNO 3 with

temperature. 2

Temperature C Viscosity p (cp) Density (g/cc) K (m3/s) (8kT/3p)

350 2.3818 1.8745 9.20 X10-l

400 1.8403 1.8030 1.28X10~7

450 1.4752 1.7673 1.746X10- 7

It is important to note that we have used the viscosity of pure molten sodium nitrate in Table 3-

2, but strictly, the viscosity of the suspension should be used. As we can see, the collision rate

constant varies significantly with temperature, mainly due to the variation of viscosity with

temperature. The collision rate constant for 450 *C is almost twice that at 350 0C, which explains

to some extent the behavior seen in Figure 3-14. Moreover, a significant decrease in viscosity

will also mean that the settling due to gravity is enhanced, leading to a further increase in

sedimentation rate. Thus, it seems that variation of viscosity and density of molten sodium nitrate

with temperature is the main reason for the observed behavior. However, there could be other

factors combining together to give such a stark variation in settling rates with temperature.



3.2.2.2 Effect of temperature gradient

The effect of temperature is considerable, so it is worthwhile to study this phenomenon in more

detail. One of the interesting things to look into would be aggregation behavior in a temperature

gradient. A temperature gradient was created by placing the fused quartz crucible containing

molten sodium nitrate with freshly dispersed silica nanoparticles close to one of the walls of the

heater. When measured, the temperature at the end close to the wall was found to be 450 0C,

whereas that on the diametrically opposite face was found to be 350 0C.

Quite interestingly, the silica particles overwhelmingly preferred the region close to the wall of

the heater for agglomeration. The effect is indeed stark, as the salt in the low temperature region

is totally clear and free of silica clusters. This effect was best captured for silica particles,

because even extremely large clusters tend to float around in the medium for a long time and do

not settle at the bottom, mainly due to the comparable density of silica clusters (2-2.4g/cc) and of

the molten sodium nitrate (1.9 at 350 0C). It is important to note that the effective density of open

nanoparticle clusters will be even less. Figure 3-14 demonstrates this result. The crucible on the

left contains pure molten salt, which is placed alongside the suspension in order to compare it

with the left (cooler) end. As it is evident, virtually no nanoparticles remained on the cooler side,

leaving behind no doubt as to their preference to form clusters in the high temperature region.

Alumina and titania particles were also found to sediment close to the hotter side.
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Figure 3-14: Effect of temperature gradient on aggregation of nanoparticles. The nanoparticles

aggregated close to the hotter end.

It is likely that several factors are behind this interesting result. As seen before, higher

temperature will lead to higher collision efficiency which could lead to formation of clusters in

that region. The nanoparticles could also be driven to the high temperature end due the

phenomenon of thermophoresis, although the convective flows (which would tend to

homogenize the particle salt mixture) are typically a stronger transport mechanism than

thermophoresis. In a liquid, normally one would expect homogenization in the distribution of

particles because of convective mixing, which makes this result very interesting.

3.2.2.3 Effect of particle size

Initial particle size may play an important role in both the aggregation and the sedimentation

rate. Figure 3-15 shows the comparison of sedimentation rates of commercial titania

nanoparticles with sizes-25 nm and ~100 nm respectively. The concentration of the particles was



0.1 wt% in both the cases. Interestingly, the suspension with larger sized particles crossed the

threshold later than did the suspension with the smaller sized particles, but then settled at a faster

rate (with a greater slope). In this particular case, the difference was small and within the range

of experimental error. It is likely that initial particle size has very little impact, if any, on the rate

of settling of the nanoparticles. This can be the case because initial Brownian aggregation is so

fast that the difference in initial particle size becomes irrelevant.
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Figure 3-15: Transmitted intensity Vs time curves for different sized titania nanoparticles in

molten sodium nitrate at 350 0C. There seems to be no significant effect on the aggregation rate

with the change in particle size.

3.2.1.2 Effect of concentration

Initial concentration is an important parameter in determination of aggregation kinetics. The

number of collisions taking place is directly proportional to the number of particles present in the

system. Hence, the aggregation rate should be much faster in the suspension with the higher
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particle concentration. Figure 3-16 presents the turbidity curves for initial concentrations of 0.1

and 0.01 wt% respectively. The result is indeed interesting. The suspension with lower initial

concentration reaches the threshold after the higher one does, which means that the attenuating

cross sectional area of the higher concentration suspension is less than the one with lower

concentration suspension at that particular time (in absolute terms). It should be noted that the

higher concentration suspension had ten times the attenuating cross section area to begin with. It

intuitively makes sense that due to high concentration and increased number of collisions, the

aggregation rate is much higher and hence the lower concentration suspension remains

suspended for a longer time. However, this trend does not continue far beyond the threshold

point, and the slope of the transmitted intensity vs time curve for high concentration particles is

smaller than that with low concentration particles. These trends are depicted in Figure 3-16 A.

Figure 3-16 B shows the turbidity vs time curves for these two different concentrations which

conveys the same information.
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Figure 3-16: Transmitted intensity Vs time (A), and turbidity vs time (B) curves for titania

nanoparticles in molten sodium nitrate at 350 C for two different concentrations.
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It is difficult to reason out such an intersection of the two curves based on the concepts discussed

in chapter 2. It suggests that if an infinitely powerful source of light was used and turbidity

measurements were carried out from the starting point where the nanoparticles were fully

dispersed (rather than from threshold point), then the curves would not have followed the

extrapolation of the smooth linear behavior that they show. This could be claimed because at

time t=0, the turbidity of the higher concentration suspension needs to be 10 times higher than

that of the lower concentration suspension which clearly will not be the case if the two linear

lines are extrapolated to the starting point t=0. Thus, it is evident that the difference in threshold

value is due to the difference in rates of perikinetic aggregation early on. However, it is not very

clear as to why the rate of aggregation becomes faster in the lower concentration suspension

towards the later stages.

3.2.2.3 Effect of medium of dispersion

Finally, we must also take into account the effect of varying the medium of dispersion on the

colloidal stability of the nanoparticles. 0.01 wt% titania nanoparticles were dispersed in molten

NaNO 3 at 350 C and molten NaCl + KCl mixture at 750 C, and the measurements of

transmitted intensity versus time are shown in Figure 3-17. Once again, it was observed that the

two curves cross each other. The suspension with nitrate salt reached the threshold point later

than that with the chloride salt, but it reached the saturation point before the chloride salt

suspension did. This is perhaps an indication that initial aggregation controlled by Brownian

dynamics is faster in chloride salt whereas the aggregation rate becomes faster at a later stage

when gravity and differential settling start dominating. The viscosity of an NaCl-KCl molten

mixture is about 1.5 cp at 750 0C (compared to 2.3 for nitrate salt at 350 C) and hence lower

viscosity and higher temperature will yield a much higher perikinetic rate constant. Also, the



density of the chloride salt is lower, which implies higher differential rate sedimentation as well.

In that case there is no apparent intuitive reasoning to explain the result, and more detailed

investigation will be required to understand this behavior better.

0 100 200 300
Time (Minutes)

400

Figure 3-17: Effect of different media on the sedimentation rates of nanoparitcles. The high

temperature chloride suspension reached the threshold value before the nitrate but ended up

taking more time to reach detector saturation point.

3.3 Summary

We have seen that nanoparticles settle within a matter of few hours in molten salt, and constant

agitation will be required if particles are to be kept suspended for any possible application. The

aggregation rate does not depend significantly on the Hamaker coefficient of the nanoparticles in

the molten salt medium, and other factors such as viscosity and density of the medium have a



greater influence on the kinetics of aggregation and deposition. The parameter that was found to

have the most profound impact on the settling rates of nanoparticles is temperature. The particles

settled much more rapidly at higher temperatures. In fact in a temperature gradient, the particles

tend to cluster together, agglomerate and deposit closer to the hotter side. The cursory study of

kinetics of aggregation and deposition of nanoparticles in molten salts indeed provides some

interesting results each of which need to be explored in much greater detail through more

sophisticated and sensitive experiments. Also, rigorous mathematical models will need to be

developed that can reconcile the theory with observations. In short, much can be done to further

explore the area of kinetics of aggregation and sedimentation of nanoparticles in molten salts.

However, we have found out that none of the suspensions is likely to be stable for a long time

and continuous agitation will be required. Instead of going into more detail on the kinetics of

aggregation, we will explore in chapter 4 the possibility of designing engineered nanoparticles

that may be stable in the molten salts for a long time.
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4. Potential stabilization of nanoparticle suspensions through

ultra-low Hamaker coefficients

So far we have seen how molten salts form a very unfavorable medium for colloidal stability of

nanoparticles. Screening of coulombic charges due to the ionic medium and prohibition of

polymeric surfactants due to extreme temperatures make it virtually impossible to have a

colloidally stable system of nanoparticles in molten salts. We have seen that aggregation and

sedimentation of nanoparticles in this medium occurs rapidly. We have studied the effects of

various parameters such as concentration, temperature, nanoparticle type and molten salt on

aggregation rate. We have found experimentally that the variation of aggregation and deposition

rate with temperature is most significant. While variation in physical parameters like density and

viscosity can explain some of the trends, more work needs to be done to quantitatively explain

all the trends observed in chapter 3.

Instead of studying the kinetics of aggregation in molten salts in further details, we will move

our attention to a very interesting problem, which is development of a kinetically stable system

of nanoparticles dispersed in molten salt. We will explore the theory to determine if it is

theoretically possible to find a salt and particle system which will show long term stability, just

like low temperature nanofluids that are being developed and used for applications. The only

way to stabilize nanoparticles is to ensure that collisions don't lead to sticking. In conventional

nanofluids, this is done by electrostatic repulsion or steric hindrance. As we have shown earlier,

relying on electrostatic or steric stability will not work in our system. Hence, we need to make

sure that the van der Waals interaction energy between the particles in contact is sufficiently

small that the thermal energy of particles undergoing random Brownian motion is sufficient to
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keep the particles apart. It must be noted that in any general colloidal system, there is nothing

apart from the van der Waals force that causes the particles to attract one another. Hence, if there

were no van der Waals forces at all, every colloidal suspension of nanoparticles would remain

stable.

We come to an important point of discussion. How small should the Hamaker coefficient be in

order to make the Brownian forces stronger than the van der Waals forces? When two particles

are in contact, the distance between them is zero and according to Equation 2-3, the van der

Waals force of attraction should be infinite. In that case, anything more than absolute zero value

of the Hamaker coefficient will lead to infinitely strong attraction at contact, and there would be

no hope of any stabilization whatsoever. As we will see shortly, a zero value of Hamaker

coefficient between the particles in a particular medium is virtually only possible when the two

materials are exactly the same. However, a very small value of Hamaker coefficient can also do

the trick for us. In chapter 2, we discussed the fact that the van der Waals interaction energy does

not go to infinity even when the particles are in apparent physical contact. This is because the

distance between the particles does not really go to zero. At very close separations, short range

Born repulsions become dominant and keep the two particles separated by an equilibrium

distance of approximately 0.1-0.2 nm.1 Generally, 0.165 nm is taken as the mean equilibrium

distance between surfaces in contact.2

Now, for spheres of equal radius, van der Waals energy at very close approach is given by 3

U =.i (4-1)

Here, as before, A is the Hamaker coefficient, d is the diameter of the spherical particles and 1 is

the distance between the particles.



If Ucontact << kT, the thermal energy of the particles will be sufficient to keep the van der Waals

forces at bay, thereby preventing agglomeration. A short note here is important to avoid

confusion. In the traditional DLVO theory, we said the thermal energy should be less than the

maximum of the DLVO potential for colloidal stability, thereby preferring low thermal energy

for stability. Thus, higher temperatures were detrimental to colloidal stability. On the other hand,

in our case we want the thermal energy to be larger than the Hamaker coefficient, which suggests

that higher temperatures are favorable for colloidal stability. At first, these may appear as

contradicting, but actually they are not. In general, the well to the left of the DLVO energy

barrier (primary minimum) is infinitely deep and hence once the particle enters the well, the

thermal energy is not sufficient to separate them again. On the other hand, with finite distance of

contact, if the van der Waals interaction is made extremely small (<<kT), the thermal energy will

be sufficient to keep them apart and prevent their agglomeration. Now we can work out a quick

order of magnitude calculation and estimate how small should the Hamaker coefficient be. We

are basically looking at the point where the van der Waals energy at "contact" becomes much

less (say ten times less) than the average thermal energy kT.

The value of kT at 5000C is 1.06X10- 0 J, or 10.6 zJ (zepto Joules). Let us assume that we need

the thermal energy to be 10 times greater than the van der Waals energy at contact. Hence,

Ucontact -1 zJ. If we assume the size of the particles to be 15 nm and the distance separating them

to be 0.16 nm, then d/l-0.01. Hence, A-0.1 zJ. This gives us the approximate value of the

Hamaker coefficient which will be small enough for the particles to be stabilized merely due to

the thermal energy.

This value of Hamaker coefficient is indeed extremely small which is practically unrealizable for

most combinations of materials for suspension media and nanoparticles. It is now a good time to



point out once again that equation the Tabor Winterton approximation presented in Equation 2-5

for calculations of van der Waals forces using the refractive index of the interacting materials is

just an approximation and is not suitable to get precise values of Hamaker Coefficients. From the

Tabor Winterton approximation , we see that any two materials with exactly the same refractive

index will have zero Hamaker coefficient and hence no van der Waals force of attraction.

However, as we will soon discover, this will only be true when the interacting materials have the

same index of refraction at all possible wavelengths (from 0 to oo). That is, the response of the

material to the electromagnetic waves will be same for all the wavelengths. This essentially

means that the Hamaker coefficient will be zero when the two materials are exactly the same.

In this chapter, we will look into the detailed theory behind the calculations of Hamaker

coefficients and look into the feasibility of obtaining the ultra low values of Hamaker

coefficients that we are looking for.

4.1 Modern theory to estimate Hamaker Coefficient (Lifschitz formulation)

As stated before, although the Tabor-Winterton approximation does give us a fair general idea

most of the time, it is by no means an exact expression. In order to rigorously calculate the

Hamaker coefficient (which is essential in our case), one needs to know the optical dispersion (or

absorption) properties of the particles and the medium at all wavelengths. Lifschitz developed

the modem theory4 to estimate the Hamaker coefficient in terms of the optical properties of all

the materials involved in the medium.



4.1.1 The data required for calculation of the Hamaker coefficient using lifschitz

formulation

Before going into the details of the Lifschitz formulation, let us first look into the data that are

required for calculation of the Hamaker coefficient. We need to get the variation of imaginary

part of the dielectric constant E" with frequency o, and this can be obtained from several other

optical properties. These optical properties are complex quantities in which the real and

imaginary parts correspond to the dispersion and absorption of light in the material. There are

algebraic relations between numerous optical properties such as Index of refraction (n+ik),

dielectric constant (E'+iE"), optical conductivity (a'+ia") and interband transition strength

(Jev, 1+iJev, 2). We will come across several such relations in the coming sections. Thus, if we know

any one property variation with wavelength, we can obtain any other property that we are

interested in, merely by mathematical transformations and algebraic calculations. In order to

obtain the e" spectrum (and hence the Hamaker coefficient), we can measure any one of the

above properties. The physical intuition of the optical properties being related to one another

comes from appreciating the fact that all the properties are ultimately related to just the

interaction of an electromagnetic wave with the electrons of the material.

Also, it is important to understand that the real and imaginary parts of any particular optical

property themselves are not independent of one another, but are related by the Kramers-Kronig

relationship. For example, -' and c" are related by the Kramers-Kronig relations shown below

in Equations 4-2 and 4-3.

E'(E) = 1 + -P fc7EIjIV') dE' (4-2)
7r 0o E'2-E2

e"(E) = -2E P oo E'(E');-1 dE' (4-3)
7 0O E72-E2
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Here, P represents the Cauchy principal part of the integral. There are similar Kramers-Kronig

relations for real and imaginary parts of the Index of refraction etc. These relations follow from

the requirement of causality, which essentially means that there can be no effect before the

cause. Thus, the reflection or absorption of light by a material can only take place after the

arrival of a primary light wave. The rigorous mathematical derivation of Kramers-Kronig

expressions can be found in the book "Optical Properties of Solids" by Fredrick Wooten. 5

4.1.1.1 Measurement of E" using experimental techniques

Various experimental techniques can be used to obtain the e" spectra that we are looking for.

Vacuum Ultraviolet (VUV) reflectance measurements can be used to obtain the optical

reflectivity over an energy range spanning the visible and shallow ultraviolet regions. It measures

the optical reflectance R(E), which can be used to measure the phase shift 0(E), through KK

transformation. R and 0 can then yield the optical constants n and k (real and imaginary part of

the refractive index), which can then yield &". Similarly, spectroscopic ellipsometry measures

ellipsometric parameters y and A, defined by Equation 4-4,

tan(p)ei =-- (4-4)
Rs

Where Rp/Rs is the complex ratio of the p- and s- polarized components of the reflected

amplitudes with Rp and Rs representing the electric field components parallel and perpendicular

to the plane of incidence respectively. These parameters can be analyzed using Fresnel equations

6
in a computer based modeling technique to obtain the optical constants n and k. The third

technique that can be used is Electron Energy Loss Spectroscopy (EELS) that determines the

energy loss function (-Im(1/e)). 7 These different measured parameters are then easily converted

into E" using a series of mathematical relations and Kramers-Kronig transformations. Once we

74



have the E", we can obtain the van der Waals spectra, which can then be used to calculate the

Hamaker coefficient.

One of the most important challenges in the calculation of the Hamaker coefficient is that the E"

spectrum needs to be obtained for the entire range of photon energy (0 to ao eV). Of course, it is

impossible to get the data with precision up to o eV. Most experimental techniques (Reflectivity,

Ellipsometry etc.) can provide us the information in visible and near Infrared and Ultraviolet

region (up to 10 eV). Electron Energy Loss Spectroscopy (EELS) can yield the information in

deep UV (up to 25 eV), but cannot be performed with molten salts at high temperatures. The best

method to obtain the data in the deep UV region for our system of interest (up to 35-40 eV) is the

first principle calculation using the band structure of the materials. Data beyond that range are

rarely required because there are hardly any excitations in materials at frequencies that high, and

E" can conveniently be taken to be zero beyond 40 eV. Thus, it (40 eV) can be considered

infinite for all practical purposes.

4.1.1.2 Ab Initio calculations

The input required for Ab Initio calculation of the dielectric spectrum is the location of atoms

and ions in a cell and the appropriate boundary conditions. Essentially, the response of the

material is obtained by quantum calculations based on the interaction of electromagnetic waves

of different frequencies with the electron cloud of the material. This then gives the band structure

of the material as the output which can then yield information about the response of the material

to a photon of any energy. Thus, we can obtain any optical property of the material that we are

interested in. Most of the computations are relatively easy for single crystal solids, which have a

periodic structure that extends throughout the system. They are much more expensive for liquids,



wherein one requires a much larger super-cell of atoms for computation because of the disorder

in their structure.

The main equation used to obtain e" spectra from band structure is8

Eij to) f2MW Y ( kn I pi Ikn'ao (kn'a jJI kna) An (1 - fkfl') 6 (ekfl - ekfl - hw)

knn'o-

(4-5)

Here e is the imaginary part of the dielectric spectrum at a given frequency 0o, with mass m,

and Brillouin zone volume Q. The momentum operators pi and pj operate on both the valence

and conduction band wave functions, where the i and j subscripts represent the directions of the

tensor in three dimensional space. The Fermi function (fn) terms ensure that only transitions

between an occupied valence to an unoccupied conduction band transition are allowed, and the

delta function ensures that only transitions corresponding to the particular energy hcoare

considered.

Many commercially available programs carry out first principle band structure calculations up to

10 eV, and most of them implement the tight binding approximation (TBA), which essentially

assumes symmetrical nature of the bands. These approximations provide accurate information in

the region close to the band gap of the material, but cannot be used for reliable information in the

range of interest (0 to 40 eV). One of the reasons for these is that accurate response up to 40 eV

is hardly required for any other purpose than calculating the Hamaker coefficients. Ching et. al.

have carried out the Ab Initio calculations to determine the electronic structure (c" spectra) up to

40 eV of most ceramic materials." They have already reported the E" calculations of various

inorganic salts (in solid crystalline state) using density functional theory with an OLCAO basis.



The Ab Initio calculations reported in this chapter have also been carried out by Prof. Wai Yim

Ching per our request, and we are extremely thankful to him for his help.

One limitation that Ab Initio calculations have is that they just take into consideration the

response of the material due to the electronic band structure and cannot obtain fixed dipole

interactions. This can be of significant impact in systems with a fixed dipole moment like water,

which have a very high static dielectric constant (-80 for water). These, however, are not

expected to be of much impact in our system. Also, there are ways to correct for these

interactions which we will briefly discuss later.

4.1.2 van der Waals - London dispersion spectra (E(i4))

For calculation of the Hamaker coefficient, the c" spectrum needs to be converted into the van

der Waals -London dispersion spectrum (vdW-Lds) E(i4), once again through a Kramers -Kronig

(KK) transformation, as shown in Equation 4-6.

2 fE"(w)d(

ITo 0a)2 + 2

(4-6)
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Figure 4-1: An example of conversion of absorption spectrum to van der Waals spectrum

through Kramers Kronig transformation. At the top, we have the C" of solid KCl, and at the

bottom, we have a converted smooth monotonic van der Waals spectrum.

The resultant van der Waals spectrum is the real part of the dielectric constant over imaginary

frequencies. 4 are not ordinary sinusoidal frequencies, but are crafted in the language of

exponential variations pertaining to the ways in which spontaneous charge fluctuations die at

different rates. Thus, the van der Waals spectrum is an optical property that represents the

retardation of oscillators. It is called a van der Waals spectrum because it is not used for any

practical purpose other than for the calculation of van der Waals forces of interaction. After KK

transformation, the E(i4) behave smoothly decreasing monotonically versus frequency, without

spikes of absorption or dispersion seen for real oscillations. The van der Waals spectra of the

interacting species contain all the information that is required for calculation of Hamaker

coefficients. The blurring of details in E(i4) is one reason why it is often possible to compute van



der Waals interactions to a reasonable accuracy even without full knowledge of absorption

3
spectra

4.1.3. Calculation of Hamaker coefficient using Hough and White approximation

The rigorous formulation to calculate the Hamaker coefficient from van der Waals spectra of the

particles and the medium is fairly involved. The Hough and White approximation 0 given below

is a good starting point, especially to gain understanding of the areas of impact, i.e. the factors

that are crucial in the determination of the Hamaker coefficient. The non retarded Hamaker

coefficient between two particles of "1", in the medium "2", is given by

A = 3k o 1 2  (4-7)

A 2 -=l e~- E2 (:)(4-8)

n=27rkT (4-9)
TL h

ej(4) and 4(4) are read off directly from the van der Waals spectra for each term in the

summation. Note that the prime symbol on the summation indicates that the first term is

multiplied by half. In the summation in Equation 4-7, the sampling frequencies are evenly spaced

at increments of KT/h (0.16eV at room temperature). Thus, given the optical spectra (and hence

the van der Waals spectra) of the nanoparticles and the medium, one can evaluate the Hamaker

coefficient for the system.

Figure 4-2 illustrates the calculation of Hamaker coefficients from the van der Waals spectra.

Two hypothetical van der Waals spectra are shown. Each term in the summation of equation 6 is



then obtained by just substituting the values of ej(4) and Sk(4) at the values of 4 given by the

Matsubara frequencies, which are represented by vertical lines in the Figure. Thus, it is evident

that optical contrast between the nanoparticles and the medium has to be minimized in order to

minimize the van der Waals forces of attraction. In other words, the van der Waals spectrum of

the nanoparticles needs to match the medium over as large a range as possible.

wow

Figure 4-2: Illustration of calculation of the Hamaker coefficient using the van der Waals spectra

of the materials of interest. Note that the vertical lines represent the Matsubara frequencies, over

which the summation has to be carried out.

It is important to note that there are just a few terms in the summation in Equation 4-7 belonging

to the IR region, and a large number of terms in the visible and ultraviolet region. Hence, UV

spectra properties dominate van der Waals interactions, even though at these frequencies the

magnitude of A is usually small. Thus, details in the IR region in the C"spectra need not be as

important as those in UV, as far as calculation of Hamaker coefficient goes.3.



4.1.3.1 Variation of Hamaker coefficients with temperature

Equation 4-7 can be very misleading, as it suggests a linear variation of Hamaker coefficient

with temperature. It is very important to realize that it is not the case. The Hamaker coefficients,

for all practical purposes, are independent of temperature. Note that at higher temperatures, the

steps of Matsubara frequencies are also higher. In other words, fewer terms will be present in the

summation of Equation 4-7 when the temperature is higher, and it somehow always almost

balances the 3kT/2 term outside the summation. As such, the Hamaker coefficients are virtually

independent of temperature. The only changes in the Hamaker coefficient with temperature will

be due to the change in the E" spectrum itself with temperature.

This fact is indeed a good news for us, as it essentially says that high temperatures of the order of

1000 0C will infact be beneficial as far as colloidal stability is concerned. And it is certainly

easier to make Ucontact << kT at 1000 0C, than it is at room temperature.

4.1.3.2 Effects of changes in E" spectra in the vdW-Lds spectra

By now, we know that in order to minimize the van der Waals attraction between the particles,

their vdW-Lds spectra need to be as close to each other as possible. In the ideal case, when the

two vdW-Lds spectra (that of medium and particles) overlap completely, there will be no van der

Waals force of interaction between the particles.

It is interesting to determine the variations in van der Waals - London dispersion spectrum with

changes in peak positions, peak intensity and peak width in the C" spectrum." In Figure 4-3, c"

spectra of three hypothetical materials are shown with green, blue and red lines. As can be seen,

the three spectra are identical in terms of peak positions, but differ in peak height. We then apply



the Kramers-Kronig transformation on these three &" spectra to obtain the corresponding vdW-

Lds spectra for the three materials. As we see, the vdW-Lds spectrum moves up as the peak

intensity increases and peak position remains the same.
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Figure 4-3: Effect of E" peak intensity on vdW-Lds. As the peak intensity increases, the vdW-

Lds shifts upwards.

The variation with peak position is also important. In Figure 4-4, the E" peak position is varied

and intensity is kept the same for three hypothetical materials. As the peak position shifts

towards the right, the corresponding vdW-Lds curve flattens out as seen in Figure 4-4.
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Figure 4-4: Variation of vdW-Lds with E" peak position.The vdW-Lds flattens out as the E" peak

moves towards right.

Finally, in Figure 4-5, we vary the peak shape, and keep the mean position and area of the three

hypothetical materials the same. Interestingly, the three corresponding vdW-Lds curves overlap

with one another, which means that shape of the peak does not matter much as far as the van der

Waals spectra is concerned provided the peak position and the peak area remain the same.

This result can have some significant implications. Firstly, we expect the c" spectrum of a

crystalline substance to consist of sharp peaks and that of an amorphous or liquid substance to

consist of broad and diffuse peaks, but centered at the same position. Figure 4-5 shows us that

such mere change of shape will not affect the vdW spectra. Of course, the area under the peak

will also be slightly different in a crystalline salt as compared to a molten salt, because the same

electrons are occupying a greater volume in molten salt, thereby reducing the electron density in

the system. We can make approximate adjustments to this by scaling the solid c" spectrum such
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that the visible index of refraction matches the experimental value of the visible index of

refraction of molten salt.
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Figure 4-5: Effect of E"
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peak width on vdW-Lds with constant peak position and area under the

Also, let us take a closer look into how two materials with completely different absorption

properties can have a low Hamaker coefficient. Figure 4.6 shows an example of this. Two

different materials with absorption peaks in totally different energy ranges have vdW-Lds spectra

that are very close to each other. The non-retarded value of the Hamaker coefficient worked out

for this particular case is 0.7 zJ. Note that the peak positions and intensities of two different

materials can be very different, yet lead to very close van der Waals spectra, and consequently a

very low value of the Hamaker coefficient when one material is used as dispersed phase and the

other as the medium.
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Figure 4-6: The E" and vdW-Lds spectra of two hypothetical materials, with significantly

different absorption properties but very close vdW-Lds



4.1.4 Lifschitz formulation for calculation of Hamaker coefficients

The above formulation, by Hough and White, though generally very accurate is still not the most

rigorous one. The Lifschitz formulation used for rigorous calculations of Hamaker coefficient is

given below from Equation 4-10 to Equation 4-14.

A = 2 j xln((1 _ d22)ex(1 - d2)e-x) dx
n=O,1... fr

(4-10)

12= (4-11)

y2 I1({)+y2(0)

21rkT

n = h (4-13)

1/2 1/3

S= 21Em m (4-14)

As one can see, the computation of the Hamaker coefficient is fairly involved if the most

rigorous form is to be used. However, we still only need the van der Waals spectra of the

particles and the medium as an input (provided that the magnetic permeability pt can be ignored,

which is the case most of the times). Many systems do not need to use all parts of this complete

form and/or certain approximations can safely be made. First, most materials exhibit no or very

weak magnetic polarizability and therefore all the ij terms (containing the ji) drop away. Often

retardation effects are neglected and instant communication between the interacting materials is

assumed. This is equivalent to setting the speed of light variable 'c' to infinity and therefore rn



goes to zero. At contact/adsorption distances (1=0), there is no retardation anyway and thus this

assumption is ideal to use in the cases when the particles are in contact. A Taylor series

expansion on the integration term is typically done to give an equivalent form that eliminates the

logarithmic portions. Since the higher order terms are typically much smaller than the first

expansion, the integral can sometimes be eliminated all together. The only exception is for

situations of extreme optical contrast (i.e. infinity versus 1). The result of all these

approximations and assumptions is the simplified form given by Hough and White, which was

stated above in Equation 4-7.

4.2 Obtaining the " spectrum for molten salts

Now, in order to compute the van der Waals forces of interactions between the nanoparticles in a

molten salt medium, we need to get the van der Waals spectra (and hence the ." spectra of the

particles and the molten salt. These data are already available (or can be easily obtained) for the

candidate nanoparticles. However, it is a challenging task to obtain the &" spectrum for molten

salts experimentally due to the high temperatures involved. Ab Initio calculation is the best

method to follow, although Ab Initio calculations should not be treated as a substitute for

experimental determination of optical properties when feasible. The best method will be to use

Ab Initio calculations to determine the c" spectra till 40 eV and then verify them with

experimental results over whatever range is possible. Even a good match of properties (say, the

real part of refractive index) in the range of 1.5 to 5 eV will be a strong backing for the results of

the Ab Initio calculations.



4.2.1 Experimental options

The experimental technique that can be carried out relatively conveniently for molten salts is

Ellipsometry. One has to design a tailor made ellipsometer with a furnace which can handle

temperatures as high as 1000C. Such measurements have been done elsewhere and are certainly

possible, but are expensive nevertheless as they require a tailor made equipment. Figure 4-7

shows a set up used to carry out ellipsometric measurements of CaF2 melt at extremely high

temperatures.12 The apparatus consists of a furnace which encloses the ellipsometer stage, which

is able to move freely in the vertical direction.

Figure 4-7: Ellisometric set up for CaF2 melt at 1823K.12

One of the ways to go about building a custom high temperature ellipsometer is to tailor-make a

furnace which is dimensionally compatible with the standard commercially available

ellipsometers. There are a few important points that need to be taken into account when trying to

build such a custom made apparatus. It is important to add optical ports at the correct angles to
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allow the ellipsometer to be mounted to the chamber. The key is to allow optical access which

will allow our light beam to reach the sample. Then, the surface will reflect light, so it is

important that a second window is placed where the specular reflection will reach the other side

of the chamber. Such a set up should allow ellipsometric measurements of the molten salts at

high temperatures. Thus, cost permitting, it is not that difficult to carry out such high

temperature ellipsometric measurements of molten salts, and thereby obtain the van der Waals-

London dispersion spectra. In this work, however, we will just stick to the Ab Initio calculations

of E" spectra.

4.2.2. Ab Initio Calculation

As stated above, Ab Initio calculations provide a very good technique to obtain the 8" spectra

However, it is anything but trivial to calculate the &" spectra of liquid molten salts using Ab

Initio calculations. The input that is required for the DFT based quantum calculations is basically

all the atoms and the corresponding atomic positions in the lattice. For a crystalline solid, we just

need to worry about one unit cell which will repeat itself in space. However, in the case of a

liquid or amorphous material, a much larger supercell has to be taken into account because of

reduced order. Also, as we saw in section 4.1.3.2, the van der Waals spectra will not be much

affected due to the broadening of the peak. Hence, as a starting approximation, the E" spectra of

KCl solid crystals were calculated and were scaled to match the visible refractive index of the

molten salts. Thus, the C" spectra was scaled uniformly across all energies until the

corresponding "n - spectra" showed the value reported in the literature for visible wavelengths

(generally 589nm). In order to obtain n from &", one first needs to apply the Kramers-Kronig

transformation on c" to obtain &', and then use C' and E" to obtain n. Figure 4-8 shows the scaled



E" spectra, the corresponding C' and n spectra, and the vdW-Lds spectrum. Note that the

refractive index (n,k) and dielectric constant (c', C") are related to one another by Equation 4-15.

n + ik = (E' + iE") 2 (4-15)
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Figure 4-8: The approximated vdW spectra for molten KCl obtained by scaling the C" spectrum

of solid KCl before performing KK transformation.



Thus, the scaled solid KCl van der Waals spectrum is approximated as the molten KCl van der

Waals spectrum. While this approximation certainly can be, and has to be improved in future,

there is good reason to believe it to be a reasonable starting point

The Hamaker coefficient was then obtained for silica particles in KCl medium using the

Lifschitz formulation. The vdW - Lds full spectral data for amorphous silica were taken from the

database of Gecko Hamaker, maintained by Prof. Roger French. Figure 4-9 shows the result of

the calculation.
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Figure 4-9: Variation of Hamaker coefficient with particle separation for

The decreasing value of the Hamaker coefficient with the distance is due
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The effects of retardation can be seen in Figure 4-9, wherein the Hamaker coefficient decreases

with increasing distance. Now, 1kT =13.8zJ at 1000K. Thus, the obtained values of the Hamaker

coefficient of silica particles are fairly low (- 1/3 kT), but nowhere close to what we are looking

for. However, at this stage we cannot really make a claim on whether the values are low enough

for the particles to be kinetically stabilized. As we will see later, evidence suggests that we might

need much lower values of the Hamaker coefficient to attain substantial colloidal stability.

4.2.2 Ab Initio calculation of E" for molten salts

The scaling technique mentioned above is a good starting approximation, but at this time we

cannot be sure of the accuracy of the vdW-Lds spectra obtained by this method. Most

importantly, we need to be sure whether the change in the E" spectrum is as we expected

(broadening of peaks with the same center position). Hence, we try to refine the model by

performing Ab Initio calculations using the structure of molten salt itself. In order to obtain the

atomic positions in a molten salt, molecular dynamics simulations were carried out on a 3X3

superlattice of NaCl and KCl at a temperature of 1000 "C and an equilibriating time of Ins. The

superlattice contained on 216 atoms (108 cations and 108 anions), and periodic boundary

conditions were applied. The simulations were carried out in a fixed volume ensemble, with the

volume of the supercell based on the experimental density of molten NaCl and KCl at 1000 C.

The Born-Huggins-Mayer pair potential was used for the interactions between the ions. The

values of the parameters used to describe the pair potential interaction were taken from

literature.13 The simulation was performed using DLPOLY software.

The resultant coordinates of anions and cations at the end of the molecular dynamics simulation

were used as input for the Ab Initio calculations. The corresponding E", n and the vdW-Lds are

shown in the Figure 4-10.
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Figure 4-10: The E", n and vdW-Lds spectra of molten KCl at 1000*C obtained by Ab Initio

calculations using a 3X3 KCl supercell cooked up at 1000 C.

The results in Figure 4-8 and 4-10 are close, but do not match perfectly. One would normally

expect the calculations with molten salt model to be accurate. However the visible index of

refraction obtained using the transformation is significantly higher (-1.5) than the experimental

index of refraction of molten KCl at 1000 "C (1.37). Hence, there is likely to be an error in the

resultant vdw-lds as well. There could be several reasons for this discrepancy. For example, the

supercell size could be too small for accurate representation of a molten state. More detailed



study needs to be done before an accurate vdW-Lds can be obtained for molten salts (KCl in this

case).

4.3 Summary

In this chapter, we have discovered the detailed theory behind the van der Waals forces of

attraction. We have tried to obtain the precise value of Hamaker coefficients of nanoparticles in

molten salts and learn how it can be reduced even further. For that, the main challenge is to

evaluate the e" and the vdW-Lds spectra of the system. Using some assumptions, we obtained

the vdW-Lds spectrum for molten KCl at 1000C, using two different methods, and found that

the Hamaker coefficient of silica in molten KCl medium is close to 3 zJ. This is a low value of

Hamaker coefficient, but not low enough to ensure stability merely on the account of thermal

Brownian motion.

A mix and match of various salts can lead to a vdW-spectrum which would be very close to that

of an existing material, like silica. Also, nanoparticle materials can be appropriately doped to

make their vdW-Lds spectra closely match with one of the molten salt/salt mixtures. However,

there is indeed a very long way to go before such salt + nanoparticles systems can be designed,

and several difficulties need to be overcome, mainly relating to obtaining accurate data for E"

and vdW-Lds spectra of molten salts.
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5. Conclusions and Future Work

The problem of colloidal stability of nanoparticles in high melting temperature inorganic salts

has been explored in some detail. High temperatures and ionicity of the medium make the task of

preparing colloidally stable molten salt based nanofluids indeed very challenging. We found out

experimentally that settling of nanoparticles in molten salts took place over a matter of few

hours. In the first part of the study, we attempted to determine the aggregation kinetics of

nanoparticles in molten salts, varying system parameters such as materials of salts and

nanoparticles, temperature, concentration of nanoparticles and average size of the nanoparticles.

The trends showed that temperature had the most significant impact on the aggregation kinetics.

Some of the trends observed could be qualitatively and semi quantitatively explained based on

the physical properties of the medium like viscosity and density, and based on the theories of

particle deposition and aggregation. We were particularly curious to determine the variation of

aggregation kinetics with Hamaker coefficient between the particles, but found out that the effect

was minimal, if any. This was because there was no energy barrier to cross for the particles and

all collisions would lead to sticking of the particles. Other parameters like temperature, density

of the particles etc. often outweighed any effects that might have been due to changes in the

Hamaker coefficient.

In the second part of the study, we explored the possibility of stabilizing the nanoparticles by

making the Hamaker coefficients ultra low, so that the system could be stabilized merely by the

thermal motion of the particles. Although no significant change in aggregation rate was observed

for normal Hamaker coefficients, making the Hamaker coefficients low enough such that the

thermal energy far outweighs the van der Waals interaction energy between two particles in

contact would expectedly lead to long term colloidal stability. In order evaluate such a



possibility, we studied the Lifschitz theory for calculating Hamaker coefficients using the optical

properties of the constituent materials over the entire energy range in detail. We found out that,

theoretically, it was possible to have significantly different absorption properties and yet have a

very low value of Hamaker coefficients. The main challenge in evaluating the Hamaker

coefficients between particles in molten salts is evaluating the E" spectra of the molten salt.

Liquid systems at high temperature limits the use of most experimental techniques, and Ab Initio

calculations have to be used to estimate the E" spectra.

In order to engineer the nanoparticles such that the Hamaker coefficient is ultra low, one will

need to find appropriate salt mixtures and dopants for the nanoparticles so that the vdW-Lds

spectra of the two systems are as close to each other as possible. Clearly, the task is anything but

trivial, and much work needs to be done if this area is to be explored in further detail.

Even if engineered nanoparticles could be developed with not very different absorption

characteristics, (but ultra-low value of Hamaker coefficients nevertheless), we can make use of

core shell morphology to provide high absorption and colloidal stability at the same time. We

can have a core with absorption properties very different from that of the salt, and a shell whose

vdW-Lds spectrum matches as closely with the salt as possible. This is often referred to as index-

matching. The van der Waals interaction between the shells would then be insignificant. At the

same time, there would be strong interactions between the cores. However, the steric hindrance

provided by the shell would prevent the particle cores from coming close enough to each other,

thereby preventing agglomeration and providing stability to the colloidal dispersion. Also, since

the two cores are separated by a minimum distance due to the presence of the shell, the actual

Hamaker coefficient of their interaction will be much less due to the effects of retardation. This

schematic is shown in Figure 5-1.
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Figure 5-1: Core Shell nanoparticles can provide both strong absorption and colloidal stability

Some other techniques that were not studied in this thesis can also be worth taking a look at. One

possibility is to provide steric stability using materials that can withstand high temperatures, like

carbon nanotubes. Growing carbon nanotubes on the surface of nanoparticles is likely to present

significant challenges as far as processing is concerned, but can surely be one of the ways of

taking this problem forward.

In a nutshell, as far as the practical applications that require stable dispersion of nanoparticles

are concerned, at the moment it only looks possible if the suspension is periodically agitated by

sonication or stirring. On the other hand, nanoparticles present in the system as impurities are

not likely to cause any significant alteration in the molten salt characteristics over a long period

of time, because they will aggregate and settle in a matter of few hours unless the salt is not

stagnant but flowing, or if impurity nanoparticles are generated continuously in the system.


