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Foreword

In 1976 the Energy Laboratory of the Massachusetts Institute of

Technology began working, initially with the HIT Lincoln Laboratory, to

analyse the potential demand for photovoltaic power systems in a range of

economic sectors in the United States.* Over the next five years the

Energy Laboratory was funded by the Department of Energy (and ERDA) to

develop the analytic tools necessary for demand analyses, carry out these

analyses and interact with the other laboratories and private research

organizations involved in the photovoltaic program. The report which

follows is an outgrowth of the work undertaken by the Energy Laboratory.

It reports on the research results and on a process developed, that of

increasing detail in data and complexity in modeling as the technology

itself developed toward a viable energy alternative--i.e., a need-to-know

approach. The report covers models developed and analyses carried out.

Finally it presents what we believe was learned in the years of analysis

of demand for an "unseen technology." It is our hope that the analyses

will add to the understanding and future planning of any federal role in

new technology development, specifically energy development.

*Limited effort was also undertaken in developing the concept and
preliminary specifications for photovoltaic powered micro irrigation
systems for use in deltaic areas of the developing nations.
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Chapter I

Introduction

Richard D. Tabors

1.0 Background

The energy crisis which began in 1973 brought a major change in

attitude on the part of the general population and of government toward

security of energy supplies in the short run and structural change in

source of supplies in the long run. While major investments in research

were generally not seen as solutions to short-run supply problems, such

investments were perceived as potential solutions for long-range energy

supplies and the implied transition to sources other than imported oil.

The sharp increase in world oil prices and the uncertainty in long-term

supplies jolted governments and corporations into evaluating or

reevaluating a set of technologies which might supply energy from

nontraditional sources ranging from the synthetic fuels manufactured from

coal to the renewable technologies of solar and wind. By 1976 the U.S.

had launched a massive, highly diverse research, development and

demonstration program to provide economic alternatives to high-priced and

insecure imported oil. These alternative technology programs had similar

objectives. Summarized and simplified, these were to:

- Be economically competitive with conventional energy sources by

some prespecified date, frequently 1986.

- Be technically capable of providing a significant portion of

U.S. energy supplies by some prespecified date, generally 2000.

- Be environmentally benign.

- Be socially acceptable (preferable if possible).

While these objectives were generically easily stated, the pathway to

their implementation was frequently less clear.
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The majority of the RD&D programs logically began as efforts to

improve the technical performance of the individual technological options

and had little if any emphasis on understanding the marketplace within

which, according to the first objective, the technology was to compete.

The technology development programs themselves had a specific flavor in

that the first governmental laboratories to become actively involved were

those of NASA partly because of marginally employed but technically

skilled manpower and partially because of their "mission"-based

philosophy toward technology development. The role of private investment

in many of the new technologies was limited to large oil companies, some

of whose images were being altered to energy companies while others

openly admitted a major effort to improve their public image.

This report traces, in part, the development process of the

photovoltaic technology, photovoltaics. This was primarily a

governmental, not a private, RD&D activity within the United States. The

lead research groups, or prime contractors, for the photovoltaic program

were either governmental agency laboratories, or Federal Contract

Research Centers with only one exception, a University Research

Organization. The program followed an aerospace structure in large

part. The individual prime contractors were responsible for steps in the

development process or for specific alternative systems. The prime

contractors administered sets of subcontractors whose output was planned

to meet the specific objectives of the prime contractor. Thus the Jet

Propulsion Laboratory had responsibility for silicon technology research

and development (later changed to development only but for all potential

photovoltaic materials such as gallium arsenide and cadmium sulfide).

The Sandia laboratory had responsibility for two areas, systems analysis
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and concentrating photovoltaic technology. NASA Lewis Research Center

initially had responsibility for field testing but this was reduced to

small systems testing. The Aerospace Corporation (FCRC) had

responsibility for "Mission Analysis" and finally the Lincoln Laboratory

of MIT, an FCRC, had responsibility for field testing of all but small

systems. The program, whose objectives were to meet the marketplace with

a product whose fabrication would be in private (nonsubsidized) hands and

whose end use would be competitive, was structured around a set of

laboratories and research groups who were presently and would remain

outside of the market structure. Their primary work to that date had

been in either military or space-related research and development.

Initially the technology itself was expensive and designed for space

applications. The cost was one hundred times too high and the product

was unknown to any but a military/space consumer. Finally the technology

was being developed in the public sector (generally nonproprietary

development) and the development process itself was split amongst a set

of research and development organizations. While the organizational

structure appears complex it was a pattern well understood in the space

and military programs and one that had a record of success.

There is a difference between a development effort aimed at a space

or military mission from one aimed at a conventional market. In addition

there is a difference between a commerical product that is for an end use

and one that is an intermediate product as is the case with the

electricity generated by a photovoltaic energy system. The questions

which arise are along three distinct dimensions. The first is one of

timing: When does information need to be available in the technology

development process? The second question is one of content:
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What information is required by the technology development process? The

third is one of interaction: Given the nature of the organizational

structure, to whom should demand side information flow?

This report argues for a highly integrated technology development

program that combines the technical with the economic/market research in

an iterative pattern. It argues that the federally funded technology

development program can be an effective accelerator into the marketplace

for a technology but that the technology must be well understood and the

complexities of the market understood but not necessarily solved for the

technology to enter. Throughout the report there is an effort to

identify the time-dependent, demand-related information required of the

basic technology development effort. We argue that demand information

can and should be relatively crude early in the development process. As

will be seen, this implies specific analytic techniques and requires only

minimal technical data as well. Those early efforts help to direct the

technology development effort toward those potential market areas that

appear most attractive and begin the process of defining the

characteristics of the technology which need to be considered by the

systems engineers. Assuming additional success in the technology

development effort, i.e., promise of decreasing product price, the

requirements for demand-side information increase. Product definition

becomes clearer and, as a result, the product can begin to be taken into

the field for observation by potential purchasers.

- Who needs what data and when?

- What analyses are required at what level of detail?

- When is the process over, i.e., when is the technology in

private hands and part of the energy market?
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And finally, how does the role of the government as prime mover

change and eventually stop?

2.0 Background to Photovoltaic Technology Development

Previous efforts at defining the role of the federal government in

developing markets for new energy technologies have pointed to the fact

that there are "stages" or "phases" in the process with inherently

different informational requirements and different financial

implications.* At each stage, information concerning the functioning of

the potential (or actual) market for photovoltaic power systems is

required for overall program planning. This information is also required

for continued refinement of system designs which provide the combination

of system attributes (both economic and technical) valued by likely

customers at a cost of production which will bring producers into the

market. Such systems are necessary for a functioning market.

To develop this information a set of questions and the analyses

required through time to address them are outlined below. The

information developed is necessary to understand the functioning of the

market for photovoltaics and to aid effective and efficient planning of

the government role in the future market for photovoltaic power systems.

Five types of analyses have been developed and implemented at a

series of stages in the photovoltaic technology development effort:

User Worth Analyses

*For a complete discussion see MIT Energy Laboratory Policy Study
Group, "Goverment Support for the Commercialization of New Energy
Technologies," MIT-EL 76-009 (November 1976) and Bottaro, Drew and Paul
R. Carpenter, "The Orchestration of Change Through New Energy
Technologies," Draft, February 1980.

WI i l li-
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Market Analyses

Econometric Demand Analyses

- Sectoral

- Non-Sectoral

Industrial Supply Analyses

The program planning and evaluation questions which one addresses by

these analyses are the following:

1. In the setting and revision of program goals, how low must system

prices be for specific classes of potential photovoltaic customers to be

indifferent between photovoltaic power systems and the major alternative,

grid electricity, within the relevant market time frame?

- Appropriate Analytic Tool: Simulation analysis with the level

of detail determined by the purpose for which the results will

be used

- Uses to which the results are applied

Initial systems design

Goal development and revisions

Considerable developmental and analytic effort at several research

organizations* has gone into use of simulation modeling for initial

system design and for development and revision of goals. During the past

four years MIT/EL has implemented and tested simulation models of the

residential, commercial/industrial and significantly, utility sectors.

It has completed a comparative analysis of all sectoral simulation models

developed at MIT/EL and elsewhere and in use within the Photovoltaics

Program in residential, commercial, and utility analyses. The results

*These include the Energy Laboratory of the Massachusetts Institute
of Technology, Sandia Laboratory, General Electric and Westinghouse Corp.
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should be used as consistent physical, financial and economic assumption

sets.

2. What are the market prerequisites which must be met for

Photovoltaic power systems to be accepted in the marketplace?

- Appropriate analytic methods

Survey research

Market simulation

- Uses to which results may be applied

Product definition

Market definition

A number of market penetration models purport to reflect the

generalized character of any new product entering a given market.

Photovoltaic power systems are, however, significantly different form

traditional products handled by market models. THey have not been seen

in the market and the product concept is not well understood by the

consumer. They have superficial similarities to other energy

technologies such as solar heating and cooling and as a result may gain

or lose from the association with these earlier technologies. They are

likely to be attractive very early to a specific segment of the consuming

public. The PVl model discussed in Chapter 4 has been based upon the

previous efforts in market analysis but has evolved from the earlier

efforts to include multiple photovoltaic sectors and their interaction.

PVI is also designed to be a growing model in that additional market

survey data can be utilized in the continued refinement of the model

while the model itself can be used for structuring the collection of

market data form the early residential experiments and from other

"exposures" to photovoltaics such as that at the Carlisle Photovoltaic

- -- - -~" -- IIYI III
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House developed by the MIT Lincoln Laboratory. PVl has been an

increasingly valuable program tool in analyzing investment trade-offs

within the Photovoltaics Program.

3. What are the formal and informal institutions which will aid or

hinder the acceptance of photovoltaic power systems into the marketplace?

- Appropriate analytic methods

Sectoral case study analysis

Nonsectoral legal and legislative analysis

- Uses to which results are applied

Product definition

Legislative and legal responses

It has long been recognized that there are a number of factors

neither economic nor physical which will influence the acceptance of

photovoltaic power systems in the market. These influences will vary

from the normally considered effects of union rules on installation to

questions of legislative influence on the acceptance or ease of

acceptance of the technology itself. Because the residential,

grid-connected market appears to be an early and economically attractive

market it has had considerable attention. The work has gone beyond

conventional housing with an analysis of mobile and prefabricated homes

and the implications of these alternative construction methods for ease

of market entry of photovoltaics. In addition, there has been a major

effort to analyze the impact of specific legislation and regulation upon

the market acceptance of photovoltaic power systems.

4. Given the attributes of a photovoltaic power system, how will

potential end users trade off between photovoltaics and alternative

systems providing the same level of services?
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- Appropriate analytic method: econometric analysis

- Uses to which the results can be applied

Product definition

Market definition

Market size estimation

The attractiveness of photovoltaic power systems to end users will be

a complex function of economic and behavioral characteristics and

significantly a function of the other choices in electrical consuming

technologies within the household. The demand for electricity is derived

from appliance needs and hence electricity fulfills no function

independent of a set of appliances which provide the services demanded by

the homeowner. An understanding of the homeowner's trade-off between

capital and operating costs for major appliances as well as for

photovoltaic systems will play a major role in developing predictions of

the size of the photovoltaic market. This analysis is required late in

the development process but has required the development of new analytic

methodologies which allow for analysis of trade-offs in "attributes" of

the individual technologies. The second stage in this activity has been

to gather and analyze data on consumer trade-offs between capital and

operating costs for a set of large consumer durables such as hot water

heaters and heating systems for homes.

5. How will the photovoltaic industry respond to the developing

photovoltaic market?

- Appropriate analytic methods

Simulation analysis

Survey research

- Uses to which results may be applied
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Supply side growth projections

Market size estimation

As photovoltaic technology develops, it attractiveness to investors

increases and investors are more likely to invest in photovoltaics.

However, questions concerning the rate at which investment in new plants

will occur, the size of the plants, the nature of the evolving market

structure, the responsiveness of investors to incentives and the

desirability of establishing incentives must be addressed if the ultimate

success of the program is to be achieved. To date the planning emphasis

has been on cost reduction and the study of the different market sectors;

the growth of the supply side has been assumed once the rational

consumer's "break-even" price was reached technologically. The logistics

of development of a photovoltaics supply industry have been overlooked,

as production capacity cannot be installed instantaneously. The

structure of industry has also been assumed implicitly, with program

assumptions being that highly vertically-integrated plants will be the

ones built.

While some surveys do give a confident feel that one has the "inside"

facts, their shortcomings for forecasting are numerous, especially the

possibility of strategic responses by interviewees. The alternatives of

econometric estimation of investment behavior would suffer from

inadequate data. Construction of a supply-side version of PVI, which

would delineate the relationships among the varables and then simulate

investment using survey data combined with theoretical underpinnings,

would give both the required flexibility and the most expandable

structure. While this modeling structure is introduced, its development

and testing are not described in this report.
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6. What is the role which the electric utility industry within the

United States can and should have in fairly dealing with the potential

impact of photovoltaic generation, particuarly distributed generation

into their service areas?

- Appropriate analytic methods

Simulation analysis

Optimization analysis

- Uses to which results may be applied

Utility capacity planning

Rate negotiations

For photovoltaics technology to have any significant impact on the

U.S. energy market, it will be necessary for the price of photovoltaic

systems to be at least competitive with grid power. There is, however, a

need for the utilities within the U.S. to recognize the potential value

of photovoltaic systems operating in their districts and to cooperate

with the photovoltaic power producer. While this cooperation is mandated

by Sections 210 and 210a of P.L. 95-617, the complete coordination will

require considerable mutual education between the photovoltaics community

and the electric utility industry. A portion of this mutual education is

currently under way in the development of a set of planning tools for the

electric industry which are familiar and "legitimate" to the industry and

which can be used to analyze both the central station and distributed

photovoltaic power systems integrated with the grid. At the first stage

it is possible to use only operating system models such as MIT's SYSGEN.

More detailed analysis requires new tools to evaluate the capacity

planning and uncertainty implications of integration of the the

photovoltaic technology. In such an analytic structure, the Electric

IY IN
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Power Research Insititute allows for the evaluation of the

nondispatchable technologies such as photovoltaics on equal footing with

traditional technologies in a capacity expansion framework.

3.0 Report Structure

The chapters which follow suumarize the research findings of the MIT

Energy Laboratory during the photovoltaics project. The chapters include

references to the major research reports completed. In addition there is

a complete bibliography at the end of this report which covers all of the

technical reports and working papers prepared during the length of the

contract. It should be pointed out at this time that there was a

learning curve associated with the project during its duration and thus

specific conclusions in earlier reports may be superseded by later

reports. The effort in this final report has been to identify those

conclusions most current.

The second and third chapters of the report discuss that area of the

analysis most fully developed by the MIT Energy Laboratory, the worth

analysis related to grid-interconnected, primarily residential

applications for photovoltaics. The second chapter looks specifically at

the value of residential photovoltaic power systems interconnected with

the grid and, to a lesser extent, with both photovoltaic thermal systems

and with photovoltaic power systems with electrical storage. Chapter 3

addresses the issues of the value of photovoltaic systems to the utility

system in which they are interconnected. An appendix to Chapter 3

presents briefly the results of a joint research effort between DOE

photovoltaics and EPRI in developing the capability to model photovoltaic

power systems in a standard utility capacity planning structure. This
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work was part of the Electric Generation Expansion Analysis System

research effort at the Laboratory.

The fourth chapter discusses the background and development of the

market model, PVI, developed at MIT. It further summarizes the results

of a set of initial market survey studies done in conjunction with the

Residential Photovoltaics System.

The fifth chapter presents results from two studies conducted by the

MIT Energy Laboratory of the DOE Solar Heating and Cooling Program and of

the potential consumer response to that program. This research was a

portion of an overall effort early in the project to understand the

process by which the government can influence the acceptance of a

technology through introduction in the "correct" information channel.

Work not discussed in detail in this report was focused on the first

large-scale photovoltaic experiment at Meade, Nebraska, where detailed

survey and process materials were gathered, studying the channels for

innovation, introduction and acceptance in the agricultural sector.

The sixth chapter addresses the project efforts in evaluating and

monitoring the impact of PL 95-617, PURPA, and its rate-setting

procedures covered under Sections 210 and 210a.

The final chapter summarizes the lessons learned in the process of

governmental involvement in the photovoltaic technology development

program.

Each of the chapters listed above is independently authored and

contains material that is the direct result of individual research

activities of the authors. As with the project as a whole, many

individual pieces have been brought together in this report to make an

overall evaluation of the market entry process of the photovoltaic

technology.

-
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Chapter 2

Residential Photovoltaic Systems: Summary of Worth Analysis

Thomas L. Dinwoodie

Richard D. Tabors

1.0 Introduction

The period from 1974 to 1982 saw the refinement of the photovoltaic

cost goals that have guided the technical development work. The critical

parameters were identified and a fair level of confidence now exists in

the established range of allowable costs. Looking from 1982 to 1990,

there is strong evidence of market trends that are significant for PV.

Some of these trends have impacted the latest allowable cost analyses,

while others are mere indication of a changing market climate, one that

bodes well for the institutional and consumer acceptance of PV. And for

the post breakeven-year time frame, the latest models have been adjusted

to examine the purchaser perspective. PV has been analyzed for its

investment figures of merit--in terms identifiable to both a homeowner

and institutional decision-maker.

The purpose of this chapter is three-fold. First it is to create a

perspective on the role and significance of worth analysis in PV and

similar program development. Here, PV development is divided into the

three time frames just described. For the first, 1974 to the present,

the several studies performed to date are described in terms of their

response to the evolving questions of PV economic worth. That period

from the present to the PV break-even years defines the interim time

period. Discussed here are several trends that will play a more or less

direct role in the ultimate acceptance of PV technology. The final time

frame is that of the post break-even years. Here PV worth from the
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investor perspective is discussed.

The second purpose of this chapter is to define the significant

parameters affecting PV economics and to present results of the latest

studies establishing allowable costs and investment figures of merit.

There are three region-specific parameters that most significantly impact

the value of photovoltaics and thus a simplified analysis of PV

investment worth on a U.S. regional basis is presented.

A third purpose is to characterize and assess alternative residential

PV configurations. Results are summarized for studies that examined

photovoltaics and storage, PV/thermal (PV/T) combined collector systems,

and the difference between retrofit and new construction PV applications.

2.0 The Chronology of Photovoltaic Worth

2.1 1974 - 1982: Reducing the Several Studies

Price goals for PV energy conversion systems were first articulated

by the NSF and Energy Research and Development Administration (later the

Department of Energy) in the fall of 1973. At that time it was stated

that large-scale PV applications would become economically viable by the

reduction of solar array costs to less than $0.50/Wp (module only).

This goal represents $0.70/Wp in 1980 dollars. In 1977, the Jet

Propulsion Laboratory, through its Low Cost Silicon Solar Array (LSSA)

Project reiterated this $0.70/Wp price goal. 2 A year later, Carpenter

and Tabors3 at the MIT Energy Laboratory established a new set of cost

goals after first proposing a uniform valuation methodology to account

for the unique factors impacting the economics of photovoltaics. As

typical with more detailed methods, the analysis inspired as many

questions as it produced results. What was the utility buyback rate?
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What was the array size? How much did the sun shine? What was the system

efficiency? What was the purchaser discount rate?

Under equally probable scenarios, the break-even cost of a PV module

(excluding balance of system, e.g., support structure, inverters, wiring,

etc.) now varied from $0.40/Wp to $2.00/Wp (1980 dollars). But the

critical parameters were being identified. Utility rates, homeowner

discount rate, tax credits and the amount of sunshine.

Several studies were performed to assess photovoltaics in alternative

configurations, such as with dedicated or system storage (batteries and

flywheels), PV/T combined collector systems (liquid and air), and remote,

stand-alone aplications. Such studies were useful to assess the merits

of alternative funding allocations. If batteries made photovoltaics look

better, should the PV program take an active interest in funding storage

R&D?

The valuation models soon exceeded their mandate to establish cost

goals and looked for other, investor-side figures of merit, including net

benefits, rate of return, and payback. As the models grew more

sophisticated, sensitivity studies were addressing such investor-specific

issues as the impact of a change in homeowner marginal tax rate in year 5

vs: year 7. The models were no longer policy tools, but rather the

companions of the private-sector financial analyst. The important policy

questions were very nearly answered.

The latest round of break-even cost figures using mortgage finance

cash flow analysis and the latest estimates of prevailing 1985 market and

finance conditions show allowed costs in the range of $1.50/Wp

(Madison) to $3.00/Wp (e.g., Southern California) for a complete,

installed system (1980 dollars, without tax credits). If tax credits are
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assumed, these figures are increased proportionately, and significantly.

Many new findings have accompanied these later studies, particularly

in terms of changed expectations. First, the non-PV module portion of

the total residential system represents a significant portion of the

total system cost and deserves increased attention. This "balance of

system" includes array support structures, inverter, wiring, installation

and maintenance. Second, the later studies assumed substantially higher

utility buyback rates as a result of the avoided cost requirement

outlined by PURPA. Third, utility electricity rates were not to escalate

at the rates assumed by the earlier studies--probablyO to 2% (real) in

the long term and not 3 to 6%.

2.2 1982-1990: A Chanying Market Climate

For various political, economic and psychological reasons, the market

environment for photovoltaics in the grid-connected break-even years will

be vastly different from that being entered by most renewable energy

technologies today. Innovation in marketing and finance, a growing

strength and breadth of the renewables industry, and changig utility

interests and attitudes will aid in creating a natural climate for

photovoltaics. The following is a review of some of these trends.

2.2.1 M1arketing

The more successful renewable energy financing schemes are likely to

be institutionalized by the PV break-even years. Here are just a few

examples of evidence:

The marketeers of solar heating systems in the early 1980s have begun

to understand the world of innovative finance. A trade magazine 4

reported in October, 1981 that a San Francisco based financial

corporation was contracting with three major U.S. textile mills for the
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sale of process steam at a guaranteed rate 10% below the equivalent cost

for steam from oil or natural gas. The marketeers have realized that

industrial users have need for steam, not football fields of hardware.

And perhaps more important, steam that is purchased can be expensed.

In California, large-scale leasing of residential hot water systems

is mushrooming as financial firms, utilities, and suppliers are

cooperating under numerous incentives.

In Hawaii, California and New England, land-lease arrangments struck

by windfarm developers are advertised as no-cost, twenty-year, steady

income options to the landowner.

2.2.2 Industry Prowess

The renewables industry is fast developing a very important broad

base. Wind turbines are built with off-the-shelf components from

suppliers to the automotive and other industries. Future DHW collectors

will require the best plastics made by duPont, 311, and others. In the

Midwest, major distillery companies are investing in ethanol refineries.

Large corporations are taking more active roles, often with apparent

conflict of conventional interest.

The significance of all this is perhaps dramatized by two recent

events. First, Standard Oil recently acquired a major westcoast windfarm

development corporation and has joined Brooklyn Union Gas in a court

dispute against Con Edison over PURPA. Second, the Reagan Administration

announced in September, 1981 its interest in rescinding the conservation

and renewable energy tax credits. In only a matter of weeks, both the

House and Senate had majority signatures on resolutions opposing such an

action.

These are indicative of significant turns for the renewables
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industry. Policies favorable to alternative energy development are

becoming also the special interests of larger corporations. And the

constituents of the renewables industry are waking to the necessity of

"lobbying clout".

2.2.3 Utility Financial Health

MIany utilities are now actively pursuing alternative energy

development. Several have established acquisition quotas for

"alternative" capacity within fixed time periods. One reason for the

change concerns perceived financial health. A report prepared in

September 1981 by Merrill Lynch Pierce Fenner & Smith Inc. states:

We view utilities that are developing alternative energy
technologies or that now have such technologies in place,
including renewable resource systems, as favorable for investors
in public power or private investor-owned utility bonds.
Alternative technologies and conservation offer the advantages
over traditional energy sources of shorter lead times, greater
flexibility (due to smaller plant size), reduced capitalized
interest requirements, elimination of uncertain fuel costs, and
more predictable fuel availability. 5

And within the summary of the same report:

We think that public power bonds now offer attractive yields and
the gradual influx of alternative technology financings should
continue to buoy yields to unprecedented levels. As the cost of
power increases and demand continues to ebb, investors should
avoid investment in utilities with capital requirements for
ongoing construction programs which will produce large excess
capacity, and try instead to find utilities that are open-minded
in evaluating conservation and alternative technologies. We
anticipate the growth of alternative technology financings as
economics and state-of-the-art engineering techniques make them
more cost-gffective, and utilities and investors become more
receptive.

2.3 1990-2000: The Investor Perspective

Several studies have been written to establish cost goals for

residental PV systems in alternative environments and configurations.

These studies have been instrumental in establishing cost targets
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necessary to bound the objectives in the technical development work.

Although seldom consistent in their precise method of evaluation, they

have in general been consistent in taking account of rational investment

criteria of the purchaser and end user. A comparison of those methods is

provided in Appendix A to this chapter.

On the purchase side, however, it is the homeowner who chooses

photovoltaics, whether for retrofit, or as part of the package of a new

home. It is the lender who finances either way. What numbers will these

two parties be looking at?

In this section we ask the question strictly as we see it being

examined in the years that residential PV systems are first being

introduced. "Should I invest in photovoltaics for my rooftop?"

You are a homeowner in the late 1980s. You have heard talk of PV

systems now and then amongst friends and a few times have seen specials

on the news. In the last week alone you saw a commercial on TV and

received a flyer in the mail. The Journal had an article the other day

talking about the influx of Japanese systems on the west coast. And Pat

Richards bought a system 8 months ago but has had at least one problem

with vandalism. Some kids tossed a paint balloon. With otherwise no

particular inclination to consider an alternative or supplement to uility

power, you think, is this stuff cost-effective?

You perform the calculations. Over $100/month is spent on the

electric bill (1936 dollars). The roof is large and flat and could

easily accomodate 60 m2 of collector area. PV systems are roughly 10%

efficient and you remember from the solar domestic hot water study that

there is roughly 1 kW per m2 of peak solar insolation. A 60-m2

system will therefor produce 6 kW of output at peak. The thermal

--- , I I lllHIbII MMN INIMNIEYI I lk
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collector study also pointed out that one should divide the peak

(noon-hour) output by roughly a factor of five in this region to get the

average power output, given the cycle of the sun. So six over five is

1.2-kW average output times 24 hours per day times 30 days per month

times your utility rate of 13.6 e/kWh. That is $120/month, just above

what you are currently paying each month. Times 12 months is $1440. But

the system advertised the other night on TV was $12,900, making it close

to a 9-year payback.

You locate the flyer in the trash and find that the government has

extended the 40% residential tax credit to PV systems. With a limit of

$4,000, the tax credit reduces the cost to $8,900 making payback roughly

6 years, or maybe better if those rates keep going up. You look again at

the flyer. The cost of their system at 60 m2 is $12,000, and they have

provided sample cash flows to present to your banker. The system has a

UL label. And here they have a second option. You can lease a system,

retain the option to purchase, and they will bill you monthly at 10%

below what would otherwise represent your electric utility bill. This

would certainly be your choice given the cost of that recent home

computer upgrade. What is there to lose?

You think again of those vandals. And you think it will be worth

another word with Pat Richards at the ballgame on Friday.

The scenario above is not dissimilar to what homewoners are

experiencing in 1981 with the drive to market flat plate solar thermal

collectors. The first push is in the western sun-belt states, but

photovoltaics will look equally attractive in New England, New York, and

elsewhere where utility rates are high (see Section 4). Back of the hand

calculations, marketing literature with pro forma cash flows, innovative
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leasing terms and positive PR from early, successful systems may suffice

for a call to a banker. The number of initial system failures will have

major impact upon the ultimate penetration of the more reliable systems.

Purchased systems, whether outright or debt financed, will be typical for

certain, wealthier classes of individuals. The early purchases will be

made by those inspired by nonmonetary benefits, whether that be a certain

level of energy independence, the prestige accompanying the use of a new

technology, or the social value of using energy with reduced

environmental impact. The "no-lose" innovative finance schemes will

attract the larger market.

3.0 PV Worth: The Latest Analysis

A new round of PV break-even cost figures was generated at the

M.I.T. Energy Laboratory in October, 1981. The study utilized a

mortgage finance cash flow model with projections of market and financial

conditions for 1986.7 This section presents the results of that

analysis as follows. First is presented a single sheet sensitivity

summary of the more critical parameters impacting the analysis. This

serves as caveat to interpretation of the allowable cost figures

presented immediately following. Small changes in critical assumptions

can have a large impact on the final result. It is found that the major

critical parameters are geographic region-specific, e.g., amount of

sunshine, local utility rate and available tax credits. A series of cash

flow investment analyses provides a detailed look at the impact of these

parameters. Section 4.0 presents a more generalized and simplified

regional analysis for the entire U.S.
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3.1 The Critical Parameters

There are four critical reasons why it is impossible to project a

single number for PV allowable cost. First one must predict the

performance of the hardware, which may be summarized by an overall systen

efficiency, but which must also consider system life and reliability.

Second, one must specify the geographic location to know the

characteristics of the sunshine available and the local cost of utility

power. Third, one must anticipate how the systeia is to be financed and

what the characteristics are of the investor. And lastly, it is

necessary to predict, as of the purchase date and 20 or so years hence,

just what will be the prevailing market conditions, such as inflation,

electric rate escalation, and utility buyback rates.

Some of these parameters are more critical than others. Figure 1

presents a grand summary of their relative weight in the end analysis for

photovoltaics. The break-even capital cost was calculated for a 60-m 2

PV array atop a residence in Boston. Along the left column of the figure

are listed the more variable parameters, followed by assumptions

concerning their probable value in 1986. Reasonable deviations from

these values are listed on either end of the sensitivity bars, which

indicate the corresponding change in system allowable cost. For example,

a 40% tax credit shows roughly the same impact as placement in an

environment with twice the annual average insolation. Relative to the

range of likely interest, inflation or homeowner tax rates, these factors

have enormous influence.

It is clear from the analysis that the most critical variables

include overall system efficiency, amount of solar insolation, the

available tax credit subsidies, and utility purchase rates and their
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Figure 1
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escalation.

3.2 Allowable Costs

There are two principal, converging perspectives on PV worth. One is

that of the researchers and manufacturers, in search of cost "goals" and

guidance on the relative merits of alternative funding allocations. The

other is from the standpoint of the purchaser, in search of a worthy

investment. For the former is established an allowable cost, often

defined in the PV literature as the break-even capital cost, or that cost

at which an investor would be economically indifferent to purchase of PV

versus sole reliance upon the local utility. To the purchaser must be

demonstrated a handsome return on investment. Of course the two methods

must converge, i.e. the break-even capital cost is, by definition, that

cost at which net benefits in a cash flow analysis are precisely zero.

The previous study demonstrates the problem with defining allowable

cost targets for a generic residential PV system. Nevertheless, cost

goals are summarized in Figure 2 for a doston residence. The purpose

here is to illustrate the relation of break-even capital cost to the

array collector area and to utility buyback rate. A complete list of the

assumptions behind this analysis is given in Appendix B. It is seen that

high buyback rates yield monotonically increasing returns with array

area, whereas medium and low rates show optimum array sizes limited to

the 40 to 60-m2 range. These results are repeated throughout the

literature.

The earlier systems are likely to benefit from an environment of high

buyback rates. For a collector area of 40-80m2, the allowable systel

cost for the Boston residence is between $150/m 2 and $190/m 2

($1.50/W -$1.90/Wp at 10% array efficiency). As these are 1980
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Figure 2
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dollars, the figures correlate well with the very early projections of PV

allowable cost set back in 1973 ($0.50/11 for the PV module alone--173

dollars).

3.3 Investment 3enefits

The purchaser perspective on allowable cost is exemplified in the pro

forma financial summaries of Figs. 3-9. These figures portray cash flow

sensitivity to three critical parameters: level of solar intensity, level

of investment tax credit, and taxation of homeowner electricity

revenues. Figure 3 presents the cash streams for a 3oston residence with

zero tax credit subsidies. This figure depicts an investment of marginal

value. Figure r shows the same investment, under a simultaneous purchase

and sale contract with the utility, where all electricity sold is taxed

as ordinary income. Such an arrangement has disastrous consequences for

the investment. Most of the worth analyses to date have not assumed

homeowners would be taxed on any portion of the energy revenues. In

fact, either the homeowner is fully taxed under simultaneous purchase and

sale, not taxed at all, or taxed on the basis of excess of net energy.

The latter would stipulate that taxes be paid on all net income from the

utility, ensuring that optimum PV array sizes do not exceed a capacity

that would generate, on average, excess to the average load. Presuming a

homeowner must treat as ordinary income all sales in excess of net

energy, then it is necessary to determine the net energy time frame.

This may be each utility billing period, each tax period, or other. The

difference could well be significant in economic terms, depending upon

the load profile of the user.

Figures 5 and 6 reveal the effects of income shelter through tax

credit subsidies on the federal and combined federal and state level,
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Residential Photovoltaic System Cash Flow Analysis
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Figure 6

Residential Photovoltaic System Cash Flow Analysis
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Location:
Pro:ect start year:
Annual output:
System Cost:
Down Payment:
Fed Tax Rate:
State Tax Rate:
Facility life:
Loan life:

Bo ton
1982
7020 kkh
$11160.00
10%
35%
5%
20 years
20 years

Elec Capital 06&M
Year Sales Coat Cost

1
2
3
4
5
6
7

9
10
11
12
13
14
15
16
17
18
19
20

795.
')u7.
946.

1126.
1228.
1339.
1461.
1594.
T73,.
18%6.

2256.
2461.
2664.
2 28.
3194.
3484.
3800.
4145.

1516 152.
164.
177.
191.
207.
223.
241.

281.
164.
328.

413.
446.
482.
520.
562.
607.
655.

Project NPV:

Fed tax credit:
State tax credit:

4279

40%
355 (after federal)

Insur Mortgage Cash Flow Interest Fed State
Cost Payment Before Taxe Cost Taxes Taxes

76.
b2.

89.
96.

103.
112.
120.
110.
141.

164.
177.
191.
206.
223.
241.
260.
291.
303.
128.

1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
"l 41l.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.

4595.
-640.
-581.
-516.
-466.
-368.
-283.
-191.
-89.

22.
143.
276.
421.
580.
754.
944.
1152.
1380.
1629.
1901.

1104.84
1087 .u3
1068.53
104'.33
1023.79
997.67
968.67
93u.40
900.75
861.10
817.08
768.21
713.98
653.77
586.95
512.77
410.43
339.04
217.60
124.99

353.86
-466. 76
-466.96
-466.98
-46. 77
-466.30
-4(65.53
-464.38
-462.80
-460.71
-45e.07
-454.73
-450.62
-445 .
-439.56
-432.33
-423.74
-413.59
-401.68
-367.75

-71.56
-71.61
-71.64
-71.65
-71.62
-71.54
-71.42
-71.25
-71.01
-79. 6(4
-70.28
-69.77
-69.14
-68.37
.67.44
-66.33
-65.01
-63.46
-61'.63
-59.49

Discousted
Cash Flow Cash Flow
After Taxes • After Taxes

4313.03
-101.62
-42.32
22.35
92.85
169.73
253.54
344.91
444.52
s55.09
671.43
800.40
940.97

1094.15
1261.06
1442.94
1641.09
1856.98

'2092.15
2348.33

2608.15
-54.19
-19.90

9.27
33.96
54.73
72.10
6.49

98.30
107.85
115.46
121.37

125.83
129.02
131.13
132.32
132.70
132.42
131.56
130.22
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Figure 7

Residential Photovoltaic System Cash Flow Anaiysis

Mortgagie Financing

Project NI'V:

Fed tax credit:
State tax credit:

Elec Capital O&M Irur Mort;.iage Cash Flow Interest Fed State
Year Sales Cost CoSt Cost Payment Before Taxes Cost Taxes Taxes

124-.

1,17.
1763.
1324.

2,eLl).

2417.
2723.

3247.
3534.

155.
4205.
41;7.
50')4.

545~.
5954.
64'4.

1518. 15..
1t,4.

2 7.
223.
241.

3~4.
32d.
3 ;4.
3,52.

445.
4.i2.
520.
562.
607.
655.

76.

82.

96.
103.
112.
123.
130.

141.
152.
164.
177.

191.
20C.,
223.
241.
21'.2(,

'
.

261.
301.
32 .

1261.
1261.
1261.
1261.
1261.

1261.

1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.

-1762.
-149.

-45.
68.

192.
328.
476.
637.
A14.

1007.
1216.
1448.
17,0.
1)75.
2275.
2603.
2962.
3354.

37$.
4250.

11n4. .4

1
0 8.5 3

1047.33
1023.79

997.67
968.67
936.48
900.75
861.10
817.08
768.21
713.98
653.77
586.95
512.77
430.43
339.04
237.60
124.99

-466.40
-466.76
-4k o. 

-466.98
-466.77
-466.30
-465.53
-464.38
-462.80
-460.73
-456.07
'-454.73
-45C.62
-445.60
-439.56
-432.33
-423.74
-413.59
-401.68
-387.75

-71.56
-71.61
-71.64
-71.65
-71.62
-71.54
-71.42
-71.25

-71.01
-70.69
-70 .28
-69.77
-69.14
-68.37
-67.44
-66.33
-65.01
-63.46
-61.63
-59.49

Discounted
Caqh, Flow Cabh Flow
After Taxes . After Taxes

-1221.76
389.83
41'.75
607.09
730.69
8065.40

1012.47
1172.-5
1347.52
1538.08
1745.85
1972.39
2219.37
248.62
2782.16
3102.14
3450.95
3831.16
4245.59
4697.30

-740.03
207.88
" 12.11
251.75

272 .04

267. -

3 .0. '2

20C,9.
296. "

2~ 3.4t.
28'?. 31
2.4.46
270.05
."3.1"
26o .q7

260.47

Figure 8

Residential Photovoltaic System Cash Flow Analysis

Mortgage Financing

Project NPV:

Fed tax credit:
State tax credit:

Elec Capital 06 Insrur Mortgage Cash Flow Interent Fed State
Year Sales Cost Cost Cost Payment Before Taxes Cost Taxes Taxes

1246.
13b.
1482.
1617.
1763.
1924.
2098.
2289
a497.
272,.

3243.
3334.
3855.
4205.
4587.
50,4.
545.
5954.
6494.

1518. 152.
164.
177.
191.
207.
223.
241.
263.

2ol.
104.
32c:.
354.
382.
413.
446.
432.
520.
562.
607.
655.

76.
82.
89.
96.
103.
112.
120.
130.
141.
152.
164.
177.
191.
206.
223.
241.
260.
281.
303.
328.

1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.

1261.
1261.
1261.
1261.
12C1.
1261.
1261.
1261.
1261.
1261.
1261.
1261.

2702.
-149.
-45.
68.
192.
328.
476.
637.
614.

1007.
1218.
1448.
1700.

1975.
2275.
2603.
2962.
3354.
3762.
4250.

1104.84
1087.63
1068.53
1047.3
1023.79
997.67
968.67
936.48
900.75
861.10
817.00
768.21
713.9u
653.77
566.95
512.77
430.43
339.04
237.60
124.99

-466.40 -71.56
-455.76 -71.61
-466.96 -71.64
-466.98 -71.65
-466.77 -71.62
-466.30 -71.54
-465.53 -71.42
-464.38 -71.25
-462.60 -71.01
-4n40.73 -70.69
-456.07 -70.28
-454.73 -69.77
-450.62 -69.14
-445.60 -68.37
-439.56 -67.44
-432.33 -66.33
-423.74 6S5.01
-413.59 -63.46
-401.68 -61.63
-387.75 -59.49

Discounted
Cash Flow Cash Flow
After Taxes . After Taxes

3240.24
389.63
493.75
(07.09
730.69
865.48
1012.47
1172.75
1347.52
1538.08
1745.65
1972.39
2219.37
2488.62
2762.16
3102.14
3450.95
3831.16
4245.59
4597.30

19 4.42
207.88
232.19
251.75
267.20
279.09
287.91
294.08
297.9d

299.93
300.22
299.09
296.78
293.46
289.31
284.46
279.05
273.19
266.97
260.47

Lo cation:
1'r,,4.tL .L.rL y a:.Ar

Ar.:..:,; '.',put:

Sy.L ~s Cuit:
Down P..ynm nt:
Fed Tax R.,te:
State Tax k;.te:
Facility life:
Loan 1i :v:

I.,.. An.,eles
19.s2
109', k ,'Wh
$111S0.00
10%
352
5%
20 yea r,
20 yva.,r.

Location:
Projlvt s.tart year:
Annual output:
Syutv:.. COt:
L..vn Parn..nt:
Fed Tax Rate:
Stat., 7..x Rate:
Facility lIfe:
Loan life:

Los Anr,cles
1982
19i98 kkh

$111Gi. (.o

35%
51
20 years
20 years
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Figure 9

Residential Photovoltaic System Cash Flow Analysis

Hortgage Financing

Location;
Prslu,, ut.Art ydAr:
Annunl ot;tp.t:

SybtVn Lost:
DcoDL :Iayr.,nt:
Fed Tax hate:
State '.ax 'ate:
Facil1 1/ IIIL;
Loan life:

Project NPV:

Fed tax credit:
State tax credat:

.oo An,eles

10M9h vWh
61i1l o.uu
10%
35%
5%

20 ye.ar:.
20 years

40%
36 (after federal)

Eiec Capital '0OM Incur ortga ge Cash Flow Intere.st Fed State
Year Sales Cost Cobt Cost Pay eit Before Taxes Cost Taxes Taxes

1246.
1353.

1017.
1763.

20')98.

2289.
24'#7.
2'.3.
2970.
3240.
3534.

420J5.
4587.
504.
5458.
5954.
6494.

1518. 152.
164.

17;.

207.
223.
241.
26').
2hl.
J621.

32H.

382.3h-
41.

44',.
4k2.
52,.

562.
607.
655.

7U.
82.

W).
96.

103.

112.
120.
130.
141.
152.
164.
177.
191.
2(,-,.
223.

241.
260.
281.
303.
328.

1201.
2261.
1261.

1201.
1261.
1261.
1261.
1261.
1261.
1261.
1261.
1261.

1261.1261.

1261.

1261.
1261.

1261.

6365.
-149.
-45.

68.
192.
328.
476.
617.
814.

1007
1218.
1448.
1700.
1975.
2275.
2603.
2962.
3354.
3782.
4250.

1104.84
107.61
1068.5 3
1047.33
1021.79
997.67
968.67
936.48
900.75
861. V)
817.08
76A.21
713.98
65 .77
586.95
512.77
430.43
339.04
237.60
124.99

822.58
-466.76

-406t.6
-4tG.98
-466.77
-466.30
-4(5.53
-464.38
-462.80
-40.711

-458.07
-454.73
-450.62
-445.60
-439.56
-432.33
-423.74
-413.59
-401.68
-387.75

-71.56
-71.61
-71.64
-71.65
-71.62
-71.54
-71.42
-71.25
-71.01
-70('.69

-70.28
-69.77
-69.14
-68.37
-67.44
-66.33
-65.01
-63.46
-61.63
-59.49

Discounte d
Cash Flow Cash Flow
After Taxes After Taxes

5634.05
380.83

491.75

607.09
730.69
865.48
1012.47
1172.75

1347.52
1518.018
1745.85
1972.39
2219.37
2488.62
2782.16
3102.14
3450.95
3831.16
4245.59
4697.30

340t,.11 1
207. tzz
2 32.19
251.75
26,7.26

279.09
287.cl
294.0S
297.-'0

300.22
299.0.

29')3.4,
2A).31
284.4o
279.05
273.19
266.97
260.47
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respectively. The impact of this subsidy is enormous. Figures 7, 3 and

9 repeat the cash flow analyses for the conditions of no subsidy, federal

tax subsidy, and combined federal and state subsidies for a residence in

Los Angeles, where annual solar insolation exceeds that in Boston by over

50%.

These results, when combined with the sensitivity report of Fig. 1,

underscore the dependence of PV worth upon three critical,

region-specific parameters: solar insolation, local utility rates, and

level of tax credit/subsidy. The next section explores the significance

of this fact on its regional basis.

4.0 PV I1orth: A U.S. Regional Analysis

It has been shown that PV economics is largely dependent upon

specific regional factors: insolation, electricity costs, and local tax

credit subsidies (in addition to federal). It is not within the scope of

this summary to present a detailed regional PV worth analysis. Such a

study in 1931 would be premature simply because electricity costs and

legislation of tax credits are too unpredictable. A detailed regional

assessment will be appropriate at a point much closer to the break-even

year.

A first-order assessment can be useful, however. Figures 10 and 11

utilize regional solar insolation to derive a levelized energy cost under

various PV purchase-cost assumptions. The analysis adapts the levelized

cost methodology described by Clorfeine (presented in Appendix A) and

parameterizes the level of tax credit subsidy. The third major variable,

the local electric rate, is supplied by the reader and compared with the

values of the zone and tax credit matrix of Fig. 9. Levelized costs well

_ I~ II IN I I I_
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Figure 10

ANNUAL SOLAR INSOLATION (kwh/m2)

ZONE kwh/in 2

' 2430

2220

2010

1800

( 1590

1380

o 1170

0 950

3' , oh



Figure 9

Zone/Subsidy Matrix of PV system Levelized Costs
1980 Dollars
Low Cost (Installed): $150/m2

(limit on tax credits based on 60 m2 system size)

Levelized Cost: c/kWh (1980$)

system efficiency: 10%
buyback rate : 80%
Fixed Charge Rate: 12%

High Cost

O&M Cost

(Installed): $300/m 2

: $50/m 2 year

Annual Insolation
kWh/m 2 yr

No Tax Credits
Low High

Fed ITC = 40%, max 10k
Low High

Fed ITC = 40%, max 10k
State ITC = 35%
Low High

8.2 16.1

9.0 17.7

9.9 19.5

11.1 21.8

12.5 24.7

14.4 28.4

17.0 33.5

20.7 40.9 12.6 31.9

Zone

2430

2220

2080

1800

1590

1380

1170

5.0

5.5

6.0

6.7

7.6

8.8

10.4

12.6

13.8

15.2

17.0

19.3

22.2

26.2

3.3

3.6

4.0

4.5

5.1

5.9

6.9

8.3

9.1

10.0

11.2

12.6

14.6

17.2

1-4

8 960 8.4 20.9
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below current electric rates in a chosen zone with similar tax credit

subsidies is reasonable indication of early-on PV penetration.

5.0 Alternative Configurations

Two primary "special" configurations have been investigated as a

result of subcontracts to the Photovoltaics Program: PV operation in

tandem with electrical storage and PV/T combined collector systems. A

third study investigated those issues that distinguish PV retrofit from

new construction applications. A summary of the findings of these

studies is presented here.

5.1 Photovoltaics and Storage

Two principal studies were contracted to investigate the economics of

residential photovoltaics plus storage. The first study was conducted by

the author (12) at MIT and examined photovoltaic operation in tandem with

a novel concept in stationary flywheel storage. A second study by Caskey

and Caskey at SANDIA (7) presents an exhaustive and well-written

parametric evaluation of the worth of photovoltaics with batteries. This

section will concentrate on a comparison of these two reports.

The primary difference in modeling assumptions between the two

studies is that the flywheel analysis simulated a storage device

dedicated to the PV array, whereas the battery study examined the

feasibility of system storage, allowing for configurations involving no

photovoltaics whatsoever. Even so, it is possible to compare the two

studies for low buyback rates coupled with flat, or mildly differentiated

(peak to base) time-of-use pricing schemes. The studies report similar

results under these conditions, where buyback rates from 0 to 50% yield

positive optimum storage capacities for the lower storage cost forecasts.
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For example, SANDIA reports that for battery costs of $163/kWh, an

optimal configuration is that of a battery pack sized at 24 kWh coupled

to an 85 m2 PV array. The cost of such a system is projected at

$16000. The flywheel study defines the break-even cost of a similar

configuration at $13000, using a 20% investment tax credit. Applying the

20% credit to the $16,000 SANDIA figure yields $12,300, corresponding

well with the MIT result.

Specific conclusions drawn by both studies concerning the worth of

storage to photovoltaics include the following:

Storage serves the greatest increment in system value at the lower

(less than 50%) utility buyback rates (since low buyback rates are not

anticipated without significant renewables penetration into the utility

grid, storage is not likely to be of near-term interest as packaged with

photovoltaics. The utility system itself will serve the function of

system storage--MIT study).

For low expected storage costs, the addition of storage increases the

size of an optimal PV system.

Due to the latter fact, and also that storage tends to displace

energy on utility peak, storage increases the opportunities for

displacing imported oil.

Time of use price differentials above 2:1 are required before utility

rate structures begin to enhance storage economics.

Greater opportunities exist for cost reduction with battery storage

systems as with the stationary flywheel concept.

5.2 Photovoltaic/Thermal Combined Collector Systems

Two major studies were conducted to investigate the suitability of

joining photovoltaics with flat-plate solar thermal collector systems,

---- 1111111"I"l
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again at MIT (13) and SANDIA (18). Neither study bodes well for

combining the collector functions. Basically the combined collectors

suffer from inferior operating efficiencies coupled with a mismatch of

optimum sizing for the thermal and electrical components.

The IIT study investigated a PV/T liquid collector system set in

three alternative northern U.S. locations: Boston, Madison and Omaha.

It determined that for specific ranges of total collector area, the costs

allowed to combined collectors exceeded those allowed to the separate

collectors standing side by side. This range centers around GO m2 for

Boston and 40 m2 for Omaha. Outside of this range, one or the other

side-by-side system shows higher allowable costs, the lower range

dominated by higher proportional thermal component and the higher range

looking for a high proportion of PV. This merely says that the thermal

component of a separate PV/T system is optimally sized smaller than the

electrical component. It also suggests that given further optimizing of

the relative PV to T areas for the separate collector system in all

ranges of total collector areas, the allowable costs will be slightly

above those of the combined collector system.

Will the total costs for a combined collector system be lower than

those of separate collector systems? A review of the lIT figures reveals

that the difference in allowable cost is not significant, on the order of

$10-$30/m 2. The costs of installation would probably favor the

combined collectors. The combined collector system consists of all the

components that the separate configuration requires, but in addition must

be equipped with a heat rejection unit for PV cooling in the summer.

Experience in the field has shown that overheating is a serious problera

for integral mount designs. All costs associated with alleviating this
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problem must be accounted for on the allowable costs curve. If a

stand-off design is used, this eliminates the roof credit. Thus,

overheating of integral mount PV may be a point in favor of combined

collector systems.

The MIT study recommends that further funding of research and

development of liquid collector PV/T (of design similar to that used in

their analysis) proceed on the basis that proposals offer promise of

developing systems $10-$30/m 2 less costly than an equivalent area of

optimally proportioned separate collector systems.

5.3 PV Retrofit

A study was performed by the author in September, 1931 examining the

features of a PV retrofit application that distinguish PV economics from

installations on newly constructed residences. The results of that

analysis are summarized as follows.

While the higher thermal and electric loads of older homes work to

increase the value of a PV array relative to a less energy-intensive,

newly constructed home, numerous other forces serve to cncrease the

financial viability of photovoltaics for the latter. These include more

convenient and attractive financing terms, lower costs and enhanced

efficiency with architectural integration, and generally lower costs of

operation, maintenance, insurance, and system mounting and installation.

Also, with larger available rooftop areas the fixed costs are more easily

hidden, bringing down the cost per unit of installed PV capacity.

The analysis states that certain attractive financing terms can more

than offset the disadvantage borne by the sometimes costly physical

constraints associated with PV retrofit. As a result, retrofit

applications will probably prove viable when entrepreneurs can package PV
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systems for the homeowner, both financially and as hardware. Financial

packaging may occur through lease arrangments or provision of long term

financing. Hardware packaging may occur when installation teams are

trained to acconmodate alternative roof structures to the ready

acceptance of PV arrays using innovative, low-cost support structures.

It may also occur when PV systems can be developed in so simple and

modular a fashion as to allow for homeowner installation, with sale out

of local building supply stores.

5.0 PV Costs: Where Are We?

A study was conducted by Cox (8) examining the costs associated with

the installation and operation of complete residential PV systems. A

summary of the results of that study is shown in Fig. 12. It appears

from this figure that under certain conditions, meeting the 1986 DOE cost

targets of $1.60/Wp is possible. However, an investigation conducted

through conversations with industry representatives (manufacturers and

system designers) led to what is believed to be a more realistic

assessment of current and projected costs. These results are shown in

Fig. 13. Current estimated module costs compare well with the DOE

numbers, although actual costs for a complete, installed system appear

roughly $5/Wp greater than the DOE estimate. The gap widens

considerably in the coming years. Industry projections show that 1983

DOE cost goals are not met until the early 1990s.

Other findings of the cost-study conducted by Cox include:

1. Wiring costs should be minimized by use of recessed contact
weatherproof quick-connectors for interconnecting modules.

2. Installation of the power conditioner should be below target
costs.
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Figure 12

SILICON SYSTEM COST SUMMARY (1980 $/Wp)

1986 DOE
GOAl

1986 PROJECTED

NEW RETROFIT

0.70 1.08 0.70 1.08

0.27 0.66 0.50 0.81

9.00

0.63 0.77

POWER CONDITIONER

PURCHASE 0.25

INSTALL 0.13

0.19 0.98 0.26 1.36

0.04 0.08

SYSTEM DESIGN 0.12

1.60

OPERATE

MAINTAIN

0.05

1.25 2.75

0.31 0.40

0.09 0.30

1.65 3.45

0.10

1.64 3.43

0.54 0.69

0.09 0.30

2.27 4.42

/'

10.00

20.7 21.04

1.14 1.50

0.23 0.27

21.44 - 22.81

ARRAY

PURCHASE

INSTALL

1980 STATUS

0.93

0.17

1.600.40

0.04

_ --- 1111111 111 11111111 1111111111111I, c--
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Module Cost

Full Systemi

Installed Cost

January, 1982

1985

1983

1991

$8-9/W

G/W_

3/W

1/Wp

$25/W'

p

4/Wp,

*Conversation with industry representative. These values represent
subjective expectations as to the range of prices one may expect given
the current direction in PV development.

+Utility interactive system in easily accessible location; Stand-alone
battery systems currently (1981) sell for roughly $35/Wp.

**Assumes new administration is elected with favorable subsidy program
vis a vis commercialization/tax credits which spur demand.

++Assumes high volume market.

Figure 13

Some Representative Industry Expectations*

(1980 Dollars)

November, 1981
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3. Self-cleaning or owner-cleaning of modules will be necessary as

professional module cleaning is too expensive.

4. An overall system markup of 30% is compatible with 198G cost

goals while 60% and higher markups are not likely to be seen.

7.0 Critique of the Worth Analysis Effort

There are two issues that should be raised in critique of the PV

worth analysis effort. One pertains to analytic detail, the other to

program redundancy. The homowner purchase scenario depicted in Section

2.0 reduced all worth studies to date to a simple, two minute back of the

envelope evaluation. Of course there is good reason for the more

sophisticated analysis. First there is the issue of multimillion dollar

funding allocations. Only more sophisticated analyses can determine

which system components critically need cost reductions and what

alternative configurations might enhance PV worth. On the purchase side,

exhaustive research helps define why lease option terms might be more

attractive in San Diego and Boston than in Milwaukee. The problem that

has arisen in the later analyses is whether too much effort went into

modeling detail when other factors were clearly limiting the analysis.

Is a 40-parameter, hourly (1 year) PV simulation model justified when the

input is National Weather Service massaged data? Should one be concerned

with modeling time-varying utility buyback rates when a 10% change in so

political a variable as the solar tax credit is five-fold more

significant?

There are many inherent limits to projection of PV worth for a 10-20
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year time horizon. These should be considered first before establishing

the detail of the various models.

Numerous reports have been sponsored by the DOE for the assessment of

PV worth. Some of these studies may appear redundant. On the other hand

they may provide a necessary cross-check on results. They certainly

provide valuable checks so long as the researchers are aware of each

others work, and hence communication is important.

8.0 Summary and Conclusions

Two critical perspectives have been addressed by the analyses of

residential PV worth. For the researcher and designer, allowable costs

have been established. For the homeowner and institutional

decision-makers investment figures of merit have been identified. The

first allowable cost figure was established in 1973 and set at $0.50/W

(1975 $) for the PV module component alone. This is very nearly the

median of allowable costs projected from todays more refined analyses.

These show allowable installed system costs ranging from $1.50/Wp to

$4.00/W (1980 $), depending upon certain critical variables. The more

critical variables are few, and are locally defined: level of solar

insolation, local utility rates, and locally available tax

credit/subsidies (in addition to the federal). Other parameters that are

critical, but more predictable (and hence embedded in the analysis) are

the PV array efficiency, utility buyback rate, utility rate escalation,

and homeowner discount rate.

One concern that appears to impact heavily on residential PV

economics, and that has not been treated widely in the literature, is

whether homeowners will be taxed at their ordinary income tax rate for
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electricity sold to the utility. If so, will it be for all PV

electricity produced (requiring 2 meters, as in simultaneous purchase and

sale), all PV energy in excess of instantaneous load, or on the basis of

net energy sold over some pre-established time period (utility billing

period, tax period, etc.). Assumptions here are critical in the final

analysis.

With regards to special applications, the simplest are the most

surviving. With higher anticipated utility buyback rates, batteries do

nothing to enhance the value of photovoltaics. Photovoltaics attached to

thermal collectors are suboptimal compared to side-by-side systems. New

construction applications for a simple utility interconnect system offer

cost savings over typical retrofit installations.

In matching industry expected costs with the latest assessment of

investor allowable costs, one suspects that the residential market will

begin to accelerate around 1990. It will happen first in those areas of

high solar insolation, high utility electric rates and significant

investment incentives (tax credits or others). An analysis of current

trends shows that these break-even years for residential photovoltaics

should be welcomed by a ready institutional climate.
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Appendix A: Summary of Evaluation ilethods

Several methods have been developed for analysis of PV worth under

the unique conditions characteristic of a solar technology. These methods

range in both sophistication and purpose. The earlier methods address

simple cost break-even objectives while the latter simulate the cash

flows requisite for investor decision analysis.

Several of these methods are listed as follows:

IMethod Origination Purpose Reference

Break-even Analysis Carpenter & Tabors Cost Goals 6
MIT Energy Lab

Utility Method of Clorfeine, DOE Simplified 3
Levelized Cost Lev Cost
Comparison

.ortgage Finance, Dinwoodie, I1IT Cost Goals; 15
Cash Flow Analysis Energy Lab Cash Flow

Investment Analysis

Nomograph Bawa, Nomograph for 1
Texas Instruments Engineering System

Sizing

Figures A-i through A-4 provide a closer look at these rethods.
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Figure A-i: Carpenter & Tabors/Uniform Methodology*

(ref. L)

SUG DSlTf'D UrR-O&YND FCONMIlC VALUATION YETHOPOLCNY

It is important at the outset to distinguish between the methodology

in general and the particular way in which It will be configured to

examnine user-owned photovoltaics. In general, the methodology defines

two numbers. The first is called the "break-even" capital cost and is

calculated by finding the difference between the user's electricity

bills with and without the device according to the following formula:

( X760C01 . EFACT(J) . DFACT(J) FIXEDC

ECCc ( E :1m - iz.. - _Z VAR)
C (1 + p)J . ACOL

" system . 1000 w/mZ

Where:

BECC - Break-even capital cost in /W(peak) Syste-

oi - Utility bill for hour i without device in S

Vi Ctilaty bill for hour I with device ina

EFACT(J) * weighted fuel price escalation factor for year J
based on fuel price component of rate structure

DFACT(J) * benefits degradation factor for year J based on
module degradation

* discount rate appropriate to user

a. * lifetime of device

ACOL - collector area in a
2

FIXEDC - fixed subsystem costs (including installation,
power conditioning, lightning protection, etc.) in S

VARC - variable subsystem costs (including installation
SOLM, markups, insurance, taxes, etc.) in S/m2

n system • system efficiency.

IECC can be considered an economic indifference value - that price at

which the user would be economically indifferent beteen having and not

having the device. This formula contains a number of features. First,

the vIluation which is the difference in the utility bills to the user,

is determined by the utility rate structure and whatever the utility is

willing to pay for surplus energy supplied by the owner to the grid. If

the rate structure reflects the load demand on the utility (as under

peak-load pricing), then this valuation explicitly values the "quality"

component of the energy supplied by the device. Second, it is a figure

defined in dollar units. This automatically adjusts for the scale of the

device and allows direct comparison between two devices in the same

application.

To calculate S/w(peak) module, the traditional value used by the
Photovoltaic Program n module should be substituted for n system in the
denominator of the equation.
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Figure A-2: Clorfeine/Levelized Energy Cost (ref. 8)

Q CR+M x104
n UH

Q - homeowner's annual amortized payments for the PV system (C/KWH)

C = THE TOTAL INSTALLED SYTEM COST ($/M2) WHICH INCLUDES MATERIALS,

PROCESSING, LABOR, AND BALANCE-OF-SYSTEM COSTS

R - FIXED CHARGE RATE FOR HOMEOWNERS, WHICH TAKES INTO ACCOUNT THE

EFFECTIVE PRINCIPAL, INTEREST, TAXES AND INSURANCE CHARGES.

M = YEARLY OPERATION AND MAINTENANCE CHARGES ($/M2 year)

n = SYSTEM ENERGY CONVERSION EFFICIENCY

U * ENERGY UTILIZATION (Z) = [1 - F(1-S)] x 100.

F = FRACTION OF ENERGY OUT OF PHASE, WHICH IS TYPICALLY ONE-THIRD

S = UTILITY SELLBACK RATE

H - AVERAGE HOURS PER YEAR OF 1 KW/M 2 INSOLATION.
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Figure A-3: Mortgage Cash Flow (ref.15)

Mortgage Finance MethQd

KB -m -yb. tj - a y yb Ot + Gt - Tt

,"" (1 + r)t. y-yb

- I. - Pt ( -TRt) Ft

(1 r)t . *yy

where,

NB - net benefits to accrue to the project over its operating life

.y-y general inflation multiplier computed for the current
Calendar year y with respect to soe base year yb.

O=  Capital escalator computed for the construction year with
respect to some base year.

T - real price escalator applied to displaced conventional ene-gy
j (different rates applieJ to electricity, oil, gas, etc.)
during the current calendar year y with respect to some base
year Yb

Stj returns to the project in year t in terms of the value of
displacing conventional energy of type j.

0 * percent down payment/lO0.

St investment tax credit allowed in year t

I a initial capital cost

J * denotes type of energy diplaced (electricity, gas, oil)

r a mortgage life

L * project life

Oa annual (In year t) operating and maintenance costs including
insurance costs.

r * homeowners discount rate

t * project year

Tt sum of taxes in year t

TRt homeowner's tax rate in year t

Ft a mortgage interest charge in year t computel as

Ft a A -Pt, where;

A * annual .sortgage payment, given by

A - I . (I - 0) . (i/[l - 1/(l + i))N])

I * annual mortgage rate

Pt payment required on the balance of principle in year t, frnm

Pt I . BALt, e*re

SALt • A [I - 1/ (1 + 1) N-t+l] /
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Appendix 3: Recent Analytic Assumptions



-- -- - - InMAII i~

11-39

Figure B-I

System Component Specifications

Glass thickness (cm)
encapsulant thickness
outermost substrate thickness (cm)
conductivity of glass (w/cm*C)
conductivity of encapsulent (w/cm*C)
conductivity of substrate (W/cm'C)
ra product of cell
to. product between cells
emissivity of glass
emissivity of back surface
packing factor (total cell area/gross cell area
IR absorptivity of glass
IR absorptivity of Sack surface
visible absaorptivity of roof
IR absorptivity of roof
emissivity of roof
reference cell efficiency
Eff. charge coefficient
reference temperature for ref cell efficiency (*C)
mounting angle from horizontal

.32

.15

.10

.0105

.00173

.01

.8

.75

.90

.90

.99

.6

.903

.933

.135

.0045
28.

latitude + 5*

" I
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Figure B-2

Base Case
Residential Electricity Rates by Region*
(Based on Average 600 kwh/month Usage)

Boston

Fixed Charge

per kwh/charge
fuel adjustment

Fixed charge

per kwh/charge
fuel adjustment

$1.17/month

3.950/kwh
3.905/kwh
7.86TIkwn

Madison

$2.50/month

4.14e/kwh
$ .52/kwh
4.66/kwh

Omaha

Fixed charge

per kwh/charge
fuel adjustment

$3.95/month

3.64e/kwh
.208/kwh

63.85/kwh

* Source: Correspondence with the electric
utility in each respective region
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Figure B-3

Base Case Market/Financial
Parameters and Annualized Costs

Market Parameters

Escalation in Home Heating Oil Prices (real)
Escalation in Gas Prices (real)
Escalation in Electricity Prices (real)
General Inflation Rate

Utility Buyback Rate

Electricity Rates (1980 Boston)
Fixed Charge
kWh Charge
Fuel Adjustment
Total

Finance Parameters
System Installation Date
System Lifetime
Homeowner Discount Rate (real)
Homeowner Tax Rate
Mortgage interest rate (real)
Down payment
Investment tax credit
Property taxes

2%/year
2%/year
1%/year
12% in 1980, declining
linearly to 6% in 1986,
6%/year thereafter
.80

$1.17/month
3.95 C/kWh
3.905 C/kWh
7.86 C/kWh

1986
20 years
5%
35%
3%
10%
0
0

Cleaning and Inspection

PV-only system*

Annualized Costs
(Annual Cost)

$25 + $1.00/m2

Maintenance

PV-only System

(Present value at 5% discounting)

$13.00/m
2
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Chapter 3

The Economics of the Photovoltaic-Utility Interaction

Alan J. Cox

Susan Finger

Richard D. Tabors

1.0 Introduction

The economic potential of photovoltaics will depend upon either the

availability of inexpensive electricity storage or the existence of

advantageous arrangements for the interconnection of individually-oaned

systems with electric utility grids. These interconnection arrangements

would include prices for both the purchase of power by the photovoltaic

owner (selling prices) and prices for the purchase by the utility of

excess solar electricity (buy-back prices). If selling rates to

photovoltaic-owning customers (Pe) do not differ from rates to other

customers and the buy-back rate is a high proportion of the selling rate

(proportion B), then grid-interconnected systems will generally have an

economic advantage over stand-alone, storage-augmented systems.* The

elimination of storage requirements will reduce the overall cost of the

photovoltaic systems that an individual might buy, improving their

economic viability substantially.

The proportion, B, and the price, Pe' will be determined by the

characteristics of the photovoltaic systems, of the electric utility and

of the regulatory environment. For instance, if solar electricity helps

to reduce peak utility production and is acceptable, its value to the

*For a discussion of the legal and institutional issues associated
with the Public Utilities Regulatory Policy Act (PURPA) P.L. 95-617,
specifically Sections 210 and 210a, see Chapter 6.
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utility is high. If, in addition, the regulatory authority imposed

buy-back rates based upon a utility's highest costs of electricity

production while selling rates were still based upon average costs, nmay

actually be greater than one. If, on the other hand, photovoltaic

production in a given location is very erratic and its purchase by a

utility decreases the utilization rate of the utility's capital, then

Pe will be high and B low. If the quality of the solar electricity

were poor, in terns of such engineering concerns as wave forn, reactive

versus real power or frequency control, then B should, again be low.

The economic effect of photovoltaics on the operation and finances of

an electric utility can be measured. This chapter describes the economic

impact on a utility of distributed power systems such as photovoltaics.

These systems range from the conventional, such as cogeneration, to the

renewable, including wind and solar. They can be characterized, firstly,

by the fact that their output cannot be controlled by the central

utility. They are nondispatchable; solar, for instance, is only

available when the sun shines and cogenerated electricity is available

only when process steam demands are sufficiently high. They are also

distinguished by having very low operating costs, certainly lower than

conventional generators.

The evaluation of distributed power presented here will be entirely

economic. We will not concern ourselves with the quality of the

electricity fed back into the grid by a photovoltaic producer. We merely

assume that any solar electricity production that is above that required

by the individual owner can be fed into the grid in a form that does not
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adversely effect the quality of electricity to other customers. 1

Instead we focus upon the effect of photovoltaics on the utilites' load

characteristics, their capital requirements and, ultimately, their

financial situation. This leads to the estimation of appropriate selling

and buy-back prices for electricity under both a regulated and a

deregulated situation. Since regulation as it is now practiced is likely

to result in a schedule of prices that does not reflect the true costs

and benefits of distributed power systems, some attention will be paid to

the divergence between regulated prices and prices that reflect the real

economic costs of producing electricity.

This chapter reviews some issues in the economics and regulation of

electric utilities. It then describes a series of models that estimate

the impact of significant amounts of photovoltaics on the operation of

the utility, both in the long run and the short run. Using some

regionally typical utilities as examples, selling and buyback prices are

estimated. Prices estimated under various assumptions about the

regulatory environment are used in the following section to measure the

economic viability of photovoltaics under different scenarios. This

comparison will give an idea of the consequences of the regulatory

environment to the possible impact of photovoltaics.

2.0 Operation, Regulation and Economics of Electric Utilities

The primary problem faced by electric utilities is that they face a

demand for their product that varies through time. In addition there is

1For a general discussion of the problems involved in utility
interaction, see Tabors and White (1982). A technical discussion is
provided in Landsman (1981).
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no inexpensive way to store that product. The variation in demand has a

daily and an annual cycle, with the peak of the daily cycle generally

coming in the mid-afternoon and the peak of the yearly cycle coming in

the summer for nearly all U.S. utilities. Furthermore, the demand for

electricity tends to increase from year to year.

To meet this pattern of demand the firm's management has available a

stock of plants that consume fuel of varying costs at varying levels of

efficiency, and which can be expected to produce electricity with varying

levels of reliability. In addition, the average cost of generatinj

electricity can be altered by the construction of new plants whose

capital costs generally tend to vary inversely with their operating costs.

The object of utility management is to schedule the operation (and

maintenance) of these plants in such a way that the cyclical demand is

met at the lowest possible cost. Furthermore, the utility must choose

from the range of possible technologies to build new plants to meet

future levels of demand at the lowest possible cost.

The problem for regulators, in simplest terms, is to ensure that the

utility receives enough revenue from its sales of electricity to recover

all of its operating costs, all its costs of debt and, additionally, to

receive a "reasonable rate of return" on its investments.

Regulation has been necessary to keep the utilities from taking

advantage of their monopoly status and earning excessive profits.

Monopolies were granted for electric utilites because electricity could

be produced most cheaply by a single large utility able to build large

plants to meet base loads, a variety of smaller plants to meet cyclical

loads, and to operate a single distribution system. As long as costs

continue to decline with increases in annual production, then a "natural
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monopoly" will supply electricity at a lower cost than a group of

competitive firms. A natural monopoly will also exist even if costs are

increasing with supply as long as the cost of new competitors' generating

plants will be higher than those that the monopoly utility could build.2

However, regulating prices to ensure that the utility receives enough

revenue so that the firm breaks even will not, in general, ensure that

the economically optimal prices are set. Economically optimal prices

will not be set if the costs are, in fact, increasing with increases in

annual production. This may be the situation today. New generating

plants probably cost utilities more, per unit of capacity, than the

average cost of previous investments. That being the case, the average

cost of electricity (or the break-even cost) is lower than the cost of

production from the addition to capacity. If price is set equal to

average cost, as regulators attempt to do, then the price will be less

than the costs of production from a new unit. However, economic theory

rigorously proves, and intuition should tell us, that the price of

electricity to all customers should equal the cost of electricity from

that additional unit. Each customer should pay the cost of producing one

more kilowatt-hour of electricity, or he should benefit by that amount if

he reduces his consumption by one kilowatt-hour.

The same argument can be made in the hour-to-hour operation of the

utility. The utility minimizes cost by producing electricity from the

most efficient plants (generally the most expensive to construct) and

meets increases in demand with progressively less efficient plants. The

costs (or benefits) of meeting increases in demand (or of being able to

2See R.L. Gordon (1981), p. 2-31.

I
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reduce production due to a decrease in demand) has nothing to do with

some average of the cost of electricity from all the hydro sites, nuclear

facilities and some expensive oil plant. The cost of meeting this

increase in demand is the cost of producing electricity from the oil

plant, referred to as the short-run marginal cost. If electricity from

the oil plant costs $0.20 per kilowatt-hour, then the value of somebody's

cutting back of demand by a kilowatt-hour is $0.20. However, when prices

are estimated to allow total costs to be just recovered, then prices will

be equal to the average costs of all units producing electricity, some of

which may have a fuel cost of zero (as in hydro) or a very low fuel cost

(as in nuclear).

These concerns are important in the economic viability of

photovoltaics. As we shall see, photovoltaic electricity generally

reduces peak consumption of electricity (when the marginal cost is high),

and can displace some of a utility's expensive capacity expansion

requirements. The value of this production can, therefore, be high. But

the price of electricity to the consumer under today's break-even

regulation does not reflect the marginal value of this electricity, and

the incentive to build a distributed energy system is thus reduced.

Furthermore, the rates of return that utilities have been allowed in

the past few years have not even been high enough to give utilities an

adequate return on their investment, resulting in low ratios of market

value to book value in stocks and poor ratings of bonds. The revenue

that regulators allow utilities to collect are also held low by usin3

cost figures of an earlier "test year," when these costs may have been

lower. Problems also arise when utilities have large amounts of capital

tied up in expensive plants that are not allowed in the calculation of
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required revenue. Thus, the price of electricity may not even be high

enough to cover the average cost (or break-even cost) of producing

electricity.

Electric utility deregulation of the sort that would allow prices to

reflect the marginal cost of electricity is far behind that of oil or

even natural gas. The only piece of legislation that significantly

reforms the price structure of electricity is the federal Public Utility

Regulatory Policy Act (PURPA) PL 95-517 of 1978, specifically sections

210 and 210a. These sections set out the criteria under which utilities

will buy electricity from distributed owners. The act states that all

utilities must purchase any electricity offered to them by a "Qualifying

Facility," and that the buy-back rate will be non-discrininatory, in the

public interest and be just and reasonable to all customers. The selling

price of electricity to the distributed systems must not include back-up

surcharges (in case of a Qualifying Facility's temporary break-down or

lack of availability) unless such back-up is shown to be necessary and is

imposing an additional cost on the utility.

The phrase "just and reasonable to all customers of the utility" is

intended to ensure that the cost of electricity to other customers does

not increase as a result of the rates paid to the qualifying facilities.

The Act reinforces this protection by stating that buyback rates will be

no greater than the incremental cost of electricity to the utility.

Since the "incremental cost" is defined in what can simply be described

as the long run marginal cost of electricity,3, any buyback rate lower

3The Conference Report states that regulators "... should [in
estiamting the incremental cost] look to the reliability of that power to
the utility and the cost savings to the utility which may result at some
later date by reaosn of suppy to the utility at that time of power from
the cogenerator or small power producer."
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than the incremental cost will be a net savings to utility, savings which

will be passed on to other customers.

However, the rules promulgated by the Federal Energy Regulatory

Commission (FERC) under Section 210 make it clear that the price offered

for buyback electricity can be no less than the incremental cost. FERC's

ruling is that incremental buyback rates are the only ones that satisfy

the requirement that rates encourage development of alternate sources and

are also just and reasonable to all consumers, non-discriminatory and in

the public interest. Yet, while the rate paid for buyback electricity

should be the marginal cost of electricity, the language of the

Conference Report on PURPA indicates that Congress expects electricity

selling rates (i.e., for utility to consumer sales) to be estimated on

the traditional basis of an allowed rate of return plus fuel and

operating costs.

Niethodology

The systen for estimating the worth of photovoltaic systems that is

presented in this chapter has three elements. The first of these is an

appraisal of the effect of photovoltaics on the day-to-day electric

utility's operations and on its long-range planning. From this it is

necessary to estimate two sets of prices, the first being prices derived

from current regulatory guidelines, the second being prices that reflect

the true economic costs of producing electricity and the true economic

benefits of distributed production.

These two sets of rates can be used to estimate the profitability of

an investment in photovoltaics under the two pricing regimes using the

DOE photovoltaic goals as estimates of investment costs. The difference

in the profitabilities based upon the two pricing criteria will give us



III-9

some measure of the individual losses (or, possibly, gains) that would

result from the current regulatory situation. Regulated prices could

result, for instance, in losses for the photovoltaic investor while

economically efficient prices resulted in profits. In that case, failure

to reform electricity prices would result in the potential photovoltaic

market being virtually eliminated, even though they could provide

electricity more cheaply than the utilities marginal plants.

Figure III.1 is a flow diagram of the processes involved in this

assessment. At the heart of the assessment is a production costing model

which contains information on the operating characteristics of all the

generating stations that the utility owns. The hourly demand that the

utility must meet is fed to this model and it estimates the lowest

operating cost at which the electricity could be produced. These costs

are passed on to a rate setting routine which calculates the utility's

capital costs and adds that to the operating costs. The average price

per kilowatt-hour is then transmitted to a model of a private

photovoltaic user which estimates the profits (or losses) that would

result from an investnent in photovoltaics. The profitability estimates

take into account investment costs, financing costs, the value of

reducing electricity purchases from the utility and the value of sales of

surplus electricity to the utility.

Measuring the effect of photovoltaics on the operation of the utility

is initiated from the distributed power model, which alters the utility's

recorded demand for electricity by the amount predicted to come from

photovoltaics.

The Demand for Electricity

The demand for electricity is represented by a load duration curve
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which is a probabilistic description of the hour-by-hour demand of the

type shown in Figure III.2(c). The curve in III.2(c) merely shows the

probability of observing a certain level of demand. For instance, a load

greater than or equal to X* Ilegawatts will be observed P* percent of the

year. The load duration curve is derived from III.2(a), which is the

hour-by-hour observations of a utility's annual demand. These load

observations are arranged from largest to smallest to provide Figure

III.2(b). For any number of hours (read off the horizontal axis) the

load was greater than or equal to the level indicated by the curve. The

observation for 8760 tells us the minimum load observed for the whole

year. Figure III.2(c) is created by merely converting the number of

hours to the proportion of hours and then tilting the figure along a

forty-five degree line running from the origin.

Estinating Annual Utility Operating Costs

Electric power systems are operated with the goal of meeting the

electric demand at minimum cost. For a fixed set of generators, the

dispatch strategy that results in the minimum oeprating cost is to use

the generators in order of increasing marginal cost. In practice this

strategy may be modified to account for operating constraints such as

spinning reserve requirements, high startup or shutdown costs and

transmission constraints. The final ranking of generators is called the

merit order or the economic loading order.

The operation of the power system can be modeled by plotting the

capacity of the generators, in merit order, along the vertical axis of

the customer demand curve as shown in Figure 111.3. The demand level at

which a unit starts to generate is called its loading point. The energy

that a unit generates is the area under the customer demand curve between

4 1, IIIII IllIIInmla- I I
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FIGURE III-2

Jan 1 Jan 2
Figure 111.2 (a)

0 Percent of year

Figure III.2(b)

X*

Demand tMIW)

Figure III.2(c)

Demand
(MW)

000

Dec 30 Dec 31

Demand
(MW)

100

1.0
Probabil i



- - -I IIlrinlmiIIIIEYII YIIIuIIIIIII I IIIIIIIIhIIEIIIIImEIIiuII,~

111-13

FIGURE 111-3
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its loading point and the loading point of the next unit.

In the deterministic model, the conventional power plant with the

lowest marginal cost is loaded under the customer demand curve at a

derated capacity that reflects the plant's availability. For example, a

1000 MIW plant with an 0O percent availability factor would be brought up

to 300 I!!. This plant generates as much energy as it can to meet the

customer demand. Since if there is still unmet demand, the unit with the

next lowest marginal cost is brought on line. This process continues

until all the area under the load duration curve has been filled in. The

total cost of the system operation can be computed by multiplying each

plant's total megawatt hours by the cost per megawatt-hour for that plant

and then summing the costs over all plants.

A deterministic model of this sort tends to underestimate the total

cost of electricity, since plants are assumed to be available when

required. Uncertainties in demand are also ignored. Both of these

problems can be addressed by treating both demand and supply as random

variables. Each power plant has a probability of failure and an expected

time that it remains in a state of failure. Electrical demand has a

probability of being at a given level and an expected time that it

renains at that level. A complete description of the probabilitic model

can be found in Finger (1981).

The total operating costs of the utility are then passed on to a

rate-setting model. The primary purpose of this model is to estimate the

capital costs of producing electricity, allocate then to the different

customer classes and then add the capital costs to the fuel cost of

electricity. As described above, two sets of rates are estimated. The

first of these is the conventional regulated rate. The total revenue
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that must be collected includes enough money to pay all fuel bills,

operating costs, taxes, plus an allowed rate of return on all Drevious

investments. The required revenue for each plant for a aiven year is

RR = rK + C + d + T

where

RR is the required revenue,

K is the book value of all plants and transmission systems,

C is the fuel and operating cost of that plant,

d is the depreciation on all plants in that year, and

T is the total tax bill, including property and income taxes.

The bookl value of the utility's investments are estimated by first adding

interest costs incurred during construction to the construction costs and

subtracting out investment tax credits. A constant proportion of this

cost is then subtracted from the initial cost for each year of the

plant's tax life, until the book value reaches zero. For instance, a

plant completed in 1970 for a total cost of $100 million, with a tax life

of 20 years will have depreciated by $10 million every year, so that its

book value in 1982 is now $30 million. (Tax life does not equal actual

life. The plant may still be operating in the year 2000 with a book

value of zero.)

Plant costs are either estimated from information on year of

construction and plant size or are taken from utility-provided

information. Transmission and distribution investments may also be

explicitly available or are estimated from information on growth in sales.

From all the undepreciated values are subtracted the proportion of

the original cost that was financed by debt, rather than stockholders

equity. All the undepreciated value of the equity portion of the
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utility's investments are then added together to form the "rate base",

which is K in equation 1.

A second set of rates is estimated to reflect the long-run

incremental (or marginal) cost of producing electricity. This is

undertaken in two ways. The correct method, as described, for instance,

in Cicchetti et al. (1977), is to construct a generation, transmission

and distribution expansion plan that will allow the estimation of the

average cost of electricity into the future. This average cost will

depend on the forecast of future demand. The cost (or benefits) of

increases (or decreases) in forecasted demand can then be estimated by,

first, changing the forecast by small amounts, then redoing the expansion

plan for each change and finally, measuring the change in total costs

over the planning horizon. The change in total cost divided by the

change in total production will be the long-run marginal cost of

electricity.

This cost can be thought of as the expenses incurred per

kilowatt-hour, to meet new demand for electricity with new plants. All

customers are then charged that cost. An approximation of this cost

would be to estimate what it would cost to replace the entire electric

utility system at today's cost of capacity and compute the cost of a unit

of electricity on the basis of this replacement cost and the cost of fuel

from marginal plants.

This method, while an approximation, has the advantage of eliminating

the need for a complicated generation expansion model. To estimate the

replacement capital cost one merely replaces the historic cost with the

cost of new plants of the same type. The annual cost of holding this

capital is then estimated based upon a real rate of return and divided by
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the total production of electricity. An average cost of fuel from

marginal plants is then added to the replacement capital cost.

Different rates are estimated for two classes of customers; the larje

commercial and industrial class and the small commerical and residential

class. The difference in rates between these classes is due to

differences in billing and overhead costs and differences in the amount

of transmission and distribution equipment needed to provide a

kilowatt-hour of electricity to each of the classes.

Distributed Power Model

Since the levels of production of distributed power systems are not

under the control of the central utility they violate some of the

assunptions of the probabilistic production-costing model. One feature

of photovoltaics, however, is that their operating costs are virtually

zero. Any system that has such a low operating cost will be used

whenever it is available, whether it is dispersed or owned by the central

utility.

This suggests a straight-forward manner of incorporating

photovoltaics systems into the economic modelling system. Hourly

readings of solar insolation are available for many years for many

locations in the U.S. Also, the hour-by-hour demand for electricity

faced by the utility at these locations is also known. If we assume a

certain amount of photovoltaic investment, then we can convert the

insolation readings into capacity output and subtract that from the

hourly electricity demand readings. Ideally, the solar insolation

readings and the demand figures should be for the same hour of the same

year for the same location. In that manner it is possible to capture the

effect of the relationship between amount of sunlight and demand for



11-18

electricity, a relationship that may arise out of the demand for air

conditioning, for instance.

Once a new net load is created, the total demand is reordered into

the load duration curve. The new load duration curve can then be fed

back into the production costing model and rate-setting model to

establish the impact of photovoltaics on utility costs and revenues. The

new load duration curve is also passed to the generation expansion model,

which is then re-run in order to examine the long-run cost implications

of reduced demand in the future.

MIeasurenent of Reliability and the Capacity Value of Photovoltaics

No electric utility is perfectly reliable. The high cost of having

the necessary generating and distributing capacity in place to be

perfectly reliable is greater than most people would be willinj to pay.

In assessing the value of a distributed energy system, some target of

reliability must be set.

One neasure of reliability that is often used is Loss of Load

Probability (LOLP). The LOLP is the number of hours that the system is

expected to fail over a given time period. Target LOLP's for most

utilities are about one hour of failing to meet demand per year. When

interconnection with other utilities is included in the estimation, this

figure reduces to one hour every ten years, or a LOLP of .001 percent.

The LOLP can be derived graphically from the load duration curve.

Figure III.2(a) shows the load duration curve of some utility while

Figure III.2(b) shows the load duration curve transformed into an

"equivalent load duration curve." It is derived by adding to the

electric load handled by a plant, the "load" that arises due to

breakdowns of plants that are lower in the loading order. Each plant
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handles its usual load plus the load arising out of the unpreparedness of

more efficient plants.5

Once the load duration curve has been extended into an equivalent

load duration curve we can find the LQLP. This is done by reading up

from the maximum installed capacity to the newly generated curve. In

Figure III.2(b) the utility's maximum capacity is U. Reading upward to

point labeled L gives us the LOLP, which is the probability read off the

vertical axis at height UL.

The use of the LOLP provides a handy tool for measuring the capacity

contribution of photovoltaics and some other dispersed generators. The

objective here is to find the amount of 100 percent reliable capacity

that could be subtracted from the utility's capital stock and still

maintain the same level of reliability.

The procedure can be described with the help of Figure I1.4, which

shows two load duration curves, F and F'. Demand level U is again the

total rated capacity of the utility's system, and the distance UL is the

Loss-of-Load Probability with the original load. F' is the load duration

curve after K megawatts of photovoltaics have been added to the grid.

The horizontal distance between F and F' at height UL represents the

rated capacity that the utility could do without and still maintain the

same Loss of Load Probability. This distance is labeled ELCC for

Effective Load Carrying Capacity.

3.0 Analysis of Photovoltaic Worth

3.1 The Effective Load Carrying Capacity of Photovoltaics in Four Cities

Table III.1 gives our estimates of the ELCC for four cities. These

5The vertical axis of this cumulative probability function is the
probability that a unit operates at a given capacity for a certain
proportion of time.
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FIGURE III-4
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Table III.1

Effective Capacity of Photovoltaics

Photovoltaic
Nameplate
CapacityCity

Photovoltaic
Effective
Capacity

Photovoltaic
Output

5

as a
percent
of utility
system

200
1200

200
1200

200
1200

200
1200

3.7
22.2

3.7
22.2

3.2
19.1

3.7
22.2

59
105

as a
percent
of name-
plate

29.5
23.

U.5

6.2

80
407

71
304

40.0
33. 9

35.5
25.3

13oston results using 1975 electricity demand data and 1953
insolation data. Miami, Omaha, and Phoenix utilize 1975 demand
insolation data.

(,,h/yr)

3G0.2
22u3.7

289.G
1754.9

404.5
2509.L

233.7
1593.3

and

M iar. i

Onaha

Phoenix

3oston1
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results were generated by comparing hourly insolation readings for three

of the cities with the local utility's hourly demand for electricity.

Hourly demand for electricity was scaled up to the size required for the

synthetic utility simulation. The hour-by-hour comparisons are made for

1975. For the fourth city, Boston, hourly insolation readings were not

available for 1975, and so a "typical" year's data were used, 1953.

Column I of Table III.1 lists the assumed number of megawatts of

photovoltaics that have been connected to the utility grid. Colun 2

shows this photovoltaic capacity as a percentage of the peak demand that

the local utility faced during the year (scaled to meet the requirements

of the synthetic utilities). The third column of the table,

"Photovoltaic Effective Capacity," is the effective load-carrying

capacity of the photovoltaics. Column 4 shows these numbers as a

percentage of the rated peak capacity of all photovoltaic systems.

Finally, in column 5, we show our estimates of what the assumed

photovoltaic capacity would produce in one year.

The most striking conclusion from these results is the very high

effective capacity in Phoenix, Boston, and Miami. In the first two,

there seems to be a strong correlation between insolation and some

component of electricity demand, probably air conditioning. If

hour-by-hour insolation figures had been available, the ELCC for Boston

may have been even higher. In a city such as Omaha, on the othr hand,

air conditioning demand is, no doubt, high during long periods of at

least some cloud cover.

These high effective load-carrying capabilities have been found in

other studies. General Electric (1979) showed results very similar to

those in Table III.1, while Systems Control (1979) utilizing a somewhat
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cruder model got effective load-carrying capacities of 50 percent for

Albuquerque. For a comparison of these results, see Cox (1981).

3.2 Utility aates

One of the important purposes of developinj the modeling system was

to link together traditional electric generation analysis with an

analysis of dispersed power systems. The critical link in this analysis

has been the setting-of consistent rates and the ability to calculate the

buyback rate which a utility could afford to pay for excess user

generated power. The next section will discuss the buyback rate while

this section discusses the sell rates.

There is insufficient space within this report to discuss the

rationale for the development of alternative utility rates. To sunrxiarize

our previous discussions, the work completed has developed rates based

upon standard utility regulatory practices as well as upon the more

recently suggested rate structures contained both in the economic

literature and in the PURPA legislation. Most simply stated, the current

rates for a utility are set by customer class so that the company can

cover costs and return a fair rate on their invested capital.

Replacement rates involve recovering operating costs but setting the

capital component of costs at the level that would be required to build

or replace the next unit. Under time of day rates, the cost of capital

can either be allocated to the peak and base periods in proportion to

that of rate of use of capital stocks or can be attributed only to the

peak. The five rates developed cover this spectrum of possible rates.

The utility rates developed for each of the regional utilities under the

assumptions listed above are shown summarized in Table 111.2.

The significance of the rate structure on introduction of dispersed
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Table 111.2

UTILITY RATES Mlills/kWh (1980 $)

Omaha
I

34.5

95.5

21.0

39.3

31.9

60.5

81.5

54.9

fliami
R I

43.2 39.9

747.1* 712.2*

39.3 33.2

68.6* 50.9*

45.3 38.7

65.7 54.4

151.2* 129.4*

62.8 52.1

2 = Residential/Commercial

*Peak over short time period

I = Industrial

Name

Flat embedded

T-O-D Embedded, nonallocated
Peak
Off-Peak

T-O-D Embedded, allocated
Peak
Off-Peak

Flat replacement

T-O-D Replacement, allocated
Peak
Off-Peak

Rate
Phoenix Boston

43.7

51.7

33.9

44.1

41.7

69.0

79.0

67.5

30.7

43.5

29.0

37.5

35.4

61.4

65.6

59.5

52.1

1112.2*

41.8

81.8*

50.6

73.5

207.9*

70.2

41.G

1042.7*"

34.5

72.2*

40.3

60.2

177.7*"

57.5

R

44.5

109.1

28.2

48.5

41.1

67.9

88.9

62.2

Rate

1
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generation is obvious. If a user faces a replacement rate structure, the

dispersed system owner receives implicit credit for substituting for

capital stock at the cost of the next unit, rather than at the averaje

cost of units already built, as is the case with the embedded rates.

Table 111.3 shows, for Phoenix, the impact that alternative rates,

flat-embedded versus flat-replacement, have upon the worth of

photovoltaic power systems to a residential owner.

3.3 Utility Buyback

A major purpose in developing the modeling structure discussed above

is to analyze utility buyback rates. We will develop this in two

stages. Initially we provide an estimate of the averaje price that the

utility would be willing to pay for a kilowatt-hour of electricity

purchased from a photovoltaic producer. This is the price which the

utility could pay and which would not violate the rule that its customers

would be no better or worse off as a result of such a purchase.

Secondly, we will establish a set of buy-back rates that will reflect the

actual value of electricity sold to the grid, a value that is slightly

lower than that which would comply with such an equal preference rule.

Table 111.4 summarizes, for two levels of construction of

photovoltaic systens, the value of electricity sold by these systems'

owners to the utility. The table is divided into two halves, the left

side being the rate estimated on the basis of "embedded" capital costs

and the right side on the basis of "replacement" capital costs. Fuel

credits are the same in both cases.

The results are striking. The utility can pay a high proportion of

its selling rate to buy power back from dispersed generators. In Boston

the buy-back rate under the flat, embedded scenario is 83 percent of the
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Table 111.3

I1IPACT OF ALTERNATIVE RATES ON PV
PHOZNIX (1980 $)

Utility
Rate
mills/kllh

Embedded

Replacement

43.7

382.7

Buyback
mills/kWh

35.4

62.8

SYSTE1 'JORTH:

Rate
pct.

81

Systen
BECC/11p

1.15

1.83

*See note on Table 1.
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selling rate, in Phoenix 31 percent. For the flat replacement structure

the results are similar, though lower, the proportions being 81 percent

for Boston and 76 percent for Phoenix.

While a buy-back rate estimated on the basis of the average value of

the utility's capital would be consistent with current practice for

estimating selling rates, it does not represent the "avoided cost" as

mentioned in PURPA regulations. The capital component of the true

avoided cost must be the cost of electricity from generating plants

delayed or not constructed. Again, replacement cost is used as a

surrogate to estimate the true cost savings to the utility of purchases

from photovoltaic systems. This is the price that would make the utility

and its other customers indifferent between the utility's purchase of the

excess photovoltaic electricity or its purchase of a new power generating

system.

Under these conflicting rules for selling and buying back electricity

the selling rate must be taken from row i of Table 111.2 and the avoided

cost buy-back rates from the right side of Table 111.4. The result is

that, depending upon the penetration level, the buy-back rate can be

higher than the utility's allowed selling rate.*

However, the story cannot end here. The true value of solar

electricity sold back to the grid is the value of the last unit bought

back. As we mentioned above, and as we see from Table III.4, the value

of photovoltaic energy drops with increasing levels of penetration.

*If the utility were also allowed to charge the avoided cost for
electricity sales, as economic considerations indicate they should, then
the selling rate would be row 5 of Table 111.2 and the buy-back rate
percentages would be those found in the right-hand column of Table III.4
(all less than 100 percent).
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Table 111.4

VALUE OF BUYBACK ELECTRICITY

Enbedded
Mills/kJh pct

Replacement
Ifills/k'4h pct.

Region &
Capacity

Phoenix
200

1200

Boston
200

1200

Omaha
200

1200

Miami
200

1200
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However, Table 111.4 only provides the displacement value of the average

kilowatt-hour of solar electricity.

We can appproximate the marginal rate by taking a first difference

between the total value of photovoltaic electricity with respect to the

difference in the number of kilowatt-hours generated by the photovoltaic

systems. That is, the marginal rate is

V(200) - V(1200)
PVKWH(200) - PVKWII(1200)

where

V(200) is the total dollar value of all electricity produced
by 200 MW of photovoltaic arrays,

V(1200) is the same value for 1200 MW,

PVKWH(200) is the amount of electricity produced by 200 iW of
photovoltaic arrays,

PVKWH(1200) is the same for 1200 11U.

We have estimated these marginal avoided costs for two utilities. They

are entered in column 2 of Table 5. Table 5 is a sample residential rate

table for the Phoenix and 3oston synthetic utilities, that we expect will

be typical of the sorts of rates that will be offered under PURPA. These

will maintain the traditional (though incorrect) embedded rates for sales

by the utility, but will require the appropriate avoided costs for sales

to the utility. Column 1 of Table 111.5 is taken from row 1 of Table

111.2.

Table III.5

SAMPLE RATES FOR ELECTRICITY--RESIDENTIAL/COI*I4ERCIAL
lills/kWh (1980$)

(1) (2)
Selling Rate Buy-back Rate
(Embedded) (Marginal Avoided Cost)

Phoenix 43.7 45
Boston 52.1 52.4

------- J
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The marginal avoided cost buy-back rate is only slightly lower than

the average buy-back rate estimated for the 1200 ilMU cases since the

average rates drop relatively slowly. Nevertheless, the buy-back rates

are still greater than the selling rate. Buy-back rates will drop below

selling rates once other costs of buying back power from distributed

generators are taken into account. This will include additional metering

and safety equipment, administration and the production of reactive

power, in the case of low power factor photovoltaic production.

4.0 Conclusions

The models developed in this effort allow the analysis of the effect

of dispersed generation on a utility's operating and capital costs. This

value, plus other data on the utility structure, can then be translated

into representative utility rates.

In the example used, that of photovoltaic systems, the distibuted

generation gains both a capital and an operating credit. While the level

of these credits varies with utility and location, the capital credit

ranged from 2G percent to 20 percent of the total credit.

Buybac:k rates for specific utilities are jreater than 80 percent of

the selling rates for the same time period. Rates of this magnitude will

have a major impact on the configuration and optimal sizing of dispersed

power systems in distributed applications and upon the requirements for

and economics of storage.
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APPENDIX III-A

THE INTRODUCTION OF NON-DISPATCHABLE TECHNOLOGIES AS
DECISION VARIABLES IN LONG-TERM GENERATION EXPANSION MODELS

Michael C. Caramanis Richa-d D. Tabors Kumar S. Nochur
MIT Energy Laboratory

Fred C. Schweppe
MIT Dept. of Electrical Engineering

Abstract Non-dispatchable technologies (solar,
wind, run-of-the-river hydro, cogeneration) affect
the cost of electricity production in a complex
manner by modifying the probability distribution of
demand for conventional generation. The lack of an
appropriate methodology to efficiently derive this
modification has prevented inclusion of
non-dispatchable technologies as decision variables
in capacity expansion models. This paper develops a
stochastic approach to load modification which
explicitly models two types of interdependencies
between load and non-dispatchable generation:
through time of day and through weather. If more
than one non-dispatchable generation technology is
considered, the dependency among them is also
modeled. Furthermore, the total as well as the
marginal impact of non-dispatchable capacity on
system reliability and operating cost is derived.
This allows us to model non-dispatchable generation
in the context of two broad classes of optimization
algorithms. Dyn .ic programnming and mathematical
decomposition are considered in this paper as
characteristic examples of algorithms in each
class. Load modification models already in use
derive total cost impact only, and are based on
hourly chronological simulation which is a

" computationally cumbersome method. The methodology
developed here provides marginal impact in addition
to' total impact values, is computationally efficient
and is applicable to future demand projections at
almost any level of detail. Finally, its accuracy
proved very satisfactory when tested on 1975 Miami
load and insolation data.

INTRODUCTION

Hon-dispatchable technologies (NDT) affect the
cost of electricity generation through a complex
interaction with energy and capacity requirements to
be met by conventional dispatchable generation
(thermal, hydro, central storage, etc.). These
interactions may be properly represented in the
context of long-term capacity expansion models if
the total end mdrginal impact of NOT on system
reliability and operation costs can be estimated.
Thus, an efficient methodology to derive this impact
is the basic prerequisite ;or the inclusion of NDT
as decision variables in capacity expansion models.

This paper presents a stochastic approach for
estimating the impact of NOT where load and NDT
generation are treated as dependent random
variables. Two types of dependencies are handled
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explicitly: through time of day or season, and
through weather. The stochastic approach is tested
on real Miami 1975 data #nd compared for accuracy to
a chronological simulation model. The ihalytic
calculation of marginal impact developed in this
paper is a unique capability of the stochastic
approach.

Use of the stochastic load modification approach
in the context of two capacity expansion rodels,
allowing NDT installed capacities to be treated as
decision variables, is also demonstrated. The two
models chosen are based oh Dynamic Progra m-ing and
Generalized Bender's Decomposition, but are
representative of a wide range of models. The
Dynamic Progr m is representative of models which
require endogenous determination of system cost and
reliaility associated with a particular mix of
generating capacity. The Generalized Benders'
Decomposition algorithm is representative of models
with additional requirements for endogeous
determination of the impact of marginal generating
capacity changes on system cost and reliability.

Finally, the methodology devbloped here is
compared to load modification models based on
chronological simulation. The advantages and
disadvantages of the stochasticmend chronological
approaches are evaluated from the point of view of
their usefulness in the context of capacity
expansion planning models.

DERIVING THE LOAD~ DURATION CURVE

Methodology

Randomness in customer demand and availability
of generating capacity are essential features which
must be addressed and carefully modeled by
generation expansion planning tools, Baleriaux and
Booth ((1] and (31) have formulated a
computationally efficient algorithm that is
sufficiently accurate for planning purposes. The
methodology presented here is an:extension of the
basic Baleriaux and Booth probabilistic production
costing framework to handle NDT generation.

The Baleriaux formulato rests, on the
representation of customer demandvand forced outages
of dispatchable generating uv.its *s, independent
random variables. Load is represented by the load
duration curve (LDC) which may be constructed by
sorting load in order of increasing hourly values to
obtain the proportion of time during a period of
concern that load is expected to exceed a certain
level. In doing this the time series character of
hourly loads is collapsed into a probebility
distribution that models 1o04 as a random variable
which is assumed to be independent of toe f.,rced
outages of dispatchdble units. The indepetence
assumption is justifiable for dispatchable
generation only. In contrast, NOT generati-n, if
modeled as a random variable, is interdependent with
load. Further, outputs from units belonging to
different NDTs are also interdependent. Recognizing
this, the methodology proposed here addresses the
prohlen of deriving the probability distri.Jtion of
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the sum of statistically interdependent random
variables. The sum is customer load net of NDT
generation while the interdependent random variables
are initial customer load and the various NDT
generation types.

In order to address the interdependency
question, we observe that the probability
distributions of initial customer demand and NDT
generation summarize variations which result from
two different phenomena: a cyclic phenomenon (time
of day, day of the week, season) and a random
phenomenon (temperature, cloud cover, wind speed).
We then proceed to separate the cyclic from the
random phenomenon by defining cycles spanning the
period of concern and categorizing load and NDT
generation according to the position in the cycle in
which they occur. For example, if the period of
concern is winter of 1980, we may specify a daily
cycle* spanning the period, with positions in the
cycle corresponding to times of day. It should be
noted that in the above categorization the number of
random variables representing load and each distinct
NDT site-technology combination increases by a
factor equal to the n-nber of cycle positions
defined. In the above example, if five time of day
categories are defined as the different possible
positions in the daily cycle, and we wish to analyze
two NDT generation types in one site, then the
categorization according to time of day will result
in fifteen random variables representing load and
NDT generation.

In probability theory terms, the above
categorization is equivalent to conditioning load
and NDT generation on time of day.. We next focus on
deriving r dified customer load net of NDT
generation conditional upon time of day. Once this
is achieved, aggregation to obtain modified customer
load for the whole period of concern may be easily
implemented (see Appendix A).

Although conditioning on time of day removes
part of the dependence, conditional load and NDT
generation are still interdependent because of their
common dependence on weather (wind speed,
temperature, insolation) and other random
phenomena. This interdependence of the conditional
random variables is explicitly modeled by
constructing a linear transformation of the
dependent variables that yields an equal number of
independent random variables. The transformation is
obtained by applying Gram-Schmidt Orthogonalization
on the original joint hourly observations of load
and the various types of interdependent NDT
generation for each time of day category. The
transformation sunmmarizes in essence the joint
probability distribution of demai and 6DT
generation conditional upon the time of day,
assuming a linear underlying relationship. It also
yields mutually independent random variables which
may be easily combined to derive the probability
distribution of load net of NDT generation.

The mathematical details of the stochastic
approach outlined above as well as its algorithmic
implementation are presented in Appendix A. To give
the reader an overvied of the modeling capabilities
of the approach, the exposition is restricted here
to the problem formulation and a non-mathematical
treatment of the various issues is presented.

*More than one cycle may be defined if desired, for
example, weekdays and weekends.

The problem of estimating modified customer load
net of NDT generation is tantamount to the
construction of its probability distribution.
Modified load, modeled as a random variable, is
related in the prop-sed methodology to initial
customer load and hwT generation as follows:

,j

where

Y* : Random variable representing modified
load

Y : Random variable representing original
customer load

Index identifying technology and
installation site

Ei Random variable representing "energy,
source" availability related to
technology-site combination i. It
corresponds to the hourly oz:put of
one MW of installed capacity in
site-technology i,assuming no
equipment failures.

Xi : Random variable representing
"generating capacity" availability of
unit j related to site-technology i,
after accounting for forced outages.
Note that forced outages correspond
to unpredictable equipment failures,
resulting in a -andom fraction of
installed capa. ty being available at
any given point of time.

The following points describe the modeling
capabilities of the above formulation.

NDT generation is modeled accurately as
the product of two random variables--

i) energy source availability Ei, which
varies with time of day, weather (wind
speed, solar insolation, etc.) and other
random phenomena, and ii) generating
capacity availability Xij , which varies
with random equipment failures. Xij
models hardware reliability and is
exactly equivalent to the modeling of
forced outages of conventional
dispatchable units in probabilistic
production costing. Thus Xi- may either
be specified as a binary state rendom
variable or, if more detail is desired,
as a multi-state random variable using
multiple block specification. Ei, on the
other hand, models the non-dispatchable
character of NDT generation associated
with site-technology i. It has a
continuous probability distribution and
is interdependznt both with initial
customer load and energy source
availabilities related to other sites
and/or technologies.. It should be noted
that the above formulation makes it
possible to simultaneously model and
evaluate a wide range of NDT's
characterized by type of technology,
installation site, unit size and
equipment reliability.



-Multiple unit installations X with j
varying over units related to i

ah particular technology-site may be
modeled. These units must have the same

** conversion efficiency, thus sharing the
same Ei, but may exhibit different size
and installed capacity availabilities.
Thus, for examnple, photovoltaic arrays of
different sizes installed in the same
site with varying hardware reliability
specifications may be modeled to reflect
different institutional ownership
patterns and maintenance assumptions.

- An important consequence of the fact that
the interdependent random variables V and
i, i - 1, 2, ... are statistically

independent of the actual levels of
generating capacity availabilities lij is
the following. The joint probability
distribution of V and ti, i = 1, 2, .
may be accounted for just once and then
used repeatedly to derive modified load
in relation to different NDT generating
capacity levels. Thus, the stochastic
load modification methodology developed
here is computationally efficient in the
context of capacity expansion planning,
since modified load associated with
alternative plans may be derived with
minimal incremental computational effort.

- The representation of NDT generation used
above is sufficiently general to apply to
a wide range of technologies. Besides
the new energy technologies like solar
and wind energy conversion, the following
broadly-construed NDT generation or

" avoided generation may be miodeled in the
formulation of equation 1: run of the
river hydro, heat following
steam-electricity cogeneration, energy
conservation investments like insulation,
and certain load management techniques.
In all of the above, an hourly
performance simulation of a particular
NDT during a base year is sufficient
information for building its joint
probability distribution with load and
other NDT options. Derivation of
modified load duration curves for various
NDT installation plans is then feasible.

The probability distribution of load is
cohverted, in line with standard industry practice,
into a load duration curve (which is often
represented by a piecewise linear curve). The
methodology developed here yields an LDC for
modified load which may then be used to perform
Baleriaux and Booth probabilistic production costing
on the conventional dispatchable units. Although
the modified LDC may be represented by a piecewise
linear curve, it is derived in the proposed
methodology in terms of a finite Gram-Charlier
series [8] utilizing the first eight moments
or cumulants of modified load Y*. Hence, as is more
explicitly stated in Appendix A, the statistical
load modification approach developed here is based
on the estimation of the first eight mon',ts of Y*.
Once these moments are obtained, the LDC -f modified
load is constructed using the Gram-Charl1.r series
which may in turn be used to alternatively define a
piecewise linear LDC, or any other LDC
representation that might be required.

Empirical Investigation of Accuracy. Performance

The statistical load modification methodology
outlined above was implemented in a computer code
(see Appendix A) and tested on 1975 Miami load and
solar energy flux data. One technology-site was
considered, with two NDT generators. The generators
were assumed to consist of photovoltaic arrays with
peak capacities of 800 WM and 300 MJ and average
installed capacity availabilities of 70 percent and
80 percent respectively. Miami 1975 hourly load
information was obtained from EEl and hourly solar
energy flux for 1975 was obtained from the SOLMET
weather tapes. The solar energy flux data were
input to a photovoltaicgeneration simulator
which yielded base year"hourly values of Ei, that is,
observations of the energy source availability.

The data described above were used to obtain two
estimates of modified load. The first estimate was
obtained following the stochastic approach developed
here iil_ the second was obtained using an explicit
hourly chronological simulation algorithm (5]. The
chronological simulation algorithm loops over every
hour in the period of concern and subtracts NDT
generation from load for each possible state of
installed capacity availabilities. The resulting
hourly modified load for each state of capacity
availability was turned into a load duration curve
by calculating the first eight moments, treating
hourly values as observations from an underlying
probability distribution. The Gram-Charlier series
was then used to generate values on the LDC of
modified load and these were then plotted. The
stochastic approach algorithm groups hourly load and
NDT energy source availability data into eleven
time-of-day categories. In the final step of the
statistical approach, the first eight
mcments/cumulants of modified load are calculated
for the specified installed capacity levels and
time-of-day results are aggregated to results for
the whole period. The Gra-Cnarlier series was then
used to generate the LDC of modified load.

First, the period of concern was taken to cover
the whole year. Then the analysis was repeated for
shorter periods referring to each season of the year
(Winter, Spring, Summer, Fall) and further
distinguishing between weekdays and weekends.
Division of the year into subyearly periods and
performance of probabilistic production costing for
each one is common practice when detailed nodeling,
capable of addressing maintenance scheduling and
storage, is required. Thus, it was considered
interesting to test the accuracy of the stochastic
approach on both yearly and subyearly LDC
specifications.

The results for the yearly LDC specification are
presented in Figure 1 and Table 1 which cove-
original load and modified load following the
stochastic and chronological approach. The
chronological approach is used here as a benchmark.
As may be observed, the difference between the
chronological simulation and stochastic approach
results is smaller than the plotter's resolution.
Table 1 gives probability values up to the fo-irth
decimal point which allows for more detailed
cocparison. Point estimates on the LDC
corresponding to the stochastic approach differ from
the benchmark by less than 0.1 percent in the
mid-range of the LDC, while the difference increases
towards the tails. It should be noted that while
inaccuracies in the tails are very small in ab;olute
terms and may hardly have any impact on production
costing calculations, they are more important when
reliability estimates are of interest. However,
:rror: of a few percentage points in the iosss of



load probaoility or other related reliability
estimates are not substantial in the context of
probabilistic production costing. The Baleriaux and
Booth assumptions for collapsing time into a
probability distribution most likely introduce a
larger relative error.

Table 1
Load ModiTTEetion Results

All Seasons 1975
LDC Values For Selected Load Levels

Probability Load > Z
Modified Load

Load Level Original Stochastic Chronological
Z (M) Load Approach Simulation

2500
2700
2900
3100
3300
3500
3700
3900
4100
4300
4500
4700
4900
5100
5303
5500
5700
5900
6100
6300
6500

1.0000
0.9831
0.9561
0.9177
0.8671
0.8050
0.7326
0.6526
0.5680
0.4823
0.3990
0.3207
0.2499
0.1877
0.1349
0.0917
0.0576
0.0321
0.0142
0.0028
0.0000

1.0000
0.9794
0.9441
0.8943
0.8303
0.7537
0.6678
0.5770
0.4859
0.3988
0.3192
0.2439
0.1887
0.1386
0.0976
0.0651

0.0220
0.0095
0.0020
0.0000

1.0000
0.9793
0.9440
0.8943
0.8302
0.7536
0.6677
0.5768
0.4857
0.3987
0.3192
0.2491
0.1891
0.1391
0.0982
0.0656
0.0406
0.0222
0.0096
0.0018
0.0000

weekends. The relative error for this shorter
period LDC also does not exceed 0.1 percent in the
midrange. The accuracy of the stochastic approach
algorithm is still satisfactory. Discrepancies are
due to small sample size rather than a systematic
error. A systematic error would have resulted in
compounding discrepancies as the length of the
period considered increases and this is not observed
here.

Table 2
Load Modification Results
Winter 1975: Weekends

LDC Values For Selected Load Levels

Probabilit - Load . Z
Modified Load

Load Level Original Stochastic
Z (MA) Load Approach

2100
2300
2500
2700
2900
3100
3300
3500
3700
3900
4100
4300
4500

1.0000
0.9636
0.9092
0.8480
0.7821
0.7018
0.5942
0.4570
0.3063
0.1690
0.0676
0.0093
0.0000

1.0000
0.9672
0.8941
0.7957
0.6777
0.5470
0.4125
0.2860
0.1789
0.0983
0.0450
0.0146
0.0003

LORD MODIFICRTION

NINTER 1975: WEEKENDS

LOAD MODIFICATION

Chronological
Simulation

1.0000
0.9670
0.8942
0.7961
0.6785
0.5477
0.4128
0.2857
0.1782
0.0976
- .0446
0.0145
0.0004
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Figure 1

Differences between the stochastic approach and
benchmark results stay in the same range as the
duration of period covered by the LDC decreases.
Table 2 gives point estimates on the LOC for a
characteristic subyearly period covering winter

0.oD 10.00 20.00 30.0O3 b.oo s50.oo00 o.o00
X3 LOAD (Hw) *10'

Figure 2

The accuracy comparison of the proposed
stochastic approach should be followed by a
computational efficiency comparison. For n units
with binary capacity availblility (ie. a unit can be
in one of two states-available or not available),
the chronological simulation algorithm performs, in
the case of a yearly period, 2 n * 8760 subtractions
and multiplications, and 2n * 8 * 8760 additions and
exponentiations (n . 2 in the test data used). In
comparison, the stochastic approach performs a
comparable number of operations once and then



estimates modified load for a particular installed
capacity level by performing the following
incremental operations: T * 8 * 1n4 additions, n+1
multiplications, 2 cumulants to moments
conversions], where T is the number of time-of-day
categories and n the number of units considered (T =
11 and n = 2 in the test data used).

The above comparisons are representative of the
one technology test case used to generate the
results presented above but are indicative of the
computational efficiency of the two algorithms. The
stochastic approach is more efficient by at least an
order of magnitude. As the number of units
considered increases, the efficiency advantage of
the stochastic approach becomes even more pronounced.

INTERFACE WITH A DYNAMIC
PROGRAm4ING ALGORITHM

Dynamic programming (DP) algorithms have long
been used to solve the long-range generation
planning problem [7). The building block of DP.
planning tools is the estimation of operating costs
related to a particular combination of installed
capacities that meet a specified reliability level
in each year of the planning period. Repeated
production cost calculations based on an LDC
representation of customer load are thus performed
and comprise the major computation effort involved.

If NDTs are part of the capacity expansion
alternatives, the approach presented above may be
used prior to production costing to derive a
modified load duration curve net of NDT generation.
Computational efficiency in deriving the modified
load duration curve is of paramount importance given
that such derivations must be performed many times

(of the order of thousands). Many different levels
of ODT generation capacity are considered each year,
b~: the incremerntal cuioputational effort required by
-the proposed methodology to derive modified load for
each level is minimal. The corputational efficiency
of the stochastic load modification approach
developed here makes the introduction of NDT
generation in DP planning models feasible.

Chronological simulation load modification
models have been used in relation to a DP algorithm
[4) but only with NDT generation capacity specified
exogenously. Treating NDT generation as a decision
variable poses computational efficiency requirements
that are not met by chronological simulation models.

INTERFACE WITH A GENERALIZED BENDERS'
- 1- i -oTTiON AiLGORITHM

A capacity planning model developed by J. Bloom
23 utilizing a Generalized Bender's decomposition

algorithn is selected here to de.onstrate the
introduction of NDT in capacity expansion models
that require marginal impact information. To define
marginal impact precisely, it should be noted that
the relevant quantities are system operating cost
and reliability. In equation form,

Operating cost- OC = FiEj + FN(E - C Ej)

where £ =. expected energy generated by the
jth conventional dispatchable
unit in the loading order

Fj = variable cost of the jth unit

E = total customer energy demand

FN = per unit cost of unmet demar4

Noticing that Fj , FN , and E are input
constants and denoting NOT capacity by Xi, we
obtain the following relations.

aOC Fj a FN
i i

E
ix

ac aE3

i j 1

Inspecting equations (4) and (5) it may be
observed that the marginal impact on both
operating cost and reliability is determined

if a is known for all i,j.
i

The remainder of this section will focus

aEj
on deriving fornmulas for -i-. Consider the

i
identity resulting from energy balance

E- U*1 - -U (6)

where UJ = E - Ei = unmet demand after

1,2,...,j dispatchable units have been lo
the load duration curve.

Differentiating (6) gives

sE. aU.1  aU
, = x J 1 (7

aE
Hence the evaluation of iX for all

3 i

equivalent to the evaluation of -U for
i

aded under

)

j is

all j.

The probability distribution of equivalent
seen by the (j+1)th dispatchable unit may be
represented in a fourth* order Gram-Charlier
expansion [8] as follows:

P(z) = N(z) - 3 N(3)(z) + G(1 N(4)(z)

where N (k)(z) = kth derivative
respect to z,

Reliability = unserved energy = = E - C Ej

j
(3)

load

(8)

of N(z) with

~SiTh or eighth order Edgeworth or Gram Charlier is
required for sufficient accuracy. Fourth order is
used here to simplify the exposition.



-z212
N(z) = - e

G(r) = k(r)/[k(2)] 1 /2

k(r) = rth cumulant of Y* + (rth cumulant of F )
i=1 i

Fi  = forced outage distribution of ith
dispatchable unit

z = equivalent load normalized by k(1)

(zero mean) and [k(2)]1/2 (unit
standard deviation).

Unmet demand after the jth unit has been loaded
can be written as

Z*
2*

fP(z)dz]di * hours * [k(2)]
/ 2

(9)

where z* = the loading point of unit j + 1

hours = number of hours in period over
which the load duration curve is
defined.

Differentiating (9) with respect to capacity Xi we
have

aU.

1

(z*) z* k(3) N(1(z*)
i ^i 3

k(3) * N(2)( az* ak(4 N(2)(z*)

I i

- az* hours
1

1 kk)1+ IU /k(2)] ak(2aXi

* [k(2)]1
/2

(10)

where

e - z /2 dz
Z*

o

Noticing that

j1/2
z* - [ Yj, - k(1))/[k(2)] 2

j'=1

where Yj, is the installed capacity of the dispatch-

able unit j', it is obvious that (10) can be evalua-

ted given k(r) Inspecting the definition of k(r)

and noting that the forced outages of dispatchable
units are statistically independent of customer
demand net of NOT generation, one may write

ak(r a(rth cumulant of i*)

ai i
(11)

aE
Thus the problem of estimating - has been reduced

to that of estimating derivatives of the cunulants of

Y* with respect to Xi . The derivation is presented

for the case of one NDT capacity expansion
alternative in Appendix B. The generalization to
more than one alternative is straightforward. It is
interesting to note that the derivative calculations
presented in Appendix B may be carried out in
parallel to the calculation of the cumulants/moments
of Y* and do not pose undue additional computational
burden.

This section has demonstrated that marginal
impact of NOT capacity additions can be calculated.
In his algorithm J. Bloom [2) has developed a
recursion formula for estimating marginal impact of
dispatchable capacity additions with a bin:mial
forced outage distribution. The methodology
presented here is applicable to nondispatchable as
well as conventional dispatchable units*, bit
requires a finite Gram-Charlier series
representation of initial customer demand and
equivalent demand seen by each conventional unit.
Bloom's recursion formula is applicable to a larger
set of probabilistic production cost algorithms
since it imposes no restrictions on load
representations which can be, for example, piecewise
linear, Gram-Charlier, Fourier series, etc.
However, it is not extendable to handle NOT
generation. In concluding this section, it should
be noted that the requirement of a Grae-Charlier
representation of load in order to handle t,)T
generation in long-term capacity expansion models is
far from restrictive, since this representation is
superior in computational efficiency and
sufficiently accurate for the purpose of long-term
capacity planning [9).

CONCLUSION AND COMPARATIVE EVALUATION

A stochastic approach was outlined above that
derives the probability distribution of customer
electricity demand net of NDT generation.
Alternative approaches developed in the past [5]
utilizing chronological simulation are the only
substitute in the authors' knowledge and are thus
chosen for comparison to :he new stochastic method
developed. The comparison is attempted in terms of
the following issues.

*A Generalized Benders' algorithm with multiple unit
interpretation of a continuous decision variable for
dispatchable capacity added has been developed and
implemented by the authors of this paper [10), based
on a Gram-Charlier LDC representation. Extension to
NDT generation has also been implemented. The
authors have been recently informed of similar
unpublished work by Richard B. Fancher of Decision
Focus, Inc. who has independently rederived the
Gram-Charlier based formulas giving derivatives of
expected energy generated with respect to
conventional generating capacity.



a. Compatible Production Cost Models. Load
modification models using chronological simulation
may be interfaced with both Booth-Baleriaux type

C, probabilistic production cost models, as well as
with hourly chronological production simulation
models.' The stochastic approach is compatible with
Booth-Baleriaux production cost models only.
Grani-Charlier finite series representation of load
is required only when marginal impact information is
required.

b. Accuracy and Computational Efficiency. The
accuracy of chronological models is as good or
better than that of the statistical modrl presented
here, depending on the particular probl.n
considered. However, the computational efficiency
gains associated with the stochastic approach should
make it the preferred option for applications in the
context of long-term capacity planning. If a
prespecified path of NDT capacity selection is to be
analyzed, implying that customer load will have to
be modified once for every year in the planning
period, then chronological models might still be
practical. If NDT generation is to be included as a
decision variable in a long-term capacity planning
model, computational efficiency requirements might
render the stocashtic approach the only available
option.

c. Marginal Impact Estimates. This paper
develops analytic marginal impact calculations
associated with NDT capacity additions. Marginal
impact quantities required by a whole group of
long-range planning models (Generalized Bender's
decomposition, gradient alyorithms, etc.) may not be
obtained analytically in chronological simulation

• models, although numerical estimates are obtainables#t by perturbing each of the NDT analyzed, and then
repeating producticn costing calculations for each
techqology. Numerical instabilities, in addition to

. coniputational burden, limit _greatly the usefulness
of this approach.

d. Modeling Scope Capabilities. The
statistical approach presented here allows for a
flexible and generally applicable modeling of NDT
generation alternatives. Inspection of equation (1)
shows that many site-technology combinations may be
represented. All NDT generating capacity associated
with each site-technology combination has the same
conversion efficiency performance but may consist of
multiple units with different sizes and/or
availhoilities. Thus, varying institutional
ownership arrangements (e.g., distributed
non-utility-owned vs. centralized utility-owned)
related to different size requirements and hardware
reliability may be easily modeled. In contrast,
chronological models require a separate simulation
for each state of the NDT generating units due to
hardware forced outages, and as the multitude of
these combinations increases exponentially, only a
very small number of different units may be
practically analyzed.

In concluding this paper, we would like to
emphasize that its primary contribution lies in the
stochastic approach devaloped for deriving modified
load net of NOT generation. The proposed method is
significantly more efficient thdn past approaches
utilizing chronological simulation and is unique in
that it allows analytic marginal impact
calculations, which, if required, may render it the
only available option.

APPENDIX A

THE LOAD MODIFICATION ALGORITHM

The problem formulated in equation (1) of the
text takes the following form after categorization
according to time of day, denoted by t:

V*(t) = Y(t) - I (t) • ii (Al)i91

t 1, 2, ... time of day

To further account for the random (weather)
component of dependence, it is assumed that random
variables Ei(t) for all i and Y(t) are linearly re-
lated, and Gram-Schmidt orthogonalization is used to
construct a linear transformation which relates
Ei(t) (i = 1, 2, ...) and Y(t) to mutually indepen-
dent random variables Ri(t) (i = 1, 2, ... ), Ry(t).
The transformation can be summarized in matrix
notation as follows:

E1(t)

i2(t)

3(t)

(t)

r(t)

a2 1(t)

a3i(t)

e11(t)

ay (t)

a32(t)

a12(t)

ay2 (t)

a13(t)

ar3 (t) S. 1 t)

0

b2(t)

b3(t)

bl(t)

b (t)

R1 (t)

i (t)

Ri3 (t)

R1 (t)

. )L~t

(A2)

The Gram-Charlier series expansion with
finite terms used to represent the
probability diptribution of Y* may be
expressed in terms of a finite number of
cumulants of V*. Using the standard probability
theory result that the cumulants of the sum of
independent random variables are equal to the sum of
the cumulants of the individual random variables,
the linear relationship assumption made above may be
accepted or rejected by testing the hypothesis that
the following equality holds for higher than second
order cumulants:

krlRy(t) + X Ri(t)] - kr R(t)] + -' k[(Ri(t)]

i i

where kr[* ] denotes the rth cumulant of [*].
Note that if sample estimates are used, the above
holds exactly for the first two cumulants by virtue
of Gram-Schmidt orthogonalization. If the
, ~othesis is accepted on the basis of the available
s,.:ple estimates, then equation (Al) may be
rewritten in terms of the orthogonalized, and
hence "independent', random variables Ri, Ry-



Suppressing for simplicity the ti.e argu.ment
of the transformation coefficients, and
letting Xi =X ij, we have

Y*(t) -

R1 *- xl - a21 X2 - a31 X3 - a4 1 X4

S2 - X2 - a32 X3 - a42 X4

- 3 - a43 X4

- b2 X2 - b3 X3 - .

APPENDIX 8

CALCULATIO OF DERIVATIVES OF Y* CUMULANTS

The computation of the derivatives of Y*
cumulants with respect to installed capacity x is

- - • + ay outlined below. First, some definitions are given
below assuming a Gram-Charlier series up to eight
cumulants.

- . . . + ay 2

- . . . + ay33

- XI + 
ay]

.- b X + by

(A3)

As long as some aij(t), or bi(t), j = i, ... , m,
is non-zero, the terms being su.r.ed in (A3) are not
independent since Xi appears in more than one term.
Denoting by i* tne subgroup of NDT associated with
a non-zero aij(t) or bi(t), and conditioning on the

value of Xk, k c i* , equation (A3) takes the form
of a sum of independent random variables. Then,
using the probability theory results stating that

- the moments of a product of independent random
variables are equal to the product of the
moments of each variable

- the cunulants of a sun of independent random
variables are equal to the sum of the cumulants
of each variable

- cumulants are a known polynomial function of
moments and vice versa,

equation (A3)-yields the cumulants/moments of Y*(t)
conditional upon values of Xk, k i* . The
unconditional moments are subsequently derived by
summing and weighing the conditional ones. Thus,
denoting the rth mr.e nt by mr,

mjly*(t)) -

all values of
Xk , k i*

mr[Y*(t)/XkJ * Prob(Xk)

(A4)

Finally, the moments/cumJlants of Y* are
obtained by sur.min the moments of Y*(t) and
weighing by the relative length of each time of day
category t, denoted by Prob(t).

C [Y* mr[(*(t)) * Prob(t) (A5)

t

+ 3 * [

ml*] - 8 x 1 vector of first eight moments of
.*3.

k[*] . 8 x 1 vector of first eight cumulants
of [*.

kM[*] = 8 x 1 vector whose elements are
polynomials of the moments of [*]
relating them to the first eight
cumulants of [*].

Mk(*] = 8 x 1 vector whose elements are
polynomials of the cumulants of [*]
relating them to the first eight
moments of [*].

T
ei  = 1 x 8 transposed vector of

zeroes with 1 as its ith element.

Consider now the case with one NDT generation
option, since the extension to many is
straightforward. Equation (A3) becomes after
dropping index i,

Y* = b + aR + Ry - RX b + R(a- X+ R

Following the procedure in Appendix A we have:

k(Y*) = kM[E m-Y*(t)]Pt]
t

m[Y*(t)] = kC [k(b) + k[R(a - X)] + k[ y]]

k[R(a - X)] = kM [m[kR] m[a - 1]]

m[a - X] = Mkk(a) + k(-X))

Applying the'chain rule we obtain an expression
for the desired derivatives with respect to
installed capacity x:

ak(Y*)
ax

l -'sP~Elt)3 -9 I.A 3
I=[Y*] t sklIV(t)) 1 l . i) al ak[a -X]

In the above expression notice that mEX . RJ

SmEX . mER) and that akM[*j Nk[*J are 8 x 8
" mL*J 9 rkL*

lower triangular matrices with elements i, j
being the derivates of the ith cutrulant as a
function of 1, 2, ... ith moment with respect
to the jth moment and vice versa,
respectively. Finally, observing that the
moments of X are explicit functions of the
nameplate capacity of X, the expression above can be
evaluated as a function of the known nameplate
capacity.

+ RI* [

+ R y
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Chapter 4

Photovoltaic Market Analysis:

Background, l1odel Development, Applications and Extensions

Gary L. Lilien, Frank H. Fuller

1.0 Introduction

The purpose of this chapter is to describe and notivte the market

analysis research and development efforts for photovoltaics that have

developed over the last several years. The main oLjective is to develop

tools and procedures to help guide government spending decisions

associated with stimulating photovoltaic market penetration.

This chapter presents the theoretical and empirical support for a

market assessment and analysis process aimed at providing decision

support for the DOE PV progran. The process has three main components:

(1) theoretical analyses, aimed at a qualitative understanding of what

general types of programs and policies are likely to be most

cost-effective in stimulating PV market penetration; (2) an operational

model, PVI, providing an interactive, user-oriented tool for quantitative

study of the relative effectiveness of specific government spending

options, and (3) field measurements aimed at providing objective

estimates of the parameters for PVl model analysis.

The PVI model is used to determine allocation strategies for

constrained government spending that will most stimulate private sector

adoption of photovoltaics over time. By comparing the model's market

penetration forecasts for different strategies, government policy

analysts can compare the effects of those strategies quantitatively.

Motivation for the model is provided in Sections 2 and 3. Section 2

summarizes what is known about diffusion processes, concentrating
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primarily on models of the consumer adoption process and on those factors

that influence the rate of adoption. Section 3 reviews other

solar-energy diffusion models and demonstrates that a need exists for a

more realistic, data based approach to modeling diffusion phenomena.

Unlike other models of solar diffusion, PVI is integrally linked to

empirical data. lost importantly, PVl models diffusion rates implicitly,

through a consumer-based choice model, rather than through an exogenously

defined diffusion function as do earlier iodels. Section 4 presents the

PVl approach in detail. The section begins with a discussion of the

problem, describing the government policy options available for

photovoltaics. The structure of the model is then justified

theoretically and empirically.

A unique characteristic of the PVl approach is that it is tied to a

field data collection activity. Section 5 motivates that data collection

process, linking it to paraneterization of the PVI model.

Section 6 discusses some theoretical results on the optimal

deployment of demonstration program and subsidy program resources. These

results apply not just to PV, but to many new technologies that are

governed by diffusion processes and experience curve cost declines and

economics of scale. They provide insight into the kinds of policies that

governnent should find most cost-effective.

Section 7 presents PVl analyses of 15 different government support

strategies. The theoretical results on optimal policy spending

strategies are compared with the quantitative results of the model.

The rodeling and data collection procedure has led to a number of

observations that can be made that are specific to photovoltaics. These

are collected and sunnarized in Section 3. In that section possible
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extensions to the nodel are described, and the value of using t;uis

approach for other technoTomies is discussed.

2.0 Background on iarket Penetration of :Jew Technologies

An understanding cf the adoption process of a new technology is key

to the development of a good market penetration model. There are two

reasons for this: first, it is necessary to specify the important stajes

of the adoption process for the new technology; second, those factors

that influence movement between the adoption process stales anC that

ultimately affect the rate of market penetration must be identified and

quantified.

Significant differences exist between the adoption processes of

individual and industrial consumers. In industry, as in the comiercial,

agricultural and central power sectors, adoption is an organizational

decision. As such, the adoption process in these sectors is

substantially more conplex than it is at the individual, home-owner

level. Despite differences in complexity, individuals and organizations

in general follow many of the same steps toward eventual adoption. This

section first examines the individual adoption process, commenting on

differences between individual and organizational procedures. The

factors that influence the rate of adoption are then described and

categorized.

2.1 Stages in the Adoption Process of New Technologies: Individual

Researchers differ a bit in their delineations of the new technclog

adoption process for individuals, but a five-stage process suggested by

Rogers r19G62 is a typical classification. This process, diagrammed in

Figure 2.1, is applicable both to durable and non-durable products, but
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Figure 3.1

The Individual Adoption Process

Source: Rogers, 1962



IV-5

for durable goods, stages 4 and 5 are collapsed, there being no

distinction between trial and adoption. The characteristics of the five

stages give insight into the adoption process.

The Awareness Stage

In this initial stage the potential adopter learns of the existence

of the new technology but possesses little information about it.

Awareness may result either fron purposive seeking of information by the

potential adopter who has a need for the benefits of a new product or

technology, or, as most researchers believe, fror the individual coning

into random contact with information about the new technology.

The Interest Stage

Here, the potential adopter develops interest in the innovation and

actively seeks information about it. His personal values conbined with -

social norms will play a part in determining where he seeks information

and how he uses this information. The same is true for the organization,

where one or more individuals develop an interest in an innovation and

then begin to search for information.

The Evaluation Stage

Uhen the potential adopter enters the evaluation stage he has

collected enough information about the innovation to come to a decision.

He considers all information that is important to him, weighs the

advantages and disadvantages of the innovation and makes his decision to

adopt or not to adopt. At this stage the advice of peers is sought while

the impact of mass communications, important in the awareness and

interest stages, becomes secondary.

The organization, unlike the individual, usually has a formalized set

of evaluation criteria on which to judge new product adoption, especially
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for capital expenditures. Certain minimum requirements, for payback or

warranty period, e.g., are used to screen out unacceptable products or

projects. Evaluation for organizations is most often undertaken by a

combination of individuals.

The Trial and Adoption Stages

For durable products the trial and adoption stages are synononous.

The potential adopter purchases the innovation and uses it. He forms

either a favorable or unfavorable impression of the innovation. In the

organization, the person who decides to adopt or reject the innovation

may or nay not be the person who searches for information or the one who

makes the in-depth evaluations. Several individuals may combine their

judgments in different ways in the final decision process.

Roger's model is not entirely satisfactory because it assumes that

all potential adopters will eventually adopt an innovation and also

neglects to include a post-adoption stage in which an innovater may

participate in promoting or alternatively, criticizing, the innovation.

In a revised, but non-operational model, Rogers takes account of these

phenomena.

In the case of photovoltaics, the residential homeowner is an

individual adopter. Lilien and Johnston [1900], however, in an analysis

of active solar heating and cooling studies, suggest that the residential

new home-buyer, because of interactions with builders, architects, and

HVAC contractors in the decision to adopt solar, is involved more in an

organizational-type than an individual adoption process, although more of

an individual-type purchase occurs for retrofit installations. Thus, the

more formalized evaluation procedures of builders and contractors will

becone part of the evaluation process when PV is the innovation
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considered.

Diffusion theory focuses on the last stage of the model, the adoption

stage. Nevertheless, an understanding of how people move through the

successive stages of the adoption process is needed to model innovation

diffusion over time. To understand how people move through the process

it is necessary to understand consumer behavior and the concept of

consumer innovativeness.

2.2 The Consumer Innovativeness :odel

Rogers and Shoemaker [1571] have defined consumer innovativeness as

"the degree to which an individual is relatively earlier in adopting an

innovation than other members of his system." They have quantified this

concept by categorizing all individuals in five groups according to eac;;

individual's degree of innovativeness. Figure 2.2 shows Roger's

categorization scheme, based on a normal distribution, with the

proportion of individuals in each category appearing in each section of

the curve. flarketers in general have chosen to accept Roger's categories

as useful but have not endorsed the absolute categorical proportions. In

fact, much research has been conducted in trying to determine the size of

the innovator category for different products: innovators are considered

the key to many new products' successes.

Early adopters enter the market after seeing the product is

performing acceptably. "Early majority" buyers then follow, again

waiting to see how the product performs. If the innovation proves itself

among "early majority" people then the product has a good chance of

success. A period of strong demand then ensues generated by the "middle

majority." Demand tapers off and finally the "laggards" purchase [Ryan,

1977]. There will of course always be a group of non-adopters. Plotting
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Figure 3.2

Roger's Adopter Categorization Scheme

Source: [23]

Figure 3.3

The Time Path of Diffusion

ative Sales

time
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cumulative sales of the innovation against time, the diffusion process

just described takes the S-shape shown in Figure 2.3. Researchers have

studied many mathematical functions with the S-shape property in an

effort to forecast sales over time. Results are far from perfect.

Generally, there is little prospect of knowing beforehand the relative

sizes of the buyer categories.

Although the evidence is far from conclusive, individual inncvators

tend to be cosmopolitan, read more and travel more Ryan, 1977]. It is

thought that innovators seek new products with a "new, first, original,

futuristic, distinctively different" image [ilidgley, 1977]. Laggards on

the other hand seen to be risk averse, willing to accept only proven

products.

The conswier innovativeness model is too, simplistic. It places

people into five buyer categories irrespective of the product innovation

in mind. Furthermore, it categorizes individuals based primarily on

their degree of risk aversion to something new, disregarding other

potentially important factors which must be considered in the evaluation

stage of the adoption process model. In spite of these faults, the

consumer innovativeness model does emphasize two important points that

must be considered in a market penetration model: (1) many individual

consumers wait to see how well a product performs before making a

decision to adopt, and (2) there is an underlying distribution of how

many other consumers must find the product satisfactory before a given

consumer will consider adoption. For innovators, the number of previous

purchases is small; for laggards it is very high.

2.3 Factors which Influence the Rate of Diffusion

The rapidity with which a new technology diffuses into the
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narketplace depends on how the innovation is perceived at the individual

or micro level. The individual, in his decision to adopt or reject a new

technology, weighs the benefits and drawbacks of the innovation within a

framework of personal and social structure values [Bernhardt, 1972].

Product, personal and social characteristics blend together to influence

a potential adopter's overall perception of the innovation. This

perception may be distorted either by the manner in which the individual

perceives the innovation or by ineffective or misleading communication

from those marketing the new technology. From a marketer's standpoint,

effective comnmunication of those product attributes that satisfy both

individual and social needs is key to improving product perceptions with

the resultant increase of an individual's probability of adoption.

Unfortunately, the determinants of adoption are not standard across

new technologies. 'levertheless, Zaltman and Stiff [1973], in an analysis

of Fliegel and Kivlin's work [19G6], categorize a set of common issues or

factors that influence the rate of adoption, and, therefore, the rate of

diffusion. The list is not exhaustive, nor does each factor listed

pertain to all new technological innovations. They point out, moreover,

that each innovation may exhibit unique characteristics that also

significantly affect diffusion rates. Such appears to be the case with

photovoltaics. After presenting a categorization of factors common

across most new technologies, we discuss some unique factors affecting

the rate of diffusion of photovoltaics.

2.3.7 Common Diffusion Factors

The factors that affect the rate with which potential adopters ove

through the adoption process are different for each stage.

Awareness: Awareness is created by mass communications such as



advertising and public relations. For the later adopting segments,

observation of innovation usage and word of mouth are important conveyors

of awareness. The individual tendency to expose oneself only to those

mass communications that reinforce one's opinions, and to ignore those

one does not agree with is an important effect which limits awareness.

(This process is called selective exposure.)

Interest: In the interest stage the individual collects information. If

infomation is readily available from nrany sources, he moves through this

stage quickly. If information is sparse, of the wrong kind or difficult

to access, then movement through the interest stage is slow.

Evaluation: In the evaluation stage, the consut.ler weighs the relative

advantages of the innovation with those of alternatives. The potential

adopter decides on the relevant criteria along which to evaluate the

innovation, the criteria chosen specific to the purpose of the product

and the needs of the potential adopter. Several criteria are commonly

used in evaluating an innovation. These include:

I. Financial criteria: These criteria may be grouped in two

categories--costs and returns. Costs may be further broken down into

initial and continuing costs. Fliegel and Kivtin [1966] in a study of

farm practices, found that while continuing costs have a negative partial

correlation with the adoption rate, initial costs have a positive partial

correlation. Zaltnan and Stiff hypothesize that the unexpected positive

correlation may be explained by a cost-quality relationship in which

innovations of high initial cost are perceived as high-quality products.

They state that these higher-priced innovations will primarily be durable

goods that are purchased infrequently. Apparently, the perceived extra

quality more than compensates for the extra cost. It seems likely,
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however, that durable goods are also prone to incurring higher continuing

costs than nondurable goods, so it is not clear whether durability will

have an overall positive or negative effect on the rate of adoption.

There is no basis for generalizing these results from the agricultural

sector to the residential, industrial, and other sectors, although it is

inportant to recognize both initial and continuing costs in studying

diffusion.

The concept of return in some ways captures the cost dinension since

it can be used to determine when costs are recovered. Return is a loose

term used to describe both payback and return on investnent. Financial

return can be, and is, measured by many different methods, among then net

present value, discounted payback and simple payback. In industry, many

conpanies use several return criteria to evaluate a product. lost

individuals rely more on simpler concepts, like simple payback. Short

paybacks and large returns on investment will speed up adoption.

2. Social criteria: Again, there are costs and returns. Social costs

inhibit the adoption rate by keeping potential adopters from purchasing

for fear of social ridicule. It seems that social costs borne by a

potential adopter are partially determined by social position.

High-status individuals and marginal members of groups may find

themselves the least penalized for adopting, the former because they can

afford to be innovative and will suffer little if wrong, and the latter

because they have nothing to lose and everything to gain.

Social returns were found to be small in the Fliegel and Kivlin farm

study although this may not follow in general.

3. Efficiency: A potential adopter evaluates an innovation in terms of

its efficiency, that is, how much time the innovation saves and how much
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discomfort it can alleviate. These can be important evaluation

dimensions for innovations dealing with household operation and

maintenance.

4. Risk: The risk of an innovation is measured by the innovation's

perceived regularity of reward and its divisibility for trial. An

innovation that can be trial sampled on a small scale is inherently less

risky than one that cannot be trial sampled. The less divisible for

trial, the lower an innovation's adoption rate.

The perceived regularity of reward is positively correlated with an

innovation's adoption rate. If the reliability of an innovation is poor,

then the regularity of reward will be perceived as erratic, uncertainty

will be high and the adoption rate will suffer.

5. Comrunicaility: Communicability deals with the ability to

effectively convey perceptions to potential adopters. The more complex

the innovation, the more difficult it is to convey those perceptions that

will positively affect the rate of adoption.

6. Compatibility: If the innovation is not compatible with existing

systems, and requires significant adjustnents on the part of a potential

adopter, then the speed of diffusion will be slowed.

7. Perceived Relative Advantage: The unique attributes of an innovation

that are not possessed by the traditional alternatives are key influences

on the rate of adoption. The more important these attributes to the

potential adopter, the more rapid the rate of adoption. If these

attributes are especially visible, perhaps even denonstrable, then the

innovation is more likely to diffuse quickly.

2.3.2 Diffusion Factors Unique to Photovoltaics

Photovoltaics is a complex technology. The installation of a PV



IV-14

array requires competent and trained worknen. It is improbable that, in

the first years of PV diffusion, workmen skilled in PV installation

techniques will be available everywhere to service anyone who wants a PV

array. The diffusion of PV will therefore be slowed by distribution and

service factors. Also contributing to diffusion problems will be

transportation limitations of shipping PV arrays from jeographically

separated manufacturers to potential adopters.

If comments about the esthetics of active solar systems are

applicable to photovoltaics, then diffusion will be hampered in the

residential sector by individuals who think PV is unattractive. Jerome

Scott [1976], in a study of homeowner attitudes toward active solar

systems, found that on average, an individual would be willing to pay up

to $2000 more to have a collector installed on the back instead of the

front of his house.

Finally, the rate of PV diffusion will vary markedly between the new

and retrofit markets (mainly residential). Since new hotmes can be

constructed with a south-facing roof, new homeowners are more likely

potential adopters than existing homeowner-retrofit customers, whose

roofs often do not face due south. Furthermore, it should be easier for

a new homeowner to incorporate the cost of the PV installation in his

long-tern ,ortgage than it would be for a retrofit installer to obtain

favorable financing.

3.0 Ttodeling Approaches in the Solar Energy Area

As Section 3 showed, the factors affecting the rate of diffusion are

both varied and complex. No diffusion model exists that captures all

relevant diffusion phenomena. Still, even an incomplete model can
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provide insight into how a product will diffuse, and for some of the

simpler diffusion problems, reliable analyses of market penetration can

sometimes be produced. The completeness of a model will determine how

useful the model can be to the user. To build a "good" model, the

modeler must strike a balance between theory, data and the intended use

of the model.

This chapter reviews four major solar diffusion models, ending each

review with a discussion of model problems. The model reviews are rmade

in the context of how well the models represent the diffusion phenomena

described in the previous chapter. Evaluation of the models occurs at

several levels.

3.1 Criteria for Evaluation

Lilien [1975] suggests that models shou4d assume different levels of

complexity depending upon the use as well as the user. For example, a

model aimed at sales forecasting for the purposes of inventory control

may be adequate for the operations department, but useless for the

advertising department, interested in advertising evaluation.

Little [1970] discusses some criteria for evaluating models. To be

useful, he suggests a nodel should be:

o simple--understandable to the user

o robust--absurd answers being difficult to obtain

o easy to control--amenable to manipulations that provide easy

analysis of model sensitivity

o adaptive--capable of being updated as more data become available

o complete--including all the most important variables

o easy to communicate with.

All the models we will review here make explicit or implicit
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trade-offs in these criteria. It will be shown that other solar

diffusion models have not incorporated sound diffusion principles and are

in this sense incomplete. Yet, a complete model, one that incorporates

all important diffusion phenomena and is as "true" as possible, may not

be capable of being tested or used: the data required to estimate its

parameters may be either unavailable or difficult to generate. Clearly,

as we move to more complete models, we will have more data, estimation

and interpretation problems.

We now review four solar penetration models. These cmodels are the

Arthur D. Little (0DL) SHACO, model [1977], the fMITRE Corporation's SPUR

model [19771, the Energy and Environmental Analysis (EEA) ;IOPPS model

r1977] and a model by Stanford Research Institute (SRI) [lS73].

3.2 Evaluation of Solar Penetration lodels

The models reviewed in this section deal with different aspects of

alternative energy technologies. For instance, the ADL model only

addresses the market penetration of solar heating and cooling

technologies while EEA's model deals with solar as well as with non-solar

energy technologies. 'Nevertheless, the same diffusion phenonena should,

in general, be applicable to most of the new, durable alternative energy

technologies.

Schiffel et al. [1977] point out that each of the four penetration

models here reviewed has six basic components. Figure 3.1 illustrates

the relationships of these six components. The following is an

abbreviated summary of Schiffel's description of the six phases of the

penetration models.

I. Phase 1: In Phase I the relevant market is divided into jeographic

regions usually on the basis of insolation and climatic conditions. The
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Figure 4.1

Basic Components of Most Solar Energy Market Penetration Models

Phase 1 2

Source: [Schiffel, 1977, pg. 83

_____
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narket is then segrclated into a number of building types with different

characteristics that might influence eventual adoption. The four l.odels

reviewed all deal with building characteristics. Next, the types of

energy technologies considered by a model are classified. These

technologies include solar hot water, solar heating, wind and iany more.

The SRI model considers over 20 solar technologies.

2. Phase 2: Data are collected in Phase 2 and a means for projecting

changes and future levels of data variables is devised. The data are

collected by geographic region for such variables as insolation, fuel

costs, t.arket sizes and growth rates.

3. Phase 3: In this phase, an idealized average installation size is

calculated by region. An estimate is made of the percentage of the

annual energy load t;iat could be supplied by the solar system.

4. Phase 4: Projections of future fuel prices, population growth rates,

solar technology prices and energy usage are made. Comparison

evaluations are then made between conventional and solar energy sources.

5. Phase 5: An exogenously defined market penetration curve is

specified. This curve takes the familiar S-shape. The curve uses

parameters based on the economic comparison evaluations of Phase 4 to

model diffusion. The purpose of the penetration curves is to show how

potential adopters react to the relative economics of solar versus

conventional energy.

6. Phase 6: Sales of the solar technology are calculated. The models

then recycyle back to Phase I for another year in the forecast.

All models reviewed below have this basic structure.

3.2.1 The A3L SHACOB r1odel

The SIIAC03 nodel is used to evaluate the effect of federal solar
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incentive programs on the growth of solar hot water, space heating an

space heating and cooling systems in the residential and commercial

sectors. The model takes federal incentives as input to calculate total

collectors sold, the percentage of the market penetrated and the cost to

govern.ient of the incentive programs.

The basic unit of analysis of the SHACOD model is a geographic region

broken down both by market and building type and new or retrofit

application. SHAC03 differentiates 10 building types. Market

penetration is calculated for each solar technology for each unit of

analysis and is aggregated to provide estimates of annual solar

Denetration by region. Penetration is estimated in a three-step process:

1) Cost of the solar system is retrieved from SHACOB data base

2) Payback period is calculated

3) An exogenously defined function with an S-curve shape uses the

paybac'; period as a parameter. Market sales are read off the

curve.

To account for non-financial factors that can influence the rate of

diffusion, SHACOB uses a weight (called UTIL) between -1 and I to modify

the paybac' up or down. Positive UTIL's accelerate diffusion while

negative UTIL's slow diffusion down. The determination of the UTIL value

is arbitrary.

SHACOB incorporates learning curve cost declines at both the national

and regional level in its determination of solar system prices.

Furthermore, as cumulative production increases, potential adopters'

likelihood of purchase is assumed to increase, the result of an

hypothesized greater acceptance of solar as a reliable alternative energy

source.
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Problems with SHACO3: The ADL model has three major problems. First,

the use of an arbitrarily defined S-curve function imposes preconceived

notions of how diffusion of the solar technology will play out over time;

the possible paths that diffusion can take are limited by the modeler's

choice of an S-curve function. Second, the use of the UTIL weight is

arbitrary and there is no empirical correspondence between the size of

the UTIL weight and the positive or negative influences of many factors

that can affect the diffusion rate. Third, although it seems reasonable

that the likelihood of purchase will increase over time as cumulative

sales increase, there is no empirical justification for how SHAC03

determines just how large the increase should be.

3.2.2 The 'ITRE SP'JUR 'lodel

SPURR is a simulation model that uses a database of energy costs,

engineering costs and data for different possible future econormic

scenarios to assess the impact of fuel costs, energy demand and

government incentive programs on iarket acceptance of solar energy

products. The model forecasts penetration for three major sectors:

1) buildings (hot water, heating and cooling)

2) process heat (agricultural and industrial)

3) utility.

'!e focus on sector 1 here. The buildings component is divided into nine

building types for new and retrofit systems. :larket potential is

determined by building type, within 15 specified regions and for several

electricity-using conventional systems.

!larket penetration is calculated using an arbitrary hyperbolic

tangent function that produces an S-curve shape. The function has

several parameters, among them a "figure of merit" (FO70) which is an
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index of the relative competitiveness of the new technology. For one and

two family residences, FOM is a function of initial cost and annual

savings but for other building types the functional forn changes.

SPURR incorporates learning curve cost declines in its cost

formulation of the solar product.

Problems with SPU R: In using an exogenously-defined S-curve function,

SPURR has the same problem as SHACO3. There is no attempt to calibrate

the SPURR nodel with empirical results fron the field, which means that

the diffusion path predicted by SPURR is an artifact of the S-curve

function chosen by the modeler.

3.2.3 The ZEA O10PPS rlodel

The 0IOPPS Model is comprehensive, and examines the potential of all

new energy technologies in the industrial sector. The model attempts to

match energy technologies to appropriate markets. It does this by

segmenting the industrial sector by two-digit SIC codes and then further

segnentinj by service sectors. The result is over 2000 industrial market

segments. MOPPS measures characteristics of each of these segments and

attempts to match them with one of the new technologies.

Having thus defined the market, IOPPS describes new technolojies

(descriptions provided by ERDA) in terms of optimum plant size, initial

costs, operating costs and data of commercial availability. Technologies

that fit in with more than one service sector are described separately

for each sector. The idea is to match the needs of a sector with the

assets of one of the new technologies.

Next, market penetration is calculated. New technology sales are

found in a three-step process:

1) First, the proportion of the market in a given segment that
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finds a technology cheaper than other technologies is

determined. This value is known as the "nominal market share."

2) Second, a penetration percentage of the total market is found

using an S-curve function, with relative rate of return between

old and new technologies and historical innovativeness providing

the S-curve parameters. The penetration percentage is

multiplied by the "nominal market share" to obtain an effective

penetration rate.

3) Third, using estimates of industry growth rates, the potential

market size is projected by multiplying the effective

penetration rate by the potential market. Total penetration is

found by aggreJation over each segment over each technology.

Problems with :IOPPS: The model assumes that financial aspects are the

only relevant factors influencing diffusion. The absence of a risk

factor in the specification of 10PPS undermines its validity. And,

again, the use of an exogenous S-curve function to describe diffusion is

suspect.

3.2.4 The S.I :lodel

The SRI model forecasts solar market penetration for every five-year

period from 1975-2020. It provides analyses of seven solar energy

technologies in nine regions. ilodel analysis considers three

supply/demand scenarios:

1) low solar price

2) high electrification, high demand

3) high non-solar price.

To develop market penetration results, SRI estimates base case energy

demand and price for 25 end-use markets using a basic scenario from the
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SRI( National Energy lodel. The end-use mar::ets considered are those

where solar technoloTgies are competitive (e.g., water heating, space

heating). Over 20 different generic solar systetnis are looked at

(including 3 photovoltaic systems). Cost estimates are developed for

each solar design.

Economically viable solar technologies are compared with conventional

energy sources in the residential/commercial, industrial and utility

sectors. Market penetration estinates for each viable solar technology

are determined by the relative prices of solar and conventional energy

sources as well as by a "gamma parameter." The "gamma paraneter" is a

value intended to measure a wide range of diffusion rate influencers such

as price variations, resistance to change and consumer preferences.

Gamma is used to parameterize an S-curve function which is in part

specified by a behavioral lag. To specify the behavioral lag function

the user subjectively estimates a date by which time it is felt that 50

percent of the market will respond to the introducton of the new

technology. Once gamma and the behavioral lag are known the diffusion

path assumes a fixed form.

Problems with the SRI odel: The use of the gamma parameter as an index

for all non-financial diffusion factors has no theoretical basis. The

relative importance of the different factors that go into gamma can only

be guessed at. The behavioral lag function is also subjectively

determined, but it does not mix several unrelated diffusion phenomena as

does the gamaa parameter. As with the other models it uses an arbitrary,

exogenously-defined S-curve function to model penetration.

3.3 Conclusions

Models of solar market penetration have, in the past, inadequately
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addressed diffusion principles. By relying on overly simplified,

representations of diffusion phenomena, these models have failed to

capture many of the important phenomena described in Section 3. The

:1OPPS Model incorporates financial aspects of a new solar technolojy but

nothing else. Issues such as level of awareness, distribution, technical

risk and esthetics are not considered. It is apparent that the 13PPS

iodel suffers from incompleteness.

The most serious problem with the penentration nodels reviewed is the

exogeneous specification of an S-curve for diffusion. This approach sets

diffusion paths arbitrarily by specific functional forms that may bear

little relation to reality. Furthermore, the parameters used to

calibrate the S-curve are often meaningless mixtures of different

diffusion factors. Neither are these parameters ti-ed to empirical data;

instead they are subjectively developed.

It appears, then, that a viable approach for PV is (a) to try to

incorporate diffusion phenomena specifically in a model, (b) let the

diffusion process dictate the diffusion path over tine and (c) relate

model parameters to data. This approach is developed next.

4.0 The Structure of the PV1 :odel

The primary weakness of previous market penetration models for solar

energy systems has been their failure to incorporate sound diffusion

principles. By using exogenously-defined arbitrary S-curve functions to

predict the time path of market penetration, these models capture only

their modelers' pre-conceived notions of what the time path of sales

should look like. larren [1979, in a review of the most widely known

solar energy market penetration models (MITRE (1977), SRI International
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(1978), Arthur D. Little (1977), lidwest Research Institute (1977), and

Energy and Environmental Analysis (1978)), concludes that "... solar

energy market penetration models are not science, but number mysticism.

Their primary defect is their penetration analyses which are grounded on

only a very simple behavioral theory." '4arren contends that a good

market penetration model must begin with an adequate model of consumer

adoption hehavior.

The PV1 model is an attempt at explicitly modeling the consumer

adoption process in the context of a market penetration model. A second

difference of of the PV1 model from other penetration models is that it

has an empirical base: the PV1 model relies on a large data base of

demographic and behavioral information. PV1 links a consumer adoption

process moel with a data base, thereby erecting a model structure built

on diffusion concepts that are independent of an externally specified

functional form.

PVI is a model written in the PL/1 programming language that

forecasts market penetration of photovoltaics over time. It is an

interactive model, allowing a user to specify technological information

about photovoltaics, and to allocate funds to government policy options,

as input. In turn, PVI provides forecasts of costs of photovoltaic

cells, sales of photovoltaic systems in peak kilowatts and total

government program costs. The usefulness of the PV1 model is that it

gives a user the ability to simulate a range of government policy

options. Comparison of resulting PV1 model forecasts affords a basis for

evaluation of the effects of various policies on diffusion. The

evaluation of these effects can give government policy makers a clearer

picture of the diffusion process and a better feel for deploying
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government funds in ways which will most stimulate market penetration.

This section describes and motivates the evolution and developnent of

the PVI model. The structure of the model is then justified

theoretically and empirically. As background for the u.odel development

we first define the major government policy options available in the

rational Photovoltaic Program.

4.1 Government Policy Variables

There are five classes of policy variables that the government is

most concerned about in the photovoltaic area: subsidy, technology

development (TD), market Aevelopment (10), advanced research and

development (AR:D), and advertising (ADV). All five affect both the cost

and acceptability of PV in the private sector. Subsidy is the only

policy option funded through channels other than the $1.5 billion

available to the National Photovoltaic Program.

Subsidies: As modeled in PV1, government subsidy policy consists of

establishing a subsidy rate which is the fraction of the PV system cost

that the government will bear. The amount the government subsidizes an

individual installation is assumed to be limited by a subsidy ceiling.

Subsidias directly reduce the cost of a PV system, thereby shortening the

payback period for a purchaser.

larket Development ('ID): :larket development is government spendirg

allocated to the purchase and (usually) subsequent installation of PV

systems at selected demonstration sites. iiD purchases act to accelerate

the market penetration of PV by demonstrating PV as a successful energy

alternative. In addition, .10 purchases have two major impacts on costs:

government purchases (in addition to private sector purchases) lead to

greater production quantities and, hence, to lower balance of system
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(90S) or non-module costs; 'ID spending also supports the marketplace for

arrays, and the greater that spending the more efficient the production

facility and the lower the array cost. This latter impact can be

substantial for the high volume production required of current silicon

technology. .4ith advanced silicon technology, however, JPL analyses

(1980,) suggest that plants will most likely be built at economic size, so

MD spending will not affect array price once advanced silicon technology

comes on line.

Advertising (ADV): The government allocates funds to advertising--

information dissemination--in order to increase awareness of PV within

the potential market. Government advertising will concentrate on

promoting PV as an alternative source of electricity. A second, costless

component of advertising is the advertising, value of a visible

government-supported PV installation.

Technology Development (TI): Technology development spending is money

earmarked for development of production processes that can meet PV

program goals. By effecting early reductions in PV module costs, TJ

spending can shorten the time until PV program goals are met. The

reduction in module prices is projected to occur in at least three

stages. The current stage is called the "intermediate" technology stage,

a stage when module costs are still quite high. As TD money is spent,

module costs are reduced until no further reductions are possible without

a technology change. PV is currently entering a second stage, from whicn

the rate of decline in costs can largely be influenced only by advanced

research and development spending.

Advanced Research and Develooment (ARIJD): Money allocated to AR'ID is

directed to those research endeavors with potential for breakthroughs in
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technology, perhaps of a non-silicon variety, and which are expected to

have significant, long-term cost reduction capabilities. Greater

spending in ARJD is assumed to shorten the time to development of a

breakthrough technology. Thus, AERND spending acts to shorten staje two

of the module cost technology, thereby hastening the arrival of stage

three and the breakthrough technology. DOE has set a module cost goal of

1.71 per oeak watt by 1986 for a breakthrough technology.

4.2 )verview of the PV1 IoJel Structure

Figure 4.1 descrihes the basic conceptual structure of the PV1

model. The PV1 user first specifies an Input Model which defines

technological information about PV as well as government policy actions.

In addition, the user specifies the number of years for which the model

is to forecast PV sales. In each year of the forecast, PV1 calculates a

market potential for PV as shown in the :1arket Potential box. PV1 takes

this market potential anJ reduces it in the dlarket Acceptance Rate box by

screening out potential adopters who find the PV product unacceptable.

overnment actions, defined by user inputs, such as price subsidies and

market development spending, make PV more acceptable in the mar:et by

1) lowering the price to the user, 2) making consumers more aw;are of PV

and 3) instilling confidence in PV as a technically and financially

viable energy technology. 3nce the fraction of the total market wno find

PV acceptable is calculated, PV1 applies an exogenously defined

probability of purchase (given that the product is found acceptable) to

arrive at a final purchase rate in the Output box. PV sales feed back

into the calculation of iarket potential in the following year of the

forecast.

The "larket Acceptance Rate box houses PV1's model of the photovoltaic
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Figure 5.1

Conceptual Structure of PVI
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adoption process. In this box, potential photovoltaic adopters advance

through the awareness, interest and evaluation stages discussed in

Section 3. The modeling of the awareness stage is discussed in detail in

Section 4.3c. Briefly, the awareness of potential adopters is assumed to

he affected by advertising and market development installations. In each

year of the PV1 forecast, some fraction of the market potential will be

,ade aware of PV. The unaware fraction is screened out at the awareness

stage of the adoption process. Those who are made aware proceed to the

interest sta3e.

PV1 handles interest by assuming that information about photov)ltaics

is accessible to potential adopters, and therefore presents no barrier to

adoption. Consequently, PV1 allows all who pass the awareness stale

directly into the evaluation stage.

The evaluation stage is the heart of the PV1 model structure. In

this stae of the adoption process potential adopters judge PV by

comDaring it to their current source of electricity, almost always a

utility. They make comparisons along a number of dimensions, particuarly

financial and risk attributes. Each dimension represents a stumbling

block to final acceptance of the PV product. For a potential adopter to

accept PV, he must find PV acceptable on eacn dimension. (The relevant

dimensions are discussed in 4.3d.) PV1 models this process using a

sequential ordering of market screens, one for each relevant dimension.

At each market screen PV1 calculates the fraction of the remaining market

potential which still finds PV acceptable. Figure 4.2 illustrates the

procedure.

As mentioned earlier, the PV1 nodel is intimately bound to a large

data base. This data base contains information necessary to perform many
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Figure 5.2 - PV Model Structure
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of the calculations in the market screen phase of the PVI model. These

information requirements impose one last structural constraint on PV1, a

constraint which necessitates the fragmentaton of the narket potential

calculation into a large number of smaller market potentials. These

1)ecoe the basic units of analysis for the PVI model. Each is the n!arket

potential of a sector :ithin a region, or a sector-region.

Operationally, these terms are defined as follows:

Region: A region refers to a utility district when that rejijn is

(a) contiguous and

(b) within the boundaries of a single state

Thus, PY1 treats a utility district that provides power in two

non-contiguous areas as two regions.

Sectors: The tern sectors refers to functionally different PV usage

groups that, because of differences in methods of

production and installation of PV arrays, see different

financial costs associated with PV. The six sectors

explicitly included in the PV1 model structure are

residential, commercial, industrial, agricultural,

3overnment/institutional and central power.

larket potential must be calculated at a regional level because local

phenomena such as insolation and marginal electricity rates are required

for the market screen calculations, calculations which directly influence

the relative acceptability of PV. The PV1 regiondl data base supplies

the information needed for these important calculations. PV1 treats the

non-contiguous areas of a utility district as separate regions to account

for possible differences in insolation values and to limit the effects of

government market development installations between non-contiguous



IV-33

regions when they are sep3rated by a substantial distance.

Referring once again to Figure 4.1, PV1 iterates through the diagram

for each utility region within each sector for each year of the model

forecasts. All major retail utilities in the Jnited States (except

Alaska) are included in the data base on which PV1 operates.

4.3 The PV1 Database

Information on 469 private, public and cooperative utility regions is

stored in the PV1 data base. This information is broken down

sectorally. Included in this data base is information on number of

customers, average annual electricity usage, marginal electricity rates,

poulation growth rates and insolation for each sector within each

region. In forecasting annual market penetration, PV1 sequentially

calculates PV sales in each of the 2812 sector-regions (6 sectors x 469

regions).

The PV1 data base contains only baseline values. For instance, the

"number of customers" values are 1978 figures. Clearly these figures

chanje over the duration of PV1 forecast periods. PV1 adjusts these

numbers by applying a population growth rate to them for each year of the

forecast period. The population growth rate recorded for a sector-region

is an eight year average (1971-1978) of the total population growth rate

for the state in which the utility region is located. It is recognized

that growth rates should vary both regionally within a state as well as

sectorally, and more accurate growth rate figures will be accessible once

1980 Census figures become available.

4.4 Justification of the PV1 Model Structure

The logic of the PV1 model begins with the total potential market in

each sector within each region and reduces this market through market
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screens to derive a value for market penetration. The primary output of

the nodel is a projection of the annual sales in peak kilowatts of

installed PV by sector, aggregated over regions. The overall .-odel logic

for the.calculation of PV sales is summarized in Figure 4.2.

4.4a Market Potential

The annual PV narket potential in each sector-region is derived from

the "number of customers" value stored in the PVI data base. Using a

sectorally ieteriined average PV installation size, in square meters of

array, PV1 converts the number of customers into a market potential in

peak kilowatts. For the conmercial, industrial, agricultural and

government/institutional sectors, PV1 assumes that the average size of a

PV installation is 30) square meters. The selection of this value is

somewhat arbitrary, and was chosen as a best estimate of the needs of an

average non-residential building or farm. As ?PV is developed, the

average installation size will be modeled to more accurately reflect

electricity needs in these sectors.

There are two underlying assumptions in the computation of average

size in the residential sector. First, the total cost of electric energy

for a PV user will be the user's cost of electricity before instdllilg

PV, plus the annualized cost of owning a PV system, minus the sdvings

derived from both the reduced usage of utility energy and the savinjs

derived from selling back any excess power produced by the PV unit.

Second, it is assumed that the average residential PV user will purchase

the DV array size that minimizes the cost of electric energy on an annual

basis.

The average size of a residential PV installation is estimated by

Lilien and 'lulfe [19P]0 as:
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where:

AJ

ER

RS/R

VC

I

Z

For the

purchase PV

The average

fTlp!n.

= average annual electricty use, in KIh/yr

= cost of utility generated electricity in $/KIh

= price of sell-back electricity as a fraction of purchases
electricity

= regression constant = .1224

= vri hle systen costs, $/m2

= capital recovery factor = .117

= insolation, K :h/m2yr

= system efficiency

= system maintenance costs (ahnual fraction)

= average size, m2

central power sector, it is assumed that a utility will only

if it has a need for at least 25 1L4,p of ad.itional capacity.

installation size for central power is arbitrarily set at 2'

The neer to put market potential in units of peal: kilowiatts sterms

from the standard practice of pricing PV in dollars per peak kilowatt.

The conversin of one square meter of installation size into peak

kilowatts assunes the form:

K = n(m2 )
KP

where n o system efficiency
(about .12) (4.2)

Thus an average industrial PV array of 300 m2 will produce

approximately 36 peak kilowatts. And the total market in a sector-region
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in a given year is computed as:

srt srt  Vsrt (4.3)

--there:

K'sr t  the otential market in peak kilowatts, in sector s,
region r, at time t

1srt = average PV installation size in m2, in sector s, region
r, at tine t

V st = number of potential custoners in sector s, rejion r
at time t

It is assvued that all planned capacity increases for a utility

region (less whatever photovoltaics are installed by utility custoners)

plus t'e replaceient of existing equipnent, together represent the

potontial market for photovoltaics in the central power sector.

Once market potential has been calculatei, the fraction of the market

'.,o find PV acceptable is found by successively reducing the market

Dotontial through a series of screens. The first screen encountere , in

PV1 is the awareness screen.

4.4h The Awareness Screen

The potential market in a sector-region is first reduced at the

a,areness stale of the adoption process. The PV1 awareness screen

liminates potential buyers who are not aware of photovoltaics. The

friction of the current market that is aware of PV in year t is the sum

of:

(3) the fraction of the market who were aware of PV in year t-1 and

who remember it; and

() the fraction of the parket who were not aware of PV in year t-1

hut who are informed of PV in year t.

Awareness of PV within the potential market is a function of governnent
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advertising ca'paigns, measured in terms of effective aJvertising dolldls

that the government spends annually. There are two sources of

"effectivw advertising dollars":

1) )irect advertising dollars which government spends on media anrf

information dissemination. In PV1, this kind of government

snendin-i is user specified as a fraction of rMD spending.

?) Non-monetary advertising. A government purchased market

development installation is assu~ e to have advertising value

for denonstrating that PV is viable both technically and

economically. The advertising value of a demonstration

installation is set at $3030. Private PV installations also

have this value.

Thus:

S

+EA = ADPER * rD + DELTA * CU:ISITES * SI (4.4)sr: t srt k=1 ,r ks

where:

EA1srt = effective advertising dollars in sector s, region r
at tine t

ADPErt = fraction of MD spendng in time t used for direct media
promotion

MDsrt = market development spending in sector s, region r
at time t

DELTA = effective advertisin3 value of a visible PV
installation (in dollars). PV1 uses a value of $3003
for DELTA.

S ks = the effective perceptual influence of sector k on
sector s. (This variable is described in 4.3c.)

Assuming that the potential market is made aware of PV only by "effective

advertising dollars", the fraction of the market aware of PV in year t is

given by the following simple model of advertising awareness:
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Asrt K * Asrt + (1 - * At ) * (1-e "(EAD) ) (4.5)srt srt-1 srt-1

where :

Asrt = fraction of potential market aware in sector s, region r

at time t

K = ienory constant. Of those who were aware in tile t-l,

K is the fraction who remember in time t. In the current

version of the model, K is set at .7F.

3 = 1

EAD = effective advertising dollars

TVe coefficient B is estimated by assuming that one half of an average

regioral "arket is made aware of PV when total regional "effective

1'vertising dollars" are 950,033.

'.4c The 'arket Evaluation Screens

The fraction of the potential market that successfully passes thr3uh

t t e wareness screen next enters the evaluation stage of the adoption

process. PV1 subjects the remairin nmarket to four rarket evaluation

screens which flurther reduce the fraction of the market who find PV

accotahle. These scrpens deal with technical, warranty, systen life and

oaylack acceptabilities. In a national study of Active Solar Heating and

Cooling Products [1980] these scrPens were found to be the prilary

evaliation criteria used. The active solar systems studied are products

+hat shar= many technological and economic attrihutes :.ith PV. The

-ar'ed similarities of these other solar products to PV suggested that

t'9 sane evaluation criteria could be successfully applied to the PV

case.

PV! handles the logic of te iarket screen evaluations as

'e-ionstrated in the following example of the warranty screen.
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4arrantv

The PV1 user nay specify the warranty period (.1) for PV in the iocel

Inputs. Otherwise, the PV1 default value is 12 months. First, PV1 asks

the question, "'ihat fraction of potential adopters would find PV

unacceptahle if the warranty were less than (C) months " The answer to

this question is provided y survey results used in generatin3 a

distribution of the fraction of the market who find PV unacceptable for a

range of warranty period values. The distribution is sector depen-ent,

so a separate distribution is required for each of the six sectors. For

example, in the residential sector the percentage who finJ a 12 month

warranty to he unacceptably short is 74 percent. This figure drops to 22

percent for a three-year warranty. The sane procedure is taken for the

other three evaluation screens. The distributions of these

unacceptahilities are built into the PV1 model. It is comiutationally

fortunate that these screening distributions for each sector were

e-ipirically found to he independent of one another. This allows the PVI

market reduction algorithm to process the criteria sequentially rather

than jointly: if, for instance, a potential market is evaluated at

1,000,00 peak kilowatts, and awareness is 36 percent, warranty

accentability is 2r percent, lifetime acceptability is 53 percent,

technical acceptability is 5 percent and payback acceptability is also 5

percent then the total market of those who find PV acceptable is:

1,000,000 * .36 * .26 * .63 * .05 * .05 = 147 peak kilowatts

System Life

As with the warranty, the PVI user may specify the expected lifetine

(L) of the PV system in the Model Inputs. Default is 15 years. PV1 then

calculates the fraction of potential adopters who would find PV
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unacceptable if the expected system life were less than (L) years.

Technical Acceptability

This screen assesses the innovativeness of potential adopters as well

as the purchase-risk proneness of potential adopters. For this screen

PV1 determines the fraction of potential adopters who would find PV

unacceptable if they had not seen at least (1) PV installations already

operating successfully. An inportant inplicit assumption here is that

all PV installations operate successfully: the PV1 .model does not

account for negative w,ord-of-moljth effects from PV field failures. These

effects will he modeld in a future revision of PV1. (See Kalish and

Lilian, 19P0, for preliminary vwork on this probler,.)

Tha determination of the number of prior successful installatiors is

handled ty modelinq interaction effects.

Interactions: The six sector types have different influences on each

other ,,,hich we define as sectoral interaction effects. It is

hypothesized that PV systems installed in one sector influence the

effective numser of successful installations perceived by potential

adopters in other sectors. In addition, the distance of installations

from those potential adopters perceiving them should also influence the

number of effective installations that are perceived, Thus, the

effective nuber of installations perceived by potential adopters within

a given sector and region is equal to the number of installations within

that sector and region plus the effects of installations outside the

sector or region. This is computed as:

R S

FFt = tsrt * SIkS * RInr (4.6)
~srt n=1 k.1 s Iks nr

where:
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srt = actual cumulative nunher of installations in sector s,

region r, at time t.

SIks = the effective perceptual influence of sector k on sector s

RInr = the effective perceptual influence of region n on region r

EFFsr t = effective installations perceived in sector s, rejion r
at time t

Bot- influence coefficients vary between ' and 1 and PVI assunes:

RIrr = I RI = RI
and

SIss = 1 SIks sk

The default values of all other influence coefficients are 3. The PV1

user is Iree to redefine the SI coefficients.

Values of RI are computed on the basis of a gravity type model, where

the interaction between two regions is inversely proportional to the

square of the distance (in miles) between them:

d2
RI = minimum (- 1) (4.7)

2 dnr

where:

do  = distance at which interaction = 0.5

dnr = distance between regions n and r, in miles

The PV1 database stores distances of a region's ten closest

neighbors. Installations from these neighbors are used in calculating

EFFsr t . Influences from all other regions are regarded as negligible.

Payhack

PVY calculates a simple payback for each sector-region for every year

of the forecast period. The form of the payback calculation is:

system, cost - subsidies
payback = pvsave + bbsave - mtncost (4.8)
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where:

pvsave = electricity savings (dollars) from using PV instead
of the utility

bbsave = money earned from selling excess PV electricity back to
the '1ti lity

itncost = annual maintenance costs.

PV1 then determines the fraction of potential adopters who would find

PV unacceptable if Dayhack were more than (y) years.

An important assumption of the PV1 model is that all non-utility PV

users install systems that are connected in parallel rwith the utility

grid (that is, they use as much of their own PV power as they can, sell

the excess to the utility, and purchase back-up power from the utility)

and do not use storage systems These are called "parallel" distributed

PV systens. Prices that are paid to the PV user for electricity sold to

the ,utility in PV1 are consistent with rules set down by the Public

Utility "egiulatory Policy Act (P.L. 95-617, PURPA). Utilities are

expected to pay between 30 and 70 percent of a user's marginal

electricity rate for such electricty, in compliance with PURPA's "just

and rpasonahle" rule. The variable "bbsave" in PV1 represents the

savings to an average consumer from electricity sold back to the utility.

4.44 larket Distribution

The acceptance of PV as a viable alternative source of electricity is

not enough to guarantee purchase. It may be, for instance, that in the

early stages of marketing PV, manufacturers are simply unable to achieve

total geographic distribution. The obstacle to distribution lies not

with the shipment of PV equipment, but with the lack of competent local

contractors and service personnel. Few such individuals are likely to

e'erge in small towns and rural areas. Limited distribution acts to
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screen out another fraction of potential adopters frorm purchase. To

model the distribution screen, a survey of contractors and

builder/developers in each utility region would he required. It would be

necessary to assess each contractor and builder/developer's protability

of learning PV installation techniques. For the current version (and

with some reservation) PVI uses an average nationiide distribution

fraction and apnlies it to each utility region. At present this fraction

is set at .5 and is constant for the duration of PV1 forecasts.

In an aggregate sense, (and PV1 is an aggregate model), the ise of

one overall distribution fraction is not unreasonable, provided of course

that it is accurate. Although distribution \will vary over utility

reqions, the aggreoate of all regional market penetrations for a given

year will be the same, using either the one average distribution fraction

or 4CC utility region-specific distribution fractions. Unfortunately, in

using the average fraction, the PV1 model may incorrectly distribute

installations over regions. In so doing, region-specific technical

acceptability screen values (number of prior successful installations)

are altered. It is not clear how much bias this introduces into market

penetration forecasts. Furthermore, the distribution fraction should

realistically increase over time as acceptability increases among

contractors and builder/developers. In future revisions of PV1 an

attempt will be made to estimate with accuracy an initial distribution

fraction (.5 is only a best guess) and then to model the temporal

distribution and shift of this fraction.

4.4e Probabillty-of-Purchase

The final step in the calculation of PV sales requires determining

the fraction of the market who will buy, given they have passed through
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the previous awareness, evaluation and distribution screens. There is no

known survey or statistical method which can estimate ex ante the

probability-of-purchase with any reliable accuracy. Techniques commonly

practiced for deriving a probability-of-purchase include measurenent of

purchase intentions of a sample group of potential adopters. Researchers

lenerally anply some arbitrary factor to the purchase intention responses

to arrive at an overall probability-of-purchase. Kalwani and Silk [1981]

report that "while positive associations between intentions and purchases

have generally been observed..., the strength of the relationship

uncovered in these analyses has not been viewed as sufficiently .1arked

and consistent to allay the basic concern ... [of) ... many in the

marketing research community."

In the same paper Kalwani and Silk present further analyses of a

,ethod developed by Morrison [1979] to evaluate the quality of purchase

intention measures. Part of the unreliability of estimating

probability-of-ourchase from purchase intentions is that purchase

intention responses are measured with error. lorrison's model provides a

framework for evaluating the effect of inaccurate responses.

The probability-of-purchase currently used in PV1 is a best-guess

estimate of 10 percent, consistent with data on appliances given by

Juster [1966]. The need exists for a better estimate. In the future, a

survey to measure purchase intention for PV will be conducted,

'easureient error will be estimated using Morrison's model, and hopefully

an a-equate probability-of-purchase will be obtained.

4.4f Market Penetration

:larket penetration in a sector-region is calculated by multiplying

the fraction of the market who find PV acceptable by the distribution
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screen fraction and by the probability-of-purchase. Thus, in the example

of the warranty screen section, market penetration would be:

147 peak Kw * .5 * .1 = 7.4 peak Kw

PV sales are fed back into the succeeding year to adjust downi:ard that

year's market potential estimate. In addition, PV1 updates the database

values of acceptabilities for each evaluation screen, for each

sector-region, by subtracting out the fraction who have bought. For

example, if 13 percent of a given sector-region found a payback of 19

years or more acceptable and ultimately 3 percent buy in that year, then

in the following year only 7 Dercent of the market would find a payback

of 10 years or more acceptable. (This is modified somewhat for changes

in market potential due to growth, etc.)

One last aspect of the PV1 model is the incorporation of a market

expansion factor. If PV sales grow too quickly, such that expecteo

production cannot keep pace with demand, then PVI limits annual sales by

pronortionally scaling down sector-region sales until their sum equals

some allowable total sales maximum. The market expansion fictor is

modeled such that in the long run, PV sales cannot grow nore than 30

percent annually and can at most double eight years into the nodel

-ast. Functionally,

market expansion factor = .3 + 1.7 * exp(-.11091 * t) (4.9)

Finally, a caveat for use of PYV model forecasts is in order. As

this section has demonstrated, PV1 forecasts are based not only on a

number of measured quantities (for instance, the acceptability values)

but also on several unknown quantities like the probability-of-purchase.

Thus, the PVI forecasts should not be studied in terms of absolute arket

penetration numbers. Rather, the major usefulness of PV1 is as a



IV-46

sensitivity tool, allowing a user to compare the likely diffusion of PV

under different narket stimulation policies.

4.4j Cost Reduction

The costs of a PV installation figure prominently in sev2ral PV1

calculations, most importantly in the calculations of government subsidy

costs and the payhack screen. The diffusion rate, a function of the

Dpyback screen, is thus sensitive to the cost of PV. Although costs

cannot be perfectly foreseen into the future, PV1 requires a cost

reduction model that can give good estimtes of PV costs through the next

'eca+1. The reliability of PV1 output depends on the accuracy of this

cost reduction model. PV1 uses the cost reduction formulation Jescrioed

Selow - a fornulation designed to conform with methods suggested by JPL

L1990 1.

A PV installation has two main components: the PV module itself, and

the balance of the system (30S). B3S consists of power conditioning

enuip'ent, structures and indirect costs. Indirect costs are

contingencies, fees and other costs not included elsewhere.

30S '.ost ?eduction: 3S costs are assumed to vary from year to year,

as a log-linear function of the total estimated annual sales rate.

SDecifications are illustrated in Figure 4.3. Just as there is

interaction among sectors for the acceptability of the prior number of

successful installations, the sales rate by which a sector's 30S costs

are computed is also influenced by the number of sales in other sectors.

In PV1, these sectoral influence coefficients can be user specified. The

default values are those of the "successes" influence matrix, the matrix

used in calculating effective successful installations for use in the

technical acceptability screen.
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Figure 5.3

Price/Cost vs. Sales Rate
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'odule Cost Reductions: The model for module cost reduction is nore

a function of the state of technology than are 30S costs, and is

therefore more complex. It depends on government expenditures for

technology development and advanced research and development, and on

expectations about government and private purchases of PV. n;odule cost

wrill also depend on the cost of silicon, the most probable future raw

material for PV production. The cost is calculated in terns of dollars

per Deak watt.

The reduction in module prices is projected to occur in at least

three stages. The date at which a new stage arrives is defined

explicitly hy the user, or optionally, the dates -ay be modeled, as shown

below. The current stage is called the "intermediate" technology stage.

In this stage, the price of PV is given by:

94 2.4
P103ULE = [2.83 - (84 - PSi) * 4 + 24 (4.10)

where:

P.33'I LE = price of PV, $/p

PSi = price of silicon, S/k3

Z = plant size factor, 't1 /yr.

The plant size factor, Z, is the size of the plant, in :t annual

production, required to produce 1/4 of the total AU purchased.

(The PV1 molel assumes a four plant industry for initial

cornercialization.)

The year that this first stage of nodule cost reduction ends may be

defined by the user. Alternatively, the user may model the duration of

the first stage by specifying the duration in terms of government

technology development funding. PV1 estimates the duration through the

following relationship:
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T = (t? - t )l - ] + t3  (4.11)

where:

T = time to end of stage 1,

X = cunulative TD in millions of dollars,

t o = earliest possible date for sta3e 2 after unlinited
funds are spent,

t 2 = date of ultimate price if X = 3,

91 = most likely annual spending level

t1 = most likely date for stage 2 at annual input spenling level, 1)

t 3 = most likely date for stage 2 of module if annual spendin; level
is 2')1

and

t2 - t3  tI - t1
= Log2  + (4.12)

0 ( )tl)B  t - to

Y t t (4.13)
= t2 -l t - 1

The variables t0, tl, t 2, t 3, and D1 are parameters supplied by the

user as optional input. The amount of annual TD spending, D1, is a

control variable. The model itself will discontinue the allocation of TD

in the year that Stage 2 technology arrives. Effects of the input

parameters are illustrated in Figure 4.4.

The module price in the second stage is no longer a function of plant

size, only of silicon prices. Plants are assumed to be producing at

minimum efficient scale. Price in Stage 2 is modeled by:
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Figure 5.4
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P4ODULE = 0.70 + (Pi 14) * 8] (4.14)

The date of the end of this second stage, called the "PV Program

Goal" technologyv stage, will be a function of the ARID funding provided

by the government. The functional form is identical to that defining the

end to the intermediate technology stage:

YB
T = (t2 - t0)1 - y + t0  (4.15)

2 o + y 0

where Y now reDresents the cumulative level of AR;J funding.

The third, or "ARND 3reakthrough" technology stage, represents an

ultimate, low price for PV that will result from some as yet unknown

technology. 4hile the date for the beginning of this stage iay be

computed by the methods outlined above, the actual price is supplied by

the user. The PVI default is $.70/4 .

Total Cost: Disregarding subsidies, the final cost to the consumer

of a PV installation is the cost per peak watt, installed, times the

number of peak watts in the array. The cost per peak watt, installed, is

a function of module price, BOS costs and a manufacturer's markup.

Total cost/4p = P1DULE * (1 + markup) + pcucost +
(4.16)

+ snscost] * (1 + indcost)

where:

PMOD'JLE= module cost

pcucost = power conditioning cost

snscost = structures and installation cost

indcost = indirect cost'fraction

markup = manufacturer's markup fraction

In a future revision of PV1, a revised JPL cost fonmulation will

incorporate a cumulative sales effect into the module cost calculation.
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5.0 Field )eta Collection

A unique characteristic of the PV1 model is that it is tied to a

field data collection activity. Data collected in field surveys are

incornorated into the PV1 model for calibration of the acceptability

distributions of the evaluation screens. .This section motivates that

data collection process, linking it to parameterization of the PV1

Model. In addition, and unrelated to the model, this section describes

how direct product development strategy guidance can be derived from the

field nleasurement procedure. The design and implementation of surveys in

the residential and agricultural sectors are described.

5.1: otivation for the Data Collection Activity

In recent years, a large number of studies have reported on the

causes of new product successes and new product failures (see Choffray

and Lilien, 1980, for discussion). In general, their results point to a

single cause as the most frequent reason for market failure or delay of

market success in the new product area:

- the product developer is out of tune with the way customers

Derceive and evaluate the product.

Thus, for DOE's rarket development program to be successful, not only

'iust PV costs be lowered, but perceptions and expectations of PV raust be

measured early to provide feedback that can be integrated into the

product development process. These measurements of consumers'

perceptions, expectations and attitudes toward PV can be made with the

use of a field survey. Results of the survey can suggest areas for

product improvement, or a need for better communication of product

features that are poorly perceived.

As important as field measurement Is to the development of a
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successful product, it is no less important as a means for calibrating a

model that is exDected to provide reliable forecasts of PV'market

penetration. 4ithout a strong link to how customers actually perceive

PV, the usefulness of the model would be seriously impaireJ. There are

several major objectives that field measurement must fulfill if it is to

gather information that can be incorporated into the PV1 model:

o to measure chan3es in the level of photovoltaic awareness and

attitudes toward PV on a region-specific basis

o to measure the sphere-of-influence of a PV demonstration

installation. (How are awareness and technical acceptdbility

affected by distance from an installation )

o to act as an identifier of demographic and behavioral

characteristics of early potential-adopters (innovators) of

photovoltaics

o to determine acceptability distributions for a set of important

PV evaluation criteria

o to provide design feedback from potential adopters so that the

market development program can achieve maximun effectiveness.

To realize these objectives, field measurements must be obtained

periodically so that changes in attitudes, perceptions and awareness can

be monitored.

5.2 Measurement Approach

This subsection motivates the measurement approach taken for PV.

Sampling designs are described for surveys conducted in the agricultural

and residential sectors.

Useful results from surveys are only obtained when the survey design

is made carefully and scientifically. It is necessary to be aware of,
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and to try to minimize, threats to validity of measurement results.

Controlled measurenent demands pre- as well as post-action measures to

evaluate the effect of an activity. For ease of description of

measurement experiments we use Campbell and Stanley's notation [1963]

which defines 0 as an observation (attitude measurement) and X as a

treatment of exposure (to an experiment). In the past, the typical solar

study has been a no-control post-test only experiment:

X 3 (5.1)

Boring [19541 states that "such studies have such a total absence of

control as to be of almost no scientific value."

A most popular design that adds control both for external effects and

for internal validity is the pre-test-post-test control group design:

R 01 X 02  (5.2)

R 03 04

(-here R refers to randomized assignment to jroups). The effect of X

(exposure to a demonstration site, for example) is read here as

(0 2 - 0 ) - (04 - 03)

where the subscripts refer to sample numbers.

A typical tracking study, used in advertising assessment for consumer

products, uses a modified version of design (5.2), (5.2a):

, 01 (X 02 )  
(5.2a)

R 03 04

Here, exposure to a site is self-reported. Such a desijn is

t"reatened with biased misclassification ("Did you see X "), but careful
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separation of the probe for X-exposure and probe for 0, during the

interview can mininize this source of bias.

If we view Xi as a set of random stimuli occurrinj at different times

to different segments of the public (Xi might include a nidwest natural

gas shortae, a liddle East embargo, the modification of solar

incentives, etc.), it becomes clear that a desi3n like (5.3)

Time

t=l

011

021

031

t= 2

012

022

032

t=3

013

023

033

(5.31

must be in the field already to capture these effects. A post-survey

(like (5.1)) to evaluate the effect of planned or environmental change

has no scientific value.

Thus, a carefully designed, random sample must be in the fielJ

Deriodically to read the effect of uncontrollable events on changes in

solar attitudes and awareness as well as to read the effect of the field

experiment unit.

How should tiiat survey be designed The normal tracking-study desijn

would be:

Time

Area

1

2

t = I

R(X11011 )

R(X2 102 1)

t=2

R(X21 12 )

R(X22012)

. 0

. .

. .

(5.4)

. . .
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Here, separate random samples are developed at each time-point. Group

averages can be compared, but changes in attitudes at the indiviJual

level cannot be rieasured because lifferent individuals are involved. Je

propose a variation of (5.4) that alleviates this problem. In (5.5) we

consider region only and use the superscript 4, 3, etc. to refer to

cohort, or group studied.

Ti.e = 1 Time = 2 Tiie = 3

R OA

1
R 01 (X2 2) (5.5)

R(x20) (X30 }3 )

R(X  )  . . .

Here, cohort 8 is remeasured at 2; cohort C is reneasured at 3, etc. The

imbedded design:

A 0 0
R01 ... R(X202 ) ... R(X 03

is identical with a single row of design (5.4); in addition, we have the

3 3
Important remeasurement of changes within a cohort: 02 - 01, for example.

Our r-easurement aproach assumes that the likelihood of adoptinj

,hotovoltaics is a function of (a) system economics, (b) psychological

perceptions of the system, (c) demographic/life style variables and (d)

re3ional influence factors. A normal cross-section of observations can

be used to calibrate an individual choice model.

'4here we wish to read the effect of a demonstration site, however, we

need remeasurements. The design proposed here allows us to measure and

calibrate the following key model:
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Intentit = f(Intentit-1, Economics, Life Style, Site Exposure, etc.)

(5.6)

where the above equation suggests that changes in intent to purchase are

affected by likely exposure to the PV site. Note that the individual

remeasurement modeled a5ove, embedded in our research design, allows for

modeling at the individual level.

The imiportance of modeling at the individual level follows from the

observation that if you have 10 regions, then with design 4, you have 10

observations:

i12 - Oil = "i, i = 1, ... , 10

'lith individual modeling, you might have a natural sample of 103J-203)

observations. The additional degrees of freedom for estimation allow for

much more modeling flexibility and development of more useful information.

An important point to reemphasize is that the (comnon) desi3n (5.4)

is embedded in design (5.5). All information availdble from (5.4) can be

obtained from (5.5) plus much more resulting from evaluation of effects

at the individual level.

Variations on (5.5) are possible where portions of the cohort are

remeasured after varying lengths of time. This design is useful when

wearout of various program-effects are being tested.

Note that design (5.5) also allows for controlled experimentation

(via direct mail, for example) to randoi subsets of the group between the

first and second measurement. The residential study, described shortly,

incorporates the first column of design (5.5).

As a first step in the measurement process, we must develop and test

measurement instruments. This involves the recognition of the important

issues that need to be measured.
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5.2.1 Issue Recognition and Questionnaire Design

The PV data collection activity is a three-stage process. First, we

identify relevant issues that the field survey should address. This is

acco)plished by either a focus group interview or by a series of

individual face-to-face interviews. Second, the issues developed in

these interviews are discussed, and then developed into attitudinal,

perceptual, behavioral and demographic questions and statements that are

iut together into a oilot study questionnaire. The pilot study is

fielded with a small sample of the relevant population and results are

checked for questionnaire design and wording problems or possible

omissions. Third, the questionnaire is reworked to eliminate its

prnles and then fielded in a large-scale survey.

Since PV-related issues vary sectorally, different questionnaires

have been administered to the different sectors. The two following

examples describe how data have been collected in the residential and

a3ricliltural sectors.

5.2.1a Cuestionnaire Development for the Agricultiral Sector

In 1977, a government-finded PV installation was officially opened in

"lead, ,ebraska. The array provided electricity to a snall irrigation

oump that supplied water to a cornfield on a University of Iebraska

experimental farm site. PV is especially appropriate for this

application since pumping for irrigation is needed nost on days when

solar energy is most abundant. The opening provided a prime opportunity

to neasure farmer attitudes and perceptions of PV both pre- and

post-observation of the installation. In preparation for this, a

questionnaire was developed which was designed to measure sector

'emographics, price-acceptance distributions, number of prior successes
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of an innovation before it is accepted as reliable, cost decline factors

and energy usage and needs. Jther areas of concern were also probed to

identify issues that would assist in future de:aonstration designs in

other sectors. Using an open-ended format, two project me1bers conducted

interviews in nearby Lincoln, Nebraska with individuals who were involved

in and knowledgeable about farm management and irrigation practices. The

people interviewed were:

1. A fann business writer, who also owned a small farm;

2. A large farm owner-operator;

3. A farm-extension county agent;

4. A farm machinery dealer;

5. A bank far'-loan officer;

6. An official of the Farm Bureau;

7. The Department Head of Agricultural Engineering at the

University of .'ebraska;

8. University of Nebraska Professor of Agriculture and 4ater

Resources;

9. Jniversity of INebraska Public Relations and Communications

Editor in charge of the PV denonstration project;

10. Radio and TV station farm editors in Lincoln.

The issues that emerged from these interviews were developed into

questions and perceptual statements for a pilot study questionnaire. The

pilot study was tested among farm owners in Massachusetts and iJew

Hampshire. The questionnaire was then modified and a final version

prepared for large-scale data collection at 4ead on opening day.

The sample design for the larger-scale agricultural sector survey

provided measurements from three types of respondent:
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1. Farmers who had not been exposed to the PV demonstration

2. Farmers who had just been through the PV demonstration

3. Farmers who were interviewed just before and just after seeing

the demonstration.

The actual sample design is summarized as:

;;easurement Demonstration reasurement Total

Group 1 0 104

Grouo 2 X 3 105

Group 3 0 X 0 87

296

The stiudy did not incorporate methods for periodic observation and

remeasurement.

5.2.1b Questionnaire Development for the Residential Sector

Two focus group interviews were conducted in July, 1980. The first

group was composed of ten participants: six women and four men. All

•,ere married homeowners living in several of the more affluent suburbs of

Boston, 'lassachusetts. All p3rticipants had non-electric hot water and

heating systems. The respondents were selected dt random within their

comTunities and were interviewed at a professional facility in Lexington,

;a ssachusetts.

'lention of PV was carefully avoided at the beginning of the

interview. Focus group members were guided into a discussion of solar

energy. A questionnaire about PV was then introduced. The members

completed the residential questionnaires and made suggestions for

possihle improvements. The questionnaire was modified to take account of

Dotential problems and a pilot telephone survey was subsequently
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conducted in the same Massachusetts suburbs where the focus group members

lived. A large-scale survey will be fielded shortly and sampling will be

conducted according to the first column of sample design (5.5). The

resultin3 survey instruments are included as Appendix 2.

5.3 Calibration of the Acceptability Distributions

Recall that technical, warranty, system life and payback'

acceptabilities were found to be the primary criteria used by potential

adopters in evaluatin3 the PV systeri. One objective of the PV field

surveys is to collect data which yield acceptability distributions for

these four market evaluation screens. The procedure taken to derive the

acceptability distributions is straightforward. For example, in the

agriculture survey farmers were asked to specify their mininum

requirements for system life, payback period and number of prior

successful installations they would have to see before considering a

photovoltaic-powered irrigation systemi. (At the time of the survey,

warranty was not considered an important evaluation criterion. A second

study measured minimum requirements for warranty.) From their responses,

cumulative acceptability distributions were derived: thus we look up for

any given value of a parameter, the proportion of farmers who find the

level of the evaluation criterion aceptable. The cumulative

distributions are incorporated into the PV1 model. Should future studies

find these distributions changed, then the current distributions will be

replaced.

Acceptability distributions for the residential, commercial,

industrial and public authority sectors are currently determined from

information supplied in interviews with HVAC consultants and architects

(Lilien and Johnston, 1980). These individuals estimated the
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acceptability distributions for each sector, and averages of their

estimates were used as the distributions for PV1. The residential study

soon to begin will supply PV1 with new distributions for the residential

sector.

In sun, there w.ere a number of field-related sources for the data

ircormoratnd in the PV1 model. The supporting data are found su.marized

in Lilier and ;IcCormick, 1979 and Lilian and Johnston, 1933.

5.4 Product Dev~lopcent Guidance

The acceptability distributions can also he used to provide

PV-product development juidance. The system designer, in developing the

PV rroduct, :,ould like to know how much total acceptance will increase

with an incremental change in say the payback period or the lifetime of

the system. He can compare this information with incremental cost and

thereby make a rational decision on system design trade-offs. This

situation is analogous to government's problem in allocating funds

between the different policy options.

A jseful means for exploring system design trade-offs is the

iso-acceptance curve, conceptually the same as the indifference curve

used in economics. Figure 5.1 presents iso-acceptance curves for payback

neriod versus system lifetime in the agricultural sector. Each curve is

sketched through the locus of points with the same overall probaaility of

acceptance on the two system characteristics. These curves represent the

trade-offs between system characteristics. Thus, the same percentage of

farmers are-satisfied with each pair of values along a given

iso-acceptance curve. Referring to cost estimates, the system desijner

can determine target values for payback and system lifetime for a given

level of acceptance.
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Figure 6.1

Payback Period vs. Necessary Life Acceptability Curves
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Consider Figure 5.1. Two points, A and 3, are marked. A represents

a 4-year payback and a 12-year lifetime. B represents an 8-year payback

ann a 20-year lifetime. lere either of these conditions to occur, 60

Dercent of farmers would find PV acceptable on these two dimensions.

Thus, farmers on average are willing to pay a 4-year payback "premium"

(n-4) to ohtain an extra 3 years (20-12) in system life (assuming current

syste design is at point A). Figure 5.1 also indicates that although

low values of payback and high values of system life are needed to get

high acceptance (5 and 17 years respectively for b) percent), less

stringent values will still capture some market (e.g., 11 and 11 is

acceptable for 25 percent). This information would be important to a

marketer or a design engineer.

6. Insight into PV Policy Developnent

PV1 is an expensive simulation model to use, both in terms of

computation costs and time used waiting for output. It is i,ipossi;)le to

sinulate all possible governnent policy strategies to find the best one.

The size of the PV rodel (containing over 100,900 decision variables for

a 20-year *-odel, related to one another in a highly non-linear way)

precludes analytical or numerical optimization. It is therefore useful

to develop insight into the structure of optimal government spending

policies to guide the search for superior policies. This section

oresents sone theoretical results that shed lijht on:

1) The structure of optimal deployment of market development (MD)

spending on PV demonstration installations.

2) Optimal subsidy strategies for new technologies which are

governed by diffusion processes and experience cost declines.
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These results will suggest a subset of policy options that shoula lead tj

the most effective government strategies. Section 7 compares these

theoretical results with sample PV1 simulation results under 15 different

government policy strategies.

6.1 Optinal !larket Developnent Deployment

Lilien [19792 modifies a diffusion model introdiced by 3ass [1969j to

study the theoretical implications of market development spending on

market penetration over time. The Bass model was selected far analysis

because it is simple, flexible, and has been applied to a number of

different product applications. The analysis of the modified model

suggests optiral strategies in terms of:

1) The timin; of demonstration programs, and

2) The allocation of demonstration progrias over sectors.

Assumptions necessary to the analysis of the model somewhat liit the

aDplicability of the results. tNevertheless, there are several general

iciplications which give insight into how and when government funds should

be deployed.

Bass's model of diffusion takes the following simple fori,:

ds(t) (p + s(t)dt = s( )(s* - s(t)) (6.1)

where:

s(t) = number of firms having adopted an innovation by time t
(s(O) = 0)

s* = total number of firms considered eligible to adopt the
innovation

p = coefficient of innovation; this equals the rate of product
adoption when there have been no previous purchases

q = coefficient of imitation; the effect of previous purchases
on the rate of adoption.
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Lilien modifies this model to study first the effect that the timing of

demonstration programs has on market penetration.

6.1a The Timing of Demonstration Programs

Under Lilien's modification, the Bass model takes the form:

d(t) - q )(s* - s(t)) (6.2)

where:

T(t) = s(t) +'A(t), where A(t) is the number of government-sponsored
demonstration programs installed by time t.

Analysis of this modified model proceeds under two important but

reasonable assumptions: the first assum.ption is that jovernient

demonstration installations are indistin3uishable fron privately ow'led

installations, implying that imitators are equally influenced by any

successful product. The second assumption is that neither the

coefficient of innovation, p, nor the coefficient of imitation, q,

OeDeqds on demonstration programs (p and q are not fiactions of *(t)).

Since A(t) is a cumulative total of government-sponsored

installations, it can be shown by separation of ds(t)/dt into two

coriponnts that ds(t)/dt will be maximal when all demonstration projram

resources are used as early as possible. Intuitively, this follows since

one would expect that early deployment of the maximum number of

installations would lead to high early acceptability on the technical

screen described in Section 2, thereby accelerating market penetration.

Clearly, this early deployment forces acceptability on the technical

screen to be always equal to or greater than the acceptability generated

by any other deployment over all time. This result is general and should

apply to innovations that are technically sound where governnent

development programs are applicable. Kalish and Lilien [19SOb] have
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investigated the timing of a PV demonstration progra m when negative

feedback from various types of system failures is possible and shoh that,

currently, a demonstration program should not yet begin.

The usefulness of this analysis is limited by the assumption that

government has an allocation of installations to ouild, instead of the

more realistic assumption of a fixec monetary budjet, since it does not

consider experience curve cost declines. To illustrate, if stated

goverrnent policy is to build 103 installations independent of cost, then

it makes sense to put them up as early as possible. If, on the other

hand, a budget of $10 million is allocated to demonstration progra.is,

then a greater number of cumulative installations can be built if the

funds are deployed over tine instead of early and all at once, assumin,

the innovation sees cost declines over time. Thus, if the cost of the

innovation is expected to decline, and the government is limited by a

fixed monetary budget, then the solution to temporal deployment becomes

more complex. devertheless, if cost reductions are caused by increases

in cumulative sales (learning curve effects), then a sufficient number of

government installations must be deployed early to cause the future cost

reductions.

6.1b Allocation over Sectors

Optimal allocation of government demonstration programs over sectors

is studied by modifying the Bass model under the assumption that

diffusion rates vary by sector. It is assumed that q, the coefficient of

imitation, is a function of the cumulative level of demonstration program

support, A, so that

q = f(A)

Bass's equation now becomes:
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dsi(t)

dt = (Pi + fi(Ai( t ) ) . T(t))(s - si(t)) (6.3)

i = 1 to the number of sectors.

If T(t) is replaced by A(t) + s(t) then a sectoral imitation

parameter appears in the equation, namely, d, where

di = Ai 1  f(A i.)

Lilien concludes that if each sectoral imitation parameter, di, is a

concave function of the number of demonstation installations, then

optimal allocation occurs when installations are spread out over

sectors. A concave function implies that each additional demonstration

oroject yields a positive but diminishinj marginal return for diffusipn

over the previous installation.

If each sectoral imitation para."eter is a convex function then all

,denonstration installations should be allocated to one sector. A convex

function implies that each succeeding installdtion jenerates an

increasing narginal diffusion rate. Note, however, that in a finite

market it is impossible to have always increasing marginal returns.

Thus, all imitation parameter functions must ultimately become concave.

A likely functional form for the imitation parameter then is one that

is -t first convex and then turns concave. This implies that the first

few deonstrations will show increasing marginal returns but eventually

additional deionstrations will muster only diminishing marginal returns.

This functional form assumes an S-curve shape. An optimal strategy for

an S-shaped response is to concentrate installations in one area at a

tiue until marginal private sales begin to slack off and then to spread

out.
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6.2 Optimal Subsidy Strategies

As with the timing of demonstration programs analysis, insight can

also he gained into optimal subsidy strategies through analysis of a

theoretical, mathematical model. Kalish and Lilien [198ja] stuJy a

simple formulation of a supply-demand model for a new innovation under

the assumption that the subsidy a consumer receives is some constant

nercentdge of the purchase price paid. To make theoretical analysis

tractanle, the authors impose several simplifyin1 assunptions:

1) There are no subsidy ceilings (limits) in effect

2) Tax considerations are ijnored

3) Firm pricing behavior is analyzed only as a cost-plus or

short-term profit maximization problen - net present value

profit maximization is ignored.

4) The cost per unit of production is a decreasing function of

cumulative production

5) Demand for the innovation is a function of price to the consumer

and of word-of-mouth effects. Exo3enous variables, such as the

state of the economy, which might affect demand, are considered

static.

6) Consumers do not try to anticipate government subsidy. (It is

plausible, for instance, that a consumer may delay action in

anticipation of future government policy.)

In contrast to assumptions (1) and (2), the federal and state

governments offer a variety of subsidy programs, many with subsidy

ceilings and many in the form of a tax credit instead of a flat rate

percentage decrease in price. Although the Kalish-Lilien model ignores

these differences, the analysis is likely to hold suggestions about the
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effect a price subsidy strategy is likely to have on new product

diffusion.

Kalish and Lilien analyze their supply-demand mnodel under different

scenarios of varying demand elasticities and changing firm revenues. An

understanding of their main results requires the followinj definitions:

p(t) = price charged by firm at time t

x(t) = cumulative sales (same as number of adopters)

r(t) = the Dortion of the price, p(t) actually paid by the
customer. (1-r(t) = subsidy rate)

x(t) = f(x(t), p(t),...) demand equation

n(t) = price elasticity of demand

Their analyses also assuie a single producer industry. From their

assumptions they develop three fundamental results.

Result 1: If de'nand for the innovation is constant over time and

elastic ( = 0, n > 1) then the optimal subsidy stratejy is to spend

in a continuous and monotoniCdlly non-increasing fashion if firm revenues

are non-decre3sing over time. iWon-decreasing firm revenues are assured
dfwhen word-of-mouth effects are positive (f > 0) and prices decline wit

experience (1 <).

Price will decline with experience unjer the Issumptions of 1)

experience curve cost declines and 2) price set on a cost plus or

short-tern profit *,axiiization basis. It is unlikely that the government

would consider subsidizing an innovation unless the innovation exhibits

such price decline and positive %ord-of-mouth effects. In general,

however, the assumed condition of constant price elasticity of dernand is

un ealistic. The next result relaxes this condition.

Result 2: The conclusion of Result 1 still holds under the relaxed
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assumption of an elastic but now varying elasticity, as long as the price

elasticity of demand decreases with price declines as well as with tine

d 0, d< 0).

The new condition that elasticity decrease with declines in price is

reasonable to expect for products early in their life cycles, where, if

risk of purchase is extremely high, it is doubtful that drops in price

will stimulate increasing percentajes of quantity demanded. Such a

scenario is especially true of unusual and high priced innovations

because of their inherent riskiness. Yet, in many instances, innovations

of this kind are initially priced at levels in the inelastic region of

the demand curve because cost declines have not been marked enough to

allow competitive pricing. For these innovations, the subsidy strategy

of Results 1 and 2 is an inappropriate one with which to start. Ahereas

this strategy may he correct to implement early in the life cycle,

clearly some other strategy must be determined for innovations just

entering the marketplace in a region of price inelasticity.

Result 3: If demand for the innovation is inelastic and constant over

time (n < 1, f = 3) and if revenues are non-decreasinj, then the

optiial subsidy strategy is to fully subsidize installation costs at the

beginning until the subsidy budget is exhausted. Of course, if fir

revenues are non-increasing, then the subsidy should be withheld as lon%

as possible in the hope that revenues will become non-decreasing in the

near future.

Explicit conditions for non-decreasing revenues could not be

developed. Nevertheless, as with Result 1, the condition that elasticity

must remain constant is unrealistic. As cumulative production increases

and costs consequently fall, the price of the innovation will approach
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and finally enter the elastic region of the demand curve. Alternatively,

word-of-mouth effects nay shift the denand curve such that demdnd becomes

elastic with no significant chanje in price.

Kalish and Lilien conclude that an optimal subsidy policy is to

subsidize Cully when the innovation first comes on the market, as long as

the product "wvorks" and its price is low enough so that subsicizej price

brings it into a price-elastic region. The subsidy should be decreased

over tine once de-rand becones elastic and non-increasing. This t;;o-part

strategy will he effective for the "good" product, one that jenerates

positive word-of-mouth effects thereby sustaining itself on the

,arketplace. Government subsidy spending for the ":ood" product grows

proportionally to firm revenues when instdllations are fully subsidized,

but then peaks and declines with the lessening of the subsidy rate. If

firm revenues do not initially grow because of high product price, the

subsidy should be delayed until costs decline sufficiently for sales to

increase. At that point the strategy outlined at the beginning of the

paragraph should be inplemented.

One obvious orission of the Kalish and Lilien analyses is the case

where demand is elastic at the unsubsidized price, but the elasticity is

increasing. The situation will generally occur when demand n-oves from

the inelastic to the elastic region of the demand curve since elasticity

is likely to continue to increase. In this region of the demand curve,

government can stimulate increasing marginal sales in the private sector

for each incremental percentaje increase in the subsidy rate. A policy

of full subsidization would seem to be recommended in this instance.

6.3 Consequences for Photovoltaics

Recill that government subsidy spending for PV is independent of the
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11.5 billion allocated to the other government policy options. Thus, the

DOE-PV program need make no trade-offs between spending money on

subsidies versus other programs as is the situation with market

development spending. In this sense, the theoretical analysis of optinal

subsidy strategies is a self-contained problem for photovoltaics.

Realistically, however, spending in the other policy options must be

coordinated with the subsidy strategy if maximum PV diffusion is to be

achieved. Clearly, if at times these other options are more

cost-effective in bringing down the cost of a PV installation, then s:le

subsidy spending should be delayed until more opportune moments arise.

For instance, the discrete decreases in PV costs expected from ch3nges in

stage of technology might be reason enough to withhold subsidy funds

until they can be used more effectively in conjunction with TD and AR,.3

spending.

Finally, government's allocation of funds to the PV demonstration

program (!D) depends on its allocation to technology development (T3) and

advanced research and development (AR1JD). The $1.5 billion allocated to

the National Photovoltaic Program must be split between MD, TD and ARIID.

3oth TD and'ARJ)) spending work to lower PV costs, and in so doing

increase the fraction of the market who find PV acceptable by raising the

acceptability level on the payback screen. There is a trade-off between

raising the technical acceptability through ID spending and raising the

payback acceptability through TD and ARtD spending. PVI will be a useful

tool in the determination of a reasonable division of funds between the

three policy options.
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7.0 Some Sample PV1 Analyses -

The results of the last section gave insijht into optimal allocation

strategies for market development and subsidy expenditures. Although the

implications of these results are somewhat confined by the assumptions on

which they are based, they simplify the search for superior allocation

strategies. In this section, market penetration and cost forecasts from

the P"1 model are analyzed for 15 different government policy

strategies. These strategies were selected to compare with the results

outlined in Section 7. They provide the basis for an initial sensitivity

analysis of the theoretically optimal strategies.

IHere we use the words "model" and "strategy" interchangeably. INote

that the way wie use the word "nodel" should not be confused with the PV1

iolel. Instead a model is the set of user-defined inputs that specify

government policy actions, stajes of the PV technology, the duration of

the forecast neriod, the number of sectors in the forecast and many other

control variables of lesser importance. To make comparisons of the 15

strategies meaningful, all variables unrelated to jovernment policy were

fixed with the exception of the annual real rise in electricity rates,

which is 3 percent for the first eight strategies and 10 percent for the

last seven. The decision to use two electricity rate rises ,ias made in

consideration of the instability of oil prices. Clearly as the cost of

utility generated electricity increases, the PV product will look better

and better in the eyes of potential adopters. The model results

lenonstrate this relationship dramatically. It is recognized that many

utilities use fuels other than oil in their electricity generation and

that the use of-one overall electricity rate rise for all fuels is

probably inadequate. To remedy this oversimplification, a database of
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utility fuel mixes is currently being assembled to allow the PV1 user to

input fuel-specific rate rises. In using these rate rises PVl will

assune that utilities annually increase electricity costs commensurate

wth the rise in their fuel costs.

Descriptions of the 15 government allocation strategies appear in

Tables A-1 to A-15 of Appendix 1. These tables present summary cost and

penetration results. Table A-1 serves as an overall reference,

presenting results for the baseline strategy in which total government

spending was set to a minimal level of $75 million in -arket

developnent. All other spending was set to zero.

All strategies were specified as 6-sector, 15-year models. Except for

the baseline strategy, all strategies were allocated approximately 51.5

billion over the first ten years of the forecast period, consistent with

the funding available to the NIational Photovoltaic Program. This money

was specifically allocated to the market development (IJ), technology

development (T3) and advanced research and development (ARND) policy

options. Since the number of model runs was limited, TD and AR:J

spending allocations were made identical in all strategies to allow for a

controlled analysis of the effects of ID spending on PV diffusion. TO

spending was held invariant at 1100 million for the first four forecast

years and ARJD spending was held constant at $103 million for the first

seven. (In all mod:ls, TD spending causes Stage 2 technology to arrive

in year 5 and ARNO spending causes Stage 3 to arrive in year 8. An

explanation of the specifications of Stage 2 and Stage 3 arrival dates is

given in the appendix to this chapter). M3 spending was set at $75

million in strategies 2, 3, 4, and 5 and then upped to $500 million in

strategies 6-15. Strategies 2, 3, 4, and 5 consumed less than $1.5
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billion 'ecause 4D funding was set to a minimal level. For each

strategy, advertising costs come to 20 percent of :13 spending.

Subsily policy for the 15 strategies was specified independent of the

other policy options because subsidy funding is not provided by the

Nlational Phot,)voltaic Pro3ram. Unlike 3D, TO, and ARID, which are

constrained by a total $1.5 billion budget, subsidy funds are assumed to

be unlimited. Nevertheless, PV1 can simulate a constrained subsidy

bu"'get by setting annual subsidy rates to zero after the budget ceiling

has been reached. As will be seen in Table 8.1 later, cumulative subsidy

s3endinj varies dranatically. This is because cumulative subsidy

spending is calculated as a fraction of the dollar volume of private PV

sales, and dollar volume varies considerably across stratejies. So.,ne of

the variance in dollar volume is caused by the effects that different

strate3ic allocations of :ID, TD, and AR!JD have on PV costs and

acceptabilities. Mluch of the difference in subsidy spending, however,

can be attributed to the application of different subsidy rates. For

instanco, strategies 6 and 7 are identical except for the sizes of the

subsily rates, yet cumulative subsidy spending differs by $2.23 billion.

Althou;h the spending variances make comparisons of market

penetration forecasts difficult between some pairs of strategies, there

are many important, and to some degree jeneralizable, results which

proceed from the analyses of this section.

For analysis purposes, the warranty of a PV system was set to 30

months and the lifetime to 20 years and both were left unchanged for all

strategy runs. Thus, acceptabilities on the warranty and lifetime

screens also remained constant, and can be considered as having

negligible responsibility for differences in market penetrations between
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strategies.

7.1 General Results

Government spending can accelerate diffusion by increasing the

awareness anI the acceptability of PV. In the 15 model runs, government

spendinj influences market penetration in three ways:

1) 19 spending increases awareness

2) :43 installations increase technical screen acceptbility

3) MiJ, TD, ARi:D and subsidies all work to lower PV costs, and thus
increase the paybac " acceptability.

From analysis nf the 15 model runs, the following jeneral conclusions

follow concernini the relationship between government spendin3 and nark't

penetration of PV. Detailed comparison analyses of the stratejies are

included in the next subsection.

1. Market Develop-ient Spendin: lithout rJ spendinj PV technology does

not diffuse. This seens to be true regardless of how much government

spends on TD and ARD. Further, the availability of as much as a 43

percent subsidy is not enough to stimulate much additional adoption when

:1D sDendin' is low. Even full subsidization is relatively ineffective in

early forecast years. There are two major reasons for the delay: first,

a',areness of PV renains low throujhout the forecast period because

advertising expenditures, which in PV1 are a fraction of MD spending, are

negligible; second, diffusion is delayed because potential private

adopters are unwilling to risk a product that has little demonstrated

reliability. The lack of government purchased installations therefore

causes the technical screen acceptability to be near zero.

If all other government policy variables remain the same, 11D spenJin

has the greatest positive effect on market penetration when it is spent
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in the early years. 3y deploying MID funds rapidly, government creates

iiediate widespread awareness of PV and also accelerates technical

screen acceptability, and because both awareness and technical

acceptability are functions of cumulative installations, they maintain

hiih values after ID funds dry up. These preliminary findings

corroborate the theoretical results of Section 5.

Concentration of MlD Funds in certain sectors dramatically accelerates

overall PV penetration into the private sector. It was fojnd that tne

agricultural sector is particularly receptive to early MD expenditures,

but that annual sales peak quickly, after which time 1 spending has no

further significant effect. Concentrated allocations of ID spending have

the greatest impact on diffusion acceleration in the residential and

commercial sectors. This occurs prinarily because the residential and

co.-rercial sectors are the two largest in terms of total market potential

and number of potential adopters. In principle, diffusion is accelerated

fastest in sectors where contact between intra-sector nonbers is

3reatest--therefore the largest ones.

To illustrate, assume that the technical acceptability screen

distributions are identical for all sectors. As government narket

development sponsored installations are built, and greater percentages of

potential adopters pass through the technical screen, ceteris paribus,

proportionately more sales result in large sectors than in small

sectors. This means that, in absolute terms, greater numbers of

potential adopters will actually adopt in the larger sectors. Since

technical acceptability is calculated based on an absolute number of

prior successful installations, the diffusion of photovoltaics will be

accelerated fastest, for a given 1.D expenditure, in the larjest sectors.
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This result holds as long as inter-sectoral interactions are less than

unity; if all interactions are unity, then 1D13 funds should be spent in

sectors where installations can be sought at greatest value per peak

watt. Furthermore, since all installations would cduSe identical

perceptual effects, re3ardless of PY array size, government could derive

the most benefit fron an installation in the sector using the snallest

averaqe PV installation size, i.e., the residential sector.

2. Subsidy Spending: hereas MD spending is crucial in the early years

of PV liffusion, subsidy spending assumes a vital role in later years.

The size of the subsidy necessary to drive diffusion depenCs totally on

the relative cost of PV electricity to utility-generated electricity. In

early years, when the cost of PV is highest and mar3inal electricity

rates are lowest, private adoption of PV can only be stimulated by

complete or near-complete subsidization. The average subsidy cost to

government per peak watt is extremely high, and though much is spent,

little is purchased. It is a tricky business, however, to try to locate

a subsily level that is not too costly to government but that is still

able to attain a reason3ble stiiulation of the market.

An unfortunate fact about photovoltaic subsidies is that they seem to

have no permanent stimulating effect on PV sales: when subsidies expire,

annual sales fall back to levels little different than pre-subsidy

sales. The cause of subsidy's inability to create permanent sales

effects lies in the PV cost structure. The PV cost formulation does not

incorporate learning curve effects: thus, subsidies induce greater

cumulative sales, but the cost reductions which can accelerate adoption

do not result. Instead, costs are partially determined using an

economies of scale approach. While economies of scale certainly exist in



IV-80

the SOS cost structure, as well as in Stage 1 module technology, where

plants are not at minimum efficient scale, the presence of a learning

cost curve decline also seems justified. JPL's onmission of ledrning

curve effects from the PV cost formulation was based on the belief that

the PV technology changes so rapidly that such effects never develop; a

futir- revision of PVI is expected to incorporate a cumulative sales

effect. Obviously subsidies will have more impact on the rate of

diff(usion when learning curve effects are modeled. It is not clear how

important the learning curve effects are expected to be out the

possibility exists that they will be overshadowed by cost declines

associated with TD and ARND spending during the years of Stage 1 and

Staje 2 technolooies. After Staje 3 arrives, and a relatively stahle

technology is put in place, learning curve effects will probably assume

iriportance.

The riost salient benefit of government subsidization occurs when the

price of PV hovers just above a threshold level where modest decreases in

price can produce quantun increases in PV sales. An infusion of subsidy

noney in this situation can invigorate the market. The threshold price

level is determined by the relative costs of PV and utility-Jenerated

electricity. The faster PV costs decrease and the hijher the real annual

electricity rate rise, the more rapidly the threshold price level is

reached. The results of the 15 strategies indicate that the price of PV

nears the threshold level only after Stage 3 technology comes on line,

suggesting that subsidy spending be delayed until that time. The wisdom

of this strategy is reinforced if the assumption is correct that learning

curve effects only take on importance in third stage technology. The

theoretical results of Section 6, which are derived for new technologies
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that experience learning curve cost declines, should then apply. This is

partially borne out by comparison of some of the strategy results.

7.2 Detailed Analyses of Governnent Policy Actions

The analyses of this section use Tables A-I to A-15; the reader

should refer to these ta'les to see differences in the time path of

diffusion as w:ell as to obtain detailed strategy descriptions. Table 7.1

presents projections of cumulative megawatts instdlled and A /dollar of

government investment for the 15 cases, providing a rough sunmary

conparison.

1. The 3ase Case-.lininal Government Support: Table A-1 presents the

baseline results. A minir.ial $75 million in 1D was allocated in Strategy

1 to develop as threshold-model for comparison. Here over 9D percent of

final cumulative sales are private. Approximately 75 percent of

cunulative installed peak kilowatts are in the ajriculture sector.

Although agriculture seems to be a prime target for diffusion

acceleration, it becones clear in other strategies that this sector is

generally unresponsive to later government spending.

2. Comrparison of Strategies 1, 2, and 3: All three stratejies have

mininal ',ID spending. Strategies 2 and 3 have large allocations of TD anj

ARJD funds. Strategy 3 has a 40 percent subsidy for all 15 forecast

years. There is virtually no difference in cumulative sales for these

strategies. PV costs in strategies 2 and 3 reach low levels nuch faster

than in Strategy 1, yet prices are not low enough to stimulate sales.

Even the 40 percent subsidy, which costs the government an additional

$142 million over the baseline, cannot initiate more than a few hundred

extra peak kilowatts in sales.

3. Comparison of Strategies 3 and 4: Both strategies are identical
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except for the subsidy rate which is raised to 38 percent in Stratejy 4.

Thro:-jh the first seven y..ars, differences in sales are not remarkible.

Yet 'ihen the price of PV drops to about 45 cents per peak ::att in year 8,

sales take off in Strategy 4. It is clear that the cost of PV must be

rdjced substantially if the sales rate is to accelerate. In dchieving

this reduction in cost and increase in sales an enor;ous subsidy cost is

incurred: $2.59 billion. All but $6 inillion of this figure is spent in

the last 8 years; however, this is a relatively cost effective strategy,

yielding .88 1p/ of investrient.

4. Comparison of Strategies 4 and 5: Strategy 5 has full subsidization

through tie first 10 years, and 40 percent thereafter. Sales in Strategy

5 approxiiately double each year fro, year 5 to year 1J. Jndoubtedly,

the market expansion factor is limiting sales during this period. 3y

year 10 cuiulative sales in Strategy 5 are triple those in the same year

of Strategy 4. The reduction in the suasidy rate in year 11 to 43

percent, however, stops sales. In fact, sales in year 14 of Strategy 5

are little different from those of the baseline strategy, about 23,000

Deak kilowatts.

5. Comparison of Stratejies 6 and 2: Strategy 6 is identical to

Strate]y 2 except that 'ID spending is increased to $50 million annually

for years 1 through 10, and is then eliminated in years 11 through 15.

Total ctiulative sales in Strategy 6 are double Strategy 2's, but private

sales are only about 5) percent more. Table 7.1 presents cumulative

private market penetration in relation to subsidy spending. Since only

1D spending varies between these two strategies, all sales differences

-must be 'ID-ind-iced. :Jotinj that total cumulative sales between them in

years 10 through 15 differ by less than 33JO peak kilowatts, it is
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Table 7.1

Cumulative Subsidy Spending Versas Ilarket Penetration

Cunulative Cunulative Average P'eak latts
Subsidy Private larket Subsidy Cost Inst3ll. ?Per

Spending Penetration Per Peak Dollar of
Strategy ($o3,303O) (OOJ ,.i) 4att (W) Sov't Seni.j

1 0 147 0 1.03

2 0 147 9 .12

Elect. 3 141 147 .96 .11

Rate 4 3,587 4,203 .E5 .8

Rise= 5 1,130 726 1.56 .32

3 6 0 239 3 .13

percent 7 2,225 1,335 1.67 .35

8 3,989 1,792 2.23 .32

9 8,632 13,561 .64 1.33

10 9,341 15,598 .63 1.42

Elect 11 1,409 1,052 1.34 .35

Rate 12 2,336 2,865 .82 .73

Rise= 13 3,025 4,394 .69 .95

10 14 1,936 4,299 .45 1.21

percent 15 3,903 7,244 .54 1.32
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evident that :iD spending promoted about 60,000 peak KA in additional

private sales during the years it was being spent. This sales increase

is hardly exceptional, but it can be attributed to heightened awareness

and greater technical screen acceptability, both the result of large

a.iounts of AD spending. The fact that sales are so similar in later

years is so-elihat puzzling; the xplanation is that neightened a wareness

ca':sed most of the extra private sales. Jhen 'ID0 speiding ran out,

awareness fell back to a low level, the additional sales not enoujh to

sustain a level of awareness much higher than in Strategy 2.

6. Coiparison of Strategies 6 and 7: Strategy 7 is Stratejy 6 dith

subsidy. The full subsidy allocated in the first two years of the

jtrategy 7 forecast stiiulates few sales, undouDtedly because technical

acceptability, awareness, and even payback acceptability are low. (lote

that in spite of full subsilization the subsidiz.d cost per peak watt is

still high, a situation caused by the federal subsijy dollar ceilinj

limit.) "Tarket penetration and subsidy spending grow draatically

thereafter until year 11, when the reduced 40 percent subsidy tdkes

effect. 1fterwards, private annual sales are little different than in

tie baseli-e case. Demand is in such an inelastic region that a drop in

price from $2.33 to $1.22 per peak watt induces only about 25JJ3

additional peak K.J in sales. (ID spending accounts for about 2500 KA in

year 15 of the baseline stratejy.)

7. .o:parison of Stratejies 7 and 3: In Strategy 8, $500 milliJn in :13

"unds are deployed over a 5-year period instead of a 12-year period as in

Strategy 7. Total penetration is increased by 2G percent but subsidy

spending increases by 79 percent from $2.23 billion to $3.99 billion.

The average subsidy cost per peak watt jumps from $1.67 to $2.23 (see
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Table 7.1). NJevertheless, once ajain, annual sales drop precipitously

when the subsidy rate is lowered in year 11.

Much of the additional subsidy spending in Strategy 8 occurs in earl

years when total subsidization costs per installation are high. In tnise

years higher awareness and higher technical and payback acceptabilities,

caused by concentrated AD spending, result in higher sales dnd therefore

additional subsidy costs. It seems that, in spite of increased

penetration, the strategy of accelerating 1ID expenditures fails because

it is unable to generate more than mediocre, non-increasing sales in

later years. In the saie sense, the extra subsidy money spent is also

ineffective. Perhaps a not unreasonable criterion for govern.::ent to

adopt in its decision to intensify subsidy expenditures is that the

aver33e subsidy cost per peak watt must diminisn with extra subsily

spending.

,. Comparison of Strategies 9 and 7: These strategies are identical,

but in Strategy 9 the real annual rise in the price of electricity is

increased fron 3 percent to 13 percent. Divergences in market

penetration bet jeen the two strategies begin in year 6 and by year 15

total penetration differs by 12 million peak Kw. Althou3h subsidy

increases to a cumulative $8.6 billion in Strategy 9, the average subsidy

cost per peak watt falls to 1.64. This compares quite favorably to $1.G7

in Strategy 7. Comparisons of PV costs in Tables A-7 and A-9 plainly

reveal that the reduction in gross cost per peak watt is involved in the

stimulation of diffusion. The reduction in cost is caused by increased

economies of scale in balance of systems costs resulting from higher

annual sales. The increase in sales occurs because payback acceptability

mushrooms, the outcome of the rise in price of utility-generated
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alectricity relative to that of PV electricity. M;ost important of all is

that sales in years 11-15 of strategy 9 are large and annually

increasing. Apparently, annual sales can sustain lower gross PV costs

which in turn sustain annual sales.

The results of strategies 9 and 7 imply that the relative costs of PV

and utility electricity will ultimately determine PV's place in the

larket. The analysis is not sugjesting that a 3 parcent real annual rise

in the orice of utility electricity ;rill effectively block PV

penetration, or that a 10 percent rise will guarantee larket success;

only that the electricity rate rise will play the key role in ietermining

'iho' greatly and how quickly PV diffuses.

9. Cnxparisin of Stratejies 10, 11, and 12: Comparisons of these

strategies show how different subsidy strategies affect diffusion. Only

subsi!y rats are varied between strategias. Since the application of

subsidy rates is the same in years 1-1J of stratejies 11 and 12, subsidy

spending and market -)enetration are also identical. The termination of

subsidy funds in Strategy 11 kills off sales in years 11-15. In

iaintaininj a 40 percent subsidy these last five years, however, PV sales

in Strategy 12 are boosted 1.8 million peak *%w over sales in the saie

oeriod in Stratety 11. The additional subsidy cost of these sales is

.:73 million. Yet, as a result, average subsidy cost per peak watt drops

to $.P2 fron 1.34. The effectiveness of subsidy spending is thus

substantial when gross PV costs approach the threshold level where demand

becomes elastic.

Strategy 10 has generally higher subsidy rates than Strategies 11 and

12 and sales are consequently much stronger. Even though PV sales in

years 11-15 of Strategy 13 dwarf sales in Strategy 12, it is clear that
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diffusion is being successfully accelerated with a lower suosidy rate (4,

percent compared to 60 percent) in Strategy 12, and at a much lower

cost. (Subsidy costs in year 15 of Strategy 12 are 28 percent of costs

in Strategy 10.) Still, the average subsidy cost per peak watt drops

significantly from $.82 to $.60 when the subsidy rate is increased to ;J

percent from 40 percent.

It is unlikely that government will allocate $9.34 billion in fundin.

to photovoltaic subsidy policy, so Strategy 10 in itself is probahly not

realistic. Nevertheless, an important issue arises in discussing

Strategy 10 in relation to Strategy 12: how should government decide

what tle time path of subsidy rates should look like once denani beco. s

elastic. The use of high subsidy rates will create large immediate

increases in PV sales, but the subsidy spending budget will enpty

quickly. And as other strategies have demonstrated, once subsidy

inoculations cease, PV costs rise and sales fall. It is not clear,

however, whether the sare subsidy budget, spent more moderately over a

longer period of time because of lower subsidy rates, would achieve less

or more liffusion. Future analyses of other strategies may help to

decide this issue.

The necessity of maintaining a constant or increasing denand for PV,

so that PV manufacturers are not periodically driven from the industry

when subsidy rates are suddenly dropped, argues for the use of subsidy

rates which can be gradually reduced over time to maintain a stable time

path of demrand. Ahen the subsidy budget runs out the rate should be lo.;

enough that a smooth transition in demand can occur. By such time the

cost of electricity from utilities will hopefully have increased to a

point where a non-subsidized PV price will generate sales on its own.
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13. Comparison of Strategies 2 and 13: MD spending in Strategy 13 is

expended in the first year. Subsidy rates and TD and A.AD spending are

the same. Thus, only the time allocation of :ID funds varies jetween

strategies 12 and 13. By accelerating :13 expenditures, both subsidy

costs and PV sales were increased, while the average subsidy cost per

oeak watt decreased from 5.82 to $.69. The increase in market

penetration is due to the innediate elevation of awareness and technical

acceptability supplied by an overdose of MD spending. It appears that

$530 million in year 1 is sufficient to create maintainable awareness and

technical acceptability levels since annual PV sales are sustained at

hilh levels for all 15 years of the imodel. Because costs and

penetrations are different, it cannot be concludeJ that one stratejy is

superior to the other.

11. Co-iparison of Stratelies 13 and 14: Co.iparison of iadrket

penetration for these strategies illustrates that early subsidization

cnsts ioney but has little beari., on total diffusion in later years.

Referring again to Table 7.1, observe that while cumulative PV ssles in

Strategies 13 ind 14 differ by just 2 percent, Stratejy 13 costs 50

nercent more (91 billion) than Strategy 14 in terms of subsidy

expenditures. It is clear that the large early subsidy rates of Strategy

13 cost the governnent money that could have been saved had the subsidy

been lelayed.

12. Comparison of Strdteies 15 and 12: Aside from all V3 funds being

allocated to the residential and commercial sectors in Strategy 15, these

strategies are identical. The concentration of 'Ii funds in these sectors

caused a 67 percent increase in subsidy expenditures in comparison to

Strategy 13. Penetration, meanwhile, increased 253 percent. The data
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strongly suggest that, had subsidy spending been limited in Strategy 15

to that of Stratejy 13, the cumulative sales in Strategy 15 would still

have been slightly higher. The more important result, however, is that

diffusion occurs fastest in the residential and co nercial sectors. A

year-b.-year comparison of cunulative installed peak kilovdtts :ak'es this

result apoarent.

9.3 Conclusions, Assessmeoit and Extensions

8.1 Conclusions and Extensions NJeeded for PV1

The diffusion of the photovoltaic technology will not occur

immediately. Yet, government money, spent wisely, can accelerate private

sector adoption and shorten the time until the technology becom~s

viable. Jot surprisinjly, the analyses of g'vernrent stratejies show-ed

that the cost of PV is the major barrier to PV's successful diffusion:

little adoption will occur while PV is a non-competitive energy source.

How long it takes for PV to becone compatitive will in larje part be

determined by the arrival dates of the second and third staje

technologies. Reasonable assumptions were made in the model aDout the

arrival dates of these technolojies, but there is certainly no juarantee

that they will arrive "on time."

Since the dates of future technology changes are unknown, the PV1

model cannot forecast the time path of diffusion with much certainty. In

addition, PVI penetration forecasts have limited validity, in an absolute

sense, because PV1 uses a time-invariant probabllity-of-purchase as well

as a time-invariant aggre3ate distribution fraction. Ahile the absolute

forecast numbers may be off, they are useful because they can be compared

relatively between strategies to determine superior allocation policies.
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Several results with broad implications surfaced in the strategy analyses

of Section 8. They are sum.arized as follows:

1) .ihen PV costs are high and far from competitive, subsidy
spending is unlikely to help speed diffusion. Instead, subsidy
spending is, in such circumstances, essentially wdsted mney.

2) Subsidy spending is very effective once PV costs approach
coipetitive levels.

3) '1D saending is essential to diffusion. Jithout it, the public
remains unaware and PV is perceived as too risky to chance
purchase.

1) ID spending is most effective when spent early. Diffusion can
be accelerated particularly well in the residential and
commercial sectors.

It must be stressed that government spending projrams have to be

coordinated to achieve maximum impact. The results indicate that,

ultimately, a good ;Dl policy coupled with a bad subsiJy policy is not

mich better thin no policy at all. The reverse also seems to be true.

Theoretical results on optiial UI0 spending patterns shovh thdt

demonstration projects should be concentrated in sectors that show

increasing marginal private sales for each aJditional government

installation, but that funds should be spread out once a decline in

private marijnal PV sales is perceived. The analysis results, hoaever,

seemed to suggest that because of low intra-sectoral contact in the

snaller-sized sectors, more 10 funds should be allocated to the larger

sectors.

The theoretical results on subsidy spending advocate a :ait period

until firm revenues begin to rise (i.e., annual sales begin to increase)

hefore deploying subsidy funds. The position is taken that private

purchases should be heavily subsidized initially, followed by a period of

gradual reduction in the subsidy rate as the price elasticity of demand

begins to decrease. Yet, in the strategy simulations on PV1, subsidy
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money was expended very rapidly under such a subsidy policy, because as

penetration began to catch, price elasticity see.ied to increase. A

policy rf near complete subsidization in such a situatin quickly

depletes a fixed budget; a reasonable budget might have been expende-

before subsidy dollars could make a permanent positive impact on the

diffusion rate. The strate3y analyses imply that the suasidy rate should

be decreased as sales and elasticity increase: this saves subsidy funds

for later years when modest spending can promote large sales increases

whic , ,ecause of economies of scale, begin to support a lower PV price

level themselves.

The govern.nent strategies analyzed here were limited ir numer: no

attempt was made to study the relation of the diffusion rate of PV to the

allocation of funds to TJ, AR;ID and advertising. It was also nut

possihle to conclude much about the sensitivity of market penetration to

the subsidy allocation strategy because the suosidy budget was not helj

fixed. The sensitivity of the diffusion rate to exogenous variables such

as real annual electricity rate rise is certainly worth explorinj throujh

more model simulations.

An important assumption of the PYV1 model is that all PV installations

will work successfully. Under this assumption, technical screen

acceptability will be a continuously increasing function of cumulative

installations. The introduction of PV failures, however, could seriously

set back the PV program. 4ork on modeling the failure possibility is

currently under way. (See Lilien and Kalish [1980b] for some preliminary

analyses.) How long PV diffusion would be delayed by installation

failures will be a function of the number of failures, the seriousness of

the failures, their visibility, the duration of time until all new
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installations ar3 successful, and of course, the time it takes to change

unfavorable perceptions into favorable ones.

Improvements that are needed to make the PV1 ,odel more realistic

inclule:

1) Estimation of region-specific distribution fractions wnich will
increase over time;

2) Estimation of probability-of-purchase which may )e
sector-dependent and probably will change over time;

3) Use of a weighted average cost of electricity bised on different
real annual cost increases of the different fuels in a utility's
fuel -ix;

4) Incorporation of learning curve cost declines into the PV1 cost
forynlation;

5) Development of a distribution of averaje PV installation sizes
for the comnercial, industrial, agricultural and
3overnment/institutional sectors.

6) A breakdown of the residential sector into single family homes,
duplexes, apartments, etc.

7) 'orpiling income distribution information so that PV tax credits
can he modeled.

y ,~akinj t'iese changes an- extensions to the model the forecast numbers

of market penetration will assume increased validity. As the mnuoel

stands currently, relative comparisons are safest.

R.2 Extensions to Other Technolo3ies

The greatest asset of the PV1 model appears to be its incorporation

of a believable model of consumer adoption. PV1 does not rely on an

exogenously-defined functional form to derive narket penetration

forecasts, unlike other major solar penetration models. PVI is more

flexible than these other models because its basic diffusion-model

structure leaves room for a wide range of diffusion phenomena to be

added. )ther solar diffusion models, which characterize diffusion

phenonena with a handful of arbitrary parameters, cannot achieve the
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realism or the detail of the PVl model approach.

In the same way, the nodel-structure and modelin; approach appear

applicable to other technologies. The PVI model is PV specific, but the

approach is general:

(1) Study and understand the likely adoption process for the
technology under study.

(2) Build a behaviorally-based diffusion modcl, incor,oratinj that
understanding of adoption.

(3) Calibrate the model using as ruch objective data as possible.

(4) Study policy alternatives using a combination of quantitative
model outputs and theoretical results.

The PV1 approach is adaptive, evolutionary and data based. Further

use should demonstrate that it is self-correctinj--when it is in error,

the source of the error will become apparent and the model will be

nodifie.. This same set of model-based concepts should be applica',le to

a wide ranje of new technologies, espr-cially in the energy field.
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Appendix 1: PVI' Strategy Comparisons

The tables in this appendix present forecasts of market penetration,

costs of ?V, and costs of government programs for the 13 strategies run

on the PY1 computer model. 'larket penetration figures are measured in

cumulative peak kilowatts and are aggregations of PV sales from tae six

sectors. Both gross and subsidized cost per peak watt of PV are given

for each year of the forecast period. In several instances the

subsidized cost is higher than expected, given the subsidy rate. This

happens because subsidies are subject to a ceiling limit. The government

spending column in each of the tables is an aggregate value of annual ID,

TD, Afl1D, advertising and subsidy spending. Cumulative 15-year totals

for each category accompany each table.

1larket development spending is allocated equally across the

residential, commercial, agricultural, industrial and

governrent/institutional sectors in all strategies except Strate3y 15.

.Io 'ID funds are allocated to the central power sector since preliminary

iodel runs have demonstrated that utilities will not adopt PV unless the

su-sil!y ceiling is raised into the millions. For strategy 15, 1D funds

are split equally between the residential and commercial sectors.

Although the spending strategies for the MD, TD, ARND and advertisinq

options reflect plausible government actions, the subsidy rates used in

several strategies are undoubtedly too higqh, and lead to some large

subsidy expenditures. Government has not yet placed limits on subsidy

spending, but it can be assumed that some of the cumulative subsidy

figures calculated by the PV nmodel exceed a realistic budget.

:evertheless, the use of inflated subsidy rates has the advantage of

showing how diffusion occurs once it gets going. In the case of
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strategies with only modest subsidization, where PV does not diffuse all

that well, this glimpse is not afforded within the 15-year forecast

duration.

A vital model assu'ption on which all results depend is the timing of

the Stage 2 and Stage 3 technologies. Clearly, if the time until these

technologies arrive is shortened, then diffusion will be speeded up; if

it is longer than expected then diffusion will be slowed. lNote that,

except for the baseline strategy, the allocations of TD and ARD:) funds,

which determine Staje 2 and Stage 3 arrival dates, were kept the sa3e for

each strategy ($400 milllion for TD, $703 for ARN3). For all models,

these funds were spent at double the rate of the most likely annual

amount so to hasten the arrivals of the advanceJ technoloqies. ;aJ they

been spent at a slower rate, some of the more interesting diffusion

effects which occur late in the forecasts wd ld have seen delayeJ anu

missed. Using the terminology of Section 5.4g, the specifications of

Stage 2 and Stage 3 arrival dates are as follows.

Stage 2 Stage 3

to  3 6

t 6 10

t 2  12 30

t3  4 7

DI  50 40

The uninstalled cost per peak watt of PV at Stage 3 was set to the 1938

DOE target of $.70.

Finally, it is important to remember that deviations in input

variables that are held constant in these analyses (e.g., the efficiency

of the PV cell, set at 12%) might cause different results. All such
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variables were provided with either objective Jata or best estimate iiput

values.
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Cu, ulative
Installed Peak i W

J I

334
921

1832
4121
9520
17755
2333G
40746
54563
6950
85516

103575
122339
141593
161279

Table A-i

Summary of Results

Average Cost
Per Peak 'Jatt
sub ross
f5T.33 .33
43.44 43.44"
32.45 32.45
20.40 20.40
11.93 11.93
U.02 8.02
6.93 6.93
3.52
6.23
5.13
6.03
2.12
2.07
2.07
2.07

6.52
6.283
6.13
6.03

2.07
2,.07
2.07

Government Spendinj
(millions)

6.00
6.00
6.00
6.00
6.00
6.0 u
6.00
G.03
6.00
6.00
6.00
G.00
6.0u
6.0
6.00

Cunulative IMD spendinq (i.iillions) = 75.00
Cunulative qovernment TD spending (millions) = 0.00
Cumulative private TD spending (millions) = 0.00
Cumulative ARND spending (millions) = 0.00
Cumulative subsidy spending (nillions) = 0.00
Cumulative advertising spending (millions) = 15.00
Percent of cumulative penetration that is private = 0.9121

Description of Strategy: Strategy 1

Annual Spending (millions)

Year
T. 1

MD Year
1T_7

Year
T__5

TD
U

Year
_ 15

ARND-T

Subsidy Rate
0

Electricity rate rise = .03

Year



IV-100

Cumulative
Installed Peak :PW

3334
921

1832
4121
9735
13513
29002
43455
53382
74379
92147
110214
120933
1431783
157"83

Table A-2

Summary of Results

Average Cost
Per Peak Watt
sub gross
T T33 133
43.44 43.44
32.45 32.45
20.40 20.40
3.73 3.78
3.61 3.I51
3.41 3.41
2.20 2.20
2.15 2.15
2.14 2.14
2.12 2.12
2.10 2.10
2.09 2.09
2.00 2.03
2.07 2.07

Government Spending
(uillions)

206.00
20G.00
206.00
205.00
106.00
105.00
106.00

6.00
6.00
6.00
6.00
0.00
S.00
6.OG
6.00

Cu'iulative :10 spending (.lillions) = 75.0
Cumulative jovernment TD spending (millions) = 400.00
Cuulative private TO senjing (millions) = U.00
Cumulative A,iD spending (millions) = 700.00
.ui:ulative subsidy spendiniq r.iillions) = 0.0
Curiulative aJvertising spending (millions) = 15.00
Percent of cu.,ulative penetration that is private = 0.3591

Description of Strategy: Strategy 2

,nnual 5pending (millions)

Year r1ID
T

Year
-7

5-15

Year
1-15

TD

0

Year
T-7
3-15

ARIND

0

Subsidy Rate
0

Electricity rate rise = .0j

Year

1
I

3
4
5

7

9

11
12
13
14
15
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,Cutiulative
Year lostalled Peak :01

1 3834
2 922
3 1823
4 435S
5 10477
5 19649
7 30879

S44533
9 593732
10 75975
11 93244
12 11130,j
13 130015
14 1425S
15 163242

Table A-3

Summary of Results

Average Cost
Per Peak Watt

s u b g ir o _s
12.44 15.33
40.50 43.43
29 .G 32.40
17.25 20.20
2.2G 3.77
2.1G 3.0GO
2.05 3.42
1.32 2.21
1.29 2.15
1.23 2.14
1.27 2.12
1.25 2.10
1.25 2.03
1.25 2.0,3
1.23 2. 05

Government Spendingl
(millions)

20. 13l
206.97
208.01
212.42
113.23
117.19
119.34

17.02
17.92

19.17
19.51

18.7:

Cunulative
Cululative
Cumulative
Cumulative
Curlulative
Cumulative
Percent of

MD spending (millions) = 75.00
government TD spending (iiillions) = 400.U00
private TD spending (millions) = 0.00
ARMJD spending (millions) = 703.00
subsidy spending (millions) = 141. 1
advertising spending (millions) = 15.00
cumulative penetration that is private = 0.8717

Description of Strategy: Strategy 3

Annual Spending (millions)

Year
TZ136

t1D Year

5-15

Year
-TT3

TD

0

Year

3-15

ARND

0

Subsidy Rate
.40

Electricity rate rise = .03
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Cumulative
Year Installed Peak KW

234
922

1898
4359

10477
19332
31429
57253

110533
215153
411843
758308

1393801
2430132
4231105

Table A-4

Summary of Results

Average Cost
Per Peak 'latt

sub ross
TrT33 15.33
39.69 43.43
29.03 32.40
15.25 20.20
1.35 3.77
1.24 3.50
1.08 3.42
0.45 2.23
0.40 2.GI
0.31 1.54
0.23 1.39
0.25 1.25
0.23 1.13
0.20 1.02
0.13 0.91

Government Spendinq
(millions)

206.13
207.01
208.23
214.47
117.59
124.52
130.22
43.73
87.55

131.23
220.93
359.33
557.03
3%.21

1234.69

Zunulative :1D spending (iuillions) = 75.00
Cumulative government TD spending (millions) = 400.30
Cu:iulative private TD spending (n'illions) = 0.00
Cumulative A:ND spending (millions) = 700.00
Cumulative subsidy spending (millions) *= 3530.53
Cumulative advertising spending (nillions) = 15.00
2ercent of cuuulative penetration that is private = 0.3934

Description of Strategy: Strategy 4

Annual Spending (millions)

Year
T-I "

Year
T-4
5-15

Year
T1

TD
faM

Year

3-15 07CUJo
Subsidy ?ate

.3

Electricity rate rise = .02
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Cunulative
Year Installed Peak ';.W

1 334
2 922
3 18G4
4 4245
5 11057
0 273 S
7 55555
3 145109
9 309509
1 52654G
11 655322
12 635933
13 707G91
14 723019
15 750242

Table A-5

Sumnr.ary of Results

Average Cost
Per Peak W;att

SUb gross
77.22 15. 33
40.97 43.43,
29.03 32.41
17.39 2C.75
0.33 3.92
0.13 3.32
0.07 2.79
0.05 1.G0
0.00 1.73
U.00 1.53
0.79 1.32
1.34 2.23
1.23 2.14
1.23 2.03
1.23 2.05

Government Spendinj
(millions)

206.13
20".93
207.8*
212.01
126.83
157..;7
205.55
125.3,
233.34
475.12
25.2%
22.C1
21.52
21.3J
21.53

Cunulative :D spending (millions) = 75.00
Cunulative government TD spending (millions) = 400.00
Cumulative private TD spending (millions) = 0.03
Cumulative ARID spending (millions) = 700.C00
Cu:;ulative subsidy spendinq (nillions) = 1125.52
Cumulative advertising spending (millions) = 15.00
Percent of cunulative penetration that is private = 0.~531

Description of Strategy: Strategy 5

Annual Spending_(nillions)

Year
1T15

61D
T

Year
-15

5-15

Year

11-15

TD1"00 Year
T7-

8-15

AR:ID

0

Subsidy Rat e

.4

Electricity rate rise = .03
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Cumulative
Installed Peak I:t'

3809
12098
28094
47313
75953

103128
130390
177304
213835
250360
273613
296465
314553
332373
351397

Table A-6

Suminary of Results

Average Cost
Per Peak Watt

sub,. grioss
1.33 15.33

9.27 3.27
.83 56.33

6.03 6.03
3.30 3.30
3.17 3.17
3.22 3.22
2.03 2.05
1.94 1.94
1.97 1.97
1.90 1.30
2.1G 2.13
2.04 2.04
2.04 2.04
2.03 2.03

3overnment Spendinj
(ii l ions)

2S0.30

230.00250.00

150.0u

130.00130.00

50.0

60.03

0.0U
0. 00
0.30

0.00

Cu-iulative
Cunulative
fuiulative
uriu lat ive

3unulative
Cumulative
Percent of

:1D spending (1millions) = 50C.00
government TD spendinq (millions) = 400.00
private TD spending (millions) = O.00
AR;ID spending (millions) = 700.00
subsidy spending (millions) = 0.00
advertising spendinq (millions) = 100.00
cumulative penetration that is private = 0.5937

Description of Strategy: Strategy 5

Annual Spending (millions)

Year
1-15
11-15

Year
T-4
5-15

TD
10

0

Year
T- 15

Year
1-7
8-15

ARD
100

01

Subsidy Rate
Sufi'

:lectricity rate rise = .03

Year

1

3

5

7
4-

10
11
12
13
14
15



Culu lative
Year Installed Peak ,'.

1 380.
2 125Gl
3 42743
1 12G231
5 337305
G 429435
7 487020

9 847951
10 1345347
11 1414301
12 1433750
13 1452873
14 1472211
15 1491755

IV-l05

Table A-7

Summary of Results

Average Cost
Per Peak Watt

SUD ross

TM.21 15.33
6.39 9.25
0.97 7.05
0.35 5.19
0.09 2.54
0.53 2.31
0.G9 2.94
0.42 2.09
0.32 1.58
0.24 1.15
0.70 1.17
1 .25 2.1
1.27 2.12
1.22 2.03
1.22 2.03

Government Spending
(-i11lions)

251.24
207.05

420.31
639.40
653.1

230.71

332.30
495.50
31.29
15.34
15.17
15.37
15.85

Cumulative :'D spendin- (millions) = 5CO.00
Cumulative government TD spending (millions) = 400,00
Cumulative private TD spending (uillions) = 0.0
Cumulative ARriD spending (millions) = 700.00
Cumulative subsidy spending (millions) = 2225.4;
Cumulative advertising spending (millions) = 100.00
Percent of cumulative penetration that is private = D.0940

Description of Strategy: Strategy 7

Annual Spending (millions)

Year

11-15

Year
1-4
5-li

Year
1-5
5-10
11-15

TD
100

0

Subsidy Rate
1.0
.8
.4

Year
T-7
8-15

ARND
100
0

Electricity rate rise = .03
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Cumulative
Installed Peak :'uI

7553
41007

148570
430988
111G752
1274173
1306543
1373950
1503754
1758490
1305335
1324G73
1844177
1353350
1383588

Table A-8

Summary of Results

Average Cost
Per Peak '4att

sub gross
M. 20 15.33
1.69 7.42
0.49 5.15
0.20 4.40
0.05 2.04
0.3) 1.89
0.30 3.05
0.45 2.27
0.34 1.70
0.2G 1.29
0.97 1.61
1.13 1.89
1.25 2.09
1.21 2.02
1.21 2.'2

3overnment Spending
(millions)

322.34
472.07
7r6.87
1452.39
1505.)3
335. 3
172.63
122.47
133.29
2G3.30
23.75
14.51
15.23
15.93
16.03

Cunulative 1: spending (rlillions) = 500.00
Cumulative governnent TD spending (millions) = 400.00
Cumulative private TD spending (millions) = 0.00
Cumulative ARND spending (millions) = 700.00
^unulative subsidy spending (millions) = 3)39.17
Cumulative advertising spending (millions) = 100.00
Percent of cumulative penetration that is private = 0.9514

Description of Strategy: Strategy 3

Annual Spending (millions)

Year MID

5-15 0

Year
5-11
5-11

Year

G-10
11-15

TD

0

Year

3-15

ARND

0

Subsidy Rate

.4

.4

1lectricity rate rise = .03

Year

1
2
3
4
5

7
8
9
13
11
12
13
14
15
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Cuulative
Year Installed Peak KW

1 3309
2 12C19
3 4274
4 125231
5 337385
G 615332
7 959645
8 1724327
9 32482039
10 59239355
11 7739385
12 3945924
13 10130729
14 11705740
15 13750316

Table A-9

Sunmmary of Results

Average Cost
Per Peak "latt
suu gross
T.21 15.'3

5.39 9.26
0.97 7.05
0.35 5.19
0.09 2.64
0.47 2.19
0.48 2.28
0.28 1.39
0.22 1.10
0.1G 0.82
0.41 0.58
0.50 0.93
0.62 1.03
0.50 0.96
0.51 0.85

Sovernment Spendinj
(millions)

261.24
267.30
420.34
639.40
663.16
602.4
760.62
850.23
1365.64
17G9.L5
48. 17
45J.12
437.92
604.50
690.3

Cumulative ID spending (millions) = 5C0.00
Cumulative government TD spending (rillions) = 400.00
Cumulative private TD spending (millions) = 0.00
Cumulative ARND spending (millions) = 700.00
Cunulative subsidy spending (millions) = 8032.23
Cumulative advertising spending (millions) = 100.00
Percent of cumulative penetration that is private = C.9382

Description of Strategy: Strategy 9

Annual Spending (millions)

Year

11-15

Year
T-4
5-15

Year
1-5
6-10
11-15

TD
TUM

Year
T-7-
8-15

ARN'D

0
0

Subsidy Rate
1.0
.8
.4

Electricity rate rise = .10
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Cumulative
Installed Peak KUW

7558
41307
143571
178561
230142
332247
554209
1016355
1940686
3721425
5991147
3341541

10734971
13137432
15535459

Table A-10

Summary of lesults

Averaje Cost
Per Peak 'Jatt

sub gross
T.20 15.33
1.69 7.42
0.49 5.15
2.75 5.18
0.35 3.30
0.61 2.37
0.53 2.58
0.27 1.35
0.47 1.17
0.35 0.33
0.30 0.75
0.32 0.79
0.34 0.34
u.34 0.35
0.34 0.35

Government Spending
(millions)

322.34
472.07
756. .

34't4.2
274.2"
330.75
536.0
503.7;J
348.17
942.7,

1327.72
1120.95
1207.17
12;5. 17
1257.22

ui luTative
Cumulative
Zunulative
Sumulative
Zurulative
Curiulat ive
Percent of

::D spending (iillions) = 5C3.00
government TD spending (millions) = 400.30
private TD spending (nillions) = 0.0U
ARNI3 spending (millions) = 70.0
subsidy spending (millions) = 9341.01
advertising spending (millions) = 100.00
cunulative penetration that is private = 2.554$

Description of Strategy: Strategy 10

Annual Spending (millions)

Year
6-15
6-15

IID
I0

0

Year

5-15

Year
1-3
4-3
9-15

TD
170

Year
T-T
3-15 0

Subsidy Rate
1.0
.8
.6

'lectricity rate rise = .10

Year

3
4
5

7
-I

9
10
11
12
13
14
13
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Cumulative
Year Installed Peak KW

7553
41007
94214
125G21
179144
291104
520530
787734
9 9 392
1043363
1061636

1093333
11130n5
1133410

Table A-11

Summary of Results

Averaqe Cost
Per Peak Watt

sub gross
217.20 T.33
1.39 7.42
1.74 5.35
2.73 5.22
0.91 3.3G
0.63 2.79
0.57 2.34
0.50 1.2u
0.78 1.29
0.97 1.G2
1.92 1.92
2.10 2.10
2.0 2.04
2.03 2.03
2.05 2.05

Government SoendinQ
(millions)

322.34
472.07
460.(i
349.0$
230.07
34J.12
574.75
13,.00
03.5u3,5.37

0. 0u
0.03
0.00
0.00
0.0

Cunulative
Cumulative
Cumulative
Cumulative
Cutlulative
Cumulative
Percent oF

tID spending (nillions) = 503.00
government TD spending (millions) = 400.00
private TD spending (millions) = 0.00
ARID spending (millions) = 700.00
subsidy spending (millions) = 1403.92
advertising spending (millions) = 100.00
cumulative penetration that is private = 0.9235

Description of Strategy: Strategy 11

Annual Spending (millions)

Year
1-4
5-1!

TD
17VT

5 0

Subsidy Rate

.9

.8

.5

.4
0

Electricity rate rise = .10

Year
1-5
G-15

!ID
100

0

Year
1-7
8-15

ARND
100

0

Year
1-2
3
4-7
8
9-10
11-15
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Cunulative
Installed Peak :',W

7553
41,07
94214
125321
179144
291184
520530
737794
943392
1043363
1137,305
1307980
1305550
2112299
2353253

Table A-12

Summary of Results

Average Cost
Per Peak :latt

sub qross
T.20 T7.33

1.G9 7.t2
1.74 5.35
2.73 5.22
0.91 3.36
0.GO 2.79
0.57 2.64
0.0O 1.20
0.73 1.29
0.97 1.32
1.07 1.79
0.97 1.51
0.34 1.40
0.59 1.15
0.52 1.04

Government Spending
(millions)

322.34
472.07
450.03
349.05
230.07
345.13
574.73

83.5n
60.J7
37.56
109.71
157.1
233.3
349.02

Cu:iulative
Cuinulative
,u:iulative
Cumulative
Cum-ulative
Cu]nulative
Percent of

:ID spending (r.,illions) = 500.00
jovernment TD spending (millions) = '00.00
private TD spending (milliuns) = 0.00
.1RD spending (millions) = 700.00G
subsidy spendinq (millions) = 2335.25
advertising spending (mrillions) = 100.00
cunulative penetration that is private = 0.3705

Description of Strategy: Strategy 12

Annual Spending (millions)

Year
7-15

fiO

0

Year
T--4
5-15

Year
T- 2
3
4-7
3
9-15

TD

0

Subsidy
1.0
.9
.8

Year
1-7
3-15

ARIND
100

0

Rate

Electricity rate rise = .10

Year

1
2
3

5

7
3
9
1C
11
12
13
14
15
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Cumulative
Year Installed Peak :W

36314
133774
215545
230152
250632
297229
398525
575230
731195
035018
1032592
1350759
1907299
2354557
442G85G

Table A-13

Summary of Results

Averaje Cost
Per Peak Watt

SUi ross
2.17 15. 3 3
0.05 5.47
0.92 4.55
2.32 5.25
0.94 3.47
0.75 3.23
0.62 2.35
0.54 1.28
0.74 1.24
0.89 1.49
0.95 1.58
0.37 1.45
0.67 1.12
0.59 0.93
0.54 0.90

Government Spending
(milliohs)

808.3a
754.72
479.82
234.09
151.75
217.55
327.26
112.89
77.25
74.27
111.7v
133.90
250.11
375.47
566.02

Cumulative
Cumulative
Cumulative
Cumulative
Cumulative
Cumulative
Percent of

MD spending (rillions) = 500.00
government TD spending (millions) = 400.00
private TD spending (millions) ='0.00
ARND spending (millions) = 700.00
subsidy spending (iillions) = 3025.21
advertising spending (millions) = 100.00
cumulative penetration that is private = V.9.25

Description of StrateW: Strategy 13

Annual Spending (millions)

Year

G-15

'ID

0

Year

3
4-7
8
9-15

Year TD
1-4 170 -
5-15 0

Subsidy Rate
1.0
.9
.8
.5
.4

Year
T-15
8-15

ARIND
TU0

0

Electricity rate rise = .10
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Cumulative
Year Installed Peak KW

35313
44743
54624
66343
79692
94331
112187
1493357
223727
230059
527919
38-441
1503073
2559524
4331365

Table A-14

Summary of Results

Average Cost
Per Peak Watt
sub ross

T.33 15.33
5.33 5.38
7.17 7.17
6.61 6.61
3.33 3.33
1.00 3.29
0.95 3.32
0.42 2.03
0.38 1.92
0.92 1.54
0.38 1.46
0.75 1.23
0.67 1.11
0.59 0.99
0.54 0.89

Government Spending
(millions)

800.00
200.00
200.00
200.00
100.00
133.50
142.33
6=.26

114.13
55.47
115.54
173.04
276.52
419.99
-23.55

Cu'iulative
Cumulative
Cumulative
Cumulative
Cumulative
Cumulative
Percent of

:1D spending (mlillions) = 300.00
government TD spending (millions) = 400.00
private TD spending (millions) = 0.00
AnD spending (millions) = 700.00
subsidy spending (tillions) = 1936.54
advertising spending (millions) = 100.00
cumulative penetration that is private = 0.9925

Description of Strategy: Strategy 14

Annual Spending (millions)

Year
T---
2-15

1tD

0

Year
5-154-
5-15

Year
;-
6-9
10-15

TD

0

Year
T-7-
3-15

ARND

0

Subsidy _ate

.8

.4

.lectricity rate rise = .10
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Curmulative
Year Installed Peak :W

7973
441 ,1
99397
129435
192794
337021
650551

1126274
1511325
1794993
2087040
2513209
3533753
5100451
7336060

Table A-15

Summary of Results

Average Cost
Per Peak Vatt

si qross
10.97 15.33
0.9G 7.04
1.24 5.13
2.15 4.95
0.73 3.2G
0.54 2.52
0.48 2.35
0.54 1.03
0.63 1.05
0.74 1.24
0.80 1.34
0.75 1.20
0.60 1.01
0.52 0.87
0.43 0.79

Government Spendin,
(millions)

323.32
474.04
4G8.85
342.24
300.53
400.53
684.66
257.9U
161.29
140.25
156.57
265.55
370.03
545.83
710.27

Cumulative iMD spendinq (millions) = 500.00
Cumulative government TD spending (millions) = 400.00
Cunulative private TD spending (nillions) = 0~.00
Cumulative ARND spending (millions) = 700.00
Cunulative subsidy spending (millions) = 3903.12
Cumulative advertising spending (millions) = 130.00
Percent of cumlulative penetration that is private = 0.9874

Description of Strategy: Strategy 15 (Sectoral Concentration)

Annual Spending (millions)

Year

2-15

rID

0

Year
T-7-
3
4-7
8
9-15

Year
T5-15
5-15

TD

0

Year
T1-7
8-15

ARID

0

Subsidy Rate
l.0
.9

Electricity rate rise = .10

*Funds are allocated equally and totally to the residen: -,- ,
commercial sectors.
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Appendix 2: Questionnaires for

Residential Field Data Collection



RESPONDENT #
IV 115

TELE1'iO:;E QUIESTIONNAIRE .O, 'li(TOVOL'TAICS

Sc rcener

(1 - 4)

Date

Hello, my name is I'm calling you for .....

an independent market research firm. We're working with the Sloan School

of Management at MIT to conduct a survey about solar energy6

I'd like to ask you a few brief questions.

A. First, in order to determine if you qualify for the study, would you please
tell me if you reside in any of the following communities. Do you live in:
(READ LIST)

GREEN

Arlington ------------

Bedford---------------

Belmont ---------------

Burlington------------

Lexington-----------

Lincoln-------------

(IF "NO" TO ALL CITIES,

(5)
Yes No

1 R

2 R

3 R

4 R

5 R

6 R

TERMINATE)

YELLOW (6)
Yes

Norword ----------- 1

Medfield----------- 2

Westwood----------- 3

Sherborn------------ 4

Dover-------------- 5

Needham ------------ 6

Dedham------------ 7

Walpole------------ 8

I. Do you currently own a home?

Yes No -2 (TER-'INATE)

82. Does your home use electric power for home bheating?

Yes No -2

3. Are you the person who makes most of tbie decisions about things like the
heating, the plumbing and the electrical systems in your honme?

(IF NOT: ASK* TO SPEAK TO THE PERSON WHO IS AND REPEAT, "Hello, my name is
. I'm calling you for - an

independent market ,esearch firm.")

We're conducting a study about solar energy and I'd like to ask you to
participate. Its results- will be used in the development of energy policy.

-a

Let me tell you how the survey works. First, I'll ask-you a few ques-

tions over the telephone. That will take about ten minutes. When we're
done, I'll mail you some information about solar energy systems. This material
will also include a questionnaire. We ask you td read through the material
that is sent and to discuss it with your family. Then, we'd like you to com-
plete the questionnaire and return it in a prepaid return envelope.

No
R

R

R

R

R

R

R

R
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I'll call you back again, in about a week, to answer any questions you

may have about the questionnaire.

Our study is based on only a few hundred respondents, and it's very importar

that we get a representative sample of households. In addition, most people
who have already completed the survey have found it to be both interesting
and informative. For these reasons I'd really like you to agree to take. part.
Are there any questions that you might have about the study? Will you par-
ticipate?

(IF NECESSARY): Of course, any information you will provide will be
combined with all the other responses and will be used for statistical analysis
only. Your participation will be completely confidential and your name will
never be associated with this survey in any way.

Terrific! Let me firsttakeyour name and address so that I can mail
out the package of information.

Name

(9-25)

(GO TO DEM!OGRAPHICS AND TEREINATE)

(PRINT CLEARLY!
SOZEONE HAS TO
COPY THilS OVER!)

(26-45)

City

(46-59)

State

(61-62)

Zip

(64-6S)

Telephone Number

Yes

80-1
Card 2 Duplicate 1-4

You will be receiving the information about solar energy equipment in a week or
so. We'd like you to read the material, and to discuss it with your family if
you think that would be appropriate. Enclosed with the literature will be some
questions about the information presented. We would like you to complete the
questionnaire and return it to us in the postage paid return envelope that will
accompany it. I will be calling you back in about a week to answer specific
questions you might have about the survey. If you don't have any questions, and
can complete and mail the survey before I call again, please do so.

INTERVIEWER NAME:
*T

TIME START _ TIME E~D M

Now, Mr./Ms, 0 _r

start with, ........
let me ask you the first set of questions. To

Address



- -_CY -- -ml----- -- ----- sr .. -- --- U-- -

IV-117

TELEPHONE QUEST]ONN!AIRE FOR PI'iOTOVOLTAICS

I. Are you currently using any kind of solar energy system in your home?

Yes No -2 (SKIP TO Q. 2)

la. For what purpose are you using your solar energy system?

Water Heating -1 (If only water heating, skip to Q. 7)

Space Heating

Both Water and Space Heating -3

Other (specify)

lb. Do you have an active or a passive solar energy system?

Active
Passive
Both
Uncertain

-1
-2
-3

(SKIP TO Q. 6a)
(CONTINUE WITH Q. 2)
(SKIP TO Q. 6a)
(NOTE: IF RESPO%:DENT IS UNCERTAIN, ASK):
Could you please describe how your solar
system works? (Then continue with Q. 2))

2. Other than in a picture, have you ever seen a home equipped with solar
collectors or solar panels?

NO .. -2 NOT SURE -3

(IF "PASSIVE" IS CHECKED IN Q. lb, SKIP TO Q. 6a)

3. Do you know anyone who is now using solar energy for home or water heating?

YES -1 NO -2 NOT SURE -3

4. Have you actually gone looking for information about solar ho.e or water
heating equipment from a solar equipment manufacturer or dealer, a builder
or an architect?

-1 NO -2

YES

YES
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5. Are you likely or unlikely to have an active solar home or water heating
system installed in your home in the next year? (AS NECESSARY): Is that
very likely/unlikely or somewhat likely/unlikely? And how about within the
next 5 years? (AS NECESSARY): Is that very likely/unlikely or somewhat
likely/unlikely?

Next Year Next 5 Years

Very likely -1 -1

Somewhat likely -2 -2

Unsure -3 -3

Somewhat unlikely -4 -4

Very unlikely -5 -5

(SKIP TO Q. 7)

6a. About what percentage of your total heating needs are supplied by your
solar heating system(s)?

(IF "BOTH" IS CHECKED IN Q. lb, ASK 6b. OTHERWISE SKIP TO Q. 7)

6b. And about what percentage of your total heating needs are supplied by
the passive portion of your solar heating system alone?

% (NOTE RESPONSE MUST BE SMALLER THAN
RESPONSE TO Q. 6a)

7. Now, I'd like to ask you a few questions about a different kind of solar
energy system. This system turns the energy of sunlight into electricity
rather than heat. It is usually called a photovoltaic (FOE-TOE-VOLE-TAY'-IC)
power system or a PV (PEE-VEE) system for short.

Prior to this survey, had you ever seen or heard anything about the use of
PV power systems that generate electricity for use in your home?

Yes -1 No -2 (SKIP TO QUESTION 15)

8. 1In your area can you currently buy photovoltaic power systems?

Yes -1 No -- -2 Uncertain -3

9. Have you heard of any kinds of government sponsored financial incentives
to home owners who install PV power systems?

Yes -1 No -2 Uncertain -3

10. Would you agree or disagree with the statement, "I understand the financial
aspects of PV power systems". (AS NECESSARY): Would that be strongly agree/
disagree or moderately agree/disagree?

Strongly agree -5
Moderately agree -4
Unsure; don't know -3
Moderately disagree -2
Strongly disagree -1
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1, And would you agree or disagree with the statement, "I understand how PV
power system work." (AS NECESSARY): Would that be strongly agree/disagree
or moderately agree/disagree?

Strongly agree -5

Moderately agree -4

Unsure , DK -3

Moderately disagree -2

Strongly disagree -1

12. Do you believe that you can or cannot currently obtain reliable and dependable
PV power systems for home use? (AS NECESSARY): Is that definitely can/cannot
or probably can/cannot?

Definitely can _ -5

Probably can -4

Unsure, DK -3

Probably cannot -2

Definitely cannot -1

13. Do you believe that you can or cannot currently obtain a PV power system that
makes economic sense for home use? (AS NECESSARY): Is that definitely can/

cannot or probably can/cannot?

Definitely can -5

Probably can -4

Unsure, DK -3

Probably cannot -2

Definitely cannot -1

14. Do you believe that PV power systems will or will not be widely used by
homeowners in your area within the next five yEars? (AS NECESSARY): Is
that definitely will/will not or probably will/will not?

Definitely will -5

Probably will -4
* - .-

Unsure , DK -3

Probably will not -2

Definitely will not -1
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Next, I have a few questions about your home and home energy usage.

15. How old is your home? (READ LIST)

0 - 5 years -1 21 - 40 years -4
6 - 10 years -2 over 40 years -5

11 - 20 years -3____ dk/refused -6

16.- a. Does your home have insulation in the ceiling?

Yes -1
No - (SKIP TO Q. 16)

Don't know

b. How much ceiling insulation does your home have? (READ LIST)

1 - 3 inches -1 10 - 12 inches -4
4 - 6 inches -2 over 12 inches -5
7 - 9 inches -3 Don't know -6

17.' Does your home have insulation in the- alls?

Yes
- -1

No -2

Don't know 3

18. Does your home have storm windows or the equivalent (therma-pane
windows)? (READ LIST)

25
Yes --- (IF YES:) on all windows? - -1

on most windows? -2

on a few windows?._. 3

No -2

Don't know -3

19. a. Do you have natural gas service available on your street?

Yes -1 No -2 Don't know -3

b. Do you have propane delivery service in your neighborhood?

Yes _____ 1 No -2 Don't know -3

c. Do you have home heating oil delivery service in your neighborhood?

Yes -1 No -2 Don't know -3

20. What fuel do you use for most of your cooking?

Electricity -1 Gas -2 Propane a -3

Other (specify) ..... -4 Do not own -5
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21a. What is the primary fuel that you use to heat your home? Is it:
(READ LIST) (CHECK ONLY ONE RESPONSE)

Electricity: Is that:

Natural gas
Propane
Oil
Coal
Wood

-3
-4
-5
-6
-7

with baseboard radiant heat
with heat pump

-1
-2

Solar energy --- 8 (IF "Solar" is mentioned, ask Q20b; otherwise, go to Q20c)
something other than these (specify)

9

Do not own -10

21b. About how old is your primary heating system? Is it: (READ LIST)

0-5 years

6-10 years

11-21 years

-1

-2

-3

21-40 years

over 40 years

dk/refused

22. What is the primary fuel that you use to heat water for showers and
baths, dishwashing, and so on?

Electricity -1 Gas -2

Solar -5 Other (specify)

Oil -3 Propane -4

-6 Do not know -7

2 3a. Does your home have a central air conditioning system?

YES NO -2

23b. Does your home have individual, room air conditioning units?

YES -1 NO -2

(If YES): How many units?

24. Approximately how much do you pay per month for electricity in ...

The sumner $ the winter $

(If Don't Know, try to have respondent guess)

(READ FOR RESPONDENTS WHO WILL NOT PARTICIPATE):

In order to be certain that we are interviewing
a cross section of people I would like to ask
you a few statistical questions before we terminate.

-4

-5

-6



IV-122

'~ r aph i cs

25.. Finally, I would like to get a little more information about you and
your household for classification purposes. Please tell me into which
of the following age groups you fall? (READ LIST)

under 25

25 - 34

35 - 44

45 - 54

over 55

-1

-2

-3

-4

-5

26. What was the highest level
Was it: (READ

of schooling you completed?
LIST)

Grammar school

High school

College

Post-graduate work or degree

-1

-2

-3

-4

27. Including yourself, how many people live in your home?

28. How many are: (READ)

Adults 18 or over

Children under 18

29. Which of the following categories best describes your family's
composition?

You have children living at home with the youngest under age 6 ___-

You have children living at home with the youngest age 6 to 12 -2

You have children living at home with the youngest age 13 to 18 -3

You have no children living at home under the age of 19 .- 4

30. How many members of your household, including yourself, work outside
the home for 30 hours or more per week?

_ ~--- I I C-

r.-
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31., Finally, it would help us a great deal in our statistical analysis if we
could get some idea about your income level. Was your total household
income for last year, before taxes, under or over S25,000?

If "udcr'"

Would that be
under or over

over

-2

If "oveIr"

Would that be under
of over 40,000?

under over

-3 -4

32. (RECORD SEX:) Male -1 Fe-,ate -2

(IF AGREED TO PARTICIPATE:)
Once again, thank you for agreeing to participate in this study.

I'll get the material in the mail soon and you should have it in a week or
ten days. I'll talk to you again in about two weeks.

(IF DID NOT AGREE TO PARTICIPATE:)

Thank you very much for your time.

(STAPLE TO SCREENER QUESTIONNAIRE)

(IF REFUSED TO ANSWER QUESTIONS 25, 26 or 314
DO NOT COUNT TOWARD QUOTA)

Interview: At Site -1

under
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Massachuwtl Inlitute ,; Tec:hnologv
Alfred i'. Sloan Schoo,), l ,)i M .n.i,. mvnt

50 Memorial Drine
Cambridge, Masachu'5ett~. 02139

Dear Study Participant:

In this booklet you will find information about photovoltaic
(PV) power systems. The description of the system is followed by
a series of questions which relate to that particular description.
A few of the questions here ask for information about your household
energy usage. If you can, please use your records to answer these
questions as accurately as possible. If you are unable to determine
these answers exactly, please make an estimate. Other questions call
for you to guess about the future, or ask for your opinions. On
these kinds of questions there are no right or wrong answers, so
just try to respond in a way that reflects your beliefs as accurately
as possible.

We will be calling you back in a few days to answer specific
questions you might have about the survey. If you don't have any
questions, and can complete the survey before we call again, please
do so.

Thank you very much for your help!

Sincerely,

Gary L. Lilien
Associate Professor of
Management Science.

GLL:dms

_____ C
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PHOTOVOLTAICS SYSTEM FOR HOMES IN THE GREATER BOSTON AREA

The energy of sunlight can be converted into electrical energy for
your home by means of a photovoltaic (PV for short) generating system.
Such a system is composed of modular panels covered with interconnected
"solar cells" and a piece of electrical equipment called a "power in-
verter." Whel sunlight strikes the solar cells, an energy re#gion
takes place because of the special internal structure of the celtS. -The
energy-rectgn produces electricity which is drawn off through wires
attached to he cells, and sent to the power inverter. One of the tasks
of the power inverter is then to "invert" the electricity (from DC to AC)
so that it can be used in the home.

As long as the sun is shining, the PV system will continue to supply
electricity to the home. However, the house still remains connected to
the local utility company's power supply. At night, or when the weather
is cloudy, the power inverter automatically switches the house over to
utility-generated power. On the other hand, when electricity produced
by the h6me's PV system is not being fully utilized (during the daytime
or when the family is on vacation), the power inverter sends whatever
energy is extra back to the utility company. (See Figure 1.) The home
is then credited for energy sold to the company, but at a rate of 60% of
the utility company's regular prices because of the cost involved in
transferring the surplus power to other areas.

Most homes would need several solar cell panels. The number of panels you
would need depends on how much utility-generated electricity you would like
to displace. Because the solar cell panels are modular, you can install
enough solar cells to provide whatever fraction of your electric power needs
you wish. The panels can be mounted on your roof or installed in your yard.
For example, you might choose a system that would provide for your home's
electric power needs except for hot water, space heating and air condi-
tioning. In that case, any additional electricity needed for those purposes would
be provided automatically by the utility company at the normal rate.
Of course you could install a larger PV system that would provide for

I all of your home's electric power needs and reduce your utility bills

to zero. If you increase the system size beyond that point you could

actually be selling power to the utility company on a regular basis,
and would receive payments from the utility.

A photovoltaic system comes with a 5-year manufacturer's warranty.
Panels are tested to ensure that they will withstand all possible climate
.extremes in the area in which they are to be installed. The system

has an expected life of 20 years which is comparable to the expected life

of typical roofing material. A diagram of a photovoltaic system is shown

in Figure 2.

_ _ ~___ _
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* * * *

* *8
* 0

*

Family asleep,
little electricity
is being used;
needed power comes
from utility.

0

u
r.
1)

12 am

Family away.
electricity needs
reduced. PV system
produces more than
enough energy to
run home's electric
appliinces; extra
is sold to utility. Family at home,

uses electricity
for cooking, lights,
T.V., etc.;
needed electricity
purchased from
utility.

------ poer

6 am 12 pm 6 pm
Time of day

used
in home

S- - power gene

by PV syst

12 am

Figure 2: A TYPICAL PHOTOVOLTAIC SYSTEM FOR THE HOME
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PHOTOVOLTAIC (PV) POWER SYSTEM FOR MASSACHUSETTS HOMES

A FINANCIAL EXAMPLE

The table on the following page shows financial infprmation associated
with owning and operating a PV system. The top row of the table sows vari-
ous dollar amounts of utility-generated electricity that can be displaced by
the system. The second row shows the size of the PV system needed to displace
that much electricity. The system that is most appropriate for you thus
depends on how much utility-generated electricity you wish to displace, and
on the size of the system your property can accomodate. For eeample, if you

wish to displace about $50/month, you would need a system that masures
about 500 ft. 2 . Looking further down in the column, you can see that a

system of this size has a gross cost of $8,600, but you would git a tax

rebate of $4,440, so the actual price of such a system would be $4,160.

This system saves $600 the first year after it is installed. Because

of expected inflation the system will save more each year, until, in the

5th year, it saves $875, as the table shows. If you add up thp yearly

savings for 5J years, the sum equals the actual price of the .ys em, so

the system "pays back" in 51 years.

PRICE AN) AX REBATES: The gross price of a photovoltaic system f6o your
home would depend on the size of the system as the table sh6ws. The prices

shown include materials and installation. However, the federal government

and the state of Massachusetts offer refunds, paid to you as; lap sums sub-

tracted from your income taxes. (The tax rebate may be spread out over as

many years as you need.) The actual cost to you would thus be lower than

the gross price. For example, if you purchased a system costing $10,000 you

would be eligible for $5,000 in tax rebates:

Gross Price $10,000
(minus) tax rebate 5,000

Actual Price $ %,000

SAVINGS: Because of inflation, the cost of electricity will inr ase as

the years go by. But since sunshine remains free, the savings fro4 a PV

system will grow at the same rate. Over the past 10 years, electric

energy costs have increased at a rate of 10% per year. The most likely

projections would have the rates of increase over the next years be about

the same as over the last 10 years, that is, 10%, so the estimates or the

next page use that figure. The system will not add any extra cost for

maintenance and upkeep.

__
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QUESTIONS ABOUT PHOTOVOLTAIC SYSTEMS

1. Have you seriously considered an alternative system for meeting your
electric power needs?

yes

2. Approximately how much was your electric bill for an average month last
year? If you do not know please look it up, or as a last resort, guess.
How much do you expect to pay for electricity per month next year?
How much do you think you will have to pay per month five years from
now (in 1985)?

last year $ /month next year $
(guess)

/month in 1985 $ /month

(guess)

3. Assume for a moment that you are going to buy a PV system for your home.
Look back at the table in the preceding page, and think about what size
system you would be most likely to have installed. (You might want to
consider the amount of utility-generated electricity you'd like to displace,
displace, the cost of the syster and the space you have available
to put it.) Approximately what size PV system would you buy?

200 sq. ft.
300 sq. ft
400 sq. ft.

500 sq. ft.
600 sq. ft.
700 sq. ft.

800 sq. ft.
900 sq. ft.

1000 sq. ft.

4. Taking into concideration your family's electric power needs and what you
know about PV syster prices, government incentives, and your own situation,
how much would you expect a system of the size you indicated in Q. 3 would
cost you, if you were to buy one? Please check the number that comes closest
to your estimate.

Actual price to you,
after applicable
tax rebates:

$1,000
$2,000
$3,000
$4,000
$5,000

$6,000
$7,000
$8,000
$9,000

$10,000

$11,000
$12,000
$13,000
$14,000
$15,000

over $15,000
5. If you were to install a photovoltaic system in your home now, for the price

you indicated in Question 4, about how much less would you spend on electric
power this year than you would spend using the utility company? Please
check the number that comes closest to your estimate.

less than $240

about $240 ($20/month)

$300 ($25/month)

$360 ($30/mionth)

$420 ($35/month)

$480 ($40/month)

$540 ($45/month)

$600 ($50/month)

about $720 ($60/month)

$780 ($65/month)

$840 ($70/month)

$900 ($75/month) __

$960 ($80/month)

$1020 ($85/month)

$1080 ($90/month)

$1140 ($95/month)

I' - - _ --r--. --:~-_^ -- .~.._.9~-s~i-5--~i~ -~_,~L~f_~ ~_ ____



PV SYSTEM SAVINGS

Dollars per Month of
Utility-Generated Electricity Displaced

$20 .3o $40 $50 $60 70 0 $90 100

Approximate Sise System Required 200 300 400 500 600 700 800 900 1000
(in square feet)

Approximate Cost

Gross Price $5,100 $6,300 $7,200 $8,600 $10,000 $11,400 $12,800 $14,100 $15,500

Tax Rebate 39040 3,520 3,880 4,440 5,000 5,560 6,120 69640 72210

Actual Price $2,060 $2,780 $3,320 $4,160 $5,000 $5,840 $ 6,680 $ 7,460 $ 8,290

Estimated Savings

First Month $ 20 $ 30 $ 40 $ 50 $ 60 $ 70 $ 80 $ 90 $ 100

First Year $ 240 $ 360 $ 480 $ 600 $ 720 840 960 1,080 1,200

Fifth Year $ 350 $ 525 $ 700 $ 875 $1,050 $1,230 $ 1,406 $ 1,575 $ 1,750

Years to Payback* 6 1/2 6 5 1/2 5 1/2 5 1/2 5 1/2 5 1/2 5 1/2 5

* When sum of yearly savings equals actual price.
r%3



Please copy your "Actual Price" ron Question 4 here:
This is your .BASE PRICE: $ BASE PRICE

Please copy your annual savings estimate from Question 5
here. This is'your BASE SAVINGS: $ BASE SAVINGS

6a. Please look at your BASE PRICE and BASE
SAVINGS above. Thinking about your base
figures, how likely would you be to buy
a photovoltaic system for your home in
the next year? Please check the
appropriate space:

6b. Prices for photovoltaic systems may go
down. Keeping your BASE SAVINGS (from
above) in mind, suppose you could buy a
system for 25% less than your BASE PRICE.
(The new price of the system would then
be 3/4 of your BASE PRICE.) How likely
would you be to buy a system in the next
year? Please check the appropriate
space:

6c. Again using your BASE SAVINGS from above,
suppose that you could buy a PV system
for half of your BASE PRICE. How likely
would you be to buy a system in the next
year? Please check the appropriate
space:

6d. Electricity prices may rise faster than
we now expect. Go back to your BASE PRICE
from above, but now suppose that your
savings are 50% more than your estimated
BASE SAVINGS. How likely would you be to
buy a system in the next year, if you could
get these increased savings? Please check
the appropriate space:

6e. Assuming an improved technology in
photovoltaics, suppose that the PV system

originally described could also satisfy
the power demand for heating in winter and

air conditioning in summer, as well as
year-'round water heating, at your BASE
PRICE. How likely would you be to buy a
system in the next year? Please check the
appropriate space:

Certain, practically certain (99 in 100)
Almost surea (9 in 10)
Very probable (8 in 10)
Probable (7 in 10)
Cood possibility (6 In 10)
Fairly good possibility (5 in 10)
Fair possibility (4 in 30)
Some possibility (3 in 10)
Slight possibility (2 in 10)
Very slight possibility (1 in 10)
No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)
Almost sure (9 in 10)
Very probable (8 in 10)
Probable (7 in 10)
Good possibility (6 in 10)
Fairly good possibility (5 in 10)
Fair possibility (4 in 10)
Some possibility (3 in 10)
Slight possibility (2 in 10)
Very slight possibility (l in 10)
No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)
Almost sure (9 in 10)
Very probable (8 in 10)
Probable (7 in 10)
Good possibility (6 in 10)
Fairly good possibility (5 in 10)
Fair possibility (0 in 10)
Some possibility (3 in 10)
Slight possibility (2 in 10)
Very slight possibility ( in 10)
No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)
Alrost sure (9 in 10)
Very probable (8 in 10)
Probable (7 in 10)
Good possibility (6 in 10)
Fairly good possibility (5 in 10)
Fair possibility (4 in 10)
Soe possibility (3 in 10)
Slight possibility (2 in 10)
Very slight possibility (] in 10)
No chance, almost no chance (0 in 10)

Certain, practically certain (99 in 100)
Almost sure (9 in 10)
Very probable (8 in 10)
Probable (7 in 10)
Good possibility (6 in 10)
Fairly good possibility (5 in 10)
Fair possibility (4 in 10)
Sone possibility (3 in 10)
Slight possibility (2 in 10)
Very slight possibility (3 in 10)
No chance, salmost no chance (0 in 10)

-~~ ------ LY~IDF~EFC----- --~-i rrU -~UilOll -C C l 9YL ~----_- ~ I-i -~_-
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7. Now think ;bout the original PV system as it is available today --
at your BASE PRICE and with BASE SAVINGS -- and consider how likely
you would be to purchase such a system in the next year. (This is
the answer you gave to Question 6a.)

a. If the manufacturer changed the warranty from 5 years to 20 years, how
much more likely would you be to purchase a system in the next year?

Almost certain to buy
Much more likely
A little more likely
Wouldn't change my likelihood

b. If the PV system were to come with the original 5-year warranty, but this
time the federal government were to back it, how much more likely would
you be to purchase a system in the next year?

Almost certain to buy
Much more likely
A little more likely
Wouldn't change my likelihood

c. Now, imagine that the PV system could be'reduced in size, through
technological changes, so that only half the original number of panels
would give you your BASE SAVINGS (again at your BASE PRICE). How much
more likely would you be to purchase such a system in the next year?

Almost certain to buy
Much more likely
A little more likely
Wouldn't change my likelihood

8. Again think back to your BASE PRICE estimate. (This is the answer you
gave to Question 4).

a. Did you choose this BASE PRICE system to displace a portion of your home's
electrical power needs including heating and air conditioning or to displace
all of those needs?

a portion of my home's needs (please answer Q. 8b)

all of my home's needs ( please skip to Q. 8c)

b. About how much more than your BASE PRICE would you be willing to pay
for a PV system that would displace all of your home's electrical power
needs, including heating and air condition?

$0 up to $3000
up to $1000 up to $4000 over $5000
up to $2000 up to $5000

~~____ __
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c. Now assume that you could buy a PV system that would allow you to be
entirely independent of the utility company. You would need some
storage capacity for electricity (batteries) and a back-up diesel
generator. You would neither buy electricity from nor sell electricity
to the utility. In fact the power lines would be removed. Your home
would run as a "stand-done" unit. Would you be interested in this
kind of "stand-alone" capability for your home?

yes

no

Please answer Q. 8d.

Please skip to Q. 9.

d. About how much more than your BASE PRICE would you be willing to pay
for a PV system that would give you "stand-alone" capability -- that
is, total independence from the utility company?

$0
up to $1000
up to $2000

up to $3000
up to $4000
up to $5000

over $5000

9. Please answer'the following questions about the
systems.

a. Do you believe that you can currently obtain
photovoltaic system for home use?

Definitely can
Probably can
Unsure
Probably can not
Definitely can not
Dont' know

use of photovoltaic power

a reliable and dependable

b. Do you believe
makes economic

that you can currently obtain
sense for home use?

a photovoltaic system that

Definitely can
Probably can
Unsure
Probably can not
Definitely can not
Don't know

c. Do you believe that photovoltaic systems will Qr will not be widely used by

homeowners in your area withinthe next five years?

Definitely will
Probably will
Unsure
Probably will not

Definitely will not
Don't know
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10. Please indicate, by circling a number on the scale, how strongly you
agree or disagree with each of the following statements about
photovoltaic (PV) systems:

Neither Don'
Strongly Agree nor Strongly Know
Agree Agree Disagree Disagree Disagree (Chec'

a. I understand the financial
1 2 3 4 5

aspects of PV systems.

b. I understand how PV systems 1 2 3 4 5
work.

c. PV systems can provide protection 1 2 3 4 5
from future energy shortages

d. A PV system will increase the 1 2 3 4 5
resale value of my home.

e. If a PV system that I had
installed failed and needed major 2 3 4 5
repairs or replacement, it
would mean a financial disaster
for my family.

f. PV collector panels will be 1 2 3 4 5
unattractive on my house.

g. It is very easy to take a loan 1 2 3 4 5
to buy a PV system.

h. To me, initial cost is much more
important than expected savings 1 2 3 4 5
in deciding whether or not to
purchase a PV system.

i. If a PV system that I have
installed gave less savings than 1 2 3 4 5
I had expected, it would mean a
financial disaster for my family.

J. A PV system will protect me from 1 2 3 4 5
increasing energy costs.

k. I would vote for zoning restric-
tions to ban PV collector panels 1 2 3 4 5

from the front of houses in my
neighborhood.



IV-134

10. (continued) Neither
Strongly Agree nor Strongly
Agree Agree Disagree Disagree Disagree

1. Manufacturers of PV systems are
mostly small,unstable companies.

m. A PV system will need lots of
attention and maintenance.

n. I would admire a neighbor who
installed a PV system.

o. Technological advances will soon
make currently available PV
systems outdated.

p. To me, expected savings is much
more important than initial cost
in deciding whether or not to
purchase a PV system.

q. Electricity is too small a part
of my total energy usage for me
to consider a PV system.

r. A PV system that malfunctioned
might damage my home, or cause
danger to my family.

11. a. How likely are you to look for
the next few months?

Don't
Know

(check

5

5

5

5

5

more information about PV systems, within

Very likely
Somewhat likely
Unsure
Somewhat unlikely
Very unlikely

b. How likely would you be to visit a government sponsored open house showing
a PV system in operation, if it were located in your town? In Springfield, MA?

In your town

Very likely
Somewhat likely
Unsure
Somewhat unlikely
Very unlikely

In Springfield, MA

Very likely
Somewhat likely
Unsure
Sdmewhat unlikely
Very unlikely

c. How likely are you to visit a PV dealer to look at the PV systems that
are available, in the next few months? In the next 2 years?

Next few months

Very likely
Somewhat likely
Unsure
Somewhat unlikely
Very unlikely

Next 2 years

Very likely
Somewhat likely _

Unsure
Somewhat unlikely
Very unlikely
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11. d. How likely are you to have a photovoltaic system installed in your home
within the next 5 'years?

Very likely
Somewhat likely
Unsure
Somewhat unlikely
Very unlikely

12. Please read each of the following statements. Then circle the number
on the scale that shows how much more likely you would be to purchase
a PV system under the conditions of the statement.

Almost Much more A little No more
,certain likely more likely likely

a. If a PV system would protect me
from future energy shortages, I'd 1 2 3 4
be to buy one.

b. If a PV system would increase the
resale value of my home, I'd be 1 2 3 4

to buy one.

c. If it were easy to take a loan
to buy a PV system,I'd be 1 2 3 4
to buy one.

d. If a PV system would protect me
from increasing energy costs, I'd 1 2 3 4
be to buy one.

e. If PV systems had a proven safety 1 2 3 4
record, I'd be to buy one.

13. Note that the scale changes for the next few statements. Please circle
the number on each of these scales that shows how much less likely you would
be to purchase a PV system under the conditions of the statement.

Almost Much less A little No less
Certain not likely less likely likely

a. If a PV system would be unattractive
on my house, I'd be to'buy 1 2 3 4
one.

b. If PV manufacturers were small,
unstable companies, I'd be 1 2 3 4

to buy one.

c. If a PV system needed lots of

attention and maintenance, I'd be 1 2 3 4
to buy one.

d. If technological advances will eventually
make currently available PV systems 1 2 3 4
outdated, I'd be to buy one.
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14. If you were to purchase a photovoltaic system, how would you be most
likely to pay for it? a

Personal savings
Included in mortgage
Second mortgage
Separate bank or

credit union loan
Other (please specify)

15. Do you intend to look for additional information about any kind of solar
energy systems within the rext two or three months?

Yes No (If "No", please skip to Q. 18)

16. About what kinds of solar energy systems will you look for information?

Solar water heating
Solar-assisted heat pump
Solar home heating
Photovoltaic power systems
Other (please specify)

17. Approximately how much does a gallon of unleaded, regular gasoline cost in
your area?

$1.20 or less $1.35
$1.25 $1.40 "
$1.30 $1.45 or more

18. How much do you think a gallon of unleaded, regular gasoline will cost
five years from now (in 1985)?

$ /gallon

19. Which of the following producfs have you bought for your own or your
family's use?

Microwave oven Waterbed
Home table-top computer Quartz room heater
Videotape player/recorder Digital watch
Food processor Whirlpool bath, spa

or hot tub

If you write to us at the return address, in several months, after
the study is over we will send you a summary of the results.
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Work reported in this document was sponsored by the Department of
Energy. This report was prepared as an account of work sponsored by
the United States Government. Neither the United States nor the
United States Department of Energy, nor any of their employees, makes
any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product or process disclosed or represents
that its use would not infringe privately owned rights.
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Chapter 5

The Solar Heating and Coolinj Residential Detmonstration Projram:
Institutional Implications for Photovoltaics

Thomas E. Nfutt-Powell

1.0 Introduction

In 1W74 Congress passed and the President si;ned Public La.; 9-43-,

tFe Solar Heatin3 and Cooling Demonstration Act. This act represented a

najor pu.lic initiative to pronote widespread solar ener.y utilization.

A major goal of that program was acceptance of solar thermal technologies

in the residential sector. As such, the solar therrial prograr.' offered an

early case analysis of the federal role in solar implementation fron1

which a number of lessons could be learnec! for the Photovoltaic Procra.

This chapter summarizes the results of nearly three years of study of

the institutional factors influencing solar acceptance in a variety of

settings. In particular it presents a general structure of institutional

analysis and an institutional analysis of the Solar Heatin; and Cooling

Demonstration Programin the residential sector. The chapter presents a

coherent picture of the program's design, implementation, and outcones in

order to promote an understanding of the implications of each for the

design of programs to facilitate rapid acceptance of innovations such as

photovoltaics in the residential sector.

2.0 The Analytic Approach

Institutional analysis assunes the existence of a variety of

institutional entities and holds that the data on factors influencing

innovation acceptance (and, by implication, resistance and/or rejections)

lie in the exchanges between and among those entities (nature, rate,
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force, frequency, etc.). Such exchanges occur within institutional

areas, which are described by the range and inclusiveness of the

exchanges. Institutional analysis assumes that there are multiple

currencies of exchan3e, each of which must be noted and is, to some

extent, a factor in decision behavior. This is contrary to market

analysis, which operates on the assumption that decision behavior can be

adequately modeled in terrms of willingness to make monetary exchan3es.

An understanding of the fuller range of institutional issues allows for a

progran design incorporating activities aimed at multiple exchange

relationships. Such a program is more likely to be effective than :arket

or any nonintervention approach.

Curve I in Figure I shows innovation acceptance without deliberate

intervention. Curve 2 shows acceptance using a market intervention

strategy. 3asically, a market stratejy moves the initiation of the

acceptance curve ahead in time, but does not influence the rate or volume

once it has begun. Curve 3 shows acceptance using an institutional

intervention strategy. Acceptance activities begin sooner, at a more

rapid rate, and with a higher final proportion of acceptance.

TaFle I describes housing as a sector characterized by multiple

stages, actors, and constraints. Housing activity is very tine- and

place-specific, more so than other sectors, which have a relative

uniformity of behavior regardless of time or location of activity.

Therefore; while the stages, actors, and constraints shown on Table 1

represent the sector in general terms, specific manifestations of housing

activity vary enormously from place to place and from time to time.

If "acceptance" means making something new a routine, then a measure

of general acceptance of a solar technology in housing would be that it
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appears in the notation of routine of each of the actors, fron the

four-year-old's rough crayon drawing of "my house" to the architect's

elegantly presented grand scheme for a hone or fron the contractor's

back-of-the-envelope notes for a materials order to the supply company's

annual catalogue.

The goal of the institutional analysis of housing, in relation to tle

design of a program to facilitate an innovation's acceptance as routine,

is to understand just what is considered routine in the residential

sector.

3.0 The Solar Heating and Cooling Demonstration

3.1 Introduction

Before the early 1970s Congress paid little attention to solar

energy. (The chronology in Appendix I presents key dates and events

associated with the S1AC program.) In 1971 the House Coimittee on

Science and Astronautics (S&A) organized a Task Force on Energy which

operated parallel to an NSF/NASA Solar Energy Panel. Both organizations

reported positively on solar potential by late 1972 and made favorable

reference to the state of existing solar thermal technology and its

adaptability to residential use.

S&A's Subcommittee on Energy conducted hearings on solar energy

technologies in June, 1973. These led to support for expanded federal

solar prograns; and in October, 1973 the Subcommittee's chair, :IcCornic:;

of !ashington, submitted a techology-oriented solar bill. The bill

provided key roles for several agencies including NASA, NSF, NBS, DD3,

and HUD. In Novenber Senator Cranston of California, whose primary

committee was Banking, Housing, and Urban Affairs, submitted a
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housing-oriented solar bill.

The oil-enbargo energy crisis of that winter prompted rapid

consideration of the bills. An amended version of '!cCormick's bill

passed the House in February 1974. The bill called for a demonstration

of the potential for commercialization of solar energy fron the point of

view of technolgy development. It provided that NIASA take a key role in

guiding that development. In M1arch the Senate Conrittee on Aeronautical

and Space Sciences reported the House bill to the Senate. The new bill

substituted sinilar technology development lanjuage fron a conpanion

Senate bill which had been introduced by Senators loss and 1Weicker. The

House bill was then referred to four Senate Comnittees: Commerce;

3anking, Housing, and Urban Affairs; Labor and Public Uelfare; and

Interior and Insular Affairs. The multiple referrals reflected the

bill's several policy dinensions as well as considerations of

jurisdictional controls. Subcommittees of the first three Senate

comnittees conducted hearings. By lIay the language for a Senate version,

which emphasized the housing dimensions of the program, were agreed upon;

on May 21 the bill passed the Senate. By the end of August, both houscs

had concurred wtih a Conference Committee report, and on Septenber 3,

1974 President Ford ignored the bill.

In its final form the Solar Heating and Cooling Demonstration Act

emphasized both technology development and use in the housinu sector.

Points that could not logically entertain both objectives were glossed

over by appropriately vague language. NASA and HUD were both given key

roles, and ERDA was named in anticipation of its imminent creation.

3.2 SHAC Program Design

From September through December, 1974 NASA and IIUD collaborated with



V-7

N1S, DOD, and NSF to prepare the program plan required by the

legislation. In January, 1975 ERDA was established. Two months later i.,

'larch, the new agency issued ERDA 23, its national plan for the Solar

Heating and Cooling Demonstration Progran (Appendix II). SIAC identifiel

a number of major activities--research and development; developnent in

support of deronstrations; residential denonstrations; commercial

demonstrations; data collection; and solar energy use in federal

buildings--and a nunmer of participants. IUD would take the lead in

residential demonstrations; ERDA and NASA were assigned direct

responsibility for most of the remaining tasks. Especially important was

NASA's assignment for instrumentation, data collection, and analysis.

The range of activities and the division of responsibilities reflect thc

effort to serve simultaneously two Congressional intents--technology

development and housing.

3.3 SHAC-1esidential Demonstration Prograu.i

The strategy that guided HUD's residential demonstration program

design can be readily summarized by the following syllogism:

o The developer/builder is motivated by the botton line.

o The bottom line is dollars.

o000o Induce the developer/builder with dollars.

H'U used two types of demonstration approaches, site-system and

integrated-system projects. Site-system projects involved matching a

number of different systems designed for technology development purposes

with a variety of climates and housing types. HUD decided upon this

approach as a way to address the technology development goal. The choice

meant, however, that IHUD had to find developers willing to install

MIASA-proipted solar systenis. Builders and developers did not readily
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accept the site-system approach, and HUD abandoned it after the first

year of program operation.

The integrated-systen approach had been discussed during hearins on

both the House technology-oriented bill and the Senate housing-oriented

bill. It was an approach with which HUD was familar, both through its

ongoing housing programs and from its experience during Operation

3reakthrough, an earlier effort at the develoment of industrialized

housing. In the integrated-system projects, a builder-developer selected

a currently marketed system and integrated it into an existing or

proposed single- or multi-fanily housing project. Applcations for grant

funds to cover the cost differential caused by the use of the solar

system were accepted in a series of cycles initiated by nationwide

solicitations. Throu3h 1979 HUD had awarded over 750 grants totalling

approximately $23 million for about 12,600 housing units.

HUD collected data on housing from projects using both approaches.

HUD also provided certain of the projects with instrumentation to monitor

technical performance. Though most of HUD's efforts were directed toward

managenent of the demonstration approahes, it also incorporated

provisions in the programs for developing performance criteria and

standards and other, related studies.

A review of charts illustrating program organization and data flow

provides interesting and revealing information (see Appendix II).

Boeing, an organization with limited housing but considerable

technological and engineering experience, was the major progranm

contractor and is at the center of each chart. Organizationally 3oeing

was responsible for program management, data collection and analysis, and

technical and grant management. Data, which are distinguished by their
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computer conpatibility, flow to and through Boeing.

A look at the nature of the data collected (in grant applcations,

progress reports, instrumented houses, and so on) reveals the extent to

which this effort was driven by the technological orientation of the

original bill, the emphasis of INASA/ERDA in this direction, and the

inevitable mesh of Boeing's background with this orientation. Despite

HUD's proclivities to put existing solar systems into housing and, thus,

to develop a commercialization demonstration program in the residential

sector, the instrumentation, data collection, and analysis orientation

characterized the program as one of experimentation for technical

develop-ent. The SAiAC residential program, then, can be described in the

followino manner:

o The intent: a housin 3 demonstration program illustrating the

commerical feasibility of existing solar systems in various

residential settings;

o The reality: a research and technology development progran,

pulled in that direction by the density of institutional forces

(NASA/ERDA/3oeing/computer compatible data, for exainple)

disposed to engineering experimentation;

o The outcome: a muddled prograri, serving the intended objectives

neither clearly nor effectively.

The NUD SHAC residential demonstration projran is muddled because it

does not meet either the housing or the technology development objectives

clearly or effectively. The program does meet some aspects of both

objectives; and HUD, and its various contractors, approached and

irplemented their tasks responsibly. However, the very nature of the

program's genesis and the constrasts resulting from the manner and crisis
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atmosphere in which Congress created the enabling legislation left a

residue of early impossible conditions for implementing a program that

was successful in achieving its objectives.

3.4 The Reasons for the SHAC Outcome

Durinj a period of crisis, institutional entities fall back on

routines which, by their very familiarity, provide confidence in the

legiti'iacy of the activity about to be undertaken and the acceptability

of its outcomes. In the winter of 1974, the Congress, NASA, HUD and the

other primary institutional entities involved in the solar heating and

cooling residential dermonstrations program faced the oil embargo. A

brief review of the arenas in which these institutional entities acted

provides insights into the routines they adopted to create and impler.ent

the program. As shown in Table 2, the SHAC program involved four r.iajor

institutional arenas--federal policy, program administration, technology

development, and housing.

In Arena 1, Federal Policy, Congress is a major actor and money is

the currency of exchange. Congress's major routine is to propose and

enact enabling legislation, authorize activities to implement the

legislation, and appropriate specific funds to pay for at least some of

the authorized activities. Congress created the SiAC enablino

legislation in an atmosphere of the national energy crisis. In response

to this atmosphere Congress followed a typical routine, "throwing money

at the problem." What is more, a Conference Committee, which was quickly

called upon to resolve differences in language in legislation, used

another typical routine. It combined language from both bills, despite

inherent contradictions, and skillfully structured the language to

obfuscate any differences.
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Table 2

THE FOUR INSTITUTIONAL AREAS IN THE SHAC PROGRA:1

ARENA 1

Institutional Arena: Federal Policy

Currency of Exchan;e: Money

Atmosphere: National Energy Crisis

Routine: Propose, Enact, Authorize, Appropriate

ARENA 2

Institutional Arena: Federal Proram Administration

Currency of Exchanne: Status

Atmosphere: Turf Protection

Routine: Obtaining and RunninG Programs

ARENA 3

Institutional Arena: Technology Development

Currency of Exchange: Quantifiable Data

Atmosphere: Engineering Crisis

Routine: Instrument

ARE:NA 4

Institutional Arena: Housing

Currency of Exchange: :arketability

Atmosphere: Mlarket Risk, Mitigated by Interdependencies

Routine: Word of ilouth
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In Arena 2, Federal Program Administration, the currency of exchange

is status and federal agencies are primary actors. The routine in this

area is to obtain and run programs with the purpose of achieving status.

Each program yields a different level of status. The atmosphere in whichi

the routine is carried out is turf protection--keeping programs,

especially those that yield a high level of status, and working to

acquire additional programs. Status in this context is not equated with

level of funding although in some cases funding may have some influence

on it. Rather status represents the perceptions of importance amonj the

particular institutional entities in the area. In the case of SHAC, HUD

clearly stood to gain some status if it ran the residential component,

and even more status if the language of the enabling statutes were

consistent with the definitions of HUD turf. Conversely, HUD would lose

status if neither of those situations obtained.

In Arena 3, Technolojy Developnent, the currency of exchange is

quantifiable data. The routine adopted to trade in this currency is

instrumentation. In the case of the SHAC program 4JASA and EDA perceived

that existing solar thermal hardware was underdeveloped enough to

generate an engineering crisis. At the very least the stage of

development did not meet the claims made during the Congressional

hearings. Reacting to the atmosphere of crisis surrounding the

legislation, NASA and ERDA pushed for a technology development effort

even greater than envisioned by the original technology-oriented House

bill. The heavy emphasis on computer compatible data, even in the

housing demonstrations, is evidence of the forcefulness of this effort.

In Arena 4, Housing, the currency of exchange is marketability. As

mentioned in the opening section of this chapter, the housing area is
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highly disaggregated and very responsive to conditions in the local

markets. Activities in the housing arena take place in an atmosphere of

market risk; that risk is mitigated by the interdependencies of all the

actors in the market. The routine in the housing arena throujh which

these entities interact is word of mouth.

Even this brief review of the four institutional arenas most involved

in the HUD S1HAC residential demonstration progran reveals clear

mismatches in the currencies of exchange, routines, and atmospheres.

Concluding that institutional entities from these four arenas could

readily mesh activities to accelerate the acceptance of solar

technologies is as difficult as imagining that a business manager of a

Teamster's loc3al, a debutante, and medical technician, and a neighborhood

gossip could form easy and pleasant company for each other at a dinner

party given by the head of the Latvian ConunLnist party.

4.0 Factors in the Acceptance of Solar Energy in Housing

4.1 Introduction

In the course of analysis, three general types of factor promptinj

builder/developers to integrate solar thermal technologies into housing

emerged. These are useful in understanding housing institutional arena

routine and especially important for designing programs that can connect

innovation to routine in order to facilitate innovation acceptance. The

three factor types are developer motivation, information exchanges, and

comprehensibiity.

A series of case studies illuminated the character of the three

factors:
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Friends Community: a IGO-unit, semi-detached housing development in
North Easton, .ass., developed by a nonprofit corporation establishec
by the New England Yearly leeting;

Reservoir-Hill Solar Houses: a 15-unit, sinjle-fanily, attached
market-rate development in the the Reservoir HIill urban renewal area
of Baltimore, MID.;

Project Solar for Indiana: single-family houses, identical in terms
of design, size, and solar units, each constructed by one of seven
builders in different parts of the state with the coordinatin3
sponsorship of the Honebuilders Association of Indiana;

Santa Clara, California: a city-owned utility installin- solar units
in a new single-family development on the same basis as electric
service;

San Diego County, California: a mandatory solar hot water ordinance
adopted by a county for new housing development;

PN7/A'IREP: the collaboration of a major utility (Public Services of
New flexico) and a major developer (A:IREP) in the development of 25
solar hones in New :lexico, 23 of which are in AIR7EP's Rio Ranco
Development in the Albuquerque housing market.

The prevailing notion had been that money stimulates builder/

developer behavior. The case studies revealed the existence of other

influences. Each of these was a necessary impetus for even contemplatin

the purchase of a solar thermal system.

4.2 Developer I'otivations

In Friends Cosmmunity, selecting a solar system was a logical

consequence of the ideals on which the development was based and was

pursued despite the persistent arguments of infeasibility offered by many

of the project's advisers. flornatively motivated developers commonly

base decisions on their ideals. In Indiana team spirit motivated each of

the seven developers involved in the Solar for Indiana project. None of

them had responsed to HUD's early proposal solicitations. However, each

was very active in H3AI, and became involved in Cycle 3 as a

consequence. The developer of Reservoir Hills in Ilaryland used solar as

the lever to make his new development corporation viable. The solar
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grant provided the organizational foundation for his venture. AMRZP was

interested in solar as a potential vehicle for corporate expansion lon..

before the HUD program. AiREP's idea that anything with a "sunny"

character, fittin3 the New flexico climate, could potentially enhance the

corporation's image and consequent market share, not through an actual

technical performance, but precisely because of its "sunny-ness".

4.3 Information Exchanges

The type, source density, and continuity of information exchange

influenced builder/developers' acceptance of solar technolojies in

housinj. The critical information for the Reservoir Hills builder was

not that solar would work but that it would make the development

financially feasible in the eyes of the financial backer. The types of

information (financial) and the source (a savings and loan association)

were very important factors. Information of another type (aesthetic

appeal, for example) or fron another source (e.g., information of

financial feasibility from the city's design review committee) would not

have been as compelling to that developer.

The conpelling factor for the builder in Indiana was that the-project

information came from a highly trusted source, the Homebuilders

Association of Indiana. The same information had been made available in

preceding years thorugh HJD's solicitation process with additional

prompting from the state's Energy Office; but it had not been viewed

positively, notably because each of those sources was outside the routine

of Indiana builders.

The density of information was an important variable for AMREP. The

company had been considering a solar initiative for its Rio Rancho

development for over a year. AItREP decided to act after its Director of
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Construction had participated in a two-day NIITE Corporation conference

devoted entirely to solar energy. The density of information provided by

this conference was the impetus for AfIREP to commit its resources to

designing a prototype solar unit and testing it at Rio Rancho before the

SHAC program had even been approved by Congress.

In Santa Clara, California, a Science Adviser, funded by ;NSF as part

of its initial grant to use solar enery in a new municipal recreation

facility, provided the continuity of interest in solar. The Science

Adviser become a continuinj source of information. He was utlimately

responsible for furnishing new ideas on possible solar applications,

including the installation by the municipally owned utility of solar home

heating and hot water units in new homes as part of the HUD program.

4.4 Cormprehensibility

The more comprehensible an innovation, the more readily it will be

accepted. In the context of this study comprehensibility means that the

actors can understand an innovation because it is part of and/or relates

to the routines that exist. Information provided by the supporting

institutional network enhances this comprehensibility. In the housinj

area, this process becomes part of the basic routine as one of the

interdependencies created to mitigate Market risk for any of the

( institutional entities in the arena.

In the Indiana program, a legitimator, the Homebuilders Association

of Indiana, enhanced comprehensibility. In the AIREP/PNMi program, a

translator, the vice-president of the solar system supplier, enhanced

comprehensibility. The person was able to interpret the needs and

interests of the two parties for each other and, in turn, to create an

acceptable solution in solar terms, solar being a new "language" for both
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A1IREP and PNII. AILREP's early interest in solar energy was generated bj

the presence of a linking pin, an environmental consultant, who also

consults with MIITR. and Seneral Zlectric in developing their solar energy

interest, linked AIIRZP to these two companies and provided the critical

first step in A1IREP's acceptance of the solar innovation as part of its

corporate routine.

The New England Yearly leeting, which developed Friends Coma.unity iii

lasschusetts, is a classic example of a different sort of actor--the

plunger, an institutional entity that accepts an innovation mostly as an

article of belief, and plunges ahead with its implementation against all

odds and logic. For the Friends, technical infeasibility could not

outweigh the routine feasibility of their beliefs.

Finally, San Diego County's role as a regulator, requiring by county

ordinance solar in new development was simply a continuing manifestation

of the county's routine activities in relation to builder/developers.

The county did not need to expend funds on direct financial incentives;

rather it constrained the options of builders and gave then no choice but

to accept solar.

5.0 leshing Innovation with Routine

The SHAC program is a legislative hybrid of technology development

and housing objectives linited by its hybrid origin to, at best, partial

achievement of its goals. As suggested in the comparison of the four

institutional arenas, their currencies of exchange and routines do not

mesh. When the routines of any given arena are riet, those of one or more

of the other routines are thrown into confusion.

In housing, financial incentives and technical data are not
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sufficient to lead to the acceptance of a solar innovation. The former

represent the currency of the federal policy arena, the latter the

currency of the technology development arena. Neither contributes to the

currency of the housing arena, marketability, which is passed by word of

mouth. Marketability is influenced by developer motivation, informnation

exchange (type, source, density, continuity), and the comprehensibility

provided by matching the routines of the particular arena, especially

through such mediating institutional forces as a legitimator, translator,

linking pin, plunger, and or regulator.

Innovation acceptance in the housing arena requires mediation throui;

routine at the local market level. The nature of mediationn, which aids

comprehensibility, can be analyzed in a general sense (as above) but

cannot be planned for in the aggregate. An analysis of each housing

arena is necessary to understand the nature of the mediating routines and

entities that it contains.

Recipients of SHAC subsidies were motivated by other than

conventional market objectives. The motivations that prompted developer

involvement in the SHAC residential demonstration program were varied but

cannot be characterized as market-oriented. The motivations included

realization of ideals (Friends), team spirit (Indiana), organizational

foundation (Reservoir Hills), and corporate expansion (AIRlEP).

Acceptance of the subsidy does not necessarily mean acceptance of the

innovation. No developer refused the subsidy (although A:REP's first

prototype was done entirely with corporate funds); however, accepting the

subsidy was not a sign that a developer had accepted the innovation. The

subsidy more typically allowed the realization of other objectives.

Because the realization of the solar energy innovationn accompanied the
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realization of other objectives, solar may find general acceptance co;:ie

easier later on. Being cloaked in the mantle of the success of other

objectives contributes to furthering innovation acceptance. However,

such simultaneity of events could just as likely be an example of

spurious correlation as it is evidence of geniune acceptance.

The probability of acceptance of an innovation increases when

information cormes through routine exchan3es. Especially in an arena such

as housing, which exists in an atmosphere of market risk, the extent to

which routines mediates the entry of an innovation is a measure of the

probability of its acceptance. HBAI acting as a legitimator, the solar

supplier acting as a translator, the environmental consultant as a

linking pin, and the county as a regulatory are all examples of routines

in housing arenas which mitigate market risk by fostering particular

institutional interdependencies.

Information must pertain to the innovation, not to the subsidy.

Institutional entities typically assume that federal programs only

provide funds. In this case they saw the SHAC residential demonstration

program as a means to obtain funds and, as a consequence, established no

new routines. The developers who continue to maintain a coi.iritm~ent to

solar energy (Friends, Santa Clara, A:1REP) were already committed to

solar energy before they participated in SHAC; HUD funds simply i,ade it

easier for them to realize other motivations that were linked with, but

not dependent upon, solar. Developers who have not continued to use

solar energy (Reservoir Hills, Indiana) would again accept federal

grants, for solar or any other activity that served their own objectives.
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6.0 Lessons

There are at least three very basic lessons to be learned from the

SHAC residential demonstration pro3ram relative to designing a program to

facilitate rapid acceptance of photovoltaics in the residential sector.

'Research and demonstration are separate activities. Research and

related development activities tend to fall into the technology

developrient arena. Derionstration tends to fall into the federal program

administration arena. The currencies of exchange and routines of each do

not mesh. In constructin3 the SHAC legislation Congress mixed the two,

creating a hybrid program dooned to frustrate the hopes of persons

interested in achieving either set of objectives. Program design,

implementation, and evaluation for the two are different. To be

successful, each objective must be provided for separately.

The design and administration of innovation acceptance programs for

the housing arena should take place outside Washington, D.C. The federal

policy and program administration institutional arenas are among the few

that exhibit a unity of conceptual and geopolitical space. The density

of information exchanges this occasions, the legitimacy this density

creates, and the consequent primacy of routines from these two

institutional arenas create a strong climate of confidence in the

routines. Because innovation acceptance in housing is facilitated by

programming to match existing and definitionally local housing arena

routines, design and administration of such a program must be allowed to

escape capture by routines that counter chances of achieving success in

the housing arena.

An effective program to facilitate innovation acceptance must mesh

with the routines of the accepting institutional arena. Because in
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housing the routin3 is word of mouth, with exchanges among and between

multiple actors with multiple motivations and maximum interdependencies,

the key to an effective program is a strategy that allows the

disseminationn of information in each local housing market.
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APPENDIX I

SHAC CHRONOLOGY

Sources

1951-72

1952

1971-72

Dec., 1972

1972

Design

June 7, 12, 1973

June-Oct. 1973

Nov. 2, 1973

Nov. 5, 1973

Nov.

Dec.

Jan.

Feb.

Feb.

13-15, 1973

10, 1973

23, 1974

13, 1974

19, 1974

Feb. 25, 1974

March 11, 1974

March 13, 1974

Diverse bills filed; none passed.

Paley Report on materials policy need for solar
energy research.

Task Force on Energy, House committee on Science &
Astronautics (S&A).

NSF/.tASA Solar Energy Panel Report.

S&A Committee Staff Report.

Hearings on solar energy technologies; S&A
Subcommittee on Energy supported, expanded; federal
solar programs.

HR 10952 drafted; 1SF, NBS, IIASA, HUD, J33J
introduced 10116 by McCorzick.

S.2G50 introduced by Cranston (Ban:ing, Housing and
Urban Affairs).

S.2G5 (H11864 coripanion) introduced by :los &
Weicker.

Hearings on HR 10952 Energy Subcommittee.

HR11864 (amended version of 10952) to full committee.

Reported to House.

Passed, with amendments by House.

H.11864 referred to Senate Committee on Aeronautical
& Space Sciences.

Senate hearings on HR11854, S. 2658.

Senate Committee (A.S.S.) reports HR11864
substituting S.2658 language.

HR118G4/S.2658 referred to 4 Senate Committees:
Commerce; Banking, Housing, & Urban Affairs; Labor &
Public Welfare; Interior & Insular Affairs.



March 20-21, 1974

IMarch 27, 1974

March 29 and
April 5, 1974

lay 21 , 1974

Aug. 12, 1974

Aug. 21, 1974

Sept. 3, 1974

Implementation

Sept.-Dec., 1974

Sept.-Dec., 1974

Jan. 19, 1975

March 1975

Oct. 1975

Sept. 13-15, 1975

Jan. 19, 1976

Nov. 197G

Jan. 1, 1977

~lay 30, 1977

Oct. 1977

Mar. 29, 1978

July 1978

Sept. 28, 1978
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Hearings on S.2G50 & HR11SG4, B31UA Subcotruittee un 2
& VA.

Hearings on S.2650 and IR11864, L&U Subcomimittee on
USF.

Hearings on S.2650 and HR11854 - Subcommittee on
Science and Technology.

HRIICG4 passes Senate, with amendrlents.

Conference Report, Senate agrees

House agrees.

President Ford signs PL 93-409.

;ASA/HUD with N3S, DOD, NSF prepare program plan
submitted to Congress 12/30/74.

HUD prepares interim performance criteria for
systems and dwellings to White Ifouse/Congress 1/1/75

ERDA established--PL 93-438.

ERDA 23--National plan.

Ist National Conference on Solar Standards.

2nd ational Conference on Solar Standards.

HUD Cycle 1.

ERDA 23A--(76-6) updated national plan.

H'JD Cycle 2.

HUD Cycle 3.

DOE established.

HUD Cycle 4.

DOE/CS-0007 national plan.

HUD Cycle 4a--passive.
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APPENDIX 'II

SOLAR HEATING AND- COOLING PROGRAM

CALENDAR YEAR
ACTIVITY 1-9 1980

1974 1975 1976 1977 1978 1979 1980

MAJOR MILESTONES

RESEARCH AND DEVELOPMENT

DEVELOPMENT IN SUPPORT
OF DEMONSTRATIONS

RESIDENTIAL
DEMONSTRATIONS

COMMERCIAL DEMONSTRATIONS

DATA COLLECTION. EVALUATION
AND DISSEMINATION

STANDARDS AND CRITERIA

MARKET DEVELOPMENT

SOLAR IN FEDERAL BUILDINGS'

LEGISLATION
V

PLAN
v

PLAN

HEATING

TECHNOLOGY
READINESS/REVIEW

co
HiE
CC

TECHNOLOGY
READINESS/REVIEW

HMBINED
ATING &
DOLING

7

A A A

CONTRACT PROTOTYPE HARDWARE PROTOTYPE HARDWARE
PLAN RELEASE APPs AWARDS (HEATINGi (COOLING)

A A A A A

ST CYCLE 2ND CYCLE 3RD CYCLE 4TH CYCLE STH CYCLE

A A A A A

1ST CYCLE 2ND CYCLE 3RD CYCLE 4TH CYCLE

PLAN:
DATA BASE AND BANK OPERATIONAL:
INFORMATION CENTER; CENTRAL DATA PROCESSING

I IN J RIM
PLAN:
INTERIM STANDARDS;

I UPDATE
LAB INTERIM

I
DEFINITIVE CRITERIA

CRITEIIA UDeAITK IERI , rIU TEIA CE~IIrIII.AIErF IiIO CRIT 
I

A ANDl AUAlrlUDS

A A A r
THERMAL

RECOMMEND MARKET RATINGS
DEVELOPMENT ACTIVITIES

STUDIES & INCENTIVES UPDATE UPDATE
AIA

I I I II I
RULE
MAKING TRANSFER

PLAN IUNDS
AI

*A NEW THREE YEAR PROGRAM TO BE DEVELOPED IN ACCORDANCE WITH THE NEP.
A ACCOMPLISHED ACTIVITIES

A SCHEDULED ACTIVITIES

SOURCE: DOE, 1978c.
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HUD RESIDENTIAL DEMONSTRATION PROGRAM

CALENDAR YEAR iS 1976 if? I 1 1979

DEMONSTRATION ACTIVITY

. - , . u I OIN TYP
PaORAM STUDIS LOCATION/IEGIOP

SITE SYSTEM PROJECTS" .

INTEGRATED SYSTM PROJECTS

CCLDATA COLLECTN AND EVALUATION
CYCLEI I

CYCLE I

CYCLE 5

PERFORMANCE CRITERIA
AND STANDARDS .

SOURCE: DOE, 1978c.

MPLEMleATTON OP THE 4r 0 AetAL OleuNSTRATO O P GRAM ST" CYCL I S PRO CATtED OM TE OLA C001G & PROOGAm
VIWLOWIG TlCNLOU iWNC ,L I SW IIPICIAL

SeI an rT sms

cJ mPswus I LTSI4

- ~---~-~1~ 11_1___ ~ 111_ . 1

r

c

I,

r

k

r
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PROGRAM PARTICIP TYi-

NATIONAL HEATING AND COOLING OF BUILDINGS

NBS IS ACTIVE
IN ALL AREAS

SOURCE: DOE, 1978c.
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0 RESPONSIBIIITY FOR MANAGEMENT

AND COORDINATION OF THE RESIDENTIAL
SOLAR DEMONSTRATION PROGRAM ERDA
SHARES RESPONSIBILITY

NASA NOS BOEING A.D. LITTLE FRANKLININST. 
I I I I INTRACTORS

• INSTRUMeITATION DESIGN 0 PREPARE PERFORMANCE PROGRAM MANAGEMENT 0 DESIGN OF THE RESIDENTIAL 0 DATA BANK CONTRACTOR
AND DEVELOPMENT CRITERIA DATA COLLECTION AND DEMONSTRATION PROGRAM * INFORMATION DISSEMINATION

ANALYSIS * DEVELOPMENT OF rO ASSIST IN DEVELOPMENT DEMONSTRATION MATRIX
OF TEST PROCEDURES AND 0 TECHNICAL AND GRANT
SYSTEM EVALUATION MANAGEMENT
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PROCESSING STORAGE
AND RETURN

PUBLIC BARRIERS ECONOMIC INDUSTRY
OTHERS IAM RERC AIARC DIA & CONSTRAINTS FACTORS ISSUES

I I I I I I
0 INSTRUMENTATION 0 NON-TECHNICAL DATA 06ESIGN PRACTICES 0 SOLAR HEATING AND S CODES & CODE 0 ECONOMIC PERF MODEL

SYSTEM DESIGN COLLECTION AND MANUAL COOLING TECHNICAL ADMINISTRATION 80OZ. ALLEN. & HAMILTON
AND MANUFACTURE ANALYSIS CONSULTANTS * LAND USE 0 FINANCIAL INCENTIVES

* DESIGN INTEGRATION
MONITOR CONTRACT
ADMINISTRATION

DESIGN
INTEGRATION

MONITORS

. HUD Solar Eneq Dem onsration ho pam Organlaion Can



RESIDENTIAL DEMONSTRATION PROGRAM

DATA FLOW CHART

GRIANTEE ACTIVITY INTERVIEW$ MST OCCUIPANC
REPORTS REPORTS & SURVEYS EUIPMUENT

IIREAKDOIWN
GRANTS' OEING "REAC INFORMATION

LTA

o SELECTED I
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I ?.STR TELEHOWO NASA I REPORTS,
1 T LI UNES
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Chapter 6

Summnary of State Activities Under PJRPA 3ection 210

Drew J. Jottero

1.0 Introduction

1.' 3rief Ilistory nf PUPA Reulation

In :cve nber, 197r, the Public Utility Regultory Policies .Act of

o7n (P'JPA , ,on of tl e five nationsa encr y acts, beca~e la;;. A;,icrn

its provisions were two sections which cLlijated utilities to purchase

pow,,er fron and sell auxiliary -c.er to qualifyin3 crjrlruticon 111' s51ll

pr'-er production facilities (such as photovoltaic systens).* These

sections also required st3te public utility coriissions to estu lis,

rates for these purchases and sales which were just, reasonable, and in

the -uIlic interest, and which did not exceed the increment3l costs tle

utility faced for producing additional electric power.

The Federal Energy ,egulatory Comni;sion (FZ,) was r;ndater" to

establish rules for calculating the rates and for deterviining w;hich

facilities qualified for PURP1's benefits.3 Pursuant to this statutory

mandate, F7'C promu13ated rules. 4  These rules required that thp state

1I.L. 95-S17 (Noveriber 9, 1978); 92 Stat. 3117. The
constitutionality of PURPA has recently been argued before the Supremlc
Court on appeal from a decision of the U.S. District Court for trn
Southern District of 'lississippi in ilississippi v. FERC (February 19,
1981).

2Sections 201 and 210.

3Section 210(a).

41r C.F.R. sections 2M2.101, .3C1-.502 (19G). The validity of
these rules has been cast into doubt by the U.S. Court of Appeals (D.C.
Circuit) in AtP v. F.,: (January 22, 1282) which invalidateJ1 the
rules regarding the requirement that rates must equal avoided costs and
the requirement that utilities must interconnect with qualified
facilities. The matter is currently under appeal, and this study treats
the rule as valid until a final determination is made in the case.
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public utility co::missions establish rates based upcn the costs wiich the

utility would avoid due to power pujrchased from qualifying facilities

(;4Fs). The states were given latitude in deriving :iethodolojies for

calculating avoided costs so long as the rates were not less than

increlental costs.

The states 'ere also to establish any other conditions which QFs

would have to :ieet before the utility would be required to purchase power

fro1 the QF. These conditions usually concerned the interconnection of

the ]- to the utility grid.

Formal action by the states was required to be initiated b'y ;arch

2C, 1931, one year after the effective date of the FERC regulations.

1.2 Policy Implications for Dhotovoltaics

The actions of the state public utility co:mnissions are important

because they affect the rates which photovoltaic power producers (and

othler 7s) receive for the ?ower they sell and ':l;ich they pay for power

thy purchase, two key determinants of the break-even cost b of

ihotovoltaic systers. They also deternine th_ conditions 1hich

photovoltaic power producers must !-eet in order to interconnect with

utilities, conditions which will affect the balan:e-of-systemi costs and

therefore also affect :)hotovoltaic syste-i break-even.

This study examines the actions of the state public utility

cormissions under PURPA in order to identify issues concerning the

development and diffusion of photovoltaic syste s which their actions

raise. The study approaches the problem not by exanining per se the

5Calculation of break-even cost is discussed in "An Econonic
inalysis of Grid-Connected Residential Solar Photovoltaic Power Systems"

'y Paul ^,rpenter and Gerald Taylor, 'IT Ener3y Laboratory ,Rport .IIT-7L
7'-n07 (Revised December IT78).
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rates and charges established by the commissions, as those will change

over time, but rather by examininj the methodclo3ies and reasoning used

to arrive at the rates and charges. Obviously, the higher the rates paid

to photovoltaic power producers for their power and the lo,ier the costs

they pay for auxili-ry power, the better will be system break-even cost,

all else bein! equal. The more important issue fro the policy

perspective, however, is whether any general trends in the implementation

of P'!"P,. raise concerns which could be adJressed more effectively by Dyu

than by individual photovoltaic power producers challenging specific

rates or cohditions.

Entities in aldition to the public utility conissions are also

required to act under PJRPA. These entities include federal anc state

po-'er generation entitics (such as TVA) and nonregulated utilities.

'lhile their actions are also important, they have not been studied here

for t'wo reasons. First, their omission simplifics the scc~p of thie

efforts taken, allowing the study's focus to be upon a nuch smaller

number of entities, namely the state public utility commissions. Second,

the public utility conmissions should be best atle, as a group, to

analyze the issues. Any concerns present :ith resard to the beh!avio- of

the public utility commissions are likely to be more serious for t!ie

other self-regulated entities, and studyinj thn pulic utility

commissions should help produce a clearer understanding of the issues.

The study proceeded as follows. ?ecords of proceedings under PP;1'.

concerning rates for QFs were collected for each of the fifty states plus

the District of Columbia. These records are summarized by state and by

issue in a separate Appendix, filT Energy Laboratory Working Paper flIT-EL

82-017WP; the summaries are the basis for the charts presented in this
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report. :lost records are up to date through valiant efforts to renain

current on each state's proceedings. Often we became formal ocservers to

the proceedings in order to be placed upon official nailing lists, and

hence we believe that most of our summaries are current as of Aulust 31,

931. Sone are current through Deceiber 31, 1T31. Icjever, in some

states our records may not be accurate as of August 21, as further action

nay have been taken since our last comruunication with the public utility

commission. In some states we are relying upon staff reports or proposed

rules, as those are the riost current actions of the public utility

co-nission. That some records are not final nor necessarily up-to-date

should not detract fron our analysis of the behavior of the public

utility commissions overall.

The individual st3te sumraries were analyzd to determline the

actions of the state's public utility commission concerning several

issues of potential significance for the economics of photovoltaic

systens. These issues cover the status of the comlission's proceedings,

t'.e rejulatory role of existin 3 and subsequent contracts between

utilities and lFs, tle way in which the rate-setting nethodologies were

established, what the rethlodolories are, what interconnection

requirenents were astablished, what arrangermlents for wheeling were nade,

and what actions were taken regarding rates for supplying auxiliary ,ower

to QFs. Some of these issues were analyzed because of their immnediate

significance for photovoltaic systerl.s economics, such as the nature of

the rate-setting methodologies established. Others, such as the

re3ulatory role of contracts, were studied because they t1iay held in

subsequent analysis of any future sluggishness in the regulatory process

which may i;-pede the introduction of photovoltaic systems.
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The actions of all the states on all the issues were then further

surimarized. This report represents the final synthesis of all the

information concernin3 the states' actions. Each issue of potential

significance is discussed followin] this introduIction, and the actions of

the public utility commissions are surarized in chart forn. The charts

presented in this report aggregate the action of the public utility

connissions; no infornation on the actions of individual states is

presented. Charts which present the actions of all the states on each of

the issues may be found in the separate Appendix referenced a.ove; the

sumnnaries of each individual state's actions may also be found in that

docutient.

Followin- the issue-by-issue analysis is a concluding secticn which

highlights the most important issues affecting the economics of

photovoltaic syste.is.

2.3 Surlary of 5tate Actions.on Specific Issues

This section presents a summary of the actions of the fifty states

and the District of Colunbia on each of the seven issues listed in the

introduction: the status of the state coml.ission's proceedins, the

re3ulatory role of existing and subsequent contracts between utilities

and QFs, the manner in which the rate-setting methodologies were

established, what the -iethodologies are, what interconnection

requirements were established, what arrangements for wheeling were niade,

and what actions were taken regarding rates for supplying auxiliary power

to QFs. Each issue will be discussed in a separate section below.

2.1 Status of Proceedings

Under the FERC rules, all state public utility conissions were
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supposed to comply with PURPA's requirements for QFs by :Iarch 2Q, 1931.

'Ihile most public utility commissions had at least begun action by that

date, only eight were corpleted. As of the end of 1M87, however, over

half the commissions have taken final action, and the rest have

proceedings under w\ay.

Table I presents these results. It presents a mininum level of

compliance; by now more public utility commissions may have completed

action. As rate-setting usually follow:s final action, it nay ti.,ke sone

additionil time before all utilities have rates appproved by their

commissions. Substantial progress has been inace, however.

Table I

STATUS OF CO:.TlSSIO N ACTI3:N UIN DE? SECTIO:N 210

.Com-issions havin2 taken final action: 22
,y :I rch 20, 13CI 8
Since larch 20, I^OT 2

.rinnissions with action under way 23

As tie table show:s, ?3 states have not completed lction, ac-ording

to our records. For 11 of these, we do not have an adequate basis to

characterize the commnission's behavior; these 11 will be included in

subsequent tables under the "no information" headings. :fowever, all

corlissions have initiated proceedings, according to our records; iany of

these 23 may have completed action as of the publication date of this

r'rport.

As a result of this broad level of compliance, concerns that either



VI-7

slowness or inaction of state public utility commissions would retard ti.

introduction of photovoltaic systens have become largely moot.

2.2 Contracts

The ability of a photovoltaic power producer to nelotiate a feir

contract with a utility is important to the economics of photovoltailc

systens. While it is too early to tell what the consequences of

different forris of contract regulation will be, the information is noted

here for future reference. Table II presents the summary infor:lation on

connission practices.

Tahle II

COr!ISSION POLICIES O'N SOINTIACTS INV3'VLVI"O QF3

;Io. of comnissions
Contracts req'ired:

Yes, all QFs 2
Yes, QFs above a threshold size 4
No requirenent of a contract
No information/not specified/unclear 18

Standard tariff available:
All Q's 7
Snall QFs only 16
None 34

P'C oversight of contracts:
Active G
Reactive 11
None/not specified/no information 34

host public utility commissions require utilities and QFs to enter

into contracts. Whether or not they require such contracts, many require
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that utilities establish standard tariffs for power purchased from QFs

;which the QFs may use in'lieu of a negotiated contract. 'lhether or not

the oublic utility commission requires a contract for power purchases, it

ray require a contract stating QF (and utility) oblijations regardinj

interconnection requirements. Hence the public utility commissions

retain some control over the transactions between the utilities and the

QFs. To the extent that the rates and conditions which the coniissions

estal;Tish are reasonable (see sections C through E below), the IFs shoul(.

be able to benefit from a nuch-improved bargaining position due to the

lT;al presence of the public utility commission.

A number of public utility commissions also require either active

corlirission review of all contracts or allow review upon iaction by either

the QF or the utility. Very likely many of the 34 commissions which did

not in.icate the ,ossibility of review -lay have generally applicable

procedures which were simply not mentioned in the QF rate-:aking

procedin3s; thus conmission involvement is no less than indicated in

Table II. '0ain, the position of the QF should be enhanced by this

opportunity for cormission intervention as the comriission s;ould Iclp to

neutralize any bar3aining advantage the utility riay :have.

T'!ere is a concern, however, that too luch involver.ent of rejulators

nay :;ecome unduly burd*nsome upon QFs, with the result being that QFs and

utilities will negotiate contracts outside the re3ulatory protections of

P'JPA (something specifically allowed in the F:',C rules), thus

diminishing the value of those protections. There is sonme evidence by

wcrd-of-mouth that QFs which have negotiated with utilities to date have

opted for lonj-tern contracts at rates below re5ulated rates in order to

get the long-term cormitments necessary to obtain bank financing. The
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significance of this possibility cannot be evaluated as yet due to lac.

of evidence of s:pecific negotiated rates and contract terms.

2.3 Establishment of 'lethodology

The manner in which the state public utility co:,.iissions est3a,lis..

their methodologies for purchasing power frori QFs, while not directly

affectin the econonics of photovoltaic syste3as, is nevertheless

important for two reasons. First, it may be indicative of the

comission's efficacy in irleiernting PUI.?A. A com:ission which, due to

staff shorta3es or other reasons, must rely upon methodolo;ies developed

b the utilities nay not be able tc oversee interactions betaeen

utilities and Fs very effectively. Second, the comnission's manner of

establishinj the nethodologies may nake any fcueral oversight difficult,

thus reducing the potential benefits from federal presence in the area.

'!hile these concerns do not necessarily result in regulatory

difficulties, they have been studied because they may indicate the need

for policy action at a later date. Their importance is supported L, the

requirerent in the PURPA statute that the state pu'lic utility

comnissions adopt rules after notice and hearing', indicating that the

comi.issions' actions are intended to be reasoned and revieable.

:lost commissions for which we have information relied upon utility

filings of "avoided cost" rates to satisfy their requirement to establis.

a methodology. Very little guidance was given to the utilities other

than repeating the list of factors which F-RC sujgested the comissions

consider; the filings were merely subject to ad hoc commission review.

Soie conmmissions did give additional guidance, but stopped short of

GSection 210(f).



VI-10

Table III

P0CESS OF ESTABLISHING ;ET:3OD3LOGIZS

N'o. of cormissions
Utility filings 22
'Itility filings made with PUC juidance 5
PUC sets methodology or calculates rates 12
"o infornation 12

establishing the methodology themselves. A ninority of commissions

est3blishel their own methodology.

Obviously, the first approach is the most difficult for the

researcher to review and analyze, and in those states "which relied upon

utility filings we often inferred the methodology in practice (see

section 3 below) from the tariffs proposed by the utilities. The )ublic

utility connissions often ha] utilities file avoided cost "data" without

any reference to a r.ethodolo3y for deriving it. Sonetir.ies refere;ices to

computer models or to specific plant data helped to Jetermine the actual

rnethodology used, but in jeneral this approach !.y the pub!lic utility

comrissions made it difficult to determine what rethodology the utility

usel anc what restrictions, if any, on the selection of 'ethodolojy, were

irposed by the public utility commission. Undoubtedly a few of the

ccissions 'ave, by procedent, established :iethodolo.ies for calculatinj

:iar-inal costs which were implicit in the decisions we analyzed; very

often it seemed that the commission was treating the calculation of

avoided costs as if the methodology was apparent.

'Ihen state commissions used staff reports or testimony or had staff

propose the rule, the task of determining the public utility commission's
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requirerents for nethodology became nuch simpler. The issues in

controversy were more clearly spelled out, and the basis of the

commission's decisions was clearer. While this study presents no

evidence that the first approach discussed resulted in rates not

reflectinc the full force of PURPA, the prevalence of states which relied

upon utility filinis w\itho,:t supplying nuch analysis of their own reduces

our confidence that the issues were fully discussed.

2.4 Avoided Cost :ethodoloaies

As every public utility cor.~ission adopted separate methodolojies

for calculating as available and firm power costs (as contemplated in the

FETC rules), tCie methodologies which cover avoided capacity costs :will be

discussed separately from those which cover avoided energy costs only.

2..1 Avoided eniergy cost methodolojies

The FEC rules require that all QFs be paid the avoided costs of the

energy they sell to the utility. A nunber of factors are listed in tne

FeRC rules, but the states were given wide latitude in estatlishin.

energy rates for QFs so long as the rates did not fall below the

utility's "incremental" costs. As can be seen in Table IV, the

conmissions took advantzae of that wide latitude bay adopting many

different approaches to the problem.

The avoided energy cost rates are, of course, crucial to the

economics of photovoltaic systems. They are the primary source of

benefits for a grid-connected photovoltaic syste.i, and their proper

calculation will assure that the appropriate incentives exist for

investment in such systems.

Many public utility commissions did not establish a precise

methodology for the utilities to follow in establishing avoided energy
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Table IV

AVOID:D IZNERGY COST ;ETHODOLOGI:S

lio. of cormmissions

Utility filings (no further information) 10
Iicremental or decremental costs S
ormputer simulations 5

Purchased power rates (pool or supplyin- utility) S
'larginal plant (utility's own or pool's)
System lantda 1
Other 4
'Tot specified/no inforration/unclear 15

::1ot-: Two states gave options and are counted for each option; hence
total does not add to 51.

costs i,ut rather merely recited the requiremlents of the 7ZS rules and

required the utilities to file rates which took into account the factors

rlentioned in the rules. Very often it was difficult to tell exactly -'hat

the utility did to calculate the avoided enerjy costs.

A larle number of other commrissions referred to incremental or

dcrenental cost calculations without detailing exactly what netiiodology

tle utilities were to follow. Quite posibl./ the m ethadolo.ies ave bee

esta.lished in prior cases, but there was little to Uo on in the ;written

o,inions on rates =or QFs.

A nunber of connissions used the narginal plant fron the utility's

entire system and determined that its fuel costs were the costs iwhich QF

po::er would displace. At least one state applied a sinilar approachl,

using the marginal plant within the entire state (as the utilities are

interconnected) to establish avoided enerjy costs for all utilities

w:ithin the state. In either case, the estimates of avoided energy costs
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are often based upon some historical (or projected) averae for the

plant. The average lay be updatud annually or quarterly, and accou rtib,,

adjustrents nay or may not be i ade after the accounting period has erided,

dependin- upon the comission's rules. Also, a different plant may be

selected for calculating the off-peak rate t:an was selected for

calculating the on-peal" or, if there is one, t h s:oulder-period rate.

One cornission may decide to use the utility's system lambda as the

avnided energy cost rate. The systeri laimbda represents the fuel cost of

the plant which is the most expensive to operate at any given time.

Otviously it cannot, using present metering technologies, change as the

utility's dispatch of plants chanyes throughout the day; hence avera-in3

based upon historical patterns, siiilar to the sin-le plant iethod

describnd above, must be used. Again, accountinj adjustments after the

fact may occur, depending upon the comriission's rules.

The rates may also be established based upon rates for purchased

pow.er. In a few states, the issue of the rates used in the re3ional

power pool arose as a possible way to establish the utilities' avoided

costs, as a utility would never generate power if it cost more than the

pool price and would always be able to sell any excess at that price.

Again, estimrates based upon historical averales would usually form the

basis for rates, and accounting adjustments after the fact may occur.

The issue of rates for purchased power becou.ies most sijnificant w'Ien

the utility which distributes the electricity to the final customer has

no generating facilities but purchases all its power needs from a

generating utility. Power supplied fro.n a QF would displace generation

in the generating utility by reducingj the consumption of the distributin

utility. Yet the distributing utility saves only at a flat rate for the
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bulk power it purchases and not at the (usually higher) avoided ener3y

cost of the generating utility. Of the three states which faced this

issue, all allowed the QF only the bulk power rate available to the

distributing utility.

'.hen the distributing utility is a subsidiary of tie generating

utility, the issue beconmes very problematical; it is usually complicated

further because the rates for the bulk power saTle are not under the

control of the state public utility commission but rather are within

-EC's jurisdiction. As wheeling cannot be required in -nost cases except

by FZRC because the power would be crossing state lines, the state public

utility c- mrission cannot order the jenerating utility to pay its avoided

costs to the QF, even though in fact it is the jenerating utility which

is avoidin.j generating costs. On the petition of the :assachusetts

Department of Public 'Jtilities, this matter is presently before FEZC.

Its potential sijnificance for photovoltaic oower producers is obvious.

Table V

3TiER COSTS I::CLJDED INI AVOIDED ENERGY .OSTS

::o. of co:.iissions

Variab'e operating and iaintenance costs:
Included 20
.lot specified 1G
:~o inforrnation/unclear 13

Line losses:
Included ?2
Not specified 18
No information 11

Note: Only one state included transmission line losses but excluded
distribution line losses.
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The issue of averaging over the different time periods

(peak/off-peak,, quarter, year, etc.) may also be potentially serious fr

photovoltaic power producers, depending upon how wide the peak period is,

whether there is a pea;- period at all, and to what extent seascnal

variations are reflected in the avoided energy cost calculations. Also,

to the extent that such averaging fails to fully represent the

instantaneous coincidence of load and power sup-ly which photovoltaic

systemrs right produce, the avera3ing will produce a rate ihich proviJes

an i1mproper incentive for photovoltaic power producers to build syste;ms.

Treatiient of two potential components of avoided enerjy costs otih.er

than fuel costs has not been uniform across the states, as Ta.le V

denonstrates. Approximately half t!he state public utility commissiorns

require that variable operating and maintenance expenses be included in

the calculation of avoided energy costs; in the other states the issue

often did not arise. Jlso, transmission and distribution system line

losses were required by about half the states. Occasionally sufficient

facts to support an adjustment to the avoided energy cost cst alclation

were not available. While both of these components are elements of the

incremental cost of electricity, neither is very large, and they may not

be that inportant to the economics of photovoltaic systens.

2.4.2 Avoided capacity cost ,iethodologies

The FIRC rules make it clear that QFs should receive capacity

credits if they allow the utility to avoid construction of new capacity

or purchase of capacity fron other utilities. The cormments to the rules

make it clear that 100% reliability of the QF is not essential before the

QF becomes entitled to the capacity credit. For example, in the case of

photovoltaic systems there would be some reliability in a statistical



VI-IS

sense, even though the system's output is weather-dependent and only

occLrs during the day, Also, the value of such QFs in the aggregate ,.iay

result in a capacity credit even if singly they do not produce reliable

ca)acity.

Two public utility commissions did not establish capacity creits

for QTs because the utilities within their jurisdiction presently iave

excess capacity. Three others seemed to require a jreater degree of

Firmness in the supply of capacity from the QF than the F-RC rules seem

to itiply. As the FEC rules gave the comissions scant guidance on how

to adjust for less than 100% reliability, some commissions simply reduced

the calculation of avoided capacity cost by the percentAge unreliability

of the QF (100 minus the percent reliability). In general, as no clear

and sirn,le rethod for adjusting the capacity credit appeared to be

available, the commissions selectedconvenient methods.

hI!en a public utility commission did attempt to establish a

methodology for calculating avoided capacity costs, it was usually faced

vith' a choice of a simple method which could be easily verified or a n1ore

complex one using corputer simulation models which, although tec':nically

.ore appealing, was difficult to implement. As Table VI ideonstrates,

iiany commissions chose the simple method of calculating the value to the

utility of postponing a scheduled plant for a certain period; the lonjer

or larger the postponement, the greater the avoided capacity cost.

Alost as many others simply used the list of factors in the FE1C rules

without articulating how they were to be converted into a methodolojy.

3nly a handful of coniissions required the use of larje cormputer models

designed to help utilities optimize their capacity expansion planning.

A few ot!er methodolojies ;were selected. One called for using the
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rates for the purchase and.sale of capacity in the regional electric

pool, a simple method which has the further advantage of taking into

account the reality of power pools. Two conmissions referred to

differential revenue requirements mcthodologies which calculate revenue

requirenmnts with versus without QFs connected to the utility system.

Perhaps this type of methodology implicitly includes sone form of

capacity expansion planning. Two commissions referred to long-run

increiental cost methodoloies which may also refer to some sort of

capacity expansion planning.

TaLle VI

AVOIDED CAPACITY COST :ETH3ODDLOGIES

,o. of cornissions

Deferral of planned expansion 12
fr'l factors
Capacity expansion planning models
Pow'er pool rates 3
Long-run incremental costs 2
Differential revenue requirements 2
No credits due to excess capacity 2
Unc lear/ut i ity-determined/other G
:Not specified/no information 14

Only three comnissions explicitly linked the calculation of energy

and capacity avoided costs for situations in which a QF provided

capacity. In other words, when a QF would earn a capacity credit

because, for example, the utility could then defer construction of a new

generation plant, the comnission should also require that the energy

component of the QF's payment be derived from that same plant. Two
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nethods for calculating the capacity credit, namely the generation

expansion planning method and the differential revenue requirements

methol, may link the calculation of energy and capacity credits,

deoending upon how they are applied; however, only three commissions

addressed the issue explicitly.

In any event, some co.imissions appeared to be statinj the caacity

value of photovoltaic systems or other stochastic small power producers

conservatively. W'hile this will not be a problen for potential

photovoltaic power producers now, as they will be replacing the

generation of expensive oil-fired plants, it 'lay become a problem :ihen

the nation's utilities' have largely switched away from oil to coal or

some other fuel source which is more capital-intensive. At that point

some of these m.ethodologies may not give weather-dependent power

generation sources such as photovoltaics the full capacity credit they

deserve, and their economic desirability may be unreasonably harmed.

Table 'III shows that only 14 commissions considered the issue of

technology-specific rates for QFs. 1f those 14, only five actually

considered specific technologies, and no details were jiven about how to

arrive at such a rate. The idea of technology-specific rates appears to

be a bit ahead of its tile.

2.5 Interconnection requirenents

The interconnection requirements which public utility corimissions

establish for QFs, while not reflected in the avoided cost rates for

purchase of QF power, will probably have the greatest affect upon the

economics of photovoltaic systems of any of the ;?UPA requirements. They

have the potential to make balance-of-system costs very hijh, consuminj

almost all the system's economic benefits, thus leaving little or no room
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Table VII

EXISTENCE OF TE~r'OL3GY-SPECtFIC RATES

,:o. of co;n, issio,s

Technolo;y-siecific rates allowed
Not allowed/&Wot specified
No information

Frequency of mention of specific technologies:
f'ot specifie
'.1ind
(0enied for wind)
Pliotovoltaics
'Hydroelectric
leath ?r-dependent

Note: Scme comnissions nentioned more than one
total does not add to 14.

14

Itechnoy; hence

technology; hence

fcr th? costs of the module or other components of the photovoltaic

systen.

Also, little is known abouit the consequences of interconnection of

many snall power producers to the utility grid. Issues of safety and

poWer quality arre legitimate concerns of public utility cortiissions anJ

utilities, yet the nearly total absence of accepted standards for such

interconnections makes reasoned decision-riakinj difficult.

In the absence of much firm technical consensus on these matters,

many comissions have had little choice but to take the utility's

requirements practically on faith. Though the utility's requirements are

offered in jood faith, they are offered without much factual support, aNid

the requirements could be excessive. Table VIII shows the level of

guidance which public utility commissions were able to give in the area

of setting safety standards for interconnection.
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Table VIII

ESTA3LISHIEIT OF SAFETY EQUIRE EITS FOR QFS

Ic. of com.issicns

Public utility comnission -
Utility, subject to review by coi;nission 13
Utility with little or no guidance 1S
int specified/no infornation I1

The majority of public utility comrnissions iave required that QFs

pay only te "extra" costs of interconnection, as Table I:. s,owrs. These

costs may cover switching equipnent, protective devices for utility

equiprment and personnel, power conditioning and wave synchronization

equipment, n:eterinj, and other costs w.hich would not be incurred if the

customer were not suplyinJ power to the utility. Yet often the

cominissions do not, due to their lack of ex.ertise in th-2se niatters,

specify exactly Ihat equipment is required and .-hiat level of equipiment

Arill suffice. Of the 15 commnissions which itemized requirements, none

established firm technical requirements for the interconnection. Very

often the co!.mission wrill defer to the utility's judg:lent in such

iatters; seven comrissions referred to the handful of IEZ or other

electrical standards in existence or to standard practice in the utility

industry, even thoujh utility practice rejardinj interconnection 6:ith QFs

is far from standardized.

One requirement relating to interconnection ;;hich has occasionally

irisin is that of inde.nity insurance purchased by the IF to cover any

;)ossible harri to the utility's equipment and personnel. This has varied
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Table IX

I:fTRCO:IfNETI3: COSTS ALLO'ATED TO QF

No. of comissions

Excess over ordinary interconnection costs 27
Iterized functional or hardvare requirements 15
Indennification of utility required S
ot s,;ecified

Io inforration 11

;tote: A nunmber of states fall into twuc or mot- catejories; hcnce the
total does not add to 51.

fro a requirement that the QF purchase a "coilnercially reasonable"

anou'nt of liability insurance to the requirer.ment that the 'F purchase a

$l,9C,,00C inde:.nification policy. Alt'hou-l- the latter case is tie

exception, establishing wihat is a commercially reasonable level of

insurance to require would reduce the chances tnat this requirernnt .:ill

become an unreasonable hindrance to photovoltaic develop:lent.

To mitigate ajainst the concerns about possible utility overkill in

these areas, many commissions have adopted review or appeal procedures

for cises in which the utility and the putative QF cannot agree upon 2:1

appropriate interconnection. These procedures should help soe, but

they, too, must rely uon the scant technical consensus on ;iat specific

hardware is required for a safe and reliable interconnection.

2.G .Iheelin,

The F_.C rules alloWfor utility wheelin3 of QF power with the 'F's

consent but >do not mandate the utility to wheel the QF's power unless the

utility also consents. Although, as Table X shows, the wheeling issu,

did not arise in many jurisdictions, when it did the public utility

commissions usually applied the FMRC rules requirin3 mutual consent.
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Table X

C:11'IISSIO.I POLICIES ON IHEELIIG

No. of comrissions

3oth utility and QF must give consent 3
3nly IF's consent ,,entioned 3
3nly utility's consent -entioned 2
'!heeling is outside state's jurisdiction
Not specified or case-by-case review 25
"!o inforration 11

As discussed above, the issue of which utility's costs are avoided

bec3ie an iportant issue for non--eneratin. utilities and for utilities

in re3ions .:iere pooling practices are well-established. The selection

of the pool's syst4e la:itda or the generating utility's avoied costs as

the basis for the rates for purchase of QF power has the saie effect as

fcrced wiheelin. 'Jhen the public utility comlissions so act, colncerns

about utility reluctance to wheel and utility w.heeling charjes fade into

t.i backround. H!vwever, in those jurisdictions awhere tie issue of :hich

utility's costs are avoided was not faced, utility reluctance to w h.el

-ay be a problen.

One cornissicn developed a rather innovative apprca:h to the issue.

New ;exico gives the utility to which the QF is interconnected the right

of first refusal on the iF's power. Should the utility refuse the po.aer,

the QF uay sell it to another utility which then would sell it Jack to

the interconnected utility or nake arran3ernnts for its w:ieelinj. It

iwill be interesting to see if the New :lexico experi.ent works.

2.7 .ates for Auxiliary Power

The FE'C rules require utilities to offer four types of auxiliary
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power (backup, maintenance, supplenentary, and interruptible) to QFs.

The availability of auxiliary power at reasona',le costs is econonically

important when the QF is operating in parallel with the utility, tal.in,

only its needs from the grid and sellinj its excess to the grid, as it

affects the overall system benefits. When the QF sells all its power to

the grid and isolates its load frou its o,;n power supply, there; usinj

utility po.;er to meet its entire load, the QF's load would be treated

li!:e any oth:er retail custoner's, and the issue of rates for auxiliary

power would not arise.

While there are conceptual differences aiono the four rates, :iany

public utility cornnissions treated then as a block, not discussing any

differen,:es anonj the'1 beyond co;yin, the definitions in the F-7S rules.

's no good reason for distinguishing anong the rates ap,ears so lon; as

auxiliary power is offered in all four situations, the issue of effective

compliance appears to be resolved.

!lore interesting, however, is the level of the rates relative to the

avoided costs for purchase of Q, power and to "ordinary" retail rates.

Table XI shows that only a few; comnissions ;have seen fit to allo.

differences. In some cases the rate for auxiliary power was the sane as

the avoided-cost rate for purchase of QF power, especially in situations

where the utility was required to pay for net (rather than gross)

purchases from the QF. Such situations usually involveJ a two-way

metering arrangement. #lore frequently, however, the commission would

require that QFs pay for this power at retail rates for customers with

similar load characteristics.

Two issues arise with this latter formulation. First, no public

utility commission spent very much effort defining what "sinilar load
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Table XI

,O: MISSIO5 POLICIZS O;N QF PURC;,,~SES OF UTILITY PDRJER

*o. of co.rnissions
; 1,vailability of utility power:

All four rates available 25
All four rates available upon request 1
Three rates available 1
Two rates available 2
Sanie as for custoners with sinilar loads 1
Not specified 10
io infortiation 11

Jifferences from ordinary rates:
Not s,;cified/..epeat of FEC" rules
Special rates allowed
No information I

characteristics" night mean for particular technolojies. It is hard to

conceive of a class of custoners existin3 toJay "which s..o:s consl.ption

patterns similar to those which owners of photoveltaic systems mijht

have, i.e. reduced .lidday consumption. 'Jliile there is no eviJ(dnce tiat

t'is is a problen yet, it may become so in the future.

Seccnd, charlinj retail rates to QFs for auxiliary power may result

in inappropriate charges, particularly demand charges. For exa iple, rany

coi:-iercial tariffs charge customers for their peal: usae duri-ij a

particular billing period. If a QF stops producing power for the fifteen

rinutes when it (or the systen, ependinj upon the tariff) experiences

peak demand, it nay incur just as high a dermand charge as if it had

pro:duced no power durinU the billing period. Several public utility

commissions are concerned about this issue, altdiough their actions are

not always clear on the issue. At least one has deter.iined th.at, since
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the utility is leally oblijated to suply the pouwr to the QF, it cannot

chare a demand charge. As that reasonin- would ap;ear to apply equally

as well tc ordinary cor-,ercial ratepayers, it probably will not be tl',

solution w.hich most public utility commissions adopt. Hence this issue

nerits watching, as it may becomre a protle:o, for certain phozOvoltaic

syste.s in certain applications.

3.C Suinary and Conclusions

Several inportant conclusions can be dra;:n rejardinj the effects of

state public utility comissions' actions upon penetration of

p.otovoltaic sYstens intc the utility grid. Th2s conclusions are

discussed4 below.

First, it see:is fairly clear tiat PJUPI. has dorce ruch to oje:i ti2

doors for small power producers. The question facinj the utility and the

?' is no lonjer whether a deal can be struck, but rather at w.;at price.

'.!hether PURPA has placed the QF in an equal bargainin, position vith the

utility is not clear as yet, ho-ever; it would be wise to see what

develops in the future.

Second, while P'0,P., has helped to make utilitics responsive to

QF-generated power, it has not resulted in a uniforn systerm of setting

rates fcr the purchase of that power. Furthermore, becau-c of the

practice of many commissions in relying upon utility filings, it is

difficult to determine exactly hoid the rates are set, hence makinj

federal oversijht of the rate-settin3 difficult and thereby allowing a

diversity of state practices to flourish. While this diversity may be

helpful in allowing "good" methods of establishing these rates develop,

it -may ultimately become a hindrance to potential QFs as each state's
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practice nust be understood before a iianufacturer is willin; to invest in

building a distribution network in a particular state. Also, it may be

t',at comrtission reliance upon utility filinjs mna, result in low.er rates

for 'F power than would result through staff-proposed rates; further

study may 'o -;arranted.

Third, the issue which has the greatest potential for ultimately

affecting the economic value of photovoltaic systes to prospective

investors is t:.e intercornection issue. The connrission requirenents for

safet;y, operating reliability, and other interconnection problems are

often based upon utility filings, as there is little technical consensus

to which the cor:issions can refer. As the costs of tihese requireients

cn consune muc 3o t:he economic benefits of hctovoltaic sjsteiis, it is

i-portant that they be ;iade reasonable. Providing an adequate tec:Inical

Lasis to .;hich co;,r;issions, utilities, and QFs alie can refer ;,ould ielp

to ensure that the require:ients are reasonable.

Fourth, the question of the rates to bei set by non-3eneratinj

utilities must be addressed at a federal level. Allowing distributing

utilities to ;iay only the flat bulk po.er (i.e. averaue) costs ;-a;ich t..ey

avoid even though the 3eneratinj utilities are avoiding marjinal (usually

oil-fire:) costs will discourage the introduction of photovoltaic systemls

and other ]Fs. The availability of forced wheelinq to the jeneratinj

utility is a closely related issue which should also be addressee. A

)en.iinj case before '[EC may resolve the first half of this -atter, and

it should be watched.

Fifth, improper setting oF rates for auxiliary power may detract

froii the economics of syste:is operated in parillel with the utility.

"ery little guidance has been given at present by FZ. on this latter.
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Denand charges '!,iich were established for customers ::hich only consumedi

power and did not generate it may or may not overstate reasonable

charges; without exarination on a utility-by-utility basis exactly, what

costs are beinj ascribed to the denand charge, it is not possible to tell

wlether the charges are high or low. If denn' charges prove to be a

hindrance to the introduction of photovoltaic systems systems operating

in parallel with the utility, and if the ot.her alternative (si;.ulta:n-eu-

purchase and sale) proves infeasible for economic or technical reasons,

the matter may then require a closer loo;k and so.ie federal action.

Finally, questions about the 3eneral design of PJRPA's section 210,

which places responsiility upon the state public utilit,' co.:iisiins fcr

irilementing the federal policies in favor of cojeneration an" small

power production, 'lust be raise.. Time after tine it becai.e apparent

that many commissions were straining their expertise to deal with

particular issues. Often issues were simply not fa:e,'. ' %ether another

reulatcry design, with more centralized control in the hands of federal

officials, would be more affective is unclear. Perhaps the existinj

framework best allows for experimentation with regulatory practice while

the underlying arrangements are worked out in th: field.

Of all the issues discussed above, the most important one at

present, from the point of view of break-even econo..;:i of Fs, is the

Interconnection issue. The other issues will take a while to ature and

will invariably require further study when they do, but the

interconnection issue is real, is current, and is something for which

relevant technical information can be develo.ed.
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Chapter 7

Perspectives on the Government Iole in Nlew Technology
Developier.t and Jiffusion

Drew 3ottaro

Paul R. Carpenter

.'ichard D. Tabors

1.0 Introduction

The last tw!o deca'Jes have seen a considerable exdansion in te.L level

of dire=t governmental involvement in technology develoment, particularly

in enersy related technologies. The last year has seen a dra:iatic

retreat from this policy. Is there any sense that we can say that the

particular pronra, activities which constituted this expansioti anid no;

the retreat were based on sound economic criteria? 1!hy does the

discussion of federal involvement in technology development and diffusiot.

(also known as "commercialization") seem so mind-numibins? Are econonists

part of the proble,' of lack of focus in this debate or are .:c p3rt of thc

solution? Our four years of direct involvement in the solar photovoltaic

conversion technology development programs has led us to reexa.nine thiese

questions.

Econonists have been fond of using the concept of market failures or

externalities to justify government involvement in technology

development. 3ut coincidentally, we have also been fond of aryLino that

none of these failures prescribe government involvement on a

technology-specific basis. As George :ads observed a decade ago, we have

left policy makers and program managers with little to guide then in the

decision to fund or to design anJ nanage these programs:

This gap is caused in part by the fact that the theory of
externalities and the conditions under which its simplest prediction
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is a proper guide to policy have not been clearly understood by
those formulating 'J.S. governnent science and technology olicy.
This misunderstanding has been abetted by the failure of economists
to nresent the theory of externalities in an o-erational form. We
ecnnomists have given policy makers a theory " 'ToFsses a great
deal of political attractiveness, but we have failed to develop the
tools that would allow us either to show those governnent officials
charged with i:plelienting science policy :,ow the theory sh:ould be
applied in specific cases orto demonstrate to then and to the
public that the theory is being misapplied.1

'.:ile we do not propose to provide all of these tools in t:his

chapter, we do propose to present a franework around which the theory can

be nade relevant to the program manager.

The rei.ainder of this chapter is divided into two ,ajor sections

-.hich correspond to the questions whether (is there a government role?)

an! how (if the goverriment is involved, how should th:ese programs be

lesi-ned and nanaged?). In the first section we will characterize the

tralitional economic literature on this subject and present the market

failure concept as we believe it relates to technology-specific

activities. In the "how" section a framework for program design will be

presented and the exarple of solar photovoltaic teclinolo-y will be used

to illustrate its use. This section and the chapter will close with some

cornents on the problems inherent in government- n.ana3ei programs with

some suggestions for inprovenents as well as a discussion of inustry

rarket structure and its Irmplications for progra .managernent.

2.0 Is There an Appropriate Governnment Role?

2.1 Current Theories

Like the Little Prince's geographer, the economists who have

lleorge Eads, "US Sovernnent Supp6rt for Civilian Technolojy:
.conomic Theory Versus Political Practice," lesearch Policy, Vol. 3,
1974, p. 2-15. (tEmphasis added).
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contributed to this field have largely been concerned "lith the "whether"

question and not the "how". While it is not immediately obvious that the

literature falls into a convenient classification scheme, we detect a

spectrum of approaches that range from a direct frontal assault from a

theory perspective to a case study approach that evaluates past progra!i

successes and failures. The work which best represents the theor'

perspective and the cnly paper that to our knowledge treats the questicn

of whether government support should be given on a technology-s)ecific

basis is Schrnalensee (197r)."' This work contributes three valua'le

conclusions with regard to the government role question:

o There is no efficiency basis for treating energy technolo-ies a:
a special case even under domestic energy price controls. (The
"why not textiles?" argunent).

o lhen domestic energy prices are less than world prices and in a
world of certainty, general outputesubsidies are usually
superior to selective input-subsidies.

o 'ith decontrolled domestic prices and in an uncertain worl.,
selective governnental intervention may be warranted if therE
are narket failures associated with buyer information, or
institutional problems in the appropriation of benefits.
(Schnalensee finds this case unpersuasive and warns that
governments, like markets, are also imperfect.)

This third conclusion is only briefly developed in Schmalensee, but un-

fortunately it is the only one of immediate relevance to our concerns here.4

2?ichard Schmalensee, Appropriate Govern ent Policy Toward
Connercialization of New Energy T uply Technololies, 1IT Energy Lab.
Working Paper 79-05211P, October T979.

3Other work here includes Eads, op. cit.; Nelson, Richard, ThL
Moon and the Ghetto, flew York: Norton, 1977; Joskow, Paul and Robert
FInoycil, Unould te ,overnment Subsidize Nfon-conventinal Energy
Supplies?, MIiT-EL 79-OC3IP, 1IT Energy Laboratory, 1579.

4Our analysis should not be construed as beino limited to energy
technologies, and for all intents and purposes dorestic energy prices
have been, or will be, decontrolled. Finally, we live in an uncertain
world where it is not generally possible to write perfect contingent
claims contracts.
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The other end of the literature spectrum is represented by the Rand

%orporation's study of the factors which led to the success or failure of

24 government-supported conmercial demonstration ,rojects.5 The

important conclusions of this study have to do witil when demonstration

projects (one of nay potential activities, as will be discussed later)

are likely to be successful. Rand argued on the basis of the cases

studied that the technolgoy must be "well-in-hand" to show significant

diffusion after the demonstration. This work does not and was not

intendd to address the more general question of the government role

beyond demonstration projects nor does it discuss how demonstration

projects fit into the entire "corrercialization process."

The concept of a "commercialization process" from basic research

throjijh diffusion is not new in any sense, having been developed at some

length in the .LD lanajenent literature. It was connected ;with the

concept of market failures in an energy market context by the HfIT Energy

Laboratory Policy Study Group work in 1976. This final piece of the

literature is a start at drawing the linkage between the motivation for

;overnrment support and progran design and nanageent. Unfortunately, the

'lIT report does not distinguish between nar-ket failures which justify

technology-specific activities and those that do not. Rather, it breaks

down tFe technology development process by stajes and analyzes the

appropriateness of the governmental role as a function of the

technology's developmental stage.

53aer, W., et. al, "Analysis of.Federally Funded J3eonstration
Projects," The Rand Corporation, .-19n5c-DOC, April 1976.

61IT Energy Lab Policy Study Group, "Government Support for the
Con ercialization of 'Jew Enerjy Technolojies," HIT-EL 76-C09, November
1^76.
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In the remainder of this section we examine briefly the market

failures which are inherent in the developmaent of new technologies.

Some, we believe, justify technology-specific involvement by the

govern ent; our reasons are spelled out. Finally, we examine briefl., but

do not, atterpt to resolve the issue of evaluating the severity of these

narket failures.

2.? Traditional Justifications for Governmental Involvement in New
Technoloy 7eve loprlent

Several market failures are cor only used to justify governnental

intervontion in the development of new technolo3ies. They range from

price problens to v&rious narket uncertainties to market structure

concerns; a brief review of them will set the subsequent discussion.

Perhaps the most commonly discussed market failure in the enerjj

field is incorrect prices. Typically, price distortions in oil and gas

markets are raised, althou3h coal, nuclear, and electricity are also

portrayed as victims of this market failure. Its sources are usually

ascribed to non-competitive narket structures (e.g., OPC), price

regulation (price controls or rate regulation), and subsidies (e.g., the

oil depletion allowance). These price distortions can lead to

underinvestrent in new energy technologies which, it is often argued,

make governmental intervention into development of those technologies

desirable.

Imperfect information flow between producers and consuners is also

raised as a source of market failure. The inability of consumers to

convey to producers exactly what their needs are results in some

uncertainties in the profits producers will realize from investments in

new technology production equipment; hence they tend to underinvest in

such equipment. Similarly, the inability of producers to describe
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exactly the characteristics of their products results in some consumer

uncertainty regardin3 the product and hence some underconsumption which

results in underinvestment.

A sinilar larket failure involves the coordination necessary between

developers of the new technology and developers of the production

equipment for the new technology, as they are often not the sa:.e. This

market failure is obviously more applicable to technologies which will be

produced in quantity such as ultra-sound scanners or heat pumps.

If the benefits which flow from the development of a new technology

cannot entirely be captured by the innovator, a diiiinished incentive to

invest in the development of new technologies results. This

inappropriability of the innovation's benefits should be alleviated by

the availability of patents; there are those who would arjue about the

efficacy of our patent system.

Finally, the existence of a non-competitive market structure has

been alleged to inhibit the development of new technologies. The

Schu,.eterian hypothesis argues the contrary, however, and the evidence

is not entirely persuasive on either side.

2.3 Justifications for Technology-Specific governmental Involvement in
!ew Technology 3evelopm.nt

In general, the above market failures may provide justification for

governmental involvement in new tec:inology developrment, depending upon

their significance. W:iether action should be taken on a broad basis

which is technology-neutral or whether it should occur on a

technology-specific basis is another matter. Technoloy-neutral actions

do not select particular technologies such as "seniconductors" or "oil

shale" as targets for government funding, whereas technology-specific

actions do so select, often in the form of "programs" for particular
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technologies.

.,hile in theory technology-neutral governnental action is optinal,

it is not clear how to design pro3ra:is which are even-handed across all

technolo3ies. For example, how does one develop a tax credit based uon

the degree of information imperfection existing in a narket? And who

receives the tax credit? Obviously some classification of potential

recipients according to the particular technolojies is essential or else

the IRS cannot deternine ho-w much credit to allow to whon.

1. 3utput versus input subsidies

Previous analysis of the question of technolol--neutral versus

tec,ncloy-specific governnental involvement has taken the forr of a

discussion of the relative merits of input subsidies as coii.ared to

output subsidies. Input subsidies are awarded to various in,)uts to the

technolojy develop-ient process; sone examiples include grants for

prototype testing and for research on various aspects of the technology's

design or operation. Output subsidies are awarded on the basis of the

technology's energy output. Output subsidies, it is arjued, are

technology-neutral; any technology which produces the desired output

receives the subsidy. Input subsidies, on the other hand, can do no

better than output subsidies because at best they will duplicate the

results of the technology-neutral output subsidies and at worst they will

subsidize unfruitful technologies at the expense of ones which, ad hoc,

would have been successful.

But are output subsidies really feasible? Perhaps they make sonde

sense for synthetic fuels and other new energy supply technologies, but

they make little sense in other instances. Indeed, sore of the problens

make them seen more clumsy than input subsidies; one serious practical
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problen, apparent with the solar tax credits, is the inability to predict

budgetary impacts with any reasonable accuracy.

One large problem arises in applying them to energy conversion

technologies, which include heat pumps as well as conventional heating

systems; both convert energy in the form of electric or chemical

potential into kinetic energy in the form of heat. Clearly the "output"

from such technologies depends upon the capital and energy inputs. An

output subsidy would give a jreater subsidy to a large,

energy-inefficient conversion device than to a small, efficient one, even

if capital costs per unit output were identicall The problemi here is

that it is not obvious twhat the output measure should be:

3T'-equiv3lents, barrels of oil displaced, or scn, other measure.

The existence of output subsidies, while useful in some contexts, is

not in itself sufficient fcr denyi; or miniriizinj the neeJ for

technology-specific governmental assistance for developient of new energy

technologies. It is notw appropriate to exanine reasons w; y a need docs

exist for technology-specific action in certain instances.

2. "arket failures which justify technolojy-specific

governental involvenent

Of tie five market failures listed in section 11.3 alove, we argue

that some of them justify technology-specific action by governrment while

others do not. 'e begin by dismissing those which do not seen to 'sarrant

technology-specific governmental involvement.

First, the problen of nispriced energy supplies is addressable

better through changes in price controls or, should that prove

politically or institutionally ir.feasible, price subsidies to alternative

fuel supply technologies. The effects of incorrect energy prices are
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widespread and the adjustments which must be made in response to the,-

pertain to many technologies. Ideallj these subsidies can be made

technolojy-neutral, though there may be some problems even with that, as

the precedinj discussion indicates. In any event, we do not think that

incorrect energy prices are a sufficient justification for technology-

specific programs in most instances.

Also, the problems of non-cormpetitive market structures and their

implications for new technology development do not constitute a

sufficient basis for technology-specific intervention into the

mark;etplace. In our opinion, the evidence to date on the consequences of

mark:et concentration upon innovation is not persuasive enough to rest

governmental involvement solely on this market failure. InCe:, tie

Schu-peterian hypothesis argues to the contrary. Should this thorny

issue become better resolved within the economics profession, perhaps

undue market concentration could become a satisfactory basis for action;

that tine has not yet arrived.

le do think that the other identified market failures are sufficient

in themselves for technology-specific governmental involvement, assuming

they are sufficient in magnitude. The inappropriability of the benefits

of new technology development is likely to vary from technology to

technology; some technologies exhibit highly localized learnin% effects

while others do not. The differences in the localizability of benefits

have little or nothing to do with the potential value of the different

technologies but are artifacts of the particular technologies involve.

and the extent of relevant technological progress that has occurred to

date. Furthermore, determining the appropriate level of governmental

involvement to alleviate this market failure requires a fair knodwlede
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about the technological opportunities facing society; the governmental

action, in whatever form it ultilately takes, is likely to take into

account the specifics of the technologies examined rather than attei.;pt to

devise a generally applicable formula for lending support.

The other two market failures (imperfect inforlation flow and lack

of coordination between producers and technology developers) both pertain

to information asymietries arong actors in the marketplace. :low

significant these asymmetries are will vary from technology to

technology, again without regard to the potential value to society of the

various technologies. Some of the miscoordinations may even be Iue to

institutional barriers created by the government. In any event, any

governnental involvement in these problems is likely to come through

technolo3y-specific actions rather than attenpts at broad-scale

structural changes within society.

T'hese arguments hold, we believe, in a first-best world where no

i:.pediments to reachin3 equilibriun exist. '.'e believe they are mrade

stronler in a second-best world in which the mar!tet failures ,;e have

identified have been technology-specific and, in effect, have favored

existin3 technologies.

!:hat is readiTy apparent is that the appropriate legree of
compensation for any tendency to underinvest will vary widely by
in;lustry. This sujgests that industry-specific programs are more
lie:ely to produce Ippropriate results than are programs applicable
to all industries.

ie are somewhat comforted in our views by a coiparison to recent

views on the behavior of the Japanese government in relation to its

industry. Far from the popularizel view of "Japan, Inc.," this

7-ads, p. 7._ads, oe. cit* P. 7.
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government seems to be involved in its industry in two ways.

First, it insures the availaility of one key resource--trained

professionals--to industry. In addition, it finances cooperative applied

researc and experi;:ental developnent in technolojy-specific areas of

significance (e.g., shipbuilding). The actual commercial development of

the resultinj products or processes is left to industry. In this fas;i.,n

Japan deals directly with the inappropriability market failure.

Second, it provides export narket assistance in the for;i of an

organized export trading ministry. In this manner Japan helps to

alleviat,% the information and coordination proble.is associated with

emerging technolo;ies.

2.3 Evaluatin the Significance of Failures in "arkpts for Develo;)inJ
TechnoT nies

!e have idertifiel two types of nar:,et failures w;ich justify

technology-specific intervention in the marketplace. However, as all

rarket failures are present to some degree or another in all rar,,ets, tAe

question ultimately becomes one of evaluating their significance.

Iteasurin3 the significance of failures in particular narkets would

help immensely in determining whether technology-specific action is

warranted. Unfortunately, econometric measurement techniques are not

precise enough to give solid quantitative answers to these questions.'

Hence, the judglents of many on the significance of particular narket

failures all too often seems to be subjective. The need for more

detached analysis is strong and would go far in improvinj the quality of

8For an attempt to quantify learning effects in the case of
nuclear power, see Zirerman, Martin, "Learning Effects and the
Comnercialization of New Energy Technologies: The Case of .:uclear Power,"
prepublication draft, NIT Sloan School of lanagement, June 1981.
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policy analyses concerning government involvement in new technology

development and the strength of the resulting recommendations.

'le do not pretend to address this issue beyond merely pointing out

its importance. Its significance for the present discussion, hotjever, is

that if we do not have precise knowledge of the extent of these narket

failures, then of necessity we are operating in a situation in which

bounded rationality reigns. Alternatives must be compared by

policyrakers on the basis of scant knowledge, and decisions will be made.

lhat is the role of the economist giving policy recommendations in

this case? The decisions to be faced are often political. Without hard

nu'-bers the econo:list's role is larjely advisory. N'evertheless, the

economist can establish broad principles for future decisions w1iich are

as far removed fron subjectivity as possible. We have presented our

views for discussion on what those principles should be wien the question

is whether to embark upon a technology-specific governmental program.

The economist's role need not end here, hot.ever. As there are ti;.ies when

technolo-y-specific programs are warranted, the questions of how to

:.ana.e such prograr.is and, perhaps rore i;portantly, .iilen to stop them,

will benefit from discussion by econonists. The following section

presents our framework for approaching these issues.

3.0 Designing and Evaluating Commercialization Programs

Once the decision has been made about the need for developinj a

particular technology through the use of a technology-specific

governmental progran, the questions of desi3ning that program and

evaluating its continued usefulness pust be explored. This section

provides a framrework for approaching two basic questions concerning
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pro3rari design and evaluation. First, what are the activities whlicL the

technology-specific proiram should include in its design? Second, at

what point should the gnvernncntal involvement stop?

The example of photovoltaics is presented to provide a context for

the framework's subsequent discussion. In essence, the framework

presents methods for characterizing, in relatively sinple teris, the

products which a technoloy-specific govern-lental progra.1 should proJuce

as they relate to the stages of developnent of each aspect of the

technology. These two dinensions of the process are co: bined inti a

riatrix which is then used to determine which technological proJucts at

,hich stajes of development are to be the objects of teciinology-s,)ecific

governmental attention, and for how long.

3.1 Basic Photovoltaic Tcchnolo y

The Department of Energy has pursued a prograr. for developii:

photovoltaics over the past several years. The program's content has

changed sornewhat fro.- year to year as fundin: levels has risen and

fallen. The salient characteristics of the technology are presented

below.

P:'otovoltaics convert sunlight and other solar radiatioi, into direct

current electricity through the use of thin semiconductors, usually in

wafer form, which produce their power when exposed to the sun. At

current prices photovoltaics systeris are upwards of ten ti;,es the prices

they would have to be to compete effectively with centrally-generated

electric power. The governmental efforts to date have focused upon ways

to lower present prices by addressinj several aspects of photovoltaics

technology.

Ilaterials: itost photovoltaics semiconductors are made fron



Problem-solving "Roles"

Technology
Development

Engineering
Development

Market
Development

Raw
Materials

Production
Process

Device

Final
Product

A = Inappropriability

B - Coordination

Basic
Research

A,B

A,B



VII-15

crystalline silicon, which is expensive and accounts for much of the high

cost of photovoltaics. Efforts to reduce the costs herp have examined

materials other than silicon and ways to produce crystalline silicon from

its raw material (sand or quartzite) more cheaply.

Production: Currently most photovoltaics modules are mpde by

slicing crystalline silicon ingots into wafers, turning the wafers into

semiconductors, connecting them by soldering, and encapsulating them.

Automating many of these procedures would result in economies of scale in

production and would reduce the cost greatly.

iodule: Photovoltaics are currently made into modules with metal

substrates and glass covers of dimension 1' x 4'. Increasing the size

may reduce costs. Also, innovative concepts which abandon the notion of

a nodule include rooftop photovoltaics shingles which would theoretically

save installation costs.

Photovoltaics system: Plotovoltaics modules produce direct

current. In order to meet most electrical needs of today, this must be

inverted into alternating current at GO hz. Furthermore, the waveform of

the resulting alternating current must be close to a particular shape;

this is achieved through power conditioning devices. The complete system

( must also be installed safely and economically.

Efforts here have tried to reduce the power conditioning device and

installaticn costs, in some cases by trying to combine the inverter and

the power conditioning equipment into a single device.

3.2 Delineating an Appropriate Governmental Role

What follows is a suggested framework for delineating the proper

governmental involvement in a particular technology's development. It

begins with the nature of the technology in question, proceeds to a
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discussion of the different roles possible (grouping them according to

their relationship to stages of technological and commercial

developnent), and describes how the framework can be used to design or

evaluate technology-specific governmental programs. The case of

photovoltaics is used to demonstrate the use of the framework.

1. Technology Products of Governmental Involvement

Initially one must determine what technological progress has to

occur before a new technology becomes successfully integrated into the

marketplace. While this may seem rather obvious, it provides one way of

describing the content of a technology-specific governmental program. It

indicates what research and engineering obstacles must be overcome before

the technology can be called a market success. The definition of success

is, of course, relative to the narket as that determines whether the

ultimate product will achieve widespread diffusion.

The technological progress needed to get from the existing state of

technology to the desired one can be represented as a series of

"technology products". A technology product is an engineering advance

which either increases capabilities or reduces costs. The series of

technology products summarizes the technological roadmap for getting from

here to there and is useful in assessing alternative technological

strategies.

One w:ay to characterize the technology products is according to

their upstream-downstream sequence in production. For example, in the

photovoltaics case described above, the "technology" is described from

the point of crystal manufacture to the installation of a complete

system. The key features of the technology which were described were

those for which some innovation was possible which would help reduce
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costs to an acceptable level. The potential innovations were groupe.

into four broad catejories: materials, production processes, photovoltaic

device, and photovoltaics systemi. Iore generally, these could be

described as raw rmaterials, production processes, devie, and final

product.

These four categories of technology products can be usel. to describe

most technolo3y development situations. liot every new energy techliolo:y

itill h:ave technology prccucts in eac*i catejory; hoawever, tihis does not

dininish the usefulness of the catejories. For exarmple, oil shale

technology products would not include anything in the d3vice or fi;al

product catesories as the oil shale production process results in

(so--e;rat tautolojicall,-) shale oil; shale oil is almost exactly

analogous to petroleum-based oil (hence no need for "device" technolcfy

products as thie device is already in t;le rnarket) and it does not nvee

additionnl equipment to lak',e it marketable (hence no need for "final

pr)duct" technolo:, 2roducts). 'Jsinj these catejories focLses attertior

on the first two for the oil shale case. On the other hand, for a

technology such as pi;otovoltaics, techinolojy products are required ir, all

four categories, and their use ensures that any progra will not omit ke,;

technology products such: as installation procedures and power

conditioning equipment.

2. Problen-solving ,les Ihich Governncrt .lay Play

The roles which govern;ent may play in developing a particular

technology product vary with the distance fro.i the existing state of tie

technology to the desired one. This distance is typically measured by

phases of technological development. 'lhile there are many different

paradigr.s for phases of the innovation process, they are all fairly



VII-13

similar, and re use one in which an innovation moves from basic research

t'roulh technology, en,:ineerin., and market devetopient. These phases

are described in some Jetail below.

As a technology undergoes change, it passes throujh the four phases

on its wlay to becoming cormercial, each phase being characterized by

different types of inforrmation development and trans:iission. The strict

sequence of the phases should not be given sacraiiental importance, as it

is only an approxi:.ation of tie actual ti-iin:. Tf.e point to e;mphasize

here is that because of the differences in information developed and

trans.iitted in each phase, the govern:iental problerl-solvinj role chances

also. This point will be discussed further in subsection 3.3 below.

3sic T search: 3asic resear:h involves scientific investiLation

Mind toward understanding the scientific principles underlying the

behavior of thin7s. It does not necessarily aim toward a specific

solution !ut rather toward the developnent of basic information which niay

:;,ur innovition. In the context of a tec:1volo3j-specific jovernnatltal

pro]ran, this basic infor ation is helpful in selecting the overall

strate y for achievinj the desired technolo;ical projress. For example,

in photovoltaics the research into basic properties of different

semiconductr tmaterials helps in selecting .3mon, crystalline silicon and

the other options for reducing the cost of the naterials.

Technolojy develor.,ent: A.s the technolo3y develops, te eventual

product begins to take on a more definite shape, and information about

t:e processes for .roducinJ it is developed. This information is

jathered by testing of prototype devices and the buildin3 and operation

of pilot production facilities, anonj other activities. In

;hotovoltaics, technology developr.ent activities could include both of
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the above, although actual efforts to date have stopped short of pilot

facilities.

Engineering development: Once the device's form and characteristics

are fairly well established, the device and its related systen coimpaients

mrust be proved in actual operating environments. This is often done

initially with test facilities, with engineering field tests following.

Photovoltai:s systems were initially tested on laboratory rooftops bLfur..

being tested on actual residences.

'1ar'et development: In this phase comes the first "live uar:ret"

tests of the 2roducts. Possible roles for government are dwuinclinj at

this staje. Prinary possibilities for movernmental roles at this poi:,t

could include actual market testing and broad-scale infor:3ation

.'isse-ination to both pctential user. and affected reultory

institutions. Talk of these has occurred in the photovoltaics efforts to

late. Tie developnent of information appropriate for dijestion joJ

regulatory institutions is an interesting role which one Lranch of

government iight play in trying to achieve technological chane despitL

the actions of other branches.

This classification of potential problem-solving roles V',ich the

government may take helps in analyzing different proposals for progra::

design or modification. As described belowJ, it should he used in

conjunction with the technology products categorization to help match

governmental roles with the technolosy products needed.

3. Using the program design and evaluation matrix

The technology products categories and the proletr-solving roles

classifications can each be represented as separate axes on a matrix, as

shown on the following figure. This analytical tool will help its users
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ask more detailed questions about the appropriateness of a selected

technology-specific governmental pro3ran. In essence it decomposes the

sinple question of whether technology-specific involvement is .arranted

into a series of questions, one for each cell in the imatrix. The

questions becone .;ore refined, thus making the resulting analysis more

satisfactory to economists and non-econo.ists ali:e.

To use the matrix for designing a technolojy-specific progran, one

must simply ask: wether either of the two typ,es of :arket failures

discussed in section II is present to a sufficient degree to .;arrant

governmental action. If so, then the roles indicated in the iiorizontzl

axis are appropriate to incluJe in the projram for the technology

:rodu!cts indicated on the vertical axis.

-or exanple, twe have taken the liberty to fill in the matrix for

.!hotovoltaics based on our own subjective jujmle:t about the relative

seriousness of various probleris in the developient of photovoltaics

technology versus other possible uses of public funds. ;Je do so in full

lij3t of the difficulties of reasuring the significance nentioned in

section I.0 above solel, for the sake of ar-u.ent aind not to ,propse

ti;at rie have the "ri-ht" photovoltaics pro-rar in our jrasp. ::e have

indicated w;ith capital letters where we think the nmore seriOus .,a:et

f3ilur.s are in the matrix, with lower case letters where they are less

serious, and with 'lank areas wher wre do not p:rceive sijnificant market

failures.

Our strawman progran indicates that there is an a,ppropriate

governmental role in basic research into semiconductor naterials and

p)otovoltaics production processes. f1s these are so.ewhat intert:wined

with soie of the ;wmore radical design concepts (e.g., continuous process
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cr'stal'3rowth and odule mr:anufacture), both technolo3y products neeJ

coordinated research activities. The inappropriability market failure is

stron3!y operative here.

Bot: kinds ,f market failures are operative in the technolog,

develo-Pent phase of raterials and process development. Coordinaton of

i odul' desiy,ers, production process equipnent su;)pliers, an] naterials

suppliers (often different firns) are essential if the requisite cost

reductions are to obtain. The device itself coulJ appropriately be the

object of enjineering developnent activities as a market failure exists

in th coordination between ;)hotovcltaics module imanufacturers an'

instj'lers.

h-et:.er the coordination market failure is serious enouj:: ir. th~

narket devel)r.nt phase to warrant involvenent is an open question;

hence our entry of lower case letters for the device and final prj'uct.

There are many institutional problens which night i:%:ede diffusion of

photovoltaics technology; problems in hookinj up with the local utilit,,

problems \with codes, and possibly insurance problems are a few examples.

:hile theoretically sufficient, these proble.s might not be that nuch

worse for photovoltaics than for other technolojies which currently are

bou-1,t and sold in the mark,.tIace. There may be sonie inappropriability

probleris with beinj the first fir to resolve these institutional issues;

again, the seriousness cannot be accurately estinated.

Once a pro3ram has been established, the sane matrix approach car be

used to evaluate how well the progran is running or the desirability of

modifying the program. (These days "modifying" means' "cutting".) The

sane basic approach applies: Are the market failures which jave rise to

the need for the program still serious enough to warrant continuation of
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each activity currently in operation or proposed for addition or

leletion? Used as such, the matrix provides a convenient device to

ensure that the right question gets asked.

3.3 lanagement Issues

As rwe indicated earlier in our brief characterization of the

literature, Schnalense (1979) argues that in many cases "imperfections"

in governnent management may be as serious as the market imperfections

these prograns are designed to correct. Our experience indicates that

this concern is not to be taken lightly. In this section we will exanine

some of the conditions required for successful manage;1ent of these

projrams, drawing further on the photovoltaics exanple. J;iere

improvements in the current process are warranted, we will sujgest them.

In this connection five areas will be discussed: program flexibility,

progran uncertainty, political constraints, and recon. endations for

lana3enent organization structure.

1. Projram Flexibility

One of the central themes of the framework discusson earlier ;'as

that the proper timing of certain governmental activities depends

stronjly on the occurrence of specific events, notably the achieve,ent of

certain technolojical milestones (expressed in economic teris) and the

relative econonics of different market segments. Since no one can

perfectly forecast these events, multi-year projram design nust be based

on an educated expectation of and variance around their occurrence

contingent, of course, on budget levels.9 By necessity, then, the

9The best way to make these determinators (elicitinj expert
judjnnent) is an important area of research. The record with respect to
cost estiamtion has historicallv been bleak; c.f. irerrow, Edward, et al.,
A .eview of Cost Estimation in Jle Technololies: Implications for Energy
Process Plants R-231-DOE, 5anta Iontca, California: The Rand
Corporation, 1979.
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program nust be flexible enough to be nrodified (even terminated) shoaul

expectations or conditions change. For example, should world energy

prices rise faster than expected or should the costs of nuclear energy or

coal-fired power plants becom-e more prohibitive than expected, technoulojy

development objectives may be better served by a jreater emphasis on

flat-plate silicon photovoltaic technoloy serving central station

utility needs than waiting to make central station en3ineerin,

developm-ent decisions based primarily on the availability of

photoroltaics made fror.1 exotic materials (e.g., amorphous silicon).

Conversely, should (for whatever reason) the expectation of tne

availability of low-cost flat-plate silicon piotovoltaics shift from 1.C2

to 135c, then engineering development activities relyinj on flat-plate

silicon technology and its expected cost should probably also be d'layed.

These progran flexibility concerns underscore the need for analysis

and evaluation capajility in the managenent organization. Of particular

importance are costin, capabilities which alloa the detailec exai..inatior,

of the effects of scale, materials, and process modifications1 3 on

product cost, and market analysis tools which estimate market potential

based on product performance, price and the cost of alternatives.

Technology and enjineering development activities should include the use

of field experiments and controlled market research to calibrate anj

verify the results of these analysis tools.

10See for exanple, I.Z. Chanmerlain, A flornative Price for a
?lanufactured Product: The SAIICS lethodology, IUELIJFL-13I-I7975, Jet
Propulsion La'oratory, Pasadena, January 15, 1979.

11G.L. Lilien, The Diffusion of Photovoltaics: Back round,
"fodelin, Calibration and Irplications for overrent Policy,
flIT-EL 7T-019, flIT Energy Laboratory, Cambridge, lassachusetts, flay Ed78.
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2. Pro ram Uncertainty

Since one Congress cannot bind the next, future U.S. legislation
affecting energy market must be treated as in part random.
Sinilarly, the future actions of state and Fedcral regulatory
authorities are in part unpredictable and thus a souce of risk.
Risk that derives fro'ii the unavoidable ungredictability of U.S.
lovernnents' actions can be central here.12

'ihile flexibiliy to respond to changes in the mraret and technology

is a necessary feature of successfujl program management, flexibility to

t';e .oint of uncertainty can be its undoing. Jue to the nature of th,

Conjressional autliorization-appropriation process, budget level

uncertainty can never be co;.pletely eliminated. 'ecent budget cuttinj

fervor in :'ashinjton is an all too painful reminder of this uncertainty.

Another source of uncertainty is year-to-year chanjes in internal prcgram

budget allocation. In particular, the ur3e to throw money at individual

firns or ideas which promise miraculous results without subjectin% t.;e.

to the sa;. technical scrutiny or corpetition as the other alternative

approaches shoul! be strongly resisted. The process arjuea for in this

chapter is one of predictability, with the option to accelerate or

eecelerate as events dictate. Once a fundamental philosophy and approach

is deternined, however, it should be followed. This is the essence of

rulti-year planning.

Should progran uncertainty be so rampant as to adverse!y aff2ct

private invest::ient decisions, 13 then it can easily be arjue~ that

12Richard Schmalensee, Appropriate 3overnment Policy Tow;ard
Cor :ercializatlon of :lew, ~nery Suply Technol'oies, :iT Energy Lab.
.'!orking Paper 79-s52,!P, October 1979, pp. 44.

13Arguably, this was the situatjon faced by solar heating and
cooling products with the uncertatnty surroundlng federal tax credits
over the last several years. Of course, whether the solar tax credits
were an appropriate co.merciallzation tool to be employed at this time is
another matter.
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prograrm imperfections have merely substituted for market imperfections

A.ith possibly negative results.

3. Political Constraints

One of the characteristics of U.S. governmental activities is that

they consist of some nix of adninistrative and legislative actions, and

technslo;y developnent is certainly no exception to this. In particular,

as progran activities become publicly visible, either in the technology

or en;ineerin develop rnt phases, Congressional influencc tends to turin

fron general pro*ran budget concerns to specific project design

concerns. Often this concern for pro;ran content ste;.s fron what is

considered to be inaction or lack of aggressiveness on the part of the

ad- inistrativ . autority. 14 This nultiple-authority managenent can bie

disastrous due to the often inappropriate timing of program activities

and internal misallocation of pro-ra resources. Numerous exa:ples also

abound in nearly every technology class of premature pork-barrel

de-onstration projects, the failures of which either lead to costlV

overruns or damaged technological credibility or both. Most progra;,

:.anaers seen to view these projects as an unfortunate but necessary evil

to maintain public (ie., Congressional) visibility. 5 Perhaps

"1This is most certaintly the situation in the creation of FPUP
0 (Federal Photovoltaic Utilization Prograr) where what was considered a

void in 3D0 photovoltaic comercialization plans was filled by a progran
of congressional origin. Most analysts of photovoltaic commercialization
viewed this progran as poorly tined and of questionable design.

15 1n a totally serious discussion In Chapter V, "Implications for
Congress" of the report by the Office of Technology Assessment, The Role
of Demonstrations in Federal '&D Policy, 197f, p. 45, we find: wIn
contrast to their liited usefulness ih the RD franework, demonstrations
are considered by many be to politically attractive, Demonstrations
pernit modestly priced responses to emerging political problems; they
are, in a sense, a means of symbolic action. Demonstration projects can
show constituents that 'lashington is doing something for them.
Demonstration may be a neans of delaying policy decisions while
additional information--both technical and political--is accu;.julated.
Demonstrations are a convenient point of compronise between those who
would do much and those who would do little."
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pork-barrel projects are unavoidable, but certain actions may help to

minimize their frequency and inpact. First, the elinination of 2erceived

J3ps in the progran approach should serve to minimze the projects

proposed to fill the japs. 'Je think our framework helps acco.plish

this. The everpresent political tendency to over-accelerate or eliminate

technology develop..ent programs must be tempered with sound technical

judgr.)nt, which does not always mean catering to "industry" wishes.

Second, the explicit set-aside of a sn~all amount of program resources for

the purpose of funding unsolicited proposals or "innovative concepts" maj

serve as a tool to channel political pork-barrel proposals so that they

may be evaluated against each other and the progran in terns of timing

and technical content, and thus, limited in size.

Other institutional factors ray place contraints on program 1-sign

anr! lanaeenent as "well. One rianifestation of this constraint could be

ternd "inertia for technology losers." One of the major questions above

concerned the decision to drop losinj o,)tions. Co.plicating this

decision is the tendency of projram players to fight to retain support

for their losin3 options. Political pressure can often be effectively

a.;plied even if all technical and econo,.ic judgment indicates that the

orlanization's pet project is a clear loser. T'iis applies to non-profit

research organizations as well as private industry. 5 Solutions to

tis problen are not easy, but it clearly calls for rejular and credible

program assessment.

4. Or3anization Structure and Goal-OrienteJ ;lanagenent

Several implications for program organization structure should be

1 'This problem is, of course, not unique to government sponsored
?&D, but may be nore prevalent there.
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obvious from the previous discussions. First, the requirements of the

suj3ested approac!; imply that the ranagement of technology developnren t

cannot be separated from the manajement of ennineerin3 or market

develop-ent activities. 17 Second, it is probably, more desirable to

structure the organization along the lines of our matrix elements, where

clear tasks and roles vis--vis private industry can be assijned than to

attne3t to mimic a corporate or3enization structure.

A frequent criticis:.M of cormerialization projrams is that they are

either too "goal-oriented" or that they have no stated objectives

("technolojy sandboxes"). Certainly, effective manage.ent of

technclojical chan3e requires sorme kind of quantitative objectives or

goals to guide decisions, tut which kinds of goals are appropriat: anJ

which are not?

1u;erical goals are fundanentally manajement tools. T;e;y function

as yardstic',s to neasure technological progress and to continuously

conpare technology options. To be useful in this respect, they .iust

be easily communicated and flexible (recall that we have a noving

target). Consider two examples of commonly used pro.rai goals: price

and quantity.

Since we have argued that these prograns should be directed at

technolojy development to achieve cost reduction, price goals ($/k,

17This condition existed within DOE for many years 'when separate
Assistant Secretaries were responsible for :nergy Technology and
Conservation and Solar Applications. This structure has recently been
modified.

1SSee U.S. Department of Energy, Federal Policies to Promote the
Widespread Utilization of Photovoltaic Systerds, Vol. 11, Chapter
(prepared by the Jet iPropulsion Laboratory, i-arch 24, 1900) for a more
complete discussion.
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$/ktlh, $/3tu, etc.) become the management mechanis;s for the measurement

of technological change. Quantity goals (331s, quads, S 0, etc.) are

primarily the measures of successful diffusion into society. It was

argued above that the projrar. manager has a much more direct involve.lent

in the process during the development phases than during narket

levelo.nent activities by their very nature. Thus, from an internal

nana3enent point of view price goals seem to be more direct measures of

projram success. Of course, price joal achieveuent also requires private

s-ctor capital investment and thus market volume, but to assess and

copare technolo3y options with respect to the price goals mrerely

requires the tools to make consistent cost/price projections. 1uantity

goals, on teic other hand, are much nore subject t ncn-controllble

actions in the arket development phase, making their use from a

iana3etient control point of view very cluisy.

The prica goals structure employed in the development of the U.3

Thot:voltaics progran is considered by .ost observers to be the chief

factor which contributed to this program's success prior to 1930.

UnJfortunately, the recent budget cutbacks were accompanied by the

elimination of price goals as a program mana3ement tool for photovoltaics.

3. :A rket Structure Concerns

Since the concept we are presenting here relies on the jovern:.ent as

a manager of activities which funda:1entally are carried out in the

private sector, it is inportant to consider the supply-side narket

structure. 'le have alluded above to vertical intejration possibilities.

The purpose of the followinj sectioi is to dra;; some conclusions about

the relevance cf market structure concerns in pro3raw desi3n and

iana Zeent.



Concern for rlar!et structure and supply-inJustry coi.petition stems

fro, basically two factors. The first is the impact of market structure

on continued, further technolojical change in the industry. The sec ond

involves the ability to incorporate arind realize th2 benefits of currnt

technological change.

i. Market Structure and Technolojical Change

A very significant literature has been developed on the relatioiship

between conpetition in industries an. the rate of technolojical

chanje.19 We do not review this literature here other thzn to say that

the results are quite inconclusive. Research shows a correlation betweetn

RLD intensity and hi3h industry concentration, but is in unclear as to

the direction of the cause and effect.'

,lhile we cannot concluJe that a cormpetitive i. erket structure is

beneficial for future technolgical change, we may be able to :oncludE

that due to the effects of market stucture on pricinj, co.ipetitive

structures may be vital to the realization of the benefits of

technolodical chan3e through price reduction.

Finally, economics aside, there is a substantial political sentilent

which requires actions that ultioately promote the naintenance of hig!.ly

corpetitive industries. This sentiment probably cannot be successfully

dismissed.,

Given the need to pronote (or at least not inhibit) co.dietition, the

lack of a body of theory which adequately describes the relationship

1 See Kainten and Schwartz, ":larket Structure and Innovation: A
Survey," Journal of Economic Literature, liarch 1975.

20OSee Scherer, F.'I., Industrial 'larket Structure anrd Econo;iic
Performance, Rand AcNally, Chicago, 180, pp. 371-37.
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b.tween 2overnnent policy and market structure (especially in the context

of technological change) rakes it difficult to prescribe appropriate O

governient actions durinj the process of technology development to

promote competition.

In the remainder of this part we look at sorie of the factors

involved in anti-corpetitive market structures and some of the

triditional tools used by the jovernnent to deal with them.

2. Anti-Competitive Factors

For the purposes of a brief discussion w;e separate the factors ,Iich

tr3ditionally are considered to be contributors to anti-com;)titive

riarket structures into four areas: concentration, vertical ititejration,

barriers to entry, and government policy.

Concentration. It is 3enerally believed that the ;1iiher the

concentration of a particular industry, as ieasured by one of many

indices and ratios, the greater the degree of monopoly power which can be

exercised by any particular firr.. This may .make some sense in theory,

bu- is very difficult to discern in practice. The jreatest problerl may

simply be the definition of the industry. The photovoltaics industry,

for exariple, is co 'p)sed of players fro.o the oil industry, the

semi-conductor industry, and the electrical service industry, to name a

fe. Io:!w does one -ieasure concentration when the industry members cut

across classifiable lines? Furtermore, concentration in a static,

nature industry is funda ,entally different fron concentration ii an

e-ier3ing one. We certaintly have to be worried about the number and

types of firms involved in developing and incorporatinj the new

technology, but how many should there be and of what tjpe?

''ertical Intejration. Vertical integration involves the Jdoree to
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which interi~ediate production naterials 3rd products are produceJ withir

a given corporate entity or "firr;." A highly inte.rated photovoltaics

firn, for exaple, would refine silicon, produce nodules, fabricate

systens and install them on roofs.

1Ihile vertical integration may be desirable in teris of reiucirrn

transaction costs and preventing monopoly price stalemates for the

intejrating firr, it may harm non-integrated firms by restrictinj sources

of suply or markets. This problem could exist, for example, if the

firis producin- low-cost raw material silicon chose to dedicate their

production to internal module lanufacturing.

Barriers to -ntry. Other factors contributing to anti-co.ipetitive

market structure include such things as patents or secrecy; the need to

coriit large amounts of capital on entry; strong consumer preference

favoring established products, etc. One not mentioned which is relevant

to new technologies is the possible barrier associateJ with econciies of

scale in production. Scale economies may be quite beneficial in terms of

realizing cost reduction through technology development, but the scal3

may he so large relative to market size that only a few very large firris

can generate the captial and sustain (sell) the volume required. As an

empirical matter, however, scale economies may not be all that important.

Government Policy. So as not to give the wrong impression,

government re-ulation independent of program actions may serve as a

significant contributor to non-conpetitive market structure. It will

also become obvious that there are certain program actions which if

poorly timed could have a serious anti-competitive effect (e.g., product

standards).

3. Techniques Traditionally Available to Promote Competition
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Despite the lack of an adequate theory, the techniques traditionally

available to the governent co:miercialization programs to promote

co:ipetition are four-fold: competitive contractinj; small business

set-asides; iultiple contract awards; and product standards.

Colipetitive contracting helps to insure couplete consideration and

coiparison of all potential bidders' concepts, tec:inologies and products,

but is insufficient to insure that the industry is cumposed of many

conpeting winners.

Srtall business set-asides insure that large established entities do

not overwhelm small, potential entrants, but do not substantially

"itigate nmany -arriers to entry. Furthermore, if some scale ecnnotiies

are fundamental to cost-reduction and technological change, it is not

inconceivable that the technological process is zimply not feasible for

small ventures and hence small business set-asides may prove detrimental

to accelerated technological change.

lultiple contract a:wards serve to increase the number of players

involved which must be a :ositive influence on conpetition, but they also

increase program costs substantially. How many awards are appropriate

for any 3iven contract? Two, t.ree, four?

Interchan3eability broujht about by product standards nay serve tu

.ase entry barriers. 3ut if inappropriately tiriej such standards may

inhi 5it innovation, resulting in a more severe deterrent to entry.

The prospects here look pretty bleak. The theory does not provide

sufficient background to ,eternine whether these actions are potentially

good or bad. Compound this uncertainty with the dynamic characteristics

of energing industries, and the prospects for definitive answers to the

:Iarket structure concerns in commercializdtion projrans seem remote.
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About all that we can do here is to call for mrore research into these

factors.

4.C Conclusion

The economist needs to make an effort to o,)erationalize his concept

of narket failures in the context of new technology developner+t. Toward

that end, we have examined the question of the appropriate Governi.;ental

role and found it to contain two questions: whether the governrlent should

be involved in a technolojy-specific way, and if it s.ould, ho.: snoul it

design its program for involvement. .1hile most analysis to date has

focused solely upon tie first question, we offer soie perspective on the

second. Further, we have developed some concepts for deconpcsin- a

technolojy Jevelop-ient activity into subsidiary activities and dev'ece. i

a method for questioning the apropriateness of governmental involverient

for each of the subsidiary activities. We have de;ionstrated the use of

these concepts with a matrix and shown how it could be used with an

exa'iple technology (photovoltaics). Finally, while we raise the issue of

measurin3 the significance of market failures, we do not answer it, but

merely point out its i.iportance.
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