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Abstract

This thesis addresses the problem of logical topology design for optical backbone networks subject to traffic following a Gaussian distribution. The network design problem is broken into three tasks: traffic routing, capacity allocation, and link placement. The routing and capacity allocation problems are formulated as a convex mathematical program. To extend this formulation to discrete optimization problems, such as the link placement sub-problem, it is reformulated as a mixed integer linear program (MILP) by extending tools from robust optimization to Gaussian variables. Bounds are presented to relate capacity allocation to the probability of traffic overflow on a link. Lastly, the link placement subproblem is formulated as an MILP and network topologies for deterministic traffic are compared with those for stochastic traffic.

Additionally, this thesis presents a scheme in which a dedicated backup network is designed to provide protection from random link failures. Upon a link failure in the primary network, traffic is rerouted through a preplanned path in the backup network. We introduce a novel approach for dealing with random link failures, in which probabilistic survivability guarantees are provided to limit capacity over-provisioning. We show that the optimal backup routing strategy in this respect depends on the reliability of the primary network. Specifically, as primary links become less likely to fail, the optimal backup networks employ more resource sharing amongst backup paths. We apply results from the field of robust optimization to formulate an ILP for the design and capacity provisioning of these backup networks. We then propose a simulated annealing heuristic to solve this problem for large-scale networks, and we present simulation results to verify our analysis on optimal backup networks.
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Chapter 1

Introduction

All-optical networks utilizing wavelength division multiplexing (WDM) are desirable for nationwide or global backbone networks. In such a network, nodes are connected by optical fibers with an enormous bandwidth. This bandwidth is broken down into multiple channels on different wavelengths, each operating at a bit rates of exceeding 10 Gbit/sec [11]. These high-speed networks are well-suited to handle the large information flow required in next-generation backbone networks, as internet traffic flow is doubling every year [24].

1.1 Optical Networks

The physical topology of the optical network is the collection of nodes and the fiber-optic links that connect those nodes. Nodes are equipped with wavelength routers to send packets from one wavelength on an incoming fiber to some wavelength on an outgoing fiber, without converting the packets from the optical domain to the electrical domain. By configuring these routers, a path is created traversing a wavelength over one or more fiber links, from one end-node to another. These transparent virtual links are referred to as lightpaths. To connect lightpaths to one another, nodes also contain an electronic switch to convert the information flow to the electronic domain, process it, and return it to the optical domain. Multiple lightpaths can traverse the same physical link, but these lightpaths must operate on separate wavelengths to keep
the traffic flows independent.

In addition to the physical topology, a logical topology is made up of the interconnection of nodes with opto-electronic switches and lightpaths. In the logical topology, each link corresponds to a lightpath possibly spanning multiple physical fibers. Traffic through the WDM network is routed over the logical topology, due to the ease of transmitting traffic over lightpaths. The size of the logical topology is restricted by the limited processing capability of electronic switches, as only a few lightpaths can be set up to arrive and/or terminate at a node [18]. Aside from this logical degree constraint, there is a limit on the number of wavelengths on each optical fiber, dictated by the bandwidth of the cable and the desired bit rate of the channel. Consequently, a fully-connected logical mesh is generally infeasible, and a partially connected topology must be designed such that the traffic can still be routed effectively through the network.

1.2 Logical Topology Design for Stochastic Demands

The problem of designing a logical topology over an existing physical topology has been studied extensively [17, 18, 29]. The objective is to place logical links on the physical topology, assign capacity to these links, and route the traffic over the logical topology. The physical topology is known a priori, as is a matrix describing the long-term average traffic flow between any node-pair in the network. Capacity is assigned to the logical links such that the traffic routed on each link will not exceed its capacity. Networks are commonly designed to either minimize the maximum link capacity in the network or the total capacity used over all links in the network. Minimizing the maximum link capacity is equivalent to minimizing the network congestion, or balancing the traffic load throughout the network. This approach mitigates the effect of bottlenecks on network performance. Additionally, minimizing total capacity may result in solutions with one or more heavily capacitated links relative to others, and the network may not have the resources to support such configurations. For these reasons, the primary focus is minimizing the maximum link capacity; however, most
of the formulations throughout this thesis can be readily extended to the case of minimizing total capacity.

Some authors use alternate objective functions for the design formulation [18]. For example, one can consider a solution achieving a minimal number of hops for the paths used to route demands, since at each hop, an opto-electronic conversion of the packet flow is required, which can lead to delays. However, the minimization of the average weighted number of hops leads to solutions with minimal average traffic flowing on each link, and is therefore strongly related to minimizing the maximum congestion level. Alternatively, formulations can minimize average packet delay in the network. Since wide area networks are considered, propagation delay dominates queuing delay unless the link load is very close to the limit enforced by the channel capacity. Minimizing propagation delay is a shortest-path routing solution, where minimizing queuing delay is achieved indirectly by minimizing congestion, as both solutions will result in low average link traffic. Consequently, we focus on minimizing network congestion.

1.2.1 Logical Topology Design Formulation

The logical topology design problem is formulated as a mixed-integer linear program (MILP). Let \( \Lambda \) be the traffic matrix, so that \((\Lambda)_{sd} = \lambda^{sd}\) is the traffic demand from node \(s\) to node \(d\). The demand \(\lambda^{sd}\) is a deterministic quantity representing the average (mean) long term traffic flow between two nodes. Let \(C_{ij}\) represent the capacity allocated to link \((i, j)\), and \(\lambda^{sd}_{ij}\) be the traffic from \(s\) to \(d\) that traverses link \((s, d)\). Additionally, let \(b_{ij}\) be binary design variables which will be equal to 1 if and only if a directed link is to be placed from node \(i\) to node \(j\). The MILP for network design can be formulated as follows:
Minimize:  \( C_{\text{max}} \)  

Subject to: 

\( C_{ij} \geq \sum_{sd} \lambda_{ij}^{sd} \quad \forall (i,j) \)  (1.2)

\[ \sum_j \lambda_{ij}^{sd} - \sum_j \lambda_{ji}^{sd} = \begin{cases} 
\lambda_{ij}^{sd}, & \text{if } s = i \\
-\lambda_{ij}^{sd}, & \text{if } d = i \\
0, & \text{otherwise}
\end{cases} \quad \forall s, d, i \]  (1.3)

\( C_{ij} \leq C_{\text{max}} \quad \forall i, j \)  (1.4)

\( \lambda_{ij}^{sd} \leq b_{ij} \lambda_{ij}^{sd} \quad \forall s, d, i, j \)  (1.5)

\( \sum_i b_{ij} = \Delta_i \quad \forall j \)  (1.6)

\( \sum_j b_{ij} = \Delta_o \quad \forall i \)  (1.7)

\( \lambda_{ij}^{sd} \geq 0 \quad \forall s, d, i, j \)  (1.8)

\( b_{ij} \in \{0, 1\} \quad \forall i, j \)  (1.9)

The MILP presented above minimizes the maximum link capacity, but (1.1) could be replaced with \( \sum_{ij} C_{ij} \) to minimize total capacity instead. Constraint (1.2) allocates capacity to support the total traffic on each link. Equation (1.3) is a general flow conservation constraint, enforcing the flow into each node be equal to the flow out of that node, with exceptions for the source and destinations of a demand. Constraint (1.5) restricts traffic to only flow between nodes where links have been placed. The link placements themselves are restricted by (1.6) and (1.7), where \( \Delta_i \) and \( \Delta_o \) are bounds on the logical node degree.

For simplicity, the wavelength restrictions on each physical link are ignored in this formulation, as we assume that there are sufficiently many wavelengths available on each physical fiber [29]. Additionally, wavelength converters allow lightpaths to be constructed over different wavelengths on different fibers. Thus, the physical topology
does not appear in this formulation, since there are no delay constraints or wavelength constraints.

This formulation allows traffic between any source-destination pair to be bifurcated among different paths in the network. Consequently, there is no limitation on the number of paths a demand can take. Additionally, at most one lightpath can be placed between any two nodes in the network.

The MILP formulated can be solved using commercially available solvers such as CPLEX; however, this problem is known to be difficult to solve for large networks. Computation time depends on the design constraints used and the number of these constraints. Heuristics are commonly used in order to solve this MILP for larger networks [18, 29].

1.2.2 Motivation for Stochastic Demands

The design problem above relies on the availability of the traffic matrix $A$, containing the average traffic flow between each node pair. However, these traffic matrices are commonly unavailable since direct measurements are impractical. Estimation techniques are used to obtain this data from link load measurements, and the traffic intensities coming from these estimations are prone to errors. Additionally, the design problem is typically solved during the network configuration stage, where the exact traffic information is unavailable.

Traffic demands are also becoming harder to predict, and tend to change with time. As new services utilizing optical backbone networks are created and removed, demands between nodes fluctuate. Consequently, a network design based off of a traffic matrix estimated from today’s link measurements may not be suitable to carry demand in the future. Furthermore, network failures and service disruptions also cause variations in traffic demands.

Due to the uncertain nature of the network traffic, network links must be provisioned with sufficient capacity to support the possible traffic fluctuations. Demands are represented as random variables rather than deterministic quantities to capture the traffic variability. When treating node demands as random variables, there is a
significant probability that the capacity allocated will be underutilized. Furthermore, traffic loads may have a very large or no upper bound, and it becomes impractical to allocate capacity to support all the possible traffic realizations. Therefore, we provide a framework in which link capacity is allocated such that traffic is supported with some high probability, rather than complete certainty.

The volatility of random variables is described by their standard deviations. A demand with a high standard deviation requires a large capacity to support, but it is likely that the capacity will be underutilized. Consequently, the demands should be routed to minimize the traffic variability. As an example, consider two independent and identically distributed (i.i.d) random variables $X$ and $Y$ with $E[X] = E[Y] = \mu$ and $\text{var}(X) = \text{var}(Y) = \sigma^2$. Now, consider the sum, $Z = X + Y$. The new random variable $Z$ has expectation $2\mu$ and standard deviation $\sigma\sqrt{2} < 2\sigma$. As a result, assigning capacity to support $X$ and $Y$ separately requires more capacity than required to support the sum $Z$.

This suggests a fundamental difference between routing deterministic traffic and stochastic traffic. Furthermore, this difference in the routing sub-problem suggests that the optimal link placements for stochastic traffic will differ from those for deterministic demands. In this work, we reformulate the entire logical topology design problem to place links, allocate capacity, and route traffic to support stochastic traffic with high probability and the lowest possible cost.

1.2.3 Robust Optimization

A natural technique to apply to optimization problems with data variability is robust optimization. Robust optimization is a method of finding a solution to a problem that best fits all possible realizations of data subject to uncertainty [9]. The first approach to robust optimization was taken by Soyster [32]. This work proposes a linear program to construct a solution that is feasible for all possible realizations of a bounded demand. These models produce solutions that are very conservative. In the robust optimization literature, conservatism refers to a solution that is unnecessarily robust. Ben-Tal and Nemirovski [3] address the issue of over-conservatism
in robust optimization formulations by proposing less-conservative solutions to linear problems with ellipsoidal uncertainties. This approach relies on nonlinear, but convex, formulations which do not extend easily to discrete optimization problems.

Lastly, Bertsimas and Sim [4] propose a linear formulation with an adjustable level of robustness. The optimization parameters are uncertain, but have some unknown symmetric distribution taking values entirely in a finite interval. For each constraint $i$, a parameter $\Gamma_i$ is introduced. If fewer than a predefined number of coefficients $\Gamma_i$ change, the solution is guaranteed to be feasible. On the other hand, if more coefficients change, the solution is still feasible with high probability. Bertsimas and Sim provide tight probability bounds on symmetric, bounded random variables in order to quantize this probability. By changing the value of $\Gamma_i$, the authors can trade off between the level of robustness and conservatism.

1.2.4 Our Contributions

In this work, we formulate and analyze the problem of logical topology design under Gaussian-distributed traffic. First, we use tools from stochastic programming to formulate a second order cone programming problem to solve the routing and capacity allocation sub-problems over a given network. Then an approach using dedicated support for each demand is proposed, which is shown to be linear, but much more conservative than the stochastic programming approach. We then extend the work of Bertsimas and Sim in [4] to Gaussian random variables, by formulating a robust optimization problem and developing new bounds on the probability of capacity constraint violation. This leads to MILP formulation to route traffic and allocate capacity, for which we propose heuristics to solve.

To complete the topology design problem, we then consider the link-placement sub-problem in addition to the routing and capacity allocation sub-problems. Using the robust optimization techniques described above, we formulate the design problem as a MILP and propose heuristic algorithms to solve it. Lastly, we explore some properties of network design under stochastic traffic demands, and how the problem differs from its deterministic counterpart.
1.2.5 Previous Work

Several other authors have examined the problem of routing and capacity allocation with traffic uncertainty. Most works in this area use a bounded model for the traffic distribution [2, 15]. These models are referred to as polyhedral models, in which the traffic from different sources is bounded and satisfies various linear constraints. A specific example is the "hose" model, which bounds the sum of demands originating and ending at a given node.

Additionally, [15] presents a traffic model in which the demand between each node pair is restricted to an interval. In this case, the results of [4] are used to create a robust optimization formulation for routing and capacity allocation. We extend this work by considering Gaussian traffic, which is unbounded in nature. Additionally, we explore the problem of link placement in addition to routing and capacity allocation for stochastic traffic which was neglected in these works.

Some authors have formulated related network design problems for Gaussian traffic. The authors in [10] implement a tabu-search heuristic to design networks based on normally distributed demands, but do not attempt to formulate the problem mathematically. In contrast, [22] formulate an offline traffic engineering problem based off of Gaussian traffic. They argue that the objective should be a weighted combination of maximizing revenue while minimizing risk. Here, risk is the potentially underutilized capacity that is provisioned to the network. By including this in the objective, they prevent over-provisioning of capacity. In our work, we instead consider a fixed probability of traffic exceeding the provisioned capacity on each link. This is an alternate of reducing over-provisioning in the presence of stochastic traffic.

The works in [21, 35] are most relevant to our work. In [21], the network routing and allocation problems are formulated assuming stochastic demands by changing probabilistic constraints to linear, deterministic constraints. While this work also considers a probability of constraint violation, the method proposed results in over-provisioning capacity. On the other hand, [35] formulates the optimal stochastic formulation for gaussian traffic routing and allocation; however, their formulation
is non-linear which prevents this approach from being applied to discrete optimization problems, such as link placement. Our work compares both these formulations and uses tools from robust optimization to formulate a linear problem that is less-conservative as the formulation in [21].

The link placement sub problem with stochastic traffic has only been explored in a few other works. In [16, 39], a design and routing scheme is proposed that is insensitive to the traffic matrix. The backbone network is designed to perform equally well for all valid traffic matrices, as it is too hard to predict the exact value of the traffic demands. In [39], the approach is referred to as Valiant Load-balancing (VLB). The VLB approach establishes a fully-connected logical network, then routes traffic evenly across all two-hop paths. Based on some upper bounds on the traffic matrix, capacity is then allocated to each logical link such that any realization of the traffic matrix can be supported.

These approaches completely ignore the distribution of the random demands, resulting in over-provisioning capacity. In our work, by allowing a small probability that the traffic cannot be supported, we can support unbounded traffic without significant over-provisioning. We argue that characteristics of the distribution of traffic should be taken into account to optimally determine the correct routing strategy.

### 1.3 Backup Network Design for Survivability Against Random Network Failures

Today’s backbone networks are designed to operate at very high data rates, now exceeding 10 Gbit/s [11]. Consequently, any link failure can lead to catastrophic data loss. In order to ensure fast recovery from failures, protection resources must be allocated prior to any network failures.
1.3.1 Spare Capacity Allocation

A widely used approach for recovery from a link failure is preplanned link restoration [20], where a backup path between the end nodes of a link is chosen for every link during the network configuration stage. In the event of a link failure, the disrupted traffic can be rerouted onto its backup path. Preplanned methods of link restoration offer benefits over other methods in terms of speed and simplicity of failure recovery, as no additional dynamic routing is necessary at the time of a failure [40]. In addition to designing a backup path for each link, preplanned link restoration requires provisioning of sufficient spare capacity along each backup path to carry the load of failed links. Backup paths can share spare capacity and network resources to reduce the total cost of protection.

Spare capacity allocation for link-based protection has been studied extensively in the context of single-link failures [11, 19, 28, 37]. The objective of these works is to allocate sufficient protection resources to recover from any single link failure. Recently, the authors in [1] proposed the use of a dedicated backup network to protect against a single failure on the primary network. Upon such a failure, the load on the failed link is routed on a predetermined path on the backup network. The authors provide an Integer Linear Program (ILP) to design an optimal backup network with minimal cost. They show that the cost of the optimal backup network is small relative to that of a large primary network. Specifically, they show that the ratio between the total backup capacity and the total primary capacity tends to zero as the network size grows large for certain classes of networks.

1.3.2 Robustness to Multiple Failures

Communication networks can suffer from multiple simultaneous failures, for example, if a second link fails before a first failed link is repaired. Furthermore, natural disasters or large scale attacks can destroy several links in the vicinity of such events. Preplanning backup paths for combinations of multiple failures can be complex and impractical, and can lead to significant capacity over-provisioning. Consequently, new
approaches must be considered to offer protection against multiple failures.

Several authors have extended the results of survivability for single link failures to dual-link failures [20, 8, 12]. The work in [14] considers protecting against up to three link failures. Most of these works require the primary network to have multiple disjoint paths between node pairs to survive multiple failures. However, this assumption is too restrictive when considering a large number of failures. Additionally, [13] provides a spare capacity allocation approach based on a specific set of failure events, and restricted backup path lengths. In all of these works, large amounts of spare capacity are required if many links can fail simultaneously.

Survivability amidst multiple failures has also been addressed in the form of a Shared Risk Link Group (SRLG) [26]. An SRLG is a set of links sharing a common network resource, such that a failure of that resource could lead to a failure of all links in the SRLG. Many authors have proposed routing strategies for path-based protection against SRLG failures [5, 23, 25, 36]. These works assume that links in a SRLG all fail simultaneously and deterministically. However, this line of work does not extend to independent, random failures.

1.3.3 Our Contributions

We introduce a new framework for providing protection from multiple random link failures involving probabilistic survivability guarantees. Since large-scale attacks and natural disasters can result in multiple links failing randomly, providing protection from any single failure is insufficient, and networks designed for protection against single-link failures often cannot protect against multiple failures. The straight-forward approach of offering guaranteed protection against any random failure scenario is to allocate capacity such that every failure event is protected. However, this approach is impractical as it requires enormous amounts of capacity to protect against potentially unlikely events. By allocating capacity to offer protection with high probability, the total cost of protection is greatly reduced.

Motivated by [1] and the simplicity of their approach, we extend the use of a dedicated backup network to deal with multiple random link failures. We show that
a dedicated backup network is a low-cost method of providing protection against random failures, relative to large primary networks. Additionally, we show that the structure of the minimum-cost backup network changes with the reliability of the primary network. Specifically, optimal backup networks for primary networks with a low link-failure probability employ a high level of link sharing amongst backup paths. On the other hand, optimal backup networks for primary networks with a high link-failure probability emphasize shorter backup paths, and less capacity sharing.

To design a backup network under random link failures, we develop a robust optimization approach to spare capacity provisioning. Robust optimization finds a solution that is robust to uncertainty in the optimization parameters [3, 4, 32]. In [4], Bertsimas and Sim propose a novel linear formulation with an adjustable level of robustness. These techniques have been successfully applied to network flow problems [9]. We apply these results to design backup networks robust to the uncertainty in link failures, leading to an ILP formulation for backup capacity provisioning. We also present a simulated annealing approach to solve the ILP for large-scale networks.
Network Design for Stochastic Traffic

As mentioned in Chapter 1, the network topology must be robust to traffic variations. Our approach is to model the traffic demands as random variables with known distributions. We reformulate the mixed-integer linear program for logical topology design presented in 1.2.1 for random demands as a stochastic optimization problem.

2.1 Stochastic Traffic Matrix

The problem of inferring source-destination traffic intensities from aggregated link traffic measurements is referred to as network tomography. In the network tomography literature, demands between node-pairs have been described using a Gaussian distribution [7]. Intuitively, many independent sources contribute to each demand, and by the Central Limit Theorem, the resulting distribution of the traffic can be approximated by a Gaussian distribution. Therefore, each entry of the traffic matrix is modeled as an independent Gaussian random variable with mean $\mu_{sd}$ and variance $\sigma_{sd}^2$.

$$\lambda^{sd} \sim \mathcal{N}(\mu_{sd}, \sigma_{sd}^2)$$  \hspace{1cm} (2.1)

The traffic from a source to a destination should be nonnegative in order to accurately model traffic flow intensity; however, the probability density function (PDF) of a Gaussian random variable is not restricted to positive values. Demands can be modeled as truncated normal random variables instead, truncated at zero. This
would be necessary for demands with a small mean and high variance. In this work, it is assumed that $\sigma_{sd}$ is small relative to the mean such that the event that $\lambda^{sd}$ is negative is negligible.

2.2 Stochastic Programming Formulation

Since the demands between each node pair are represented as random variables and the exact traffic cannot be specified, new routing variables are introduced to replace the $\lambda_{ij}^{sd}$'s in the formulation of Section 1.2.1. Let $a_{ij}^{sd}$ represent the fraction of the traffic flow from $s$ to $d$ traversing link $(i, j)$. In other words,

$$\lambda_{ij}^{sd} = a_{ij}^{sd} \lambda^{sd}$$

where $0 \leq a_{ij}^{sd} \leq 1 \ \forall (s, d), (i, j)$. The MILP in section 1.2.1 is rewritten using equation 2.2 as shown below.

Minimize: $C_{\max}$

Subject to:

$$C_{ij} \geq \sum_{sd} a_{ij}^{sd} \lambda^{sd} \ \forall (i, j)$$  \hspace{1cm} (2.3)

$$\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise} 
\end{cases} \forall s, d, i$$  \hspace{1cm} (2.4)

$$C_{ij} \leq C_{\max} \ \forall i, j$$

$$a_{ij}^{sd} \leq b_{ij} \ \forall s, d, i, j$$  \hspace{1cm} (2.5)

$$\sum_{i} b_{ij} = \Delta_i \ \forall j$$

$$\sum_{j} b_{ij} = \Delta_o \ \forall i$$

$$a_{ij}^{sd} \geq 0 \ \forall s, d, i, j$$

$$b_{ij} \in \{0, 1\} \ \forall i, j$$
Notice the random variables $\lambda_{sd}$ appear only in the capacity constraint in (2.3). Since the $\lambda_{sd}$ are unbounded, a finite capacity $C_{ij}$ cannot be specified such that (2.3) is satisfied with probability 1. Therefore, we instead consider a probabilistic alternative:

$$
P\left( \sum_{sd} a_{ij}^{sd} \lambda_{sd} > C_{ij} \right) \leq \epsilon \quad \forall (i, j)$$

(2.6)

In the above equation, $\epsilon$ represents the probability of capacity constraint violation. This occurs when the link traffic exceeds the capacity allocated to that link. To incorporate this constraint into a mathematical formulation, it needs to be converted from a probabilistic constraint to a deterministic one. Since for each $(s, d)$, $\lambda_{sd}$ is an independent Gaussian random variable, the link traffic, a weighted sum of independent Gaussians, is also Gaussian with mean $\sum_{sd} a_{ij}^{sd} \mu_{sd}$ and variance $\sum_{sd} (a_{ij}^{sd} \sigma_{sd})^2$. It is then straightforward to convert (2.6) to a deterministic constraint in terms of the CDF of a normal random variable, $\Phi()$.

$$
P\left( \sum_{sd} a_{ij}^{sd} \lambda_{sd} > C_{ij} \right) \leq \epsilon \quad \forall (i, j)
$$

$$
1 - \Phi\left( \frac{C_{ij} - \sum_{sd} a_{ij}^{sd} \mu_{sd}}{\sqrt{\sum_{sd} (a_{ij}^{sd} \sigma_{sd})^2}} \right) \leq \epsilon \quad \forall (i, j)
$$

(2.7)

$$
C_{ij} \geq \sum_{sd} a_{ij}^{sd} \mu_{sd} + \Phi^{-1}(1 - \epsilon) \sqrt{\sum_{sd} (a_{ij}^{sd} \sigma_{sd})^2} \quad \forall (i, j)
$$

(2.8)

Equation (2.8) is a non-linear, convex constraint for the capacity needed to support some routing of the traffic with a given probability $\epsilon$.

The deterministic formulation for topology design in Section 1.2.1 is an MILP, solvable by many commercially available optimization tools. However, replacing the constraint in (2.3) with inequality (2.8) introduces a non-linearity to the optimization problem. Mixed integer convex programming problems are not necessarily solvable, particularly by today’s commercially available solvers. Therefore, it is preferable to have a linear approximation to (2.8) such that integer constraints can be added.

Therefore, we initially assume that the link placement problem has already been
solved. Denote the set of links with $b_{ij} = 1$ as $\mathcal{L}$. The convex optimization formulation for routing and capacity allocation is as follows.

Minimize: $C_{\text{max}}$

Subject to: $C_{ij} \geq \sum_{sd} a_{sd} \mu_{sd} + \Phi^{-1}(1 - \epsilon) \sqrt{\sum_{sd} (a_{sd} \sigma_{sd})^2}$, $\forall (i, j) \in \mathcal{L}$

$$\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases}, \forall s, d, i$$ (2.9)

$C_{ij} \leq C_{\text{max}}$, $\forall (i, j) \in \mathcal{L}$

$a_{ij}^{sd} \geq 0$, $\forall s, d, (i, j) \in \mathcal{L}$

The above formulation is a second order cone programming problem (SOCP) that can be solved by convex and quadratic optimizers (e.g. LOQO). However, as the network size grows large, this optimization becomes difficult. For example, running formulation (2.9) on the network in Figure 2-4 requires a computation time that increases exponentially with the number of demands, as shown in Figure 2-1. Moreover, as stated previously, this convex formulation is not useful for discrete optimization problems, such as link placement.

### 2.3 Conservative Linear Formulation

In order to obtain a more tractable formulation, as well as one that can be extended to integer optimization problems, the mathematical program in (2.9) should be formulated as a linear program (LP). Suppose a tighter capacity constraint is used

$$P(\lambda^{sd} > C^{sd}) \leq \epsilon, \forall(s, d).$$ (2.10)

Constraint (2.10) restricts the probability that each demand exceeds its assigned
capacity. By assigning dedicated capacity to each demand, statistical multiplexing gains are unachievable and capacity is over-provisioned. The probabilistic constraint in (2.10) can be converted to a deterministic constraint $C^{sd} \geq \mu_{sd} + \Phi^{-1}(1 - \epsilon)\sigma_{sd}$, and link capacity constraint follows as

$$C_{ij} \geq \sum_{sd} a_{ij}^{sd}(\mu_{sd} + \Phi^{-1}(1 - \epsilon)\sigma_{sd}) \quad \forall (i, j) \in \mathcal{L}. \quad (2.11)$$

Constraint (2.11) leads to an LP formulation for routing and capacity allocation.

Minimize: $C_{max}$

Subject To: $C_{ij} \geq \sum_{sd} a_{ij}^{sd} \mu_{sd} + \Phi^{-1}(1 - \epsilon) \sum_{sd} a_{ij}^{sd} \sigma_{sd} \quad \forall (i, j) \in \mathcal{L}$

$$\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases} \quad \forall s, d, i \quad (2.12)$$

$C_{ij} \leq C_{max} \quad \forall (i, j) \in \mathcal{L}$

$a_{ij}^{sd} \geq 0 \quad \forall s, d, (i, j) \in \mathcal{L}$
The capacity allocated in (2.12) is always greater than or equal to the capacity provisioned in the solution to (2.9). Borrowing terminology from optimization literature, formulation (2.12) is referred to as conservative, because it allocates more than the minimum required capacity to maintain the probability of constraint violation. However, the linearity of (2.12) enables extension to discrete optimization problems.

### 2.3.1 Illustrative Examples

The dedicated capacity provisioning scheme is wasteful in terms of the maximum capacity on any link in the network. This over-provisioning can be reduced by adding post processing to recalculate the link capacities using the convex constraint (2.8); however, routing decisions are made using the sub-optimal linear capacity constraint. We study an illustrative example to compare the two routing strategies.

Consider the network shown in Figure 2-2. Traffic demands exist from source $s_1$ to destination $d_1$ and from $s_2$ to $d_2$, and are independently and identically distributed according to $N(\mu, \sigma^2)$. Due to symmetry, both demands have the same fraction of traffic ($\alpha$) routed on the shared link. Clearly, the optimal solution allocates equal capacity on all links. Using the linear capacity constraint in (2.11), we can analytically solve for the optimal routing fraction $\alpha$. Let $k = \Phi^{-1}(1 - \epsilon)$.

\[
C_L = (1 - \alpha)\mu + (1 - \alpha)k\sigma = 2\alpha\mu + 2\alpha k\sigma \quad (2.13)
\]

\[
\alpha = \frac{1}{3} \quad (2.14)
\]
Figure 2-3: Example network, with i.i.d. demands \( \lambda^{s_id_i} \sim N(\mu, \sigma) \). Each \((s, d)\) node pair has the option to send traffic over any of the links.

Additionally, the same can be done for the non-linear capacity constraint in (2.8).

\[
C_{NL} = (1 - \alpha) \mu + (1 - \alpha)k\sigma = 2\alpha \mu + \sqrt{2} \alpha k\sigma
\]  
(2.15)

\[
\alpha = \frac{\mu + k\sigma}{3 \mu + (1 + \sqrt{2}) k\sigma}
\]  
(2.16)

In contrast to the optimal routing for stochastic traffic, the linear formulation routes traffic as if it were deterministic. Conversely, for traffic with positive variance, more than 1/3 of the traffic is routed over the shared link, since the traffic on the shared link has a smaller standard deviation than the dedicated link traffic. As the ratio \( \frac{\sigma}{\mu} \) increases, a larger fraction of traffic is routed on the shared link.

As a second example, consider the network in Figure 2-3 with \( n \) demands, each going from \( s_i \) to \( d_i \). An optimal routing for the dedicated capacity provisioning formulation in (2.11) is to send the traffic from \( s_i \) to \( d_i \) entirely over link \( i \). Other solutions exist for this formulation, but we will focus on this routing for comparison. Using this strategy, the maximum link capacity on any of the links is \( \mu + k\sigma \).

The solution to the convex formulation routes demand equally over each link. In this case, the capacity on each link is...
In the large $k\sigma$ regime, the stochastic formulation results in a max capacity that is a fraction $1/\sqrt{n}$ of that required by the linear formulation. In the limiting case as $n$ grows large, the required link capacity is the mean $\mu$ of a traffic demand, whereas a capacity of $\mu + k\sigma$ is required on each link for the linear approach.

As a last example, we consider the real-world NSFNET shown in Figure 2-4. Demands, which satisfy $\lambda^{s_i d_i} \sim N(\mu, \sigma^2)$, exist between random source and destination pairs. All links on the NSFNET graph are assumed to be bidirectional. For each random set of $N$ demands, both the LP of (2.12) and the optimal convex optimization of (2.9) are solved, and the results are plotted in figure 2-5. As can be seen, the optimal routing and capacity allocation offers a savings of 30% in maximum link capacity over the linear approach.
Figure 2-5: Optimal values of the NLP in (2.9) and the LP in (2.12) for the NSFNET in Figure 2-4. The x-axis shows the number of random demands generated for the network. The LP was solved using CPLEX, and the non-linear program (NLP) was solved using LOQO

2.4 Robust Optimization

In Section 2.2, a convex optimization problem was formulated to compute the optimal routing and capacity allocation over a network to support Gaussian-distributed demands with a given probability of error. To extend the formulation to discrete optimization problems, a conservative LP formulation was proposed. While this formulation is linear, it is wasteful in terms of allocated capacity. Results from robust optimization can be used to formulate an LP for routing and capacity allocation with less capacity over-provisioning.

2.4.1 The Bertsimas and Sim Formulation

As explained in Section 1.2.3, Bertsimas and Sim propose a linear programming approach to robust optimization with an adjustable level of robustness [4]. They assume the demands $\lambda^d$ are symmetric random variables bounded within $[\tilde{\lambda}^d - \tilde{\lambda}^d, \tilde{\lambda}^d + \tilde{\lambda}^d]$, where $\tilde{\lambda}^d = \mathbb{E}[\lambda^d]$. For each $(i, j)$, a parameter $\Gamma_{ij}$ is introduced taking a value between 0 and $n_{ij}$, the number of demands traversing link $(i, j)$. Their
approach is to assign capacity to protect against any scenario where \( \Gamma_{ij} \) of the demands exceed their mean, by adding capacity to support the worst-case realization of those random variables. The other demands are assumed not to exceed their mean, and are therefore allocated a capacity of \( \bar{\lambda}^{sd} \). This approach has the property that if more than \( \Gamma_{ij} \) demands exceed their mean, the robust solution is still feasible with high probability. Consequently, varying the parameter \( \Gamma_{ij} \) adjusts the robustness of the formulation. For \( \Gamma_{ij} \) close to 0, little capacity is allocated and the probability this capacity is insufficient to support the traffic is high. Conversely, setting \( \Gamma_{ij} \) large results in over-provisioned link capacity.

We apply the Bertsimas and Sim approach to our problem. Initially, assume demands are drawn from a truncated normal distribution, i.e. the traffic \( \lambda_B^{sd} \) between demand pair \((s, d)\) satisfies \( \lambda_B^{sd} \sim \mathcal{N}(z|z \leq \mu_{sd} + k\sigma_{sd}; \mu_{sd}, \sigma_{sd}^2) \) for some constant \( k \), and has a PDF

\[
\begin{align*}
    f_{\lambda_B^{sd}}(z; \mu_{sd}, \sigma_{sd}^2) &= \frac{1}{\sigma_{sd}} \frac{\phi\left(\frac{z-\mu_{sd}}{\sigma_{sd}}\right)}{\Phi(k)} \quad z < \mu_{sd} + k\sigma_{sd}
\end{align*}
\]  \hspace{1cm} (2.19)

where \( \phi() \) and \( \Phi() \) are the PDF and CDF of a standard normal random variable respectively.

We formulate a non-linear program according to [4]. Let \( \mathcal{D} \) be the set of all demands. Let \( S_{ij} \subseteq \mathcal{D} \) be a subset of demands restricted to be of size \( \lceil \Gamma_{ij} \rceil \), and let \( t_{ij} \in \mathcal{D} \setminus S_{ij} \) be another demand that is not in \( S_{ij} \). On each link \((i, j)\), sufficient capacity is allocated to support \( a_{ij}^{sd} \mu_{sd} \) for each demand, as well as the \( \Gamma_{ij} \) largest values of \( a_{ij}^{sd} \sigma_{sd} \). In the case where \( \Gamma_{ij} \) is not an integer, the fraction \((\Gamma_{ij} - \lfloor \Gamma_{ij} \rfloor)\) of \( a_{ij}^{t_{ij}} \sigma_{t_{ij}} \) is also supported. The formulation is presented below.
\[ \begin{align*}
\min \quad & C_{\text{max}} \\
\text{s.t.} \quad & C_{ij} \geq \sum_{s,d \in D} \mu_{sd} a_{ij}^{sd} + \\
& \max_{s_i \cup \{t_{ij}\}, |S_{ij}|=|\Gamma_{ij}|, t_{ij} \in D \setminus S_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} k \sigma_{sd} a_{ij}^{sd} + (\Gamma_{ij} - |\Gamma_{ij}|) k \sigma_{t_{ij}} a_{ij}^{t_{ij}} \right\} \quad \forall (i,j) \\
& \sum_{j} a_{ij}^{sd} - \sum_{j} a_{ij}^{sd} = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise} 
\end{cases} \quad \forall(s,d), i \\
& C_{ij} \leq C_{\text{max}} \quad \forall(i,j) \\
& a_{ij}^{sd} \geq 0 \quad \forall i, j, s, d 
\end{align*} \]

Formulation (2.20) is not linear, but can be reformulated as an LP by following the procedure used in [4]. For a vector \( a_{ij} \), consider the function

\[ \beta_{ij}(a_{ij}, \Gamma_{ij}) = \max_{s_i \cup \{t_{ij}\}, |S_{ij}|=|\Gamma_{ij}|, t_{ij} \in D \setminus S_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} k \sigma_{sd} a_{ij}^{sd} + (\Gamma_{ij} - |\Gamma_{ij}|) k \sigma_{t_{ij}} a_{ij}^{t_{ij}} \right\} , \]

which is the capacity allocated to link \((i,j)\) to support the traffic uncertainty. \( \beta_{ij}(a_{ij}, \Gamma_{ij}) \) can be written as the solution of the following LP:

\[ \beta_{ij}(a_{ij}, \Gamma_{ij}) = \maximize \sum_{sd} k \sigma_{sd} a_{ij}^{sd} \theta_{ij}^{sd} \]

subject to

\[ \sum_{sd} \theta_{ij}^{sd} \leq \Gamma_{ij} \quad (2.22) \]

\[ 0 \leq \theta_{ij}^{sd} \leq 1 \quad \forall(s,d) \]

The maximizing value of \( \theta_{ij} \) for this LP is found by selecting the \([\Gamma_{ij}] \) largest values of \( k \sigma_{sd} a_{ij}^{sd} \), and setting the corresponding \( \theta_{ij}^{sd} \) variables to 1. The next largest value
of \( k \sigma_{sd} a_{ij}^{sd} \) is set to \( \Gamma_{ij} - [\Gamma_{ij}] \). This selection corresponds directly to the selection of \( S_{ij} \) and \( t_{ij} \) in (2.21) respectively.

Consider the Lagrangian formed by relaxing the two sets of constraints, and adding a dual variable \( z_{ij} \) for the first constraint and \( p_{ij}^{sd} \) for the individual \( 0 \leq \theta_{ij}^{sd} \leq 1 \) constraints. The resulting function is

\[
L(\theta_{ij}, z_{ij}, p_{ij}) = \sum_{sd} k \sigma_{sd} a_{ij}^{sd} \theta_{ij}^{sd} + z_{ij} (\Gamma_{ij} - \sum_{sd} \theta_{ij}^{sd}) + \sum_{sd} p_{ij}^{sd} (1 - \theta_{ij}^{sd})
\]

\[
= \sum_{sd} (k \sigma_{sd} a_{ij}^{sd} \Gamma_{ij} + z_{ij} \Gamma_{ij} + \sum_{sd} p_{ij}^{sd}) \tag{2.23}
\]

The dual problem is \( \min_{z_{ij}, p_{ij}} \max_{\theta_{ij} \geq 0} \ L(\theta_{ij}, z_{ij}, p_{ij}) \). Furthermore, the term \( k \sigma_{sd} a_{ij}^{sd} - z_{ij} - p_{ij}^{sd} \) in (2.23) must be non-positive so the dual problem is feasible. Thus, the solution of the inner optimization is achieved when \( \theta_{ij}^{sd} = 0 \). Consequently, the following is the dual to (2.22).

\[
\text{minimize} \quad z_{ij} \Gamma_{ij} + \sum_{sd} p_{ij}^{sd}
\]

subject to \( z_{ij} + p_{ij}^{sd} \geq k \sigma_{sd} a_{ij}^{sd} \forall (s, d) \)

\( z_{ij} \geq 0 \)

\( p_{ij}^{sd} \geq 0 \forall (s, d) \) \hspace{1cm} (2.24)

By the strong duality theory, there is zero duality gap between Problems (2.22) and (2.24). Consequently, \( \beta_{ij}(a_{ij}, \Gamma_{ij}) \) is equal to the optimal objective function value of (2.24).

Since the minimization of \( C_{\text{max}} \) in (2.20) requires the indirect minimization of \( \beta_{ij}(a_{ij}, \Gamma_{ij}) \), (2.24) can be substituted into (2.20) as follows.
Minimize: \( C_{\text{max}} \)

Subject To: \( C_{ij} \geq \sum_{sd} \alpha_{ij} \mu_{sd} + \sum_{sd} p_{ij}^{sd} + z_{ij} \Gamma_{ij} \quad \forall i, j \)

\[ z_{ij} + p_{ij}^{sd} \geq k \sigma_{sd} a_{ij} \quad \forall i, j, (s, d) \]

\[ \sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases} \quad \forall s, d, i \quad (2.25) \]

\[ C_{ij} \leq C_{\text{max}} \quad \forall (i, j) \]
\[ z_{ij} \geq 0 \quad \forall i, j \]
\[ p_{ij}^{sd} \geq 0 \quad \forall i, j, s, d \]
\[ a_{ij}^{sd} \geq 0 \quad \forall i, j, s, d \]

Formulation (2.25) is an LP to implement robust optimization, parameterized by \( \Gamma_{ij} \).

Next, we determine the values of \( \Gamma_{ij} \) required to meet the constraint in (2.6).

### 2.4.2 Probability Bounds

The formulation in (2.25) solves the routing and capacity allocation subproblems for truncated normal random variables with a "small" probability of capacity constraint violation. Bertsimas provides an upper bound on that probability as a function of \( \Gamma_{ij} \). We modify this bound for truncated Gaussians to relate \( \epsilon \) to \( \Gamma_{ij} \) for each link.

This bound is shown below through the following theorem.

**Theorem 1.** Let \( \lambda_{B}^{sd} \) be the traffic from source \( s \) to destination \( d \). Further, let \( \lambda_{B}^{sd} \) be a continuous random variable with density \( N(\lambda_{B}^{sd}|\lambda_{B}^{sd} \leq \mu_{sd} + k \sigma_{sd}; \mu_{sd}, \sigma_{sd}^{2}) \). Let \( 0 \leq a_{ij}^{sd} \leq 1 \) and \( C_{ij} \geq 0 \) satisfy

\[ C_{ij} \geq \sum_{sd \in D} \mu_{sd} a_{ij}^{sd} + \max_{S_{ij} \cup \{t_{ij}\}|S_{ij} \cup \{t_{ij}\} = |\Gamma_{ij}|, t_{ij} \in D \setminus S_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} k \sigma_{sd} a_{ij}^{sd} + (\Gamma_{ij} - |\Gamma_{ij}|)k \sigma_{ij} a_{ij}^{t_{ij}} \right\} \quad (2.26) \]
Let $n_{ij}$ be the number of demands routed over link $(i, j)$. Then, the probability that link $(i, j)$ overflows is bounded by

$$P \left( \sum_{sd} \lambda_{sd} a_{ij}^s > C_{ij} \right) \leq \exp \left( - \frac{\Gamma_{ij}^2 k^2}{2n_{ij}} \right) \quad (2.27)$$

**Lemma 1.** Let $X$ be a continuous random variable with PDF $N(x|a \leq x \leq b; \mu, \sigma^2)$. Let $Y = cX + d$ for $c > 0$. $Y$ is then distributed with density $N(x|ac + d \leq x \leq bc + d; c\mu + d, (c\sigma)^2)$.

**Proof.** $X$ has PDF $f_X(x; \mu, \sigma^2, a, b) = \frac{1}{\sigma} \phi \left( \frac{x-\mu}{\sigma} \right)$, where $\phi()$ and $\Phi()$ are the PDF and CDF of a standard normal random variable respectively. Since $Y$ is a linear function of $X$, we can write the density of $Y$ as $f_Y(y) = \frac{1}{|c|} f_X \left( \frac{y-d-c\mu}{c\sigma} \right)$ By plugging in the definition of $f_X()$,

$$f_Y(y) = \frac{\frac{1}{\sigma} \phi \left( \frac{y-d-c\mu}{c\sigma} \right)}{\Phi \left( \frac{b-c\mu}{\sigma} \right) - \Phi \left( \frac{a-c\mu}{\sigma} \right)}$$

Define $\mu' \triangleq c\mu + d$ and $\sigma' \triangleq c\sigma$

$$f_Y(y) = \frac{\frac{1}{\sigma'} \phi \left( \frac{y-\mu'}{\sigma'} \right)}{\Phi \left( \frac{b-\mu'}{\sigma'} \right) - \Phi \left( \frac{a-\mu'}{\sigma'} \right)}$$

$$= N(x|ac + d \leq x \leq bc + d; c\mu + d, (c\sigma)^2) \quad (2.30)$$

□

**Proof of Theorem 1.** Define

$$z_{sd}^B \triangleq \frac{\lambda_{sd}^B - \mu_{sd}}{\sigma_{sd}} \quad (2.31)$$

Further, define $\eta_{sd}^B \triangleq \frac{1}{k} z_{sd}^B$. By Lemma 1, $z_{sd}^B$ has a PDF given by $N(z|z \leq k; 0, 1)$, and $\eta_{sd}^B$ has a PDF given by $N(\eta|\eta \leq 1; 0, 1/k^2)$.  
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From (2.31) and the definition of $\eta^{sd}$,

$$
P \left( \sum_{sd} a_{ij}^{sd} \lambda_B^{sd} > C_{ij} \right) = P \left( \sum_{sd} a_{ij}^{sd} \mu_{sd} + \sum_{sd} a_{ij}^{sd} \sigma_{sd} z_B^{sd} > C_{ij} \right) = P \left( \sum_{sd} a_{ij}^{sd} \mu_{sd} + \sum_{sd} a_{ij}^{sd} \sigma_{sd} \eta^{sd} > C_{ij} \right)$$

(2.32)

Since $C_{ij}$ satisfies (2.26),

$$
P \left( \sum_{sd} a_{ij}^{sd} \lambda_B^{sd} > C_{ij} \right) \leq P \left( \sum_{sd} a_{ij}^{sd} \kappa \sigma_{sd} \eta^{sd} > \sum_{(s,d) \in S_{ij}} a_{ij}^{sd} \kappa \sigma_{sd} + (\Gamma_{ij} - [\Gamma_{ij}]) a_{ij}^{t_{ij}} \kappa \sigma_{t_{ij}} \right) \leq P \left( \sum_{sd} a_{ij}^{sd} \sigma_{sd} \eta^{sd} > \sum_{(s,d) \in S_{ij}} a_{ij}^{sd} \sigma_{sd} + (\Gamma_{ij} - [\Gamma_{ij}]) a_{ij}^{t_{ij}} \sigma_{t_{ij}} \right)$$

(2.33)

Moving terms with demands $(s, d) \in S_{ij}$ to the right of the inequality,

$$
= P \left( \sum_{(s,d) \in S_{ij}} a_{ij}^{sd} \sigma_{sd} \eta^{sd} > \sum_{(s,d) \in S_{ij}} a_{ij}^{sd} \sigma_{sd} (1 - \eta^{sd}) + (\Gamma_{ij} - [\Gamma_{ij}]) a_{ij}^{t_{ij}} \sigma_{t_{ij}} \right)
$$

(2.34)

Let $r = \arg\min_{r' \in S_{ij} \cup t_{ij}} \sigma_{ij}^{r'} \sigma_{r'}$. Since $\eta^{sd} \leq 1$,

$$
\leq P \left( \sum_{(s,d) \notin S_{ij}} a_{ij}^{sd} \sigma_{sd} \eta^{sd} > a_{ij}^{r} \sigma_{r} \left( \sum_{(s,d) \in S_{ij}} (1 - \eta^{sd}) + (\Gamma_{ij} - [\Gamma_{ij}]) \right) \right)
$$

(2.35)

$$
= P \left( \sum_{(s,d) \notin S_{ij}} a_{ij}^{sd} \sigma_{sd} \eta^{sd} + \sum_{(s,d) \in S_{ij}} a_{ij}^{r} \sigma_{r} \eta^{sd} > a_{ij}^{r} \sigma_{r} \Gamma_{ij} \right)
$$

(2.36)

$$
= P \left( \sum_{(s,d) \notin S_{ij}} a_{ij}^{sd} \eta^{sd} > \Gamma_{ij} \right)
$$

(2.37)

where

$$
\gamma_{ij}^{sd} = \begin{cases} 
1, & \text{if } (s,d) \in S_{ij} \cup t_{ij} \\
\frac{a_{ij}^{sd} \sigma_{sd}}{a_{ij}^{r} \sigma_{r}}, & \text{if } (s,d) \notin S_{ij} \cup t_{ij}
\end{cases}
$$

(2.38)
Since \( r \) is chosen to be an element of \( S_{ij} \cup t_{ij} \), then \( a_{ij}^r \sigma_r \geq a_{ij}^{sd} \sigma_{sd} \quad \forall (s, d) \notin S_{ij} \).
Therefore, \( \gamma_{ij}^{sd} \) defined in (2.40) is always less than or equal to 1. An additional Lemma is needed to complete the proof.

**Lemma 2.**

\[
E[e^{tr^{sd}}] = M^{sd}(t) = \exp \left( \frac{t^2}{2k^2} \right) \left( \frac{\Phi(k - t/k)}{\Phi(k)} \right). \tag{2.41}
\]

**Proof.** Let \( Y \sim N(0, \frac{1}{k^2}) \),

\[
M^{sd}(t) = E[e^{tY} | Y \leq 1] \tag{2.42}
\]

\[
= \int_{-\infty}^{1} \frac{e^{ty} f_Y(y)dy}{\Phi(k)} \tag{2.43}
\]

\[
= \frac{1}{\Phi(k)} \int_{-\infty}^{1} e^{ty} \frac{k}{\sqrt{2\pi}} e^{-\frac{y^2}{2} - \frac{t^2}{k^2}} dy \tag{2.44}
\]

\[
= \frac{k}{\Phi(k)\sqrt{2\pi}} \int_{-\infty}^{1} \exp \left( -\frac{k^2}{2} \left( y^2 - \frac{2ty}{k^2} \right) \right) dy \tag{2.45}
\]

\[
= \frac{k}{\Phi(k)\sqrt{2\pi}} \int_{-\infty}^{1} \exp \left( -\frac{k^2}{2} \left( y^2 - \frac{2ty}{k^2} + \frac{t^2}{k^4} \right) + \frac{t^2}{2k^2} \right) dy \tag{2.46}
\]

\[
= \frac{k}{\Phi(k)\sqrt{2\pi}} \int_{-\infty}^{1} \exp \left( \frac{t^2}{2k^2} \right) \exp \left( -\frac{k^2}{2} \left( y - \frac{t}{k^2} \right)^2 \right) dy \tag{2.47}
\]

\[
= \frac{e^{t^2/2k^2}}{\Phi(k)} \int_{-\infty}^{1} \frac{k}{\sqrt{2\pi}} e^{-\frac{k^2}{2} \left( y - \frac{t}{k} \right)^2} dy \tag{2.48}
\]

This can be reduced in terms of the standard normal CDF.

\[
= \frac{e^{t^2/2k^2}}{\Phi(k)} \left( \Phi \left( \frac{1 - \frac{t}{k^2}}{\frac{1}{k}} \right) - \Phi \left( \frac{-\infty - \frac{t}{k^2}}{\frac{1}{k}} \right) \right) \tag{2.49}
\]

\[
= \frac{e^{t^2/2k^2}}{\Phi(k)} \left( \Phi \left( \frac{k - \frac{t}{k}}{\frac{k}{1}} \right) \right) \tag{2.50}
\]

This lemma can be used to complete the proof. Starting with the bound in (2.39),
\[ P(\sum_{(s,d)} \gamma_{ij}^{sd} \eta_{ij}^{sd} > \Gamma_{ij}) \]

\[ = P\left(t \sum_{(s,d)} \gamma_{ij}^{sd} \eta_{ij}^{sd} > t\Gamma_{ij}\right) \quad \forall t \geq 0 \]  
\[ (2.51) \]

\[ = P\left(\exp\left(t \sum_{(s,d)} \gamma_{ij}^{sd} \eta_{ij}^{sd}\right) > \exp\left(t\Gamma_{ij}\right)\right) \]  
\[ (2.52) \]

\[ \leq \frac{E[e^{t \sum_{(s,d)} \gamma_{ij}^{sd} \eta_{ij}^{sd}}]}{e^{t\Gamma_{ij}}} \quad \text{By Markov's Inequality.} \]  
\[ (2.53) \]

\[ = \prod_{sd} \frac{E[e^{t\gamma_{ij}^{sd} \eta_{ij}^{sd}}]}{e^{t\Gamma_{ij}}} \quad \text{By independence.} \]  
\[ (2.54) \]

\[ = \prod_{sd} \frac{M^{sd}(t\gamma_{ij}^{sd})}{e^{t\Gamma_{ij}}} \]  
\[ (2.55) \]

\[ \leq \prod_{sd} \frac{e^{\frac{(t\gamma_{ij}^{sd})^2}{2k^2}}}{e^{t\Gamma_{ij}}} \left(\frac{\Phi(k-t\gamma_{ij}^{sd})}{\Phi(k)}\right) \quad \text{By Lemma 2} \]  
\[ (2.56) \]

\[ = \prod_{sd} \frac{e^{\frac{(t\gamma_{ij}^{sd})^2}{2k^2}}}{e^{t\Gamma_{ij}}} \]  
\[ (2.57) \]

Since \( \Phi(k) \geq \Phi(k - \frac{t\gamma_{ij}^{sd}}{k}) \quad \forall t \geq 0, \gamma_{ij}^{sd} \geq 0. \)

\[ \exp\left(\frac{t^2}{2k^2} \sum_{sd} (\gamma_{ij}^{sd})^2\right) \]
\[ = \frac{e^{t\Gamma_{ij}}}{e^{t\Gamma_{ij}}} \]  
\[ (2.58) \]

\[ \leq \exp\left(\frac{n_{ij}t^2}{2k^2} - t\Gamma_{ij}\right) \quad \text{Since } 0 \leq \gamma_{ij}^{sd} \leq 1. \]  
\[ (2.59) \]

Find \( t \) to maximize exponent:

\[ \frac{d}{dt}\left(\frac{n_{ij}t^2}{2k^2} - t\Gamma_{ij}\right) = \frac{n_{ij}t}{k^2} - \Gamma_{ij} = 0 \]  
\[ (2.60) \]

\[ t = \frac{\Gamma_{ij}k^2}{n_{ij}} \]  
\[ (2.61) \]
Plug in $t$ into bound:

$$P\left(\sum_{(s,d)}^{s\neq d} \eta_{sd} > \Gamma_{ij}\right) \leq \exp \left(\frac{n_{ij} \Gamma_{ij}^2 k^4}{2k^2 n_{ij}^2} - \frac{\Gamma_{ij} k^2}{n_{ij}} \Gamma_{ij}\right)$$

(2.62)

$$= \exp \left(-\frac{\Gamma_{ij}^2 k^2}{2n_{ij}}\right)$$

(2.63)

The variable $n_{ij}$ is upper bounded by the number of demands in the network, but specifying $n_{ij}$ separately for each link results in a tighter bound. This is addressed in Section 2.4.4.

Theorem 1 yields a bound on the probability of constraint violation that is independent of the traffic distribution. Given a desired probability of overflow on a link $\epsilon$, the value of the parameter $\Gamma_{ij}$ for that link can be computed by

$$\Gamma_{ij} = \sqrt{-\frac{2n_{ij} \log \epsilon}{k}}.$$  

(2.64)

Since capacity is assigned to a link as a linear function of $\Gamma_{ij}$, capacity grows with $\sqrt{n_{ij}}$. This is similar to the optimal convex capacity constraint from (2.8). Therefore, statistical multiplexing of traffic is beneficial for reducing capacity provisioning in this formulation.

Figure 2-6 plots the bound in Theorem 1 as a function of $\Gamma_{ij}$ for $n_{ij} = 20$ and different values of $k$. For example, if $k = 2$, allocating capacity to allow for an $\epsilon = 0.05$ probability of error requires $\Gamma_{ij} = 5.75$. By accepting this small probability of constraint violation, the capacity required is reduced by almost a factor of 4 as compared to the approach in Section 2.3. As the value of $k$ increases, the traffic distributions are truncated further from the mean, and smaller values of $\Gamma_{ij}$ are required.
2.4.3 Robust Approach for Gaussian Demands

In Sections 2.4.1 and 2.4.2, a robust optimization formulation and associated probability bounds on constraint violation were developed specific to truncated Gaussian demands. In this section, we extend this to unbounded Gaussian demands. The LP presented in (2.25) requires no modification; however, the probability bound in Theorem 1 depends on the distribution of the random demands.

Recall that the demands $\lambda^{sd}_{B}$ are upper bounded at $\mu_{sd} + k\sigma_{sd}$. In the capacity constraint in (2.20), $\Gamma_{ij}$ corresponds to the number of demands that need to be protected, and a capacity of $k\sigma_{sd}a^{sd}_{ij}$ must be allocated to account for the worst case realization for each of those demands. In equation (2.64), $k$ and $\Gamma_{ij}$ are inversely proportional, implying that as $k$ increases, fewer demands need protection.

If \( \{X_k, k \geq 0\} \) is an independent sequence of continuous random variables, with $X_k$ distributed according to a truncated gaussian described by (2.19), then the sequence of $X_k$ converges in distribution to a normal random variable with mean $\mu$ and variance $\sigma^2$.

The proof of Theorem 1 holds for all finite values of $k$. As $k$ becomes large, $\Gamma_{ij}$ eventually satisfies $0 \leq \Gamma_{ij} < 1$. This follows directly from equation (2.64), as $\epsilon$ is
fixed and \( n_{ij} \) is upper bounded by the total number of demands. Since \( \Gamma_{ij} \) is less than one, \( S_{ij} \) in (2.21) is the empty set, and equation (2.21) can be rewritten as

\[
\beta_{ij}(a_{ij}, \Gamma_{ij}) = \Gamma_{ij} k \max_{sd} \{ \sigma_{sd} a_{ij}^{sd} \}.
\]  

(2.65)

The maximization in equation (2.21) is now over one \( s-d \) pair representing \( t_{ij} \). Combining (2.64) and (2.65) yields a new equation for \( \beta_{ij} \) independent of both \( k \) and \( \Gamma_{ij} \).

\[
\beta_{ij}(a_{ij}) = \max_{sd} \{ \sigma_{sd} a_{ij}^{sd} \} \sqrt{-2n_{ij} \log \epsilon}
\]  

(2.66)

Formulation (2.20) is rewritten as the following LP.

\[
\text{Minimize: } C_{\text{max}}
\]

Subject To: \[
C_{ij} \geq \sum_{sd \in D} \mu_{sd} a_{ij}^{sd} + z_{ij} \sqrt{-2n_{ij} \log \epsilon} \quad \forall (i, j)
\]

\[
\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise} 
\end{cases} \quad \forall (s, d), i
\]  

(2.67)

\[
z_{ij} \geq \sigma_{sd} a_{ij}^{sd} \quad \forall (s, d)
\]

\[
C_{ij} \leq C_{\text{max}} \quad \forall (i, j)
\]

\[
a_{ij}^{sd} \geq 0 \quad \forall i, j, s, d
\]

the variable \( z_{ij} \) has been introduced to represent the maximum value of \( a_{ij}^{sd} \sigma_{sd} \). Also, the \( n_{ij} \) must be optimization parameters in order for (2.67) to be an LP.

The solution to this formulation differs from the solutions to (2.9) and (2.12). Link capacity in (2.67) is a function of the largest variance of the demands, rather than the variances of all the demands. Let the vectors \( \mu \) and \( \sigma \) be the mean and standard deviation of the traffic, where an element of each vector corresponds to a specific demand. Additionally, let \( a_{ij} \) be the vector with elements \( a_{ij}^{sd} \). Then, the
capacity constraint (2.8) can be rewritten as

$$C_{ij} \geq \|\langle a_{i,j}, \mu \rangle \|_1 + k\|\langle a_{i,j}, \sigma \rangle \|_2.$$  \hfill (2.68)

In equation (2.68), \( k = \Phi^{-1}(1 - \epsilon) \) and \( \langle \cdot \rangle \) represents a vector inner product. Additionally, \( \| \cdot \|_p \) is the \( p \)-norm satisfying \( \|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \). The capacity constraint in (2.66) can be expressed in the same way.

$$C_{ij} \geq \|\langle a_{i,j}, \mu \rangle \|_1 + c\sqrt{n_{ij}}\|\langle a_{i,j}, \sigma \rangle \|_\infty.$$ \hfill (2.69)

The constant \( c \) equals \( \sqrt{2\log \epsilon} \) and \( \| \cdot \|_\infty \) is the infinity (maximum) norm. For the purpose of comparison, ignore the constants \( k \) and \( c \), and the first term in each equation. The optimal formulation chooses a routing vector \( a_{ij} \) with a minimal 2-norm, while the new robust formulation minimizes \( \sqrt{n_{ij}}\|\langle a_{i,j}, \sigma \rangle \|_\infty \).

To clarify, consider the following hypothetical scenario. Assume there are six i.i.d flows (A through F) that can be routed over a link. Method 1 is to route all of flow A, and half of flow B over the link under analysis. Method 2 is to route all of flow A, and 10% of flows B through F over that link. If all the flows have the same distribution \( \lambda \sim \mathcal{N}(\mu, \sigma^2) \), then according to (2.8), a capacity of \( 1.5\mu + 1.12k\sigma \) is required on that link for the first method, and \( 1.5\mu + 1.025k\sigma \) is required for the second. However, according to (2.67), a capacity of \( 1.5\mu + \sqrt{2}c\sigma \) is required for the first method, and \( 1.5\mu + \sqrt{5}c\sigma \) is required for the second. In this example, the optimal routing decisions are different between the two formulations and the optimal.

2.4.4 Implementation

Subtleties in the formulation in (2.67) prevent a straightforward implementation. The parameters \( n_{ij} \) must be specified a priori; however, these parameters depend on the optimal values of the variables \( a_{ij}^{ed} \). The solution remains feasible if the \( n_{ij} \) are replaced with an upper bound (i.e. the total number of demands in the network), but a loose bound results in capacity over-provisioning. A better solution is obtainable by restricting the paths on which each demand can be routed through the network,
as it allows for a tighter upper bound on \( n_{ij} \).

**MILP Formulation for Optimal Routing**

Integer constraints can be used to compute \( n_{ij} \) directly and avoid the need for extra path restrictions. Let \( f_{ij}^{sd} \) be a binary variable satisfying \( f_{ij}^{sd} \geq \alpha_{ij}^{sd} \). Thus, \( f_{ij}^{sd} \) equals 1 if \( \alpha_{ij}^{sd} > 0 \), and 0 otherwise. Let \( x_{ij}^m = 1 \) if there are \( m \) demands traversing link \((i, j)\), and 0 otherwise. These variables satisfy

\[
\sum_{sd} f_{ij}^{sd} = \sum_{m=0}^{D} m x_{ij}^m \quad \forall (i, j)
\]

(2.70)

where \( D \) is the total number of demands in the network. By combining this constraint with one forcing only one of \( \{x_0^{ij}, x_1^{ij}, \ldots, x_D^{ij}\} \) to be equal to one for each link \((i, j)\), the variables \( x_{ij}^m \) specify the number of flows on each link. Therefore, the capacity constraint of (2.67) can be rewritten as

\[
C_{ij} \geq \sum_{sd \in D} \mu_{sd} \alpha_{ij}^{sd} + z_{ij} \sqrt{-2 \log e} \sum_{m=0}^{D} x_{ij}^m \sqrt{m} \quad \forall (i, j).
\]

(2.71)

Equation (2.71) is nonlinear, since \( z_{ij} \) and \( x_{ij}^m \) are both optimization variables. However, (2.71) can be linearized by introducing a variable \( y_{ij}^m \) to represent the product \( z_{ij} x_{ij}^m \) with the following constraints.

\[
y_{ij}^m \geq z_{ij} + M (x_{ij}^m - 1) \quad \forall (i, j), m
\]

(2.72)

\[
y_{ij}^m \leq M x_{ij}^m \quad \forall (i, j), m
\]

(2.73)

\[
y_{ij}^m \geq 0 \quad \forall (i, j), m
\]

(2.74)

In the above equations, \( M \) is a large number such that \( M > \max_{sd} \sigma_{sd} \). When \( x_{ij}^m = 0 \), then \( x_{ij}^m z_{ij} = 0 \), and constraints (2.73) and (2.74) force \( y_{ij}^m \) to be 0. On the other hand, if \( x_{ij}^m = 1 \), constraint (2.72) will force \( y_{ij}^m \geq z_{ij} \), which at the optimal
Minimize: $C_{\text{max}}$

Subject To: $C_{ij} \geq \sum_{sd \in \mathcal{D}} \mu_{sd} a_{ij}^{sd} + \sqrt{-2 \log \epsilon} \sum_{m=0}^{D} \sqrt{m y_{ij}^m} \quad \forall (i, j)$

$$
\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise}
\end{cases} \quad \forall (s, d), i
$$

$C_{ij} \leq C_{\text{max}} \quad \forall (i, j)$

$f_{ij}^{sd} \geq a_{ij}^{sd} \quad \forall (i, j), (s, d)$

$$
\sum_{sd} f_{ij}^{sd} = \sum_{m=0}^{D} m x_{ij}^m \quad \forall (i, j)
$$

$$
\sum_{m=0}^{D} x_{ij}^m = 1 \quad \forall (i, j)
$$

$y_{ij}^m \geq \sigma_{sd} a_{ij}^{sd} + M(x_{ij}^m - 1) \quad \forall (s, d), (i, j), m$

$y_{ij}^m \leq M x_{ij}^m \quad \forall (i, j), m$

$y_{ij}^m \geq 0 \quad \forall (i, j), m$

$a_{ij}^{sd} \geq 0 \quad \forall i, j, s, d$

$f_{ij}^{sd}, x_{ij}^m \in \{0, 1\} \quad \forall (s, d), (i, j), m$

The solution will be satisfied with equality. The complete MILP to solve the routing problem is formulated in Problem (2.75).

While this MILP computes the exact values of $n_{ij}$ through the variables $x_{ij}^m$, the addition of the integer variables makes this program computationally intractable. Therefore, one can investigate sub-optimal design heuristics to solve (2.75) for larger networks.

The proposed heuristics are based on estimating the values $n_{ij}$, evaluating that guess, and then revising it iteratively. The optimal routing according to (2.67) changes based on the estimate of $n_{ij}$, as routing traffic over links with a high $n_{ij}$ requires more capacity, so less traffic will be routed on these links. Therefore, $n_{ij}$ is considered a link cost.
Increasing Cost Algorithm

The first algorithm is the Increasing Cost Algorithm (ICA). All the link costs initialize to 1, the optimization problem in (2.67) is solved, and the number of demands traversing each link is counted. If there are more demands routed on a link than the cost of that link, the cost is increased by one. Then, the algorithm repeats with the new link costs. ICA terminates when each link has a higher cost than the number of demands routed on the link, at which point link capacities are computed by directly applying (2.8). This iterative scheme is guaranteed to converge in at most $N^2$ iterations, where $N$ is the number of links.

The cost on any link can increase during each iteration, but can never decrease. In the early iterations, a link may be labeled as having a high cost, thus preventing ICA from optimally routing traffic. However, each iteration only requires an LP to be solved, implying that the entire algorithm can be run in polynomial time. This is a significant improvement over the MILP in (2.75) and even the convex optimization formulation in (2.9). These timing results are shown in Figure 2-7.
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Figure 2-7: Comparison of processing time of different schemes for the NSFNET in Figure 2-4, as a function of the number of random demands. The MILP timing has been omitted as it is several orders of magnitude greater than the scale of this plot.
Adaptive Cost Algorithm

We propose a second heuristic, the Adaptive Cost Algorithm (ACA), in which link costs can be decreased if they have been set too high. At each iteration $k$, the cost is updated according to $n_{ij}(k + 1) = n_{ij}(k) - \gamma(k)(n_{ij}(k) - \sum_{sd} f_{ij}^{sd})$, where $f_{ij}^{sd}$ equals 1 if and only if link $(i, j)$ carries demand pair $(s, d)$. Also, $\gamma(k)$ is a step size as a function of the current iteration. The step size monotonically decreases to zero with $k$ slowly so that the algorithm arrives at a near-optimal solution. In this work, we use $\gamma(k) = \frac{1}{\sqrt{k}}$.

ACA terminates when the mean squared error between the old cost and the new cost falls below a positive constant. ACA is guaranteed to converge since $\lim_{k \to \infty} \gamma(k) = 0$. In order to ensure that the best solution is returned, we calculate the value of $C_{\text{max}}$ at each iteration based on the current routing and equation (2.8), and return the best routing upon convergence.

2.4.5 Simulation Results

The ACA and ICA heuristics are compared to the optimal formulation in (2.9) and the overly conservative formulation in (2.12), shown in Figure 2-8 for routing traffic and allocating capacity over the NSFNET. In this simulation, demands are distributed as $N(100, 35^2)$ and exist between randomly chosen node pairs. Both the ACA and ICA algorithms achieve approximately the same maximum link capacity for each random number of demands, and yield a savings of approximately 15% over the conservative formulation. However, neither heuristic performs as well as the optimal formulation, which yields 25% to 30% savings. Despite their sub-optimalities, the robust optimization heuristics offer substantially better performance than the conservative approximation.

The routing decisions made by solving each formulation differ due to the capacity constraints. Next, we analyze what fraction of the difference between the maximum link capacity results from the routing choices between the formulations. Consider modifying each of the previous network routing and capacity allocation strategies to
recompute the capacity on each link using the constraint in (2.8) after the routed has been computed, preventing unnecessary over-provisioning. These modified approaches are compared to the optimal routing solution for NSFNET in Figure 2-9. The optimal non-linear formulation only provides a savings of 5% over the modified LP approach. Additionally, the modified LP approach outperforms the modified ICA algorithm by 5%.

An explanation for the poor performance of the modified ICA algorithm compared to the surprisingly good performance of the modified LP approach is that the NSFNET does not support enough opportunities for traffic from different sources to share link resources. To test this claim, we consider another network shown in Figure 2-10. We run the same simulation, with we randomly generated, normally distributed demands with $\mu = 100$, $\sigma = 35$, and compare the results of our different approaches.

Figure 2-11a shows the results of comparing the original ICA approach with the conservative linear formulation in (2.12) and the optimal solution in (2.9). The maxi-
Figure 2-9: Comparison of the modified approaches to the optimal approach for NSFNET. Each algorithm is given the same set of random demands, each normally distributed with $\mu = 100$ and $\sigma = 35$.

Figure 2-10: Example network providing ample opportunities for splitting traffic over multiple paths. Links in this network are bidirectional.
mum link capacity for the optimal solution offers a 30% savings over that required by the linear approach. In this example, the ICA heuristic performs substantially better than the LP approach, yielding a capacity savings of 25% for the most congested link. We also consider the modified LP and modified ICA approaches described above. The results of comparing these to the nonlinear optimal solution are shown in 2-11b. In this example, the modified ICA approach performs equally as well as the optimal approach. Both these approaches achieve a max-link capacity savings of 10% to 15% over the linear approach with the optimal capacity allocation modification. This gain is a result of the resource sharing opportunities made available by the network, which were unavailable when routing over NSFNET.

2.5 Network Design

In Section 2.2, the routing and capacity allocation problems were formulated to support a traffic matrix with Gaussian demands. Due to the non-linearity of that formulation, the link placement problem has been omitted, as it requires integer variables. Integer and linear formulations were proposed in Section 2.3 and 2.4. The remaining task is to understand how the design problem changes when accounting for stochastic traffic, and to extend the robust optimization formulations to include the link placement sub-problem.

2.5.1 Network Design Theory for Stochastic Traffic

Consider a network made up of three nodes. Suppose we have i.i.d. traffic $\mathcal{N}(10, \sigma)$ from node 1 to node 2 and node 1 to node 3. We want to design a network and route the traffic over such a network such that max link capacity is minimized, and the link placement is restricted to a limit of four links, assuming no parallel links. If traffic is deterministic ($\sigma = 0$), the optimal link placement only requires a link from 1 to 2 and 1 to 3 while the other two links can be placed arbitrarily. Thus, an optimal network topology for this example is shown in Figure 2-12a. With this link placement, the traffic can be sent on the one hop path to its destination. The required capacity is
Figure 2-11: Solutions to the routing and capacity allocation problems for the network in 2-10. Demands are all distributed as $\mathcal{N}(100, 35^2)$ and are between randomly chosen node pairs. The number of these demands are shown on the x-axis. Each graph is averaged over 5 simulations.
Now consider the stochastic traffic case, by letting $\sigma = 1$. The optimal topology is shown in Figure 2-12b. On this topology, half of each demand can be sent on each link, and a lower $C_{\text{max}}$ is achievable than on the network in Figure 2-12a. To be precise, the solution to (2.9) is $C_{\text{max}} = 10 + \Phi^{-1}(1 - \epsilon)$. If the first topology is used to route the stochastic traffic instead, it would be sent directly to the destination, and $C_{\text{max}} = 10 + \Phi^{-1}(1 - \epsilon)$.

Consider the effect of routing deterministic traffic over the optimal topology for stochastic traffic in Figure 2-12b. If the traffic is split over both paths to each destination, the required capacity is $C_{\text{max}} = 10$, the same as if the traffic was directly sent over the single hop paths. As this example suggests, there are possibly many topologies to optimally route deterministic traffic, but fewer optimal topologies for stochastic traffic. Furthermore, in this example the optimal topology for stochastic demands is also an optimal topology for deterministic demands.

We have shown, that an optimal topology for deterministic traffic may not be optimal for stochastic traffic. However, the inverse is true in this example. Further, as the variance of the traffic in the above example increases, the optimal topology remains the same. These observations are generalized in the following conjecture.

**Conjecture 1.** Given a set of nodes and a traffic matrix where the demand between each node pair is normally distributed with mean $\mu_{sd}$ and standard deviation $\sigma_{sd} > 0$, $C_{\text{max}} = 10$. 

Figure 2-12: Possible designs for a three-node network with four links, when there are two i.i.d demands from nodes 1 to 2 and 1 to 3.
there exists a topology $T^*$ that is optimal for all values of $\sigma$.

Conjecture 1 suggests that an optimal topology for stochastic traffic of some positive variance will be optimal for traffic of any variance, including deterministic traffic. However, there may exist other optimal topologies for deterministic traffic as well. Hence, of the topologies that are optimal for deterministic traffic, a subset of them will be optimal for Gaussian traffic, of any variance. This remark is summarized below.

**Remark.** Let $T$ be the set of optimal topologies for deterministic traffic and let $T_{\sigma}$ be the set of optimal topologies for stochastic traffic with standard deviation $\sigma > 0$. Then, $T_{\sigma}$ is the same for all $\sigma > 0$, and $T_{\sigma} \subseteq T$.

This claim will not be proven, but there is strong intuitive evidence to suggest its validity. Recall from Section 2.3.1 that for stochastic traffic, there is an increased interest in combining small fractions of traffic from different sources. We refer to this as resource-sharing. The amount of traffic combined on each link varies with $\sigma$, but the number of demands routed over a link remains constant as $\sigma$ changes. Note that if the traffic is deterministic, then resource-sharing is not beneficial. A topology that is optimal for traffic demands with positive variance will place links in such a way that the amount of resource sharing available is maximized. A weaker version of Conjecture 1 is proven through the following theorem.

**Theorem 2.** Given a set of nodes and a traffic matrix where the demand between each node pair is normally distributed with mean $\mu_{sd}$ and standard deviation $\sigma$, $\exists \sigma_0 > 0$ such that for any $\sigma$ satisfying $0 \leq \sigma \leq \sigma_0$, the optimal topology designed for that $\sigma$ is also optimal for deterministic traffic.

**Proof.** Let $T_0$ and $T_{\sigma}$ be the optimal topologies for deterministic traffic and Gaussian traffic with variance $\sigma^2$ respectively. Further, let $C_{\text{max}}^{T_{\sigma}}$ be the optimal maximum link capacity in routing traffic with demand variance $\sigma^2$ over topology $T$. For example, $C_{\text{max}}^{T_{0}}$ is the solution for routing deterministic traffic over the topology that is optimal for deterministic traffic. Throughout this proof, we will use $\kappa = \Phi^{-1}(1 - \epsilon)$, given a design parameter $\epsilon$. We will prove our claim by contradiction.
Suppose $T_\sigma$ is worse than $T_0$ in terms of routing deterministic traffic. That is,

$$C_{\text{max}}^{T_\sigma,0} < C_{\text{max}}^{T_0,0}. \quad (2.76)$$

The difference between these two solutions $\Delta$ is defined as

$$\Delta = C_{\text{max}}^{T_\sigma,0} - C_{\text{max}}^{T_0,0} > 0. \quad (2.77)$$

Let $a_{ij}^{sd}$ and $b_{ij}^{sd}$ be the optimal routing for traffic with variance $\sigma^2$ and deterministic traffic on topology $T_0$ respectively. Then by the capacity constraint in (2.8),

$$C_{\text{max}}^{T_0,\sigma} = \sum_{sd} a_{ij}^{sd} \mu_{sd} + \kappa \sigma \sqrt{\sum_{sd} (a_{ij}^{sd})^2} \leq \sum_{sd} b_{kl}^{sd} \mu_{sd} + \kappa \sigma \sqrt{\sum_{sd} (b_{kl}^{sd})^2} \quad (2.78)$$

where $(i, j)$ is a link achieving max capacity when stochastic traffic is optimally routed over $T_0$, and $(k, l)$ is a link achieving max capacity when deterministic traffic is optimally routed over $T_0$. Therefore,

$$C_{\text{max}}^{T_0,\sigma} \leq C_{\text{max}}^{T_0,0} + \kappa \sigma \sqrt{\sum_{sd} (b_{kl}^{sd})^2} \quad (2.79)$$

$$\leq C_{\text{max}}^{T_0,0} + \kappa \sigma \sqrt{D} \quad (2.80)$$

where $D$ is a constant representing the maximum value of $\sum_{sd} (b_{kl}^{sd})^2$ for any feasible routing.

Consider the following optimization problem for routing deterministic traffic over any fixed topology $T$. 
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Minimize: \( C_{\text{max}} \)

Subject To: 
\[
C_{\text{max}} \geq \sum_{s,d} a_{ij}^s \mu_{sd} \quad \forall (i, j) \in \mathcal{L}
\]

\[
\sum_{j} a_{ij}^s - \sum_{j} a_{ji}^s = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise}
\end{cases} \quad \forall s, d, i
\tag{2.81}
\]

\[
a_{ij}^s \geq 0 \quad \forall (s, d), (i, j)
\]

The Lagrangian of problem (2.81) is

\[
L(\nu, \theta, C_{\text{max}}, a) = C_{\text{max}} + \sum_{ij} \nu_{ij} \left( \sum_{s,d} \mu_{sd} a_{ij}^s - C_{\text{max}} \right) + \sum_{s,d,i} \theta_{ij}^s (\beta_{ij}^s - h_{ij}^s(a^{sd}))
\tag{2.82}
\]

where \( \nu_{ij} \geq 0 \) and \( \theta_{ij}^s \) are dual variables, \( h_{ij}^s(a^{sd}) = \sum_{j} a_{ij}^s - \sum_{j} a_{ji}^s \) and

\[
\beta_{ij}^s = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{otherwise}
\end{cases} \tag{2.83}
\]

First, we minimize over the primary variables.

\[
g(\nu, \theta) = \inf_{C_{\text{max}}, \theta_{ij}} \left( C_{\text{max}} + \sum_{ij} \nu_{ij} \left( \sum_{s,d} \mu_{sd} a_{ij}^s - C_{\text{max}} \right) + \sum_{s,d,i} \theta_{ij}^s (\beta_{ij}^s - h_{ij}^s(a^{sd})) \right)
\tag{2.84}
\]

Now, the dual problem can be written as
\[ d^* = \text{Maximize:} \quad g(\nu, \theta) \]

Subject To: \[ \nu_{ij} \geq 0 \quad \forall (i, j) \quad (2.85) \]
\[ \theta_{sd}^i \text{ free} \quad \forall i, (s, d) \]

By the min-max theorem and by strong duality for linear programs, there is zero duality gap between the dual and primal problems.

\[ C_{\max}^*(0) = d^*(0) = \min_{C_{\max, a_{sd}^i}} \max_{\nu, \theta} L(\nu, \theta, C_{\max}, a) \]
\[ = \min_{C_{\max, a_{sd}^i}} \left( C_{\max} + \sum_{ij} \nu_{ij}^*(0) \left( \sum_{sd} \mu_{sd} a_{ij}^{sd} - C_{\max} \right) \right. \]
\[ + \left. \sum_{s, d, i} \theta_{sd}^i(0) \left[ \beta_{sd}^i - h_{sd}(a_{sd}^i) \right] \right) \quad (2.87) \]

Consider the point \( (C_{\max}^*(\sigma), a^*(\sigma)) \), which is the optimal routing and max link capacity under traffic with variance \( \sigma^2 \) over the fixed topology \( T \). \( (C_{\max}^*(\sigma), a^*(\sigma)) \) is obviously feasible and since it is potentially sub-optimal for the deterministic problem, it satisfies

\[ C_{\max}^*(0) \leq C_{\max}^*(\sigma) + \sum_{ij} \nu_{ij}^*(0) \left( \sum_{sd} \mu_{sd} a_{ij}^{sd}(\sigma) - C_{\max}^*(\sigma) \right) \]
\[ + \sum_{s, d, i} \theta_{sd}^i(0) \left[ \beta_{sd}^i - h_{sd}(a_{sd}^i) \right] \quad (2.88) \]

Since the routing above is feasible, \( \beta_{sd}^i = h_{sd}(a_{sd}^i) \) for all \( i, (s, d) \). Furthermore, for each link \( (i, j) \), the point \((C_{\max}^*(\sigma), a^*(\sigma))\) satisfies

\[ C_{\max}^*(\sigma) \geq \sum_{sd} \mu_{sd} a_{ij}^{sd}(\sigma) + \kappa \sigma \sqrt{\sum_{sd} (a_{ij}^{sd}(\sigma))^2} \quad (2.89) \]

By combining (2.89) with (2.88), we get the following inequality.
\[ C^*_{\text{max}}(0) \leq C^*_{\text{max}}(\sigma) - \kappa \sigma \sum_{ij} \nu_{ij}^*(0) \sqrt{\sum_{sd} (a_{ij}^*sd(\sigma))^2} \]  (2.90)

\[ C^*_{\text{max}}(\sigma) \geq C^*_{\text{max}}(0) + \kappa \sigma \sum_{ij} \nu_{ij}^*(0) \sqrt{\sum_{sd} (a_{ij}^*sd(\sigma))^2} \]  (2.91)

The above result holds for all topologies, so we consider the specific topology \( T_\sigma \). Let \( X = \sum_{ij} \nu_{ij}^*(0) \sqrt{\sum_{sd} (a_{ij}^*sd(\sigma))^2} \), then equation (2.91) becomes

\[ C^{T_\sigma,\sigma}_{\text{max}} \geq C^{T_\sigma,0}_{\text{max}} + \kappa \sigma X \]  (2.92)
\[ = C^{T_0,0}_{\text{max}} + \Delta + \kappa \sigma X \]  (2.93)

where equation (2.93) results from the assumption in (2.77). Assume \( \Delta + \kappa \sigma X > \kappa \sigma \sqrt{D} \), which is valid if

\[ \sigma < \frac{\Delta}{\kappa (\sqrt{D} - X)} = \sigma_0. \]  (2.94)

Note that \( \sigma_0 \geq 0 \) since \( 0 < X < \sqrt{D} \). Therefore, assuming \( \sigma < \sigma_0 \) implies

\[ C^{T_\sigma,\sigma}_{\text{max}} > C^{T_0,0}_{\text{max}} + \kappa \sigma \sqrt{D} \]
\[ \geq C^{T_0,\sigma}_{\text{max}} \]  (2.95)

Equation (2.95) follows from equation (2.80), and is a contradiction, since \( T_\sigma \) is optimal for stochastic traffic. Therefore, the assumption made in (2.76) is false and \( C^{T_0,0}_{\text{max}} \geq C^{T_\sigma,0}_{\text{max}} \). However, since \( T_0 \) is optimal for deterministic traffic,

\[ C^{T_0,0}_{\text{max}} = C^{T_\sigma,0}_{\text{max}}. \]  (2.96)

The above theorem can be generalized to the case where the variance on each link
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is different with a similar "small" \( \sigma \) assumption necessary on the vector \( \sigma \). While this particular proof doesn’t hold for general large values of sigma, the intuition for Conjecture 1 suggests that it is valid.

### 2.5.2 Network Design Implementation

There are techniques for computing the optimal topology for stochastic traffic, provided the network size is small. For large networks, near-optimal formulations and heuristics are required.

#### MILP Formulations

First, we modify the existing linear and integer formulations to include additional variables and constraints for link placement. Let \( b_{ij} = 1 \) if a link exists between nodes \( i \) and \( j \), and \( b_{ij} = 0 \) otherwise. The complete formulation is given in formulation (2.97). Node degree constraints are added, where \( \Delta_o \) and \( \Delta_i \) are the out-degree and in-degree respectively. These constraints can be replaced with a constraint limiting the maximum number of links, or potentially other design restrictions. This formulation however is intractable for even networks of a moderate size, due to the large number of integer variables and constraints.

To improve this approach, we add the design variables and constraints to the iterative heuristics developed in Section 2.4.4 instead of the MILP. Recall that each iteration of ICA and ACA required solving an LP. By adding the same constraints to those LPs as we added to the formulation in (2.97) for link placement, the iterative schemes can be adapted to solve the link placement problem as well. These iterative algorithms are quicker to execute than the formulation in (2.97), but each iteration now consists of an ILP, and is thus still intractable for large networks.

#### Optimal Techniques for Network Design

Since the formulation in (2.9) calculates the optimal routing and capacity assignment for any given topology, we can exhaustively search through every possible topology
Minimize $C_{\text{max}}$

Subject To: $C_{ij} \geq \sum_{sd \in D} \mu_{sd} a_{ij}^{sd} + \sqrt{-2 \log \epsilon} \sum_{m=0}^{D} \sqrt{m y_{ij}^m} \quad \forall (i, j)$

$$\sum_{j} a_{ij}^{sd} - \sum_{j} a_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases} \forall (s, d), i$$

$C_{ij} \leq C_{\text{max}} \quad \forall (i, j)$

$f_{ij}^{sd} \geq a_{ij}^{sd} \quad \forall (i, j), (s, d)$

$b_{ij} \geq a_{ij}^{sd} \quad \forall (i, j), (s, d)$

$$\sum_{sd} f_{ij}^{sd} = \sum_{m=0}^{D} mx_{ij}^m \quad \forall (i, j)$$

$$\sum_{m=0}^{D} x_{ij}^m = 1 \quad \forall (i, j)$$

$$y_{ij}^m \geq \sigma_{sd} a_{ij}^{sd} + M(x_{ij}^m - 1) \quad \forall (s, d), (i, j), m$$

$$y_{ij}^m \leq Mx_{ij}^m \quad \forall (i, j), m$$

$$y_{ij}^m \geq 0 \quad \forall (i, j), m$$

$a_{ij}^{sd} \geq 0 \quad \forall i, j, s, d$

$f_{ij}^{sd}, x_{ij}^m, b_{ij} \in \{0, 1\} \quad \forall (s, d), (i, j), m$

$$\sum_{i} b_{ij} = \Delta_i \quad \forall j$$

$$\sum_{j} b_{ij} = \Delta_o \quad \forall i$$
for that with the smallest max link capacity. Every possible permutation of links that meet the design requirements must be enumerated, and the convex routing formulation in (2.9) is applied to each. This is obviously inefficient, but returns the optimal topology.

For example, consider an i.i.d. set of 11 demands over a five node network, where each demand is normally distributed with mean 100 and variance $\sigma^2$. Numbering the nodes from 1 to 5, assume traffic demands exists between the following node pairs: $D = \{(1,2), (1,3), (2,1), (2,3), (2,4), (2,5), (3,2), (3,4), (3,5), (4,1), (4,5)\}$. The design constraint is that no more than 10 links may be used, with no parallel links. The topologies that are found to be optimal when $\sigma = 0$ are shown in Table 2.1. Then, the same technique is used for the traffic when $\sigma = 10$ and $\sigma = 30$. In both stochastic cases, there is only one optimal topology, namely topology 4 in Table 2.1.

<table>
<thead>
<tr>
<th>Topology Number</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,2),(1,3),(2,1),(2,4),(2,5),(3,2),(3,4),(3,5),(4,1),(4,3)</td>
</tr>
<tr>
<td>2</td>
<td>(1,2),(1,3),(2,1),(2,4),(2,5),(3,2),(3,4),(3,5),(4,1),(4,3)</td>
</tr>
<tr>
<td>3</td>
<td>(1,3),(1,4),(2,1),(2,3),(2,5),(3,2),(3,4),(3,5),(4,1),(4,2)</td>
</tr>
<tr>
<td>4</td>
<td>(1,2),(1,3),(2,1),(2,3),(2,4),(3,2),(3,4),(3,5),(4,1),(4,5)</td>
</tr>
<tr>
<td>5</td>
<td>(1,2),(1,3),(2,1),(2,4),(2,5),(3,1),(3,2),(3,4),(4,3),(4,5)</td>
</tr>
<tr>
<td>6</td>
<td>(1,2),(1,4),(2,1),(2,3),(2,5),(3,2),(3,4),(3,5),(4,1),(4,3)</td>
</tr>
<tr>
<td>7</td>
<td>(1,2),(1,3),(2,3),(2,4),(2,5),(3,1),(3,2),(3,4),(4,1),(4,5)</td>
</tr>
<tr>
<td>8</td>
<td>(1,2),(1,3),(2,1),(2,3),(2,4),(2,5),(3,2),(3,4),(4,1),(4,5)</td>
</tr>
</tbody>
</table>

Table 2.1: Optimal topologies for deterministic traffic for the demands in $D$

The optimal stochastic topology is the same for $\sigma = 10$ and $\sigma = 30$ and is a subset of the optimal deterministic topologies, which agrees with Conjecture 1. By assuming that the optimal topologies for stochastic traffic is always a subset of the optimal topologies for deterministic traffic, we can propose a new method of finding the optimal stochastic topologies.

Initially, the optimal deterministic topology is found for the set of nodes and demands provided, using existing methods such as the MILP in Section 1.2.1. Once this topology is found, represented by variables $\theta_{ij}^{(1)}$, the following constraint is added to the deterministic problem.
\[
\sum_{\{(i,j) | b_{ij}^{(1)} = 0\}} b_{ij} + \sum_{\{(i,j) | b_{ij}^{(1)} = 1\}} (1 - b_{ij}) \geq 1 \tag{2.98}
\]

This constraint enforces any feasible solution of the current optimization problem \((b_{ij})\) to differ from the solution already obtained \((b_{ij}^{(1)})\) by at least one link. If the solution to the modified MILP has the same objective function as the solution to the original problem, then the new topology is also an optimal topology for deterministic traffic. This is repeated by adding an additional constraint with every topology found, until the objective value of the modified program is larger than the optimal solution, implying that all the optimal deterministic topologies have been found. By assumption, we can exhaustively search all the deterministically optimal topologies using the formulation in (2.9) for the optimal stochastic topologies.

This approach is limited by the execution time of the MILP, which can be high for large networks. Additionally, networks can have thousands of optimal topologies for deterministic traffic.

**Simulated Annealing**

Simulated annealing (SA) is a random search heuristic which can be used to find near optimal solutions to optimization problems. The algorithm begins with an arbitrary feasible solution, and a cost computed with respect to an objective function. Then, a random perturbation is applied to the solution, and the cost is reevaluated. The new solution is probabilistically accepted based on the relationship between the two costs. A positive probability of moving to a worse solution avoids the problem of being trapped in a local minima.

Simulated annealing (SA) can be used in this context to compute the link placements. We assume there is a constraint on the maximum number of links. From any feasible network topology, the optimization problem in (2.9) is solved to find \(C_{\text{max}}\). Then, a random perturbation is applied to the topology. Specifically, a link \((i, j)\) in the topology and a link \((k, l)\) not in the topology are randomly chosen uniformly from all the links in their respective sets, and link \((k, l)\) is added to the topology while link
(i, j) is removed.

For the new topology, the problem in (2.9) is solved, where the value of the objective function at the solution is $C'_\text{max}$. If $C'_\text{max} < C_\text{max}$, the new topology allows for a smaller maximum link capacity and is accepted unconditionally. If the new topology is worse, it is accepted with probability $q$, where

$$q = \exp \left( \frac{C_\text{max} - C'_\text{max}}{T} \right)$$

(2.99)

The probability of acceptance is a function of the difference between solutions, so that topologies that are much worse are less likely to be accepted than topologies which are only slightly worse. The parameter $T$ is referred to as the temperature, borrowing terminology from physics literature. Initially, the temperature of the system is large, such that worse topologies are still likely to be accepted. As the algorithm progresses, temperature is lowered slowly, so less ”bad” topologies will be accepted. Specifically, SA iterates for a fixed number of perturbations to simulate reaching a steady state, and then temperature is modified according to $T' = \rho T$ for some $0 \leq \rho \leq 1$. The algorithm is stopped when the probability of escape from some topology is small enough that new topologies are no longer considered.

The SA algorithm should not depend on the initial topology used to begin the search, since SA has measures to protect itself from local minima. Therefore, $M$ links are randomly chosen initially, where $M$ corresponds to the design requirement on the maximum number of links. If the initial links can not support the demands, the topology is labeled as infeasible. As long as the topology is infeasible, a new topology is accepted with probability 1.

### 2.5.3 Network Design Simulation Results

In the previous sections, we have shown that there exist optimal topologies for stochastic traffic that are potentially different from optimal topologies for deterministic traffic. We would like to quantize this difference.

As an example, consider a six node network with the i.i.d demands between the
Figure 2-13: Illustration of demands throughout a six-node cluster. A directed edge represents a demand in that direction. All demands are i.i.d.

set of node pairs shown in Figure 2-13. Our goal will be to place up to 15 links between these six nodes, such that the traffic can be optimally routed. Traffic demands are normally distributed with mean 100 and variance $\sigma^2$. The optimal topology is found by first locating the set of optimal topologies for deterministic traffic, and then pruning that set for the optimal stochastic topology for $\sigma = 35$. The two optimal stochastic topologies result in $C_{\text{max}} = 123.89$. These two topologies were chosen from a set of 264 deterministically optimal topologies. Note that each ILP for deterministic design takes between 2 and 3 seconds to solve, whereas each convex optimization takes between 1.5 and 2 seconds. The two optimal topologies are shown in Figure 2-14.

Figure 2-14: The two optimal topologies with 15 links for the demand pattern in 2-13.

By finding the optimal topologies rather than an arbitrary deterministically optimal topology, we save on max link capacity. The stochastically optimal topologies save 8% of the max link capacity that would be necessary for the worst case choice of deterministic topology. On average, the stochastic topologies save 5% of the max link capacity. We can expect to see larger numbers for bigger networks although this
Figure 2-15: Resulting 32-link network (solid) for i.i.d $N(100,35^2)$ demands following NSFNET (dotted). The network is designed for $\epsilon = 0.01$, using Simulated Annealing for the link placement, and ICA for the capacity allocation and routing.

is difficult to verify due to the difficulty of solving large ILP's. Lastly, it is worthwhile noting how the ICA with the integer modification performs for this problem. The resulting topology has $C_{\text{max}} = 142.74$. This is substantially worse than optimal, including any deterministically optimal network.

For larger networks, the approach of finding all optimal topologies for deterministic traffic, then searching through those topologies for that which is optimal for stochastic traffic is computationally intensive. In order to design networks for these instances, the simulated annealing approach is used to calculate the link placements, and the routing and capacity allocation problems can be solved using the ICA heuristic developed in Section 3.3.3.

Consider the NSFNET in Figure 2-4. Assume each bidirectional link corresponds to a demand normally distributed with mean 100 and standard deviation 35. The goal of this simulation is to place 32 links on a 14 node network to best route those demands. This can be thought of as redesigning the NSFNET backbone with fewer directed links. The resulting network is shown in Figure 2-15, and requires a maximum link capacity of 456.162. Note that this network may not be optimal, due to the suboptimalities of the simulated annealing approach and the ICA heuristic.
2.6 Conclusions

The logical topology design problem for stochastic traffic is fundamentally different than the traditional problem for deterministic traffic. We have presented several formulations for the routing of stochastic traffic and provisioning of capacity in optical networks. The optimal formulation is non-linear, preventing it from being used in discrete optimization problems. Therefore, we extended the results of [4] to unbounded, Gaussian random variables to obtain an ILP for the complete design problem.

The ILPs presented in this work are intractable for networks of moderate size, and so the accuracy of the results for large networks depends on the quality of heuristics. We presented routing heuristics that perform well for certain classes of networks (with high degrees of resource sharing available), but not others. However, the heuristics performed poorly when extended to the link placement sub-problem. Therefore, it would be interesting to develop more accurate heuristics for the design problem. This would allow the difference between stochastic and deterministic designs to be accurately measured, and assess the need for separate network designs considering stochastic traffic.
Chapter 3

Backup Network Design for Survivability Against Random Network Failures

This chapter presents a framework for providing protection from random link failures as explained in 1.3. We consider the problem of designing a dedicated backup network to provide protection for a primary network subject to independent failures. We present an ILP for the design of such networks using tools from robust optimization, and study their dependence on the primary network reliability.

3.1 Failure Model and Problem Statement

Consider a primary network made up of a set of nodes $V$ and a set of directed links $L$ connecting these nodes. We assume throughout that the links are directed, as the undirected case is a specific instance of the directed link case.

Each link $(s, d) \in L$ has a given primary link capacity $C_{sd}^p$, and a positive probability of failure $p$, independent of all other links. Let the random variables $X_{sd}$ equal 1 if link $(s, d)$ fails and 0 otherwise. This probabilistic failure model represents a snapshot of a network where links fail and are repaired according to some Markovian process. Hence, $p$ represents the steady-state probability that a physical link is in a failed state. This model has been adopted by several previous works [30, 33, 37, 38].

A backup network is constructed over the same set of nodes $V$ and a new set of
links $\mathcal{L}_B$, by routing a backup path for each primary link over the backup network and allocating capacity to every backup link. We assume that $\mathcal{L}_B$ can consist only of links $(i, j)$ if there is a primary link connecting nodes $i$ and $j$. An example backup network is shown in Figure 3-1. Furthermore, the backup links are designed such that failures can only occur in the primary network. For each primary link $(s, d) \in \mathcal{L}$, a path on the backup network is chosen such that in the event that $(s, d)$ fails, the traffic load on $(s, d)$ is rerouted over the backup path. Let $b_{ij}^{sd} = 1$ if link $(s, d) \in \mathcal{L}$ uses backup link $(i, j) \in \mathcal{L}_B$ in its backup path. Hence, $b^{sd} = \{b_{ij}^{sd} | \forall (i, j) \in \mathcal{L}_B\}$ represents the backup path for the primary link $(s, d) \in \mathcal{L}$.

![Figure 3-1: Example backup network shown as solid directed links over dotted bidirectional primary network.](image)

A capacity $C_{ij}^B$ is allocated to each backup link $(i, j) \in \mathcal{L}_B$ such that $(i, j)$ can support the increased load due to a random failure scenario with probability $1 - \epsilon$, where $\epsilon > 0$ is a design parameter. Naturally, as $\epsilon$ becomes smaller, more capacity is required on the backup network. Throughout this work we only consider the case where $p \geq \epsilon$, since no backup capacity is required for $p < \epsilon$.

Each primary link has exactly one path in the backup network for protection, and the links in this path can be shared amongst backup paths for multiple primary links. The goal is to construct a minimal cost dedicated backup network as follows:

Minimize:

$$\sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B$$

(3.1)
The constraint in (3.3) is a standard flow conservation constraint for the routing of a single backup path for each primary link. The probabilistic constraint (3.2) is the capacity constraint, restricting the probability that the load on \((i, j)\) due to failures exceeds the backup capacity provisioned on \((i, j)\). This survivability metric, which considers the reliability of each backup link independently, is referred to as the backup-link survivability metric.

### 3.1.1 Probabilistic Survivability Metrics

There are a number of possible survivability metrics that can be considered in this setting; the choice of which will impact the network design. Backup-link survivability considers the reliability of each backup link independently. This metric was introduced in (3.2) and will be the focus of this thesis.

Alternatively, one can consider survivability from a primary link perspective. In particular, a primary link \((s, d)\) is *unprotected* if its capacity cannot be routed from \(i\) to \(j\) using either the primary or the backup networks due to a failure and insufficient backup capacity. The primary-link reliability constraint is written as

\[
P \left( (s, d) \text{ unprotected} \right) = P \left( (s, d) \text{ unprotected} | X_{sd} = 1 \right) \cdot P \left( X_{sd} = 1 \right) < \epsilon \quad (3.5)
\]
Assume that if the capacity of backup link \((i, j)\) is insufficient, none of the primary links using that link in their backup paths can be protected.

\[
P((s, d) \text{ unprotected}) = p \cdot P\left( \bigcup_{(i,j) \in \{(i,j) : b_{ij}^d = 1 \}} \{(i, j) \text{ has insufficient capacity} \} \mid X_{sd} = 1 \right)
\]

(3.6)

Using the union bound,

\[
\leq p \cdot \sum_{(i,j) \in \mathcal{L}_B} b_{ij}^d P\left( \{(i, j) \text{ has insufficient capacity} \} \mid X_{sd} = 1 \right) \quad (3.7)
\]

\[
= p \cdot \sum_{(i,j) \in \mathcal{L}_B} b_{ij}^d P\left( \sum_{(k,l) \in \mathcal{L} \setminus \{s,d\}} X_{kl} b_{ij}^{kl} C_{kl} > C_{ij}^B - C_{sd}^P \right) \quad (3.8)
\]

Thus, the primary-link survivability constraint can be reduced to the same form as the backup link constraint in (3.2).

One can also consider a survivability constraint on the entire backup network, rather than on each backup link independently.

\[
P(\text{backup network fails}) = P\left( \bigcup_{(i,j) \in \mathcal{L}_B} \{(i, j) \text{ overflows} \} \right) \quad (3.9)
\]

\[
\leq \sum_{(i,j) \in \mathcal{L}_B} P(\{(i, j) \text{ overflows} \}) \quad (3.10)
\]

Equation (3.10) uses the union bound to express the network-wide survivability constraint in terms of the backup-link survivability. Thus, satisfying the backup link constraint with probability \(\frac{c}{|\mathcal{L}_B|}\) for each backup link is sufficient to satisfy a backup-network constraint with probability \(c\). Consequently, networks designed using the backup network constraint will utilize more resource sharing amongst backup paths, as large backup networks lead to an increased cost.

Lastly, the survivability constraint can be used to ensure the reliability of the entire primary network. It is straightforward to relate primary-network survivability to primary-link survivability.
\[ P(\text{primary network is unprotected}) = P\left( \bigcup_{(s,d) \in \mathcal{L}} \{(s,d) \text{ is unprotected}\} \right) \] (3.11)

\[ \leq \sum_{(s,d) \in \mathcal{L}} P(\{(s,d) \text{ is unprotected}\}) \] (3.12)

The primary network constraint can be satisfied using constraints of the form of (3.5) for each primary link. Further, those primary link constraints can be written in terms of constraints of the form of (3.2).

Each survivability constraint results in a possibly different optimal backup network for a given probability of link failure. The backup-network constraint will lead to backup networks with fewer backup links, where the primary-link approach results in networks with shorter backup paths. However, since each type of constraint can be written in the form of (3.2), an approach for backup network path routing and capacity allocation that satisfies the capacity constraint in (3.2) can be used to satisfy the three other types of reliability constraints. Therefore, the focus in this thesis is restricted to the backup-link constraint in (3.2).

3.2 Uniform-Load Primary Networks

Any primary network can be represented by a fully connected graph, with \( C_{sd}^P = 0 \) for links that are not in the primary network. However, in order to form an intuitive understanding of the general problem, we first explore the backup-network design problem for the special case where each primary link has unit capacity, i.e. \( C_{sd}^P = 1 \ \forall (s,d) \in \mathcal{L} \). The capacity required on each backup link is dictated by the reliability constraint in (3.2). Let \( n_{ij} \) be the number of primary links for which backup link \((i,j)\) is part of the backup path. In other words,

\[ n_{ij} = \sum_{(s,d) \in \mathcal{L}} b_{ij}^sd \] (3.13)

Let \( Y_{ij} \) be a random variable representing the number of failed primary links using
(i, j) as part of their backup paths, i.e.,

\[ Y_{ij} = \sum_{(s,d) \in \mathcal{L}} b_{ij}^{sd} X_{sd}. \]  

(3.14)

Since each \( X_{sd} \) is an i.i.d bernoulli random variable with parameter \( p \), \( Y_{ij} \) is a binomial random variable with parameters \( n_{ij} \) and \( p \). Furthermore, as all the primary links have unit capacity, equation (3.2) can be rewritten as

\[ P \left( \sum_{(s,d) \in \mathcal{L}} X_{sd} b_{ij}^{sd} C_{sd} \geq C_{ij}^B \right) = P \left( Y_{ij} > C_{ij}^B \right) \]

(3.15)

\[ = \sum_{y=[C_{ij}^B]+1}^{n_{ij}} \frac{n_{ij}}{y} p^y (1-p)^{n_{ij}-y} \leq \epsilon \quad \forall (i, j) \in \mathcal{L}_B \]  

(3.16)

Equation (3.16) uses the cumulative distribution function (CDF) of the binomial distribution. For each link \((i, j)\), let \( G(n_{ij}, p, \epsilon) \) be the minimum value of \( C_{ij}^B \) satisfying (3.16). Clearly, the capacity required on a backup link increases with the number of primary links it protects, and it decreases as the probability of failure decreases. Additionally, as \( \epsilon \) decreases, more capacity is required on each backup link.

The value of \( G(n_{ij}, p, \epsilon) \) can be computed numerically by iterating through the possible values of \( C_{ij}^B \) until (3.16) is satisfied. However, the iterative scheme may be computationally difficult for large networks, as the sums of combinations can become large. Therefore, we can bound the probability in (3.16) as

\[ P(Y_{ij} \geq \Gamma) \leq \left( \frac{n_{ij}(1-p)}{n_{ij} - \Gamma} \right)^{n_{ij} - \Gamma} \left( \frac{n_{ij}p}{\Gamma} \right)^\Gamma \]  

(3.17)

for \( n_{ij}p \leq \Gamma \leq n_{ij} \). This bound follows from direct application of the Chernoff bound. The bound in (3.17) can be compared with the actual distribution function of the binomial random variable to assess its tightness, as shown in Figure 3-2. The bound is slightly loose, but allows an easier computation of \( G(n_{ij}, p, \epsilon) \). This computation must still be numerical, as this bound does not yield an analytical expression for \( \Gamma \). Additional bounds exist for binomial tails from which \( G(n_{ij}, p, \epsilon) \) can be expressed.
analytically, but these are generally too loose for our purposes, especially in the small $p$ regime.

![Graph showing the comparison of the bound in (3.17) to the actual distribution of the binomial tail. This is for a binomial random variable with parameters $n = 20$ and $p = 0.1$. Note that the bound is only valid for $\Gamma > 2$.](image)

Figure 3-2: Comparing the bound in (3.17) to the actual distribution of the binomial tail. This is for a binomial random variable with parameters $n = 20$ and $p = 0.1$. Note that the bound is only valid for $\Gamma > 2$.

### 3.2.1 Impact of Link Failure Probability

![Sample backup network link placement to protect a 6-node, fully-connected primary network. The dotted lines represent the primary network, and the solid lines represent the backup links.](image)

Figure 3-3: Sample backup network link placement to protect a 6-node, fully-connected primary network. The dotted lines represent the primary network, and the solid lines represent the backup links.

To gain intuition about the optimal backup network design, we compare three backup routing schemes, shown in Figure 3-3, and show that backup network per-
formance depends on the link failure probability. In the cycle protection scheme of Figure 3-3a, each primary link \((s, d)\) has a backup path lying in a single Hamiltonian cycle through the network. This is the minimum-cost backup network providing protection against a single link failure \([1]\). Each backup link in this cycle requires unit capacity to protect against a single link failure, resulting in a total cost of \(N\) for an \(N\)-node network. Due to network symmetry, each backup link protects half of the primary links. Therefore, in order to use this scheme to provide protection from a random number of failures with high probability, a total backup capacity of \(C^B_{\text{total}} = N \cdot G(\frac{N(N-1)}{2}, p, \epsilon)\) is required, where \(G(n, p, \epsilon)\) is the smallest value of \(C\) satisfying \((3.16)\).

For large values of \(p\), this capacity is \(\frac{N^2(N-1)}{2}\), since \(G(n_{ij}, p, \epsilon) = n_{ij}\) for \(p\) close to 1. This capacity can be reduced by considering the scheme in Figure 3-3c, where the backup network is a mirror of the primary network, and the backup path for \((s, d)\) is the one-hop path from \(s\) to \(d\). Since each backup link offers protection to a single primary link, the total capacity required is \(C^B_{\text{total}} = N(N-1) \cdot G(1, p, \epsilon)\). For all values of \(p \geq \epsilon\), \(C^B_{\text{total}} = N(N-1)\). Thus, the mirror scheme requires a factor of \(N\) less capacity than the cycle scheme for primary networks with a high probability of link failure.

While the one-hop protection scheme is optimal in the high-\(p\) regime, other schemes are more capacity-efficient for smaller values of \(p\). Consider the two-hop scheme in Figure 3-3b, where node 1 serves as a relay node for every backup path. The primary links from node 2 to every other node share the backup link \((2, 1)\), and similarly the primary links from all nodes to node 2 share the backup link \((1, 2)\). Extending this to an \(N\)-node network, each backup link protects \(N - 1\) primaries, and there are \(2(N-1)\) backup links. Thus, \(C^B_{\text{total}} = 2(N-1) \cdot G(N-1, p, \epsilon)\).

The three aforementioned routing schemes are compared in Figure 3-4 for a fully connected network with 50 nodes and varying probability of link failure. The cycle-protection scheme, which is optimal in the single failure scenario, requires excessive capacity when considering multiple failures. For values of \(p\) close to \(\epsilon\), the two-hop routing strategy outperforms the other two strategies. Once \(p\) exceeds roughly 0.4,
there is no longer a benefit to sharing backup resources, and the one-hop starts to outperform the two-hop schemes. Hence, it is clear that the optimal backup network topology depends on the reliability of the primary network. This is further analyzed in Section 3.3 where the problem is formulated for general primary link capacities.

Figure 3-4: Comparison of three protection schemes for an $N=50$ fully-connected network with unit load.

To illustrate the difference between the backup-link and backup network reliability constraints, Figure 3-5 compares the three routing schemes and the required capacity to satisfy the backup-network constraint of (3.10) with probability $\epsilon = 0.05$. By comparing Figures 3-4 and 3-5, we see that for any given $p$, more capacity is required to meet the network-wide constraint than the link-based constraint. For example, when $p = 0.3$, the two-hop strategy outperforms the one-hop strategy under the backup-link constraint, and vice-versa under the backup-network constraint.

### 3.2.2 Scaling Properties of Backup Network Capacity

Consider the cost of the backup network with respect to that of the primary network. Let $\rho$ be defined as

$$\rho \triangleq \frac{\sum_{(i,j) \in \mathcal{L}_B} C^B_{ij}}{\sum_{(i,j) \in \mathcal{L}} C^P_{ij}}.$$  

(3.18)
Figure 3-5: Comparison of three protection schemes for an $N - 50$ fully-connected network with unit load and backup-network survivability constraint.

I.e., $\rho$ is the ratio of the total capacity of the optimal backup network to that of the primary network. In [1], the authors show that this ratio tends to 0 asymptotically as the network size gets very large for specific networks and single-failure protection. For fully-connected, uniform-load networks, the optimal backup network under single-failure protection is shown in Figure 3-3a, and for this topology

$$\rho = \frac{N}{N(N-1)} = \frac{1}{N-1}. \quad (3.19)$$

Conversely, for protection against random failures, the ratio in (3.18) can be upper bounded using the following proposition.

**Proposition 1.** Assuming a fully-connected primary network with unit-capacity on each link and probability of link failure $p$, the ratio between the total capacity of the optimal backup network and that of the primary network can be upper bounded as the primary network size grows large by the following:

$$\rho \leq 2p \quad (3.20)$$

*Proof.* The optimal total backup capacity is bounded by that of the two-hop scheme
Considered in Figure 3-3b.

\[ \rho = \frac{\sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B}{\sum_{(i,j) \in \mathcal{L}} C_{ij}^P} \leq \frac{2(N - 1)G(N - 1, p, \epsilon)}{N(N - 1)} \]  

(3.21)

Consider the behavior of \( G(n, p, \epsilon) \) when \( n \) is large. Recall that \( G(n, p, \epsilon) \) is the required number of primary links out of \( n \) that need to be protected to ensure a probability of error of \( \epsilon \). Fix a \( \delta \geq 0 \), and by the weak law of large numbers (WLLN),

\[ \lim_{n \to \infty} \left[ P \left( \left| \frac{1}{n} \sum_{m=0}^{n} X_m - p \right| > \delta \right) \right] = 0 \quad \forall \delta > 0 \]  

(3.22)

\[ \Rightarrow \lim_{n \to \infty} \left[ P \left( \sum_{m=0}^{n} X_m > n(p + \delta) \right) \right] = 0 \quad \forall \delta > 0 \]  

(3.23)

Therefore, as \( n \) gets large, \( G(n, p, \epsilon) = n(p + \delta) \) is sufficient to meet the probability requirements (for any positive \( \epsilon \)). In the limit of large \( n \), the inequality in (3.21) reduces to

\[ \rho = \frac{\sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B}{\sum_{(i,j) \in \mathcal{L}} C_{ij}^P} \leq \frac{2(N - 1)Np}{N(N - 1)} = 2p \]  

(3.24)

Therefore, the size of the backup network is a small fraction of the size of the primary network, since \( p \) is usually small. Consequently, a backup network designed using the backup-link survivability constraint is a low-cost method of providing protection against random failures in addition to single-link failures. This result is consistent with [1], in that as the primary network size grows large, \( p \) approaches zero under the single-failure model.

### 3.3 General-Load Networks

Next, we develop a formulation for general primary link loads. First, we apply the robust optimization results from [4] to formulate a non-linear program for backup
capacity provisioning, and develop an equivalent integer linear formulation in terms of new parameters \( \Gamma_{ij} \). We show that the choice of these parameters affects the amount of capacity provisioned, and hence the probability of insufficient backup capacity. Then, we add constraints to directly compute these parameters, yielding a solution satisfying the probabilistic constraint in (3.2).

3.3.1 Robust Optimization Formulation

In the case of uniform link loads, capacity is allocated to the backup network by computing \( G(n_{ij}, p, \epsilon) \) for each link \( (i, j) \). The backup capacity provisioned is the number of primary link failures protected against, as a function of \( n_{ij} \), \( p \), and \( \epsilon \). However, this approach does not apply directly to non-uniform primary link loads, as different links will require different capacities to provide protection. In order to mathematically formulate the problem for general link loads, we will use techniques from the field of robust optimization.

Robust optimization finds a solution to a problem that best fits all possible realizations of the data, when that data is subject to uncertainty. In [4], the authors propose a novel formulation with an adjustable level of conservatism for such problems. Their approach is to introduce an optimization parameter \( F \), and provide sufficient capacity to support all scenarios in which any \( F \) of the demands exceed their mean. The solution is guaranteed to be robust for those scenarios, and is shown to be robust for all other scenarios with high probability, determined by \( F \).

A similar approach can be applied to the problem of backup network design for general link loads, where the uncertainty is in the number of primary links that fail. Consider allocating capacity on link \( (i, j) \) to protect against any scenario where up to \( \Gamma_{ij} \) of the primary links utilizing \( (i, j) \) for protection fail. Clearly, for the specific case of uniform loads, the required backup capacity \( C_{ij}^{B} \) is just \( \Gamma_{ij} \), and as shown in the previous section, \( \Gamma_{ij} \) is given by \( G(n_{ij}, p, \epsilon) \) under the constraint in (3.2). To extend this idea, let \( L_{ij} \) be the set of primary links protected by backup link \( (i, j) \), i.e. \( L_{ij} = \{(s, d) | t_{ij}^{sd} = 1\} \). Let \( S_{ij} \) be a set of \( \Gamma_{ij} \) primary links in \( L_{ij} \) with the largest capacities. Thus, for any \( (s, d) \in S_{ij} \), we have
The backup capacity required to protect against any \( \Gamma_{ij} \) primary link failures is given by

\[
C_{ij}^B = \sum_{(s,d) \in S_{ij}} C_{sd}^P. \quad (3.26)
\]

In a complete form, this constraint can be expressed as

\[
C_{ij}^B \geq \max_{S_{ij} | S_{ij} \subseteq \mathcal{L}, |S_{ij}| = \Gamma_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} C_{sd}^P \cdot b_{ij}^{sd} \right\} \quad \forall (i,j). \quad (3.27)
\]

The value of \( \Gamma_{ij} \) determines the probability of protection. While \( \Gamma_{ij} \) should be chosen such that (3.2) is satisfied, for now we fix the value of \( \Gamma_{ij} \) for each link. The capacity constraint in (3.27) replaces the probabilistic constraint in (3.2), leading to the following non-linear optimization problem.

Minimize:

\[
\sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B
\]

Subject To:

\[
C_{ij}^B \geq \max_{S_{ij} | S_{ij} \subseteq \mathcal{L}, |S_{ij}| = \Gamma_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} C_{sd}^P \cdot b_{ij}^{sd} \right\} \quad \forall (i,j)
\]

\[
\sum_j b_{ij}^{sd} - \sum_j b_{ji}^{sd} = \begin{cases} 
1, & \text{if } s = i \\
-1, & \text{if } d = i \\
0, & \text{o.w.}
\end{cases} \quad \forall (s,d) \in \mathcal{L}, i \in \mathcal{V} \quad (3.28)
\]

\[
b_{ij}^{sd} \in \{0,1\} \quad \forall (i,j) \in \mathcal{L}_B
\]

The above is non-linear due to the backup capacity constraint. The problem in (3.28) can be rewritten as a linear program (LP) using duality techniques similar to [4]. For a fixed \( b_{ij}^{sd} \) and \( \Gamma_{ij} \), the backup capacity of link \( (i,j) \) can be written as
\[ \beta_{ij}(b_{ij}, \Gamma_{ij}) = \max_{S_{ij} \subseteq \mathbb{L}, |S_{ij}| = \Gamma_{ij}} \left\{ \sum_{(s,d) \in S_{ij}} C_{sd} b_{ij}^{sd} \right\}, \quad (3.29) \]

which is the solution to the following LP.

\[
\begin{align*}
\beta_{ij}(b_{ij}, \Gamma_{ij}) &= \text{maximize} \quad \sum_{(s,d) \in \mathbb{L}} C_{sd} b_{ij}^{sd} z_{ij}^{sd} \\
\text{subject to} \quad \sum_{(s,d) \in \mathbb{L}} z_{ij}^{sd} &\leq \Gamma_{ij} \\
0 &\leq z_{ij}^{sd} \leq 1 \quad \forall (s,d) \in \mathbb{L} 
\end{align*} \quad (3.30)\]

Assuming the number of primary links \((s,d)\) satisfying \(b_{ij}^{sd} = 1\) is larger than or equal to \(\Gamma_{ij}\), the LP will choose the \(\Gamma_{ij}\) of them with the largest capacities, by setting \(z_{ij}^{sd} = 1\) for those links \((s,d)\). This corresponds to choosing the set \(S_{ij}\) in (3.26). If there are fewer than \(\Gamma_{ij}\) primary links \((s,d)\) satisfying \(b_{ij}^{sd} = 1\), then for each of these links \(z_{ij}^{sd} = 1\) and the other \((s,d)\) chosen to make \(z_{ij}^{sd} = 1\) are irrelevant.

Let \(\nu_{ij}\) be the dual variable for the first constraint in (3.30), and let \(\theta_{ij}^{sd}\) be the dual variables for the second set of constraints. The dual problem of (3.30) is formulated below.

\[
\begin{align*}
\text{minimize} & \quad \nu_{ij} \Gamma_{ij} + \sum_{(s,d) \in \mathbb{L}} \theta_{ij}^{sd} \\
\text{subject to} & \quad \nu_{ij} + \theta_{ij}^{sd} \geq C_{sd} b_{ij}^{sd} \quad \forall (s,d) \in \mathbb{L} \\
& \quad \nu_{ij} \geq 0 \\
& \quad \theta_{ij}^{sd} \geq 0 \quad \forall (s,d) \in \mathbb{L} 
\end{align*} \quad (3.31)\]

Since there is zero duality gap between problem (3.30) and its dual (3.31), then the optimal value of the objective function in (3.31) is equal to \(\beta_{ij}(b_{ij}, \Gamma_{ij})\). Additionally, since problem (3.28) minimizes \(\beta_{ij}(b_{ij}, \Gamma_{ij})\) for each \((i,j)\), problem (3.31) can be substituted into (3.28) to arrive at the following formulation.
Minimize \[ \sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B \]

Subject to \[ C_{ij}^B \geq \nu_{ij} \Gamma_{ij} + \sum_{(s,d) \in \mathcal{L}} \theta_{ij}^{sd} \quad \forall (i,j) \in \mathcal{L}_B \]

\[ \nu_{ij} + \theta_{ij}^{sd} \geq C_{ij}^P \nu_{ij}^{sd} \quad \forall (s,d) \in \mathcal{L}, (i,j) \in \mathcal{L}_B \]

\[ \sum_j b_{ij}^{sd} - \sum_j b_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases} \quad \forall (s,d) \in \mathcal{L}, i \in \mathcal{V} \]

\[ b_{ij}^{sd} \in \{0, 1\} \quad \forall (i,j) \in \mathcal{L}_B \]

\[ \nu_{ij}, \theta_{ij}^{sd} \geq 0 \quad \forall (s,d) \in \mathcal{L}, (i,j) \in \mathcal{L}_B \]

If fewer than \( \Gamma_{ij} \) links in \( L_{ij} \) fail, the capacity allocated in (3.27) will be sufficient. Therefore, the probability of insufficient backup capacity can be upper bounded using the tail probability of a binomial random variable.

\[ \mathbb{P} \left( \sum_{(s,d) \in \mathcal{L}} X_{sd} l_{ij}^{sd} C_{ij}^P > C_{ij}^B \right) \leq \mathbb{P} \left( Y_{ij} > \Gamma_{ij} \right) \]

The capacity allocated in (3.26) is sufficient to meet the reliability constraint in (3.33) with probability \( \epsilon \) if \( \Gamma_{ij} = G(n_{ij}, p, \epsilon) \). However, \( n_{ij} \) is an optimization variable, on which \( \Gamma_{ij} \) depends. Thus, the remaining task is to modify (3.32) to directly compute the value of \( \Gamma_{ij} \) for each link using an ILP formulation.

### 3.3.2 Complete Formulation

Since \( \Gamma_{ij} \) cannot be computed analytically, we create a table a priori in which the \( m \)th entry \( \Gamma(m) \) equals \( G(m, p, \epsilon) \), computed numerically. We develop an ILP that leads to the direct computation of \( n_{ij} \) in order to index the table.

To compute \( n_{ij} \), let \( x_{ij}^m = 1 \) if \( n_{ij} = m \), and 0 otherwise. The following constraints are introduced.
\[
N(N-1) \sum_{m=0}^{x_{ij}^m = 1} V(i, j) \in L_B \quad (3.34)
\]

Constraint (3.34) enforces \(x_{ij}^m\) to be equal to 1 for only one value of \(m\) for each backup link.

\[
\sum_{(s,d) \in L} \nu_{ij}^{sd} = \sum_{m=0}^{N(N-1)} m \cdot x_{ij}^m \forall (i, j) \in L_B \quad (3.35)
\]

Constraint (3.35) ensures that the number of primary links utilizing a backup link \((i, j)\) is equal to the value of \(m\) for which \(x_{ij}^m = 1\). Consequently, \(\Gamma_{ij}\) can be represented by the following.

\[
\Gamma_{ij} = G(n_{ij}, p, e) = \sum_{m=0}^{N(N-1)} \Gamma(m)x_{ij}^m \quad (3.36)
\]

The capacity constraint of (3.32) is rewritten as

\[
C_{ij}^B \geq \sum_{m=0}^{N(N-1)} \Gamma(m)x_{ij}^m + \sum_{(s,d) \in L} \theta_{ij}^{sd} \quad (3.37)
\]

Since the product \(\nu_{ij}x_{ij}^m\) is non-linear, another set of optimization variables is added to represent this product in linear form. Let \(y_{ij}^m\) be a nonnegative variable satisfying the following constraints:

\[
y_{ij}^m \geq \nu_{ij} + K(x_{ij}^m - 1) \quad \forall (i, j), m \quad (3.38)
\]

\[
y_{ij}^m \leq Kx_{ij}^m \quad \forall (i, j), m \quad (3.39)
\]

\[
y_{ij}^m \geq 0 \quad \forall (i, j), m \quad (3.40)
\]

In the above equations, \(K\) is a large number such that \(K > \max_{sd} C_{sd}^P\). When \(x_{ij}^m = 0\), then \(x_{ij}^m \nu_{ij} = 0\), and constraints (3.39) and (3.40) force \(y_{ij}^m\) to 0. On the other hand, if \(x_{ij}^m = 1\), constraint (3.38) will force \(y_{ij}^m \geq \nu_{ij}\), which at the optimal solution will be satisfied with equality. These constraints lead to an ILP formulation for backup network design, given in (3.41).
The following is an ILP formulation for the design of a dedicated backup network to protect against random failures.

Minimize:

\[ \sum_{(i,j) \in \mathcal{L}_B} C_{ij}^B \]

Subject To:

\[ C_{ij}^B \geq \sum_{m=0}^{N(N-1)} y_{ij}^m \Gamma(m) + \sum_{(s,d) \in \mathcal{L}} \theta_{ij}^{sd} \quad \forall (i,j) \in \mathcal{L}_B \]

\[ \nu_{ij} + \theta_{ij}^{sd} \geq C_{sd}b_{ij}^{sd} \quad \forall (s,d) \in \mathcal{L}, (i,j) \in \mathcal{L}_B \]

\[ \sum_{m=0}^{N(N-1)} x_{ij}^m = 1 \quad \forall (i,j) \in \mathcal{L}_B \]

\[ \sum_{(s,d) \in \mathcal{L}} b_{ij}^{sd} \leq \sum_{m=0}^{N(N-1)} m \cdot x_{ij}^m \quad \forall (i,j) \in \mathcal{L}_B \]

\[ y_{ij} \geq \nu_{ij} + K(x_{ij}^m - 1) \quad \forall (i,j) \in \mathcal{L}_B, m \quad (3.41) \]

\[ y_{ij}^m \leq Kx_{ij}^m \quad \forall (i,j) \in \mathcal{L}_B, m \]

\[ \sum_{j} b_{ij}^{sd} - \sum_{j} b_{ji}^{sd} = \begin{cases} 1, & \text{if } s = i \\ -1, & \text{if } d = i \\ 0, & \text{otherwise} \end{cases} \quad \forall (s,d) \in \mathcal{L}, i \in \mathcal{V} \]

\[ b_{ij}^{sd}, x_{ij}^m \in \{0, 1\} \quad \forall (i,j) \in \mathcal{L}_B, m \]

\[ \theta_{ij}^{sd} \geq 0, \nu_{ij} \geq 0, y_{ij}^m \geq 0 \quad \forall (s,d) \in \mathcal{L}, (i,j) \in \mathcal{L}_B, m \]

This formulation calculates the backup paths and capacity allocation for a dedicated backup network satisfying the survivability constraint in (3.2).
3.3.3 Simulated Annealing

The ILP in (3.41) can be directly solved for small instances, but becomes intractable for large networks. There are a number of heuristic approaches to solving ILPs, such as randomized rounding [27], tabu search [31], and simulated annealing [6]. Here, we employ a simulated annealing approach to estimate the backup path routing in (3.41).

Simulated annealing (SA) is a random search heuristic which can be used to find near optimal solutions to optimization problems. The algorithm begins with an arbitrary feasible solution, and a cost computed with respect to an objective function. Then, a random perturbation is applied to the solution, and the cost is reevaluated. The new solution is probabilistically accepted based on the relationship between the two costs. A positive probability of moving to a worse solution avoids the problem of being trapped in a local minima. SA has been used previously on network survivability problems [34].

For a fixed backup path routing, the computation of the optimal backup capacity $C_{ij}^B$ is straightforward. Therefore, we use simulated annealing to estimate the backup path routing. For the problem in (3.41), the solution at each SA iteration is the backup path for each primary link, and the cost is the total backup capacity, computed using (3.27). Perturbations are applied to this solution by randomly recomputing the backup path for a randomly chosen primary link. The current network with cost $C_{total}^B$ is modified by changing a single backup path, and the network cost $C_{total}^{B'}$ is recomputed. The new backup network is accepted with probability $\max(q, 1)$ where

$$q = \exp \left( \frac{C_{total}^B - C_{total}^{B'}}{T} \right).$$

(3.42)

Hence, better solutions are unconditionally accepted and worse solutions are accepted with probability $q$. The parameter $T$ in equation (3.42) represents the "temperature" of the system. At high temperatures, there is a high probability of accepting a solution with a larger cost than the current solution. This prevents the algorithm from getting trapped in a local minima. The temperature decreases after a number
of iterations depending on the network size by $T' = \rho T$, for $0 < \rho < 1$. SA cannot escape local minima if $\rho$ is too small, but high values of $\rho$ result in long computation times. Eventually, $T$ becomes small enough that the probability of accepting a worse solution approaches zero. At this point, the algorithm terminates and returns the resulting backup network.

The number of total iterations required to converge to an optimal solution, which is a function of the starting value of $T$, the value of $\rho$, and the number of iterations before reducing $T$, depends on the network size. However, this increase in processing time is polynomial, and consequently, solving large networks is tractable using this approach.

### 3.4 Simulation Results

Consider a five-node, fully-connected topology where each primary link has unit-capacity. Due to the small size of this network, the ILP in (3.41) can be solved to compute the optimal backup topologies for different values of $p$. These backup networks are shown in Figure 3-6. For small values of $p$, the backup topology consists of few links, whereas for large values of $p$, the backup network resembles the primary network. Table 3.1 summarizes the results of the backup networks for different values of $p$, using all of the design heuristics discussed. Cycle protection, two-hop protection,
and one-hop protection refer to the strategies analyzed in Section 3.2. The optimal column refers to the solution returned by solving the ILP in (3.41) using CPLEX, and the SA column refers to an approach where simulated annealing is used to solve the ILP.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>$p = 0.025$</th>
<th>$p = 0.05$</th>
<th>$p = 0.075$</th>
<th>$p = 0.1$</th>
<th>$p = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimal</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>cycle</td>
<td>10</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>two-hop</td>
<td>8</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>one-hop</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>SA</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>16</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3.1: Backup network capacity required for topologies designed using different strategies. $\epsilon = 0.01$ in each design.

The table shows that for $p = 0.1$, the two-hop protection scheme is optimal, and for $p = 0.25$, the one-hop protection scheme is optimal. Furthermore, the simulated annealing heuristic performs very close to optimal for different values of $p$. Since the optimal topology depends on the probability of link failure, it is therefore necessary to use a different backup routing scheme depending on the link failure probabilities.

The heuristics can be extended to larger networks, but the ILP in (3.41) cannot be solved directly for large networks. Thus, we use the SA approach to solve the ILP for backup network design for large primary networks.

Consider the NSFNET primary network shown in Figure 2-4. Each link is bidirectional, with unit capacity in each direction. Our goal is to construct a backup network consisting of links $(i, j) \in \mathcal{L}_B$, where $i$ and $j$ are connected by a link in the NSFNET. The survivability constraint in (3.2) must be satisfied with probability $\epsilon = 0.05$. The SA algorithm, shown to be near-optimal for smaller networks, is used to compute the backup network for this larger example. The resulting backup networks for probability of link failure $p = 0.075$ and $p = 0.10$ are shown in Figures 3-7 and 3-8 respectively.

In the backup network of Figure 3-7, a total capacity of 24 is required. Most backup links protect up to 5 primary links. In the case of Figure 3-8, where the probability of link failure is higher, a total capacity of 28 is needed. The backup
Figure 3-7: Backup network (solid) shown for the NSFNET (dotted) with the restriction that the backup network must be a subset of the primary network. The primary network here assumes a probability of link failure of 0.075, and the backup network is designed for $\epsilon = 0.05$.

Figure 3-8: Backup network (solid) shown for the NSFNET (dotted) with the restriction that the backup network must be a subset of the primary network. The primary network here assumes a probability of link failure of 0.1, and the backup network is designed for $\epsilon = 0.05$.

Links in this example protect an average of 3 primary links. If the probability of link failure increases to $p = 0.25$, the resulting backup topology is a mirror of the primary topology, requiring a capacity of 42. As $p$ increases, the number of backup links rises, and similarly the number of primary links being protected by each backup link falls, until the network follows the one-hop protection scheme. These results are summarized in Table 3.2.
<table>
<thead>
<tr>
<th>Link Failure Probability</th>
<th>$\sum_{(i,j) \in \mathcal{L}<em>B} C</em>{ij}^B$</th>
<th>Average $n_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p = 0.06$</td>
<td>22</td>
<td>4.87</td>
</tr>
<tr>
<td>$p = 0.075$</td>
<td>24</td>
<td>4.42</td>
</tr>
<tr>
<td>$p = 0.085$</td>
<td>27</td>
<td>3.59</td>
</tr>
<tr>
<td>$p = 0.10$</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>$p = 0.175$</td>
<td>34</td>
<td>1.88</td>
</tr>
<tr>
<td>$p = 0.25$</td>
<td>42</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of backup networks for NSFNET with different probabilities of primary link failure. Networks were designed using $\epsilon = 0.05$. Average $n_{ij}$ refers to the average number of primary links being protected by a backup link.

### 3.5 Conclusions

Dedicated backup networks are a low-cost and efficient method for providing protection against multiple (random) failures. In the event of a failure, the load on the failed link can be automatically rerouted over a predetermined path in the backup network, providing fast recovery from network failures. We formulated the backup network design problem as an ILP for primary networks with general link capacities and independent, identically distributed probabilities of link failure. For primary networks with rare failures, backup networks are shown to use fewer links, with more resource sharing among backup paths. Conversely, when the primary network has a high probability of link failure, the backup network consists of shorter backup paths. For larger primary networks, a simulated annealing approach was presented to solve the backup network design ILP. This approach has been shown to perform near optimally in designing dedicated backup networks. The SA algorithm can be adjusted to trade-off between computation time and accuracy, with computation time increasing polynomially with the network size.

Throughout this work, it has been assumed that the backup network is free from failures. This assumption holds if the backup links are physically designed such that they are more robust to failures. It would be interesting to extend the approach presented in this paper to a failure model in which the backup links are also susceptible to failure.
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