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ABSTRACT

Speakers use auditory feedback to monitor their own speech, ensuring that the intended output matches the observed output. By altering the acoustic feedback signal before it reaches the speaker's ear, we can induce auditory errors: differences between what is expected and what is heard. This dissertation investigates the neural mechanisms responsible for the detection and consequent correction of these auditory errors.

Linguistic influences on feedback control were assessed in two experiments employing auditory perturbation. In a behavioral experiment, subjects spoke four-word sentences while the fundamental frequency (F0) of the stressed word was perturbed either upwards or downwards, causing the word to sound more or less stressed. Subjects adapted by altering both the F0 and the intensity contrast between stressed and unstressed words, even though intensity remained unperturbed. An integrated model of prosodic control is proposed in which F0 and intensity are modulated together to achieve a stress target.

In a second experiment, functional magnetic resonance imaging was used to measure neural responses to speech with and without auditory perturbation. Subjects were found to compensate more for formant shifts that resulted in a phonetic category change than for formant shifts that did not, despite the identical magnitudes of the shifts. Furthermore, the extent of neural activation in superior temporal and inferior frontal regions was greater for cross-category than for within-category shifts, evidence that a stronger cortical error signal accompanies a linguistically-relevant acoustic change. Taken together, these results demonstrate that auditory feedback control is sensitive to linguistic contrasts learned through auditory experience.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>primary auditory cortex</td>
</tr>
<tr>
<td>AAL</td>
<td>automated anatomical labeling</td>
</tr>
<tr>
<td>ACC</td>
<td>anterior cingulate cortex</td>
</tr>
<tr>
<td>BA</td>
<td>Brodmann area</td>
</tr>
<tr>
<td>BOLD</td>
<td>blood-oxygenation-level dependent</td>
</tr>
<tr>
<td>DIVA</td>
<td>directions into velocities of articulators</td>
</tr>
<tr>
<td>DTI</td>
<td>diffusion tensor imaging</td>
</tr>
<tr>
<td>EEG</td>
<td>electroencephalography</td>
</tr>
<tr>
<td>EPI</td>
<td>echo-planar imaging</td>
</tr>
<tr>
<td>F0</td>
<td>fundamental frequency</td>
</tr>
<tr>
<td>F1</td>
<td>first formant</td>
</tr>
<tr>
<td>F2</td>
<td>second formant</td>
</tr>
<tr>
<td>fMRI</td>
<td>functional magnetic resonance imaging</td>
</tr>
<tr>
<td>FMRIB</td>
<td>Oxford Centre for Functional MRI of the Brain</td>
</tr>
<tr>
<td>FSL</td>
<td>FMRIB software library</td>
</tr>
<tr>
<td>HRF</td>
<td>hemodynamic response function</td>
</tr>
<tr>
<td>IFg</td>
<td>inferior frontal gyrus</td>
</tr>
<tr>
<td>MEG</td>
<td>magnetoencephalography</td>
</tr>
<tr>
<td>MIS</td>
<td>motor-induced suppression</td>
</tr>
<tr>
<td>MMF</td>
<td>mismatch field</td>
</tr>
<tr>
<td>MMN</td>
<td>mismatch negativity</td>
</tr>
<tr>
<td>MNI</td>
<td>Montreal Neurological Institute</td>
</tr>
<tr>
<td>MTg</td>
<td>middle temporal gyrus</td>
</tr>
<tr>
<td>pSTg</td>
<td>posterior superior temporal gyrus</td>
</tr>
<tr>
<td>SIS</td>
<td>speaking-induced suppression</td>
</tr>
<tr>
<td>SMg</td>
<td>supramarginal gyrus</td>
</tr>
<tr>
<td>SPM</td>
<td>statistical parametric mapping</td>
</tr>
<tr>
<td>STg</td>
<td>superior temporal gyrus</td>
</tr>
<tr>
<td>TA</td>
<td>acquisition time</td>
</tr>
<tr>
<td>TE</td>
<td>echo time</td>
</tr>
<tr>
<td>TR</td>
<td>repetition time</td>
</tr>
<tr>
<td>VOT</td>
<td>voice onset time</td>
</tr>
</tbody>
</table>
“And who in time knows whither we may vent
The treasure of our tongue, to what strange shores
This gain of our best glory shall be sent
T'enrich unknowing nations with our stores?
— Samuel Daniel, *Musophilus*, 1599

“All language, at some level, is body language.”
— Roy Blount Jr.
CHAPTER I
INTRODUCTION

The primary goal of speech is communication. Speakers use articulatory movements to produce an acoustic signal, while listeners use their auditory systems to decode a linguistic message from this signal. This process of speech production, transmission, and perception is often referred to as the *speech chain*: a chain of events linking a speaker's brain with a listener's brain, along whose links messages are sent and received (Fig. 1-1).

The speech chain has an important side branch that is sometimes overlooked: that linking the speaker's brain with itself. Every time we speak, we hear our own voices, both the air-conducted sound waves that we direct toward listeners and the bone-conducted vibrations of our own vocal folds. Thus speakers double as a kind of listener, serving not as a passive audience but as active self-monitors of vocal output. This on-line vocal monitoring is in essence a comparison of the speech sounds being produced with an internal representation of target speech sounds. Through feedback-based control, speakers can make the adjustments necessary to match their productions with their intentions.

The principal aim of the research described in this dissertation was to assess linguistic influences, both phonetic and prosodic, on auditory feedback-based control. A functional magnetic resonance imaging (fMRI) experiment was designed to characterize neural responses to unexpected changes in auditory feedback. The experiment tested the hypothesis that phonetically-relevant changes would evoke a greater response than acoustically-salient but phonetically-irrelevant changes. Additionally, a behavioral experiment was designed to induce speaker adaptation to fundamental frequency (F0) changes in auditory feedback. An emphatic stress task was used to test whether the response to F0-shifted feedback would extend to other acoustic features that are also cues to stress.

The thesis of this work can be divided into two parts: (1) auditory feedback influences speech production, and (2) language experience influences speech perception, which in turn affects the feedback-based control of production.
1.1 Auditory feedback shapes production

Although the end goal in speech is an acoustic signal, the act of speaking is very much a motor act. As Roy Blount Jr. said in his book, *Alphabet Juice*, “All language, at some level, is body language.” The configuration of the vocal tract gives rise to the acoustic properties that are perceived as speech sounds. Thus, to produce speech, motor commands are sent from motor cortex to labial, glossal, palatal, mandibular, velopharyngeal, and laryngeal muscles, as well as the muscles of respiration. It takes precisely orchestrated articulator movements to achieve the dazzling consecutions of coordinated gestures that characterize speech. To master a spoken language, we must become adept at producing well-formed speech with phonetic components that can be easily categorized by listeners.
The feedback link in the speech chain is essential for the development of proper motor speech output. When we first learn to speak as infants, we must learn a mapping between the motor commands for speech gestures and the sounds these gestures produce. Hearing our own speech enables us to become versed in the articulatory-acoustic relations that define this mapping. Our own voices act as auditory feedback, enabling a precise tuning, over time, of our knowledge of the correspondences between gesture and sound. Adults with years of speech experience have well-tuned mappings, and need not rely on the sound of their own speech to guide their pronunciation. Nevertheless, even in mature speakers, auditory feedback continues to affect speech production. When auditory feedback indicates a disconnect between the expected and observed acoustic consequences of an articulatory gesture, neural feedback control allows for the consequent correction of the perceived error.

By experimentally manipulating subjects’ perceptions of their own speech, it is possible to induce such an acoustic discrepancy between the expected and observed speech output. Both the magnitude of the discrepancy and the perceptual judgment of a particular speaker determine the corrective response to this type of speech perturbation. Under these conditions of perceived error, the studies described in this dissertation aim to observe the compensatory responses to both unexpected and sustained acoustic perturbations, as well as the neural activations of the cortical circuits that underlie such compensation.

1.2 Language experience shapes perception (and production)

When we learn a first language, our auditory experience shapes how we will segment the acoustic space into phonetic units—where we will draw the boundaries that differentiate speech sounds. These phonetic boundaries correspond to the edges of perceptual categories that help listeners differentiate between, say, *degree* [dəˈɡɹɪ] and *debris* [dəˈbɹɪ]. To avoid confusions in word meaning, it is critical for language learners to robustly characterize all the distinctions relevant to their language.

Robust characterization comes at the cost of universal discrimination: with language experience, there is a loss in sensitivity of contrasts that have no phonetic relevance. In
other words, in order to quickly recognize a spoken [t] as belonging to the phonetic category /t/, it is to listeners’ advantage to ignore meaningless within-category variance in voice onset time, spectral composition, or other features whose variation, within limits, does not affect phonetic identity. This loss of within-category sensitivity, coupled with a hypersensitivity to phonetic contrasts that are meaningful, acts to “warp” acoustic space, making particularly discriminable the changes in the acoustic regions that mark the boundaries between speech sounds.

A central aim of this research is to characterize the responses to perturbations that alter the phonetic identify of the perceived sound, versus those that modify the acoustics only within category limits. The neuroimaging experiment in this dissertation tests the hypothesis that the perceived acoustic error arising from a feedback change near the sensitive boundary region will be greater than that arising from a feedback change that lies safely within the accepted variability for a given speech sound.

1.3 Organization of dissertation

This dissertation is divided into four parts. The following two chapters outline the two central theses of this work, providing background and supporting evidence for the studies performed. Chapter 2 is an explanation and exploration of auditory feedback and its role in speech development, everyday speech production, and speech production under artificially-perturbed conditions. Chapter 3 is an overview of linguistic influences on speech perception, including the neural evidence for phonetic representations and the effects of categorical perception.

The final two chapters describe two experiments designed to investigate the linguistic influences on auditory feedback control. Chapter 4 describes an experiment which contrasts feedback control under normal speaking conditions and under conditions of speech perturbation—modification of formant frequencies in speakers’ auditory feedback—both across and within phonetic category boundaries. This perturbation changes the character of the vowel, creating a sudden, unexpected mismatch between the vowel target and its acoustic realization. A subject who says “bet” might hear herself instead saying “bit” or “bat,” for
example. By altering the speech feedback signal before it reaches the ear, it is possible to induce the perceived errors that engage the feedback circuit under investigation. Two hallmarks of phonetic influence on the feedback pattern are discussed: differences in neural activation as measured by fMRI, and differences in acoustic output as measured by shifts in subject-produced formant frequencies.

In Chapter 5, a second perturbation experiment explores linguistic contrasts at a suprasegmental level by perturbing prosodic, not segmental, cues. In this study, an adaptive, sustained perturbation acts to decrease or increase the perceived F0 of the stressed word in a multi-word sentence. A subject who stresses the word Bob in the sentence “BOB bought a dog” might hear herself placing more (“BOB bought a dog”) or less (“Bob bought a dog”) stress on the first word, a perceived increase or decrease of the contrast between that word and the lower-pitched unstressed words. Because the stressed-unstressed contrast is linguistically relevant and is cued by other features besides pitch (namely, increased intensity and duration), it is hypothesized that the adaptive response is not a pure low-level pitch correction, but instead extends to one or more of these supporting cues.

Past studies of auditory feedback perturbation have investigated responses to changes in low-level acoustic dimensions: for example, a decrease in pitch, or an increase of the first formant. In contrast with these studies, the experiments described here specifically tailor the perturbations to be perceptually relevant, capitalizing on individual speakers' phonetic and prosodic contrasts. In this way, this dissertation addresses the nature of auditory feedback control under conditions of linguistically-meaningful perturbation.
CHAPTER II
AUDITORY FEEDBACK CONTROL IN SPEECH PRODUCTION

2.1 Auditory feedback of speech

Motor control systems are classically described as using one of two control schemes:
feedback (closed-loop) control or feedforward (open-loop) control (Åström & Murray, 2008). A
closed-loop controller uses feedback to control the outputs of a dynamical system—for
example, monitoring auditory feedback to correct deviations from a desired acoustic
trajectory. An open-loop controller responds in a predefined way based on previously
learned command signals—for example, executing the motor program for the well-learned
sequence “hello” with no influence from incoming sensory information.

Speech production employs both feedback and feedforward control. A child
learning to speak must first construct an internal neural model for feedforward speech
movements. Feedback allows the brain to build up a correspondence between these
articulatory movements and their acoustic consequences. The monitoring of vocal feedback
is critical for achieving verbal fluency, as evidenced by production deficits in those with
imperfect feedback. Speakers with congenital hearing impairments show commensurate
impairments in babbling (Oller & Eilers, 1988) and in learning to speak (Smith, 1975). Even
speakers who become deaf late in childhood, after learning to speak, experience a marked
deterioration of speech production (Cowie & Douglas-Cowie, 1992; Waldstein, 1990), since
the growth of the vocal tract alters the previously learned acoustic–articulatory relationship.
Feedback allows ongoing auditory experience to retune motor gestures as physical and
acoustical properties change.

As important as auditory feedback is for speech development, we need not rely
entirely on feedback control to speak. Our ability to speak in the presence of feedback-
masking noise (Lane & Tranel, 1971) or after post-lingual hearing loss (Cowie & Douglas-
Cowie, 1983) is evidence for a feedforward speech controller. Furthermore, feedback
control is too slow to be used in moment-to-moment motor control of speech. Feedforward mechanisms are essential for fluent sequences of rapid movements in which there is no time for feedback to play a part (Rosenbaum, 2009). These fast feedforward mechanisms predominate in the execution of predictable, well-practiced movements. Spoken syllables frequent in our language are perhaps the most oft-practiced gestures we carry out. Evidence that the initiation of high-frequency syllables is faster than for low-frequency syllables (Levelt & Wheeldon, 1994) supports the idea that these highly overlearned movement patterns are stored as preprogrammed motor routines: what Levelt and colleagues call the “mental syllabary.”

However, even with the existence of feedforward motor programs, auditory feedback continues to play a significant role in the maintenance and control of ongoing speech. In hearing individuals, auditory feedback is important for the generation of complex and rapid speech acoustics (Ventura et al., 2009). Adults who become deaf after achieving verbal fluency can still speak intelligibly, but they immediately begin to lose control of vocal pitch and amplitude (Cowie & Douglas-Cowie, 1992; Lane & Webster, 1991). Additionally, there is a gradual deterioration of speech sound contrasts in these post-lingually deaf individuals (Cowie & Douglas-Cowie, 1992; Lane & Webster, 1991; Plant, 1984), evidence of a corresponding deterioration of feedforward commands when deprived of auditory feedback. Laboratory experiments on songbirds, prolific vocalizers and vocal learners, have also found deterioration in stereotyped song patterns after auditory feedback was removed (Lombardino & Nottebohm, 2000; Nordeen & Nordeen, 1992). These data show that the motor circuitry underlying the production of adult speech (and birdsong) is not hard-wired but continually influenced by auditory feedback. Finally, auditory perturbation studies are incontrovertible evidence that feedback control is active even among proficient speakers of a language.

2.2 Feedback perturbation experiments

There are many ways to show experimentally that speakers are their own listeners. The simplest and one of the most striking examples is the delayed speech feedback effect.
First described academically in 1950 by Bernard Lee, the delayed speech feedback effect can be induced with audio software, a PA system, or, as Lee used in 1950, the “Presto PT-900” magnetic tape recorder. Speakers who hear their speech played back with a delay of approximately one-quarter second are unable to speak normally: they pause, repeat themselves, and even exhibit a pseudo-stutter in response to the delay, which they are unable to ignore (Lee, 1950).

Feedback perturbation studies such as this reveal the influence of feedback control by inducing a mismatch between auditory expectations and observations. Changing the timing of speech sequences as in the delayed feedback effect has a deleterious effect on speech. Other manipulations with a much smaller delay do not directly impair speech processes, but instead cause changes in one or more parameters of the vocal output. Another simple and well-known auditory feedback experiment is to observe speech in a noisy environment: in a phenomenon known as the Lombard effect, speakers will increase the volume of their speech in the presence of white noise (Lane & Tranel, 1971; Lombard, 1911). Through the use of computer algorithms that rapidly process and filter acoustic signals, more complex manipulations to the speech signal can be performed before it is heard by the speaker. For example, pitch, intensity, and formant frequencies each can be statically or dynamically altered (Burnett et al., 1998; Heinks-Maldonado & Houde, 2005; Houde & Jordan, 1998).

The feedback perturbation methodology is useful and revealing because it illustrates how speakers use real-time feedback information to control their speech. The speaker has no explicit task other than speaking and, if the perturbations are natural-sounding, there is no task difference from the subject’s point of view between perturbed and unperturbed trials. Furthermore, two different types of experiments—those that involve sensorimotor adaptation and those that elicit brief, rapid compensation to perturbations—are each well-poised to answer different questions about the feedforward and feedback control of speech.

2.2.1 Perturbation paradigms

Sensorimotor adaptation refers to paradigms in which motor actions adapt to altered sensory feedback. In such a paradigm, feedforward motor commands are tuned over time as
feedback perturbations consistently alter the desired output signal. A sustained, often gradual shift in the speech output signal causes a commensurate sustained adaptation to the shift through the resetting of motor commands.

A simple visual example of an adaptation paradigm is the use of optical prisms in a reaching task. Prism glasses distort the wearer’s visual input, providing a view of the world that is shifted to the left or right of the normal visual field. Exposure to the visual feedback displacement leads to sensorimotor learning: initial reaching errors in the direction of the visual shift disappear after about a dozen trials (Redding & Wallace, 2006) as the subject learns a spatial remapping.

Figure 2-1. Schematic of an experiment timeline for a typical sensorimotor adaptation paradigm. The light blue line represents an upward shift of a parameter (e.g. F0, F1, or intensity); the dark brown line represents a downward shift. A single subject would be assigned to a single group (up or down).

In the same way, auditory adaptation experiments induce a consistent acoustic change to compensate for perturbed feedback. Introducing gradual shifts in formant structure (Houde & Jordan, 1998; Purcell & Munhall, 2006; Villacorta et al., 2007), pitch (Jones & Munhall, 2002, 2005), or intensity (Chang-Yit et al., 1975) causes subjects to gradually adapt to the shifts, producing speech whose formants, pitch, or intensity are modified to counteract the perturbation. The typical structure of an auditory adaptation paradigm begins with a baseline phase, continues with a gradual ramping up of the perturbation followed by a full- or sustained-perturbation phase, and concludes with a final
baseline phase, shown as a schematic in Figure 2-1. The opposing response, usually measured with respect to the baseline phase, begins soon after the onset of perturbation and is sustained over many trials. An interesting characteristic of adaptation paradigms is the typical existence of an after-effect, or an overshoot of the compensatory shift during the post-perturbation phase. In other words, subjects continue to show adaptation to the perturbation even after it has been removed. The aftereffects seen in adaptation experiments are evidence for a transient reorganization of sensorimotor neural mappings between motor commands and their corresponding acoustic targets.

The second kind of perturbation experiment uses a sudden, unexpected perturbation to displace speech output from its target trajectory. The perturbed trials are “unexpected” because they occur randomly and rarely throughout the experiment, typically on less than one-third of trials. The majority of trials maintain normal auditory feedback. The opposing response is measured as the difference between the average trajectories (formant or F0 traces over the course of each trial) in the perturbed trials and the average trajectories in the baseline trials.

Often, the “speech” in this paradigm is simply sustained phonation over several seconds, during which subsegments of the phonated syllable are perturbed (Burnett et al., 1998). The speaking task can also consist of whole words (Jones & Munhall, 2002; Tourville et al., 2008) or of sentences in which one or more words are perturbed (Chen et al., 2007). In all of these cases, subjects exhibit rapid compensation to the perturbation, altering their speech trajectories to oppose the perturbation within a few hundred milliseconds of its onset.

Because of the sparseness of perturbed trials, there is no new sensorimotor mapping as in adaptation paradigms; instead, speakers can “reset” the perturbed parameter with each normal feedback trial. The perturbations in this paradigm better resemble isolated errors in natural speech, which are corrected on the fly. Additionally, there is a smaller magnitude of compensation: 7-10% versus 25-40% in the auditory adaptation paradigm (Houde & Jordan, 1998; Tourville et al., 2008).

In summary, adaptation experiments provide evidence that a feedforward speech controller continuously monitors auditory feedback and is modified when that feedback does
not meet expectations. Brief, unexpected perturbation studies show the importance of auditory feedback in correcting speech errors or expectation mismatches very rapidly, over the course of an ongoing utterance.

Finally, much in the same way that speakers remain unaware of the articulatory gymnastics that occur in the course of normal speech, participants in both types of feedback perturbation studies are found to compensate for induced shifts even without being aware of them. As Roy Blount, Jr. put it while describing effortless feats of articulation, “It’s hard to keep track of exactly what your tongue is up to.”

2.2.2 Neural responses to auditory feedback perturbation

The majority of the research on auditory perturbation has taken the form of purely behavioral studies, but several landmark perturbation experiments have been performed inside the scanner, investigating neural function during vocal production. Magnetoencephalography (MEG) and functional magnetic resonance imaging (fMRI) are powerful modalities for studying the brain’s response to perturbation, demonstrating the neural mechanisms that underlie the detection of an auditory mismatch and the subsequent corrective motor response.

Magnetoencephalography. MEG is a technique used to measure the magnetic fields produced by the intracellular electric currents of pyramidal neurons. One hallmark of the neural response to an auditory event is the M100, an event-related potential recorded from the fronto-central region of the scalp. A reduction in the amplitude of the M100 response has been noted for self-produced—and therefore expected—speech sounds as compared with the same speech sounds presented in a passive listening condition (Curio et al., 2000; Nagarajan). This M100 reduction for speech, or speaking-induced suppression (SIS; also more broadly known as motor-induced suppression, MIS), suggests that speaking dampens the neural response to self-produced expected sounds. SIS was attenuated when participants’ feedback was shifted in pitch, compared with unaltered voice feedback (Heinks-Maldonado et al., 2006); in other words, the neural response was enhanced in the presence of a feedback shift. Additionally, a response occurring 100-400 ms post-perturbation was enhanced while
subjects vocalized, compared with passive listening (Houde et al., 2007). In the view of Houde and colleagues, incoming feedback is compared with an efference-copy derived prediction of expected feedback, and this neural response is indicative of a mismatch between the two.

A weakness of MEG in speech perturbation paradigms is the presence of movement artifacts introduced during production. However, artifact-inducing articulator movements can largely be avoided if the speech produced is limited to sustained vowels that do not involve dynamic changes of the vocal tract (for example, phonating on the monophthongs /a/ or /ɑ/) as in Houde et al. (2007).

Functional magnetic resonance imaging. Functional magnetic resonance imaging, or fMRI, affords a high-resolution spatial reconstruction of neural activity, as indirectly measured by the hemodynamic response—a pattern of oxygenated blood flow—in different regions of the brain. Speech fMRI studies have low temporal resolution, but can avoid the movement-related drawbacks of MEG using sparse temporal imaging. Because the hemodynamic response lags the stimulus by several seconds, it is possible to interleave silent intervals with periods of scanner noise, waiting until after the participant finishes speaking to acquire each image. Through the use of these sparse sampling techniques, participants can speak in relative silence and images can be acquired in relative stillness.

Using fMRI and a sparse sampling paradigm, Tourville and colleagues (2008) measured the neural response to sudden, brief perturbations of the first formant frequency (F1). In addition to a compensatory response that began 136 milliseconds after voice onset, a neural response to the perturbation was noted in bilateral posterior superior temporal cortex and right inferior frontal cortex. In the authors’ view, the temporal cortical activation was indicative of the perceived mismatch between expected and observed auditory output; thus, the neurons contributing to the enhanced response were labeled auditory error cells. This study was the motivation for the fMRI experiment described in Chapter 4 of this dissertation.

Bilateral superior temporal gyrus (STg) activation has also been reported for fMRI paradigms using delayed auditory feedback (Hashimoto & Sakai, 2003). Imaging studies of pitch perturbation have revealed similar cortical regions underlying verbal self-monitoring.
Zarate and Zatorre (2005) measured the neural responses of both singers and non-musicians to pitch-shifted feedback, reporting activation in bilateral auditory cortices as well as in anterior cingulate cortex (ACC) and insula. Both singers and non-musicians were found to compensate for the perturbation when instructed to do so, but singers were more accurate at maintaining the target pitch when instructed to ignore the perturbation.

2.3 Competing models of speech motor control

Auditory perturbation experiments provide evidence for the importance of auditory feedback in guiding speech gestures. A common explanation for this sensitivity to feedback is a theory in which the goals of speech production are auditory perceptual targets. An auditory perturbation that shifts productions off-target provokes a compensatory articulatory gesture that sets the auditory output back toward the target. However, a competing theory posits articulatory gestures, or the intended motor commands that produce them, as the invariant targets of speech production. The well-known motor theory of speech perception developed at Haskins Laboratories holds that perceiving speech is perceiving vocal tract gestures (Liberman & Mattingly, 1985). Liberman and Mattingly proposed an “analysis by synthesis” in which the listener guesses at the speech gesture underlying an acoustic signal and internally synthesizes the acoustic consequences of this gesture to compare with the incoming acoustics. In this theory, the motor commands that produce the acoustic signal were presumed to be invariant for a given phoneme. For example, the /d/ in /di/ and the /d/ in /du/ have very different formant transitions owing to effects of coarticulation with the following vowel; however, both /d/s have an articulatory gesture in common, namely a vocal tract constriction made by contacting the tongue tip with the alveolar ridge.

Motor theory predicts that speech perception should be sensitive to visual or haptic evidence of speech gestures. One example of the influence of visual information on speech perception is the McGurk effect (McGurk & MacDonald, 1976), in which seeing the articulatory movements of a speaker can affect how a syllable is perceived auditorily. In addition, listeners do benefit from visual evidence of articulatory gestures: it is easier to
perceive speech in noise when the speaker is visible, as visual information can disambiguate syllables produced with different places of articulation (Sumby & Pollack, 1954).

However, motor theory in its strict form fails to account for the motor equivalent capabilities of the speech production system (Guenther et al., 1998). While two different acoustic patterns can both sound like a /d/ according to their context, the reverse is also true: two different vocal tract gestures can produce the same acoustic output. Speakers have the ability to use different movements to reach the same goal, and the same speaker will naturally use different movements under different conditions. In other words, speech production is motor equivalent; there is a many-to-one transformation between vocal-tract configurations and acoustic goals. Articulatory trading relations allow speakers to maintain a stable acoustic signal even when articulation method varies. For example, retroflex sounds such as /ɾ/ can be produced either with the tongue tip raised in a “retroflex” position or with a “bunched” tongue farther back in the mouth (Ladefoged, 1993). These different articulatory gestures have the same acoustic consequence: a dip in the third formant. It is this dip, produced in either tongue position or in some combination of these extremes, that listeners use to distinguish /ɾ/. Similarly, the low first and second formants of the vowel /u/ can be achieved either by lowering the larynx or by rounding the lips, each having the same acoustic effect (Ladefoged, 1993). Furthermore, speakers rapidly learn to reorganize vocal tract configurations to maintain steady formant patterns in the presence of articulatory impediments such as a bite block (Gay et al., 1981). Acoustic or sensory theories that propose auditory targets allow for this motor equivalent variability in articulatory gestures (Guenther et al., 1998; Perkell et al., 1997; Perkell, in press).

Another claim of the motor theory of speech perception is that the motor system is recruited for perceiving speech. Mirror neurons, first discovered in the premotor cortex of primates, respond both while performing a motor action, such as grasping, and while witnessing that action being performed by another (di Pellegrino et al., 1992). Mirror neurons were interpreted as a system for “action recognition” in motor cortical areas that could extend to speech motor gestures. Complementarily, there is fMRI evidence that the same motor regions active during the production of speech are also activated during passive listening (Wilson et al., 1994). However, recruitment of the motor system does not appear
to be essential for speech perception: infants and non-human animals, both unable to produce speech, can discriminate phonetic contrasts and exhibit sophisticated perceptual abilities such as categorical perception (Eimas, 1971; further discussed in Chapter 3). Additionally, lesions to speech motor cortex often show only minor effects on auditory perception of speech. Broca’s aphasia, caused by damage to the brain systems subserving motor speech production, results in severely impaired speech production but does not produce a commensurate abolishment of speech perception and comprehension ability (Naeser et al., 1989).

In summary, there is excellent support for a tight interconnection between speech perception and production. However, there is evidence both for and against the motor-based theory that perceiving speech is perceiving phonetic gestures. Another interpretation of this interconnection yields the opposite claim: producing speech is producing auditory targets. As will be discussed in the next section, successful neurocomputational models that learn speech production through auditory targets are evidence that this is the case.

2.4 The DIVA model and feedback control

Feedback is especially relevant when we have a sensory target in mind and want to track our progress toward that target. In the view of Guenther and colleagues (1994, 1995, 2006), speech targets are not motor configurations or vocal tract constructions but regions in auditory space. These targets are achieved by manipulating the velocities of the speech articulators and the vibration, abduction, and adduction of the vocal folds until the produced acoustics match the acoustic goal. Auditory feedback is used for updating and refining feedforward commands and for controlling unpredictable or novel movements.

DIVA (Directions Into Velocities of Articulators, Guenther 1994, 1995; Guenther et al., 2006) is a model of speech production that incorporates feedback and feedforward control to reach acoustic speech targets. A speech sound map, corresponding in function to Levelt’s mental syllabary (Levelt, 2001), activates motor commands from DIVA’s feedforward control map, as well as expected auditory and somatosensory targets of the production. An articulatory synthesizer (Maeda, 1990) translates DIVA’s vocal tract
configuration into an acoustic signal so that the output of the motor commands can be compared with the internal sensory representations of the target, both auditory and somatosensory.

DIVA is a neural network model, designed to be biologically plausible; the modules in the model represent processing done in particular cortical regions. Each box in the diagram (Fig. 2-2) corresponds to a population of neurons in the brain that act as processing units. The arrows connecting the boxes correspond to synaptic projections between brain regions. As the neural signals are passed through the model, information is transformed from one type to another. For example, the auditory error map, located in auditory cortex (posterior superior temporal regions) receives input both from the speech sound map that generated the feedforward command and from the subcortical nuclei that do preliminary
processing of the incoming auditory feedback signal. In this region, acoustic representations of the two inputs can be compared and transformed into a difference signal that is used to update the subsequent motor commands. Neuroimaging studies have helped pinpoint the anatomical locations of the model components (Guenther et al., 2006; Tourville et al., 2008; Ghosh et al., 2008; Peeva et al., 2010).

Learning in the DIVA model begins with a babbling stage in which the model acquires knowledge of the relations between motor commands and corresponding auditory and somatosensory feedback. “Babbling,” or randomized movements of the vocal tract, provides paired sensory and motor signals that are used to tune up the sensorimotor mapping. Learning to pronounce sounds occurs via an imitation stage. Sound samples provided to DIVA are stored as auditory targets in the synaptic weights that project from the speech sound map to auditory cortex. These stored targets constitute a kind of mental syllabary in auditory space. DIVA then practices production of the sound samples, learning a somatosensory target while it uses auditory feedback to further tune feedforward commands. With each repetition, the model relies less on feedback control and more on feedforward control.

In summary, evidence from modeling, neuroimaging, and perturbation experiments suggest that when learning to speak, we must first form internal representations or targets for speech sounds, then shape our vocal output by comparing auditory feedback with these internal targets. The DIVA model of speech production has an auditory map representation based on formant space; however, it does not take into account the perceptual boundaries dividing learned speech categories. The following chapter outlines some of the ways language learning affects the auditory perceptual space, with the goal of motivating experiments that will help extend the DIVA model.
CHAPTER III
LINGUISTIC INFLUENCES ON AUDITORY PERCEPTION

3.1 Speech sound categories

Phonetic categories are the perceptual representations of phonemes, the smallest units of sound that form meaningful contrasts in a language. As a linguistic construct, phonemes are discrete and categorical: we give names to them, and they allow us to discriminate words with different meanings. In processing acoustic input into phonetic categories, we ignore small acoustic variations around a prototype that have no phonemic consequence. In contrast, in order to effectively and efficiently discriminate speech sounds, we must pay close attention to variations around the boundary regions, where small changes matter for phonemic identity.

A robust representation of these sound categories in the brain allows us to rapidly process and understand incoming speech, and to compare our own speech productions to internal auditory schemata. As distinct entities, phonemes represent an abstract concept, but there are behavioral data and neural correlates that support their existence in the brain of the speaker.

3.1.1 Evidence of phonemes

Patterns of errors in production. Speech production errors can speak volumes about the way linguistic units are stored and sequenced. One of the most famous and oft-quoted varieties of speech error was named for Reverend William Archibald Spooner of Oxford. His “Spoonerisms,” to which he was notoriously prone, involved the transposition of two words’ initial segments, yielding such delightful disarrangements as “You have hissed all my mystery lectures!” (Potter, 1980) Dr. Spooner was not alone in these slips; the speech error literature shows consistent patterns of production errors across speakers that can be robustly
induced in experimental settings (Motley, 1983). Submorphemic slips of the tongue typically involve transpositions or substitutions of single phonetic segments (Meyer, 1992; Shattuck-Hufnagel, 1983, 1987), the results of which are akin to Spoonerisms: for example, “heft lemsphere” for left hemisphere. There is very little cross-pollination between sound or grammatical types: vowels exchange with vowels and consonants with consonants; nouns with nouns and verbs with verbs. This observation suggests not only that there are distinct levels of representation in the planning of speech production (Fromkin, 1980), but that phonemes are one of the lowest levels, since they generally remain intact across transpositions, anticipations, and perseverations of sound segments (Meyer, 1992). However, some studies employing electromyography (Mowrey & MacKay, 1990) and kinematic tracking of articulators (Goldstein et al., 2007) have provided evidence for lower-level representations based on subphonemic errors in articulator movement.

Reproduction conduction aphasia. Conduction aphasia is a disorder of linguistic processing related to damage in left supramarginal gyrus, left primary auditory cortices, insula, and underlying white matter (Damasio, 1992). In patients with conduction aphasia, intonation and articulation are preserved, but repetition is impaired by the presence of phonemic paraphasias, or substitutions of an incorrect phoneme for the intended one. Phonemes are deleted, transposed, or exchanged with each other even though speech production is otherwise relatively preserved (Damasio, 1992; Goodglass, 1992). For example, in one patient, the German word “Bagger” was repeated as “gabber” (Bartha & Benke, 2003). Like non-pathological slips of the tongue, these paraphasic errors maintain structure at the level of the phoneme.

Differences in cortical processing of different phoneme classes. There has been shown to be more neural activity in superior temporal cortex in response to “poor” phonemes, ambiguous sounds that lie near phonetic category boundaries, than to “good” phonemes, prototypical sounds that lie squarely in the center of the phonetic category (Guenther et al., 2004). This finding of increased brain activation to boundary stimuli implies that the brain is able to efficiently shift neural resources away from regions of acoustic space where discrimination is not behaviorally important (e.g., near the center of a sound category) and toward regions where accurate discrimination is needed. In other words, more neural
resources are devoted to processing ambiguous sounds. The formation of phonetic categories is an example of perceptual warping of auditory space that is contingent upon acoustic exposure.

3.1.2 Boundary effects

Phonetic boundaries, then, divide the acoustic space of speech sounds into discrete chunks within a language. Auditory perceptual experiments have demonstrated dissimilar responses to stimuli near these boundary regions and to stimuli that are safely within a particular phonetic category. For example, the perceptual magnet effect (Kuhl, 1991; Kuhl et al., 2008) is an account of decreased discrimination ability near category centers as opposed to near category boundaries. The canonical category center acts as a “magnet” that draws in surrounding acoustic tokens and renders them less discriminable; however, near-boundary tokens escape the magnet’s pull and are perceived as more dissimilar from each other. Thus, phonetic boundaries function as discontinuities along a perceptual continuum: a continuous acoustic space is warped to yield a perceptual representation that is non-continuous. This warping also underlies the phenomenon of categorical perception, generally characterized by a peak in discrimination at a category boundary. Stimuli classified as belonging to different categories are easier to discriminate than stimuli classified as the same category, even when the acoustic differences are of the same magnitude (Harnad, 1990; Repp, 1984). In other words, phonemes can be relatively hard-edged, and stimuli that straddle such an edge can be more perceptually distinct than those that lie to one side of it.

3.2 Categorical perception

Categorical perception is a general phenomenon that allows us to sort the things in the world into their proper categories, “warping” perceived similarities and differences so as to compress some things into the same category and separate others into different categories (Harnad, 1990). It extends across many domains, such as color perception (Holmes et al.,
One well-investigated area of perception research deals with how sounds from different phonemic categories are identified and discriminated. Stimuli in these experiments are generally constructed along a continuum of a single acoustic attribute, varying from one phoneme to another. Each stimulus is evenly spaced from the next in terms of the chosen acoustic attribute. (For example, voice onset time (VOT) distinguishes English judgments of /ba/ and /pa/. An experiment using these two phonemes would feature a ba–pa continuum, spaced in VOT by a set number of milliseconds.) Both identification and discrimination performance are usually evaluated.

The universal finding is that adults tested on identification show a sharp category boundary at one place along the continuum; furthermore, discrimination performance can go up dramatically when the stimuli come from different categories. Tokens judged to be within the same phonemic category are discriminated poorly, even when they are separated by the same acoustic distance as the well-discriminated tokens, one from either side of the category boundary (Liberman et al., 1957). In the words of Alvin Liberman, the speaker’s discriminations have been “sharpened and dulled according to the position of the phoneme boundaries of his native language.”

### 3.2.1 Origins of categorical perception

This phenomenon of categorical perception was initially found only in speech contexts. It was most particular to stop consonants, and somewhat harder to elicit in glides and vowels. In experiments by Liberman and colleagues (1961), continuous (not categorical) perception was obtained with non-speech stimuli generated by spectrally inverting a speech VOT continuum, suggesting that the phenomenon was specific to speech. Liberman’s motor theory of speech perception, as discussed in Chapter 2, claimed that phonemes are processed by special phonetic mechanisms of hearing: a learned internal language-production model. However, later experiments succeeded in demonstrating categorical perception in non-speech sounds. Specifically, complex speech-like sounds such as noise-
buzz sequences with various lead times (analogous to VOT in plosive consonants) showed both an abrupt labeling shift and an accompanying peak in discrimination at 16 ms (Miller et al., 1976). Another particularly compelling example by Pisoni (1977) used tone onset time as a VOT analog, using two-tone complexes of differing frequencies. Pisoni found a peak in discrimination at 20 ms, no matter which tone led the other. These instances of categorical perception in non-speech contrasts argue for contrasts that are shaped by general principles of auditory perception, or, more broadly, a general property of sensory behavior.

Even more convincingly, animals and preverbal infants also show evidence of categorical perception, even in the absence of training. Furthermore, they seem to share similar category boundaries with adults. In infants, a head-turn or high-amplitude nonnutritive sucking procedure is generally used to assess discrimination performance as measured by recovery from habituation. In experiments with both English and Spanish infants, Eimas and colleagues (1971, 1987) have shown sensitivities to a VOT boundary at 25 ms, corresponding to the English boundary. Kuhl and Miller (1975), in multiple experiments with chinchillas, report voicing boundaries that correspond with adult and infant data, providing evidence for the same mechanisms of perception for all three species. Categorical perception and even perceptual compensation for coarticulation have since been demonstrated in macaques, quails, and budgerigars. These results confirm a general perceptual ability to discriminate phonetic information in CV syllables in a way that adheres to the distribution of the acoustic stimuli.

Liberman's motor theory claimed that categorical perception derives from linguistic categories. However, it is unlikely for animals and infants to have enough experience to acquire phonetic representations. This implies that it is simply the processing of the mammalian auditory system that allows for part of the observed perceptual performance. Not only do these studies show that categorical perception can arise from general auditory principles, but they suggest that the animals and infants, unbiased by previous language exposure, are responding to invariant acoustic factors in the signal that underlie phoneme categories.

Categorical perception is thus not merely the result of a specialized language-processing capability in humans. However, language learning does have a strong effect on
perceived category boundaries in adult speakers, as evidenced by the variation in boundaries from language to language. Spanish infants who show an English-like 25-ms VOT boundary grow up to become Spanish-speaking adults who show boundary at 0 ms (Eimas et al., 1987). Furthermore, there boundaries can be shifted by experimental conditions. For example, vowel identification is highly susceptible to stimulus sequence effects (Repp and Liberman, 1987). (Consonant identification, being more “categorical,” is more stable.) In a phenomenon known as selective adaptation, hearing a sound many times can shift perceptions of ambiguous tokens away from that sound category (Eimas & Corbit, 1973). Additionally, when one possible phonetic categorization forms a word and the other does not, there is a tendency to categorize ambiguous tokens to make words (Ganong, 1990). That is, the boundary between two phonemes shifts towards the lexically-acceptable one. Categorical perception is therefore an important auditory-acoustic relation that is greatly influenced by linguistic experience.

3.2.2 Neural basis of categorical perception

It is to a speaker’s advantage to reduce “the number and variety of the many sounds with which he is bombarded” (Liberman et al., 1957). The perceptual system is tasked with recoding the low-level, rapidly-changing, multi-possibility signal into something more efficiently accessed. By suppressing responses to signal variations that are not judged to be phonemic, categorical perception improves the efficiency of speech processing. Categorical perception of some non-speech stimuli show that these nonlinear effects do not require a lifetime’s worth of language experience. However, language-specific category perception does require training based on acoustic input. This training serves to tune up the central auditory system to respond differently to sounds at category centers than to sounds in boundary regions.

As discussed, Guenther and colleagues (2004) found decreased BOLD activation in superior temporal areas for good exemplar than a boundary token. This observation provides a neurological explanation for perceptual behavior: sounds from the center of a
category are more difficult to discriminate from each other than sounds near category boundaries because they are represented by fewer cells in the auditory cortical areas.

Many researchers have used noninvasive electrophysiology techniques such as MEG to quantify the neural response to changes in phonetic membership. A common neural marker of acoustic change is the mismatch negativity (MMN) evoked potential, a preattentive, neurophysiologic index of auditory discrimination. The MMN, or its magnetic analogue, the mismatch field (MMF), is often elicited by an infrequent, deviant stimulus (an auditory “oddball”) detected among frequent, repeated stimuli (the “standard”). Several independent studies in MEG and electroencephalography (EEG) have found an enhanced MMN to a native-language phonetic category contrast than a native within-category contrast or non-native contrast (Dehaene-Lambertz, 1997; Näätänen et al., 1997; Sharma & Dorman, 1999, 2000; Sharma et al., 2000). Furthermore, Dehaene-Lambertz and Baillet (1998) have reported similar findings in prelingual infants. Strikingly, Phillips and colleagues (2000) elicited an MMF arising from left superior temporal gyrus using stimuli that were phonetic, but not acoustic, oddballs—that is, no individual stimulus was frequent, but subjects grouped together different tokens of each phonetic category to form a standard/oddball distribution that elicited the mismatch response. This is evidence that auditory cortex responds categorically, having access to a phonological representation of category membership.

3.3 Graded sensitivity within categories

While listeners are less sensitive to within-category than between-category distinctions, they do show graded sensitivity to the “goodness” of a particular speech token. As discussed in Section 3.1, neural responses in superior temporal areas are sensitive to the goodness of fit of a sound to its phonetic category (Guenther et al., 2004). Listeners also explicitly rate near-boundary stimuli as poorer exemplars of a speech category (Miller & Volaitis, 1989), and discrimination of poorer exemplars is characterized by a longer reaction time (Pisoni & Tash, 1974). Furthermore, the goodness of speech tokens can affect the efficacy of semantic priming. At short interstimulus intervals, Andruski and colleagues
(1994) showed a decrease in the magnitude of semantic priming for words whose syllable-initial VOT was acoustically manipulated to make them worse exemplars of the phonetic category. The change in semantic priming shows the effect of acoustic fine structure on lexical access, even when the fine structure variation remains within a given category.

These results suggest that listeners do have access to information about within-category variability. Moreover, this within-category sensitivity can have downstream consequences for higher-level speech perception.

3.4 Vowel perceptual space

For vowels, which are produced with an open vocal tract, continuous articulation between two phonemes is possible. That is, speakers have the physical ability to pronounce boundary stimuli, a vocal feat that, for consonants, is difficult to perform except synthetically. Even though their production is less discrete than that of consonants, vowels have been shown to exhibit some degree of categorical perception. Vowels are well-described by their first two formant frequencies: the location of the first two peaks in their spectral envelope. It is therefore natural to think of vowels as inhabiting a two-dimensional frequency space, with each dimension representing its respective formant value. A speaker producing the sound “ah” [a], for example, will by definition produce the first two formants very close together, with a very high F1 (around 700 Hz) and a very low F2 lying almost on top of F1 (around 1000 Hz). A listener, given a real or synthetic sound with these formant values, would classify it as an [a] (Stevens, 2000).

As discussed in Chapter 2, a body of evidence suggests that the goals of speech gestures are regions in acoustic space (Guenther et al., 1998; Perkell et al., 1997; Perkell, in press). Put mechanistically, speaking involves reaching sequential targets corresponding to phonemes in our language, while learning to speak requires learning the appropriate motor commands to produce sound sequences across the speech target regions. Vowel targets, then, to a first approximation, are regions in two-dimensional formant space. The perceptual boundaries between vowels segment the space into frequency regions, each associated with a particular vowel category. Learning to produce vowels can be described as
associating auditory targets with motor commands that achieve those target frequency regions.

Because vowels exhibit some degree of both categorical perception and continuous or graded perception, they are interesting to study in an auditory feedback context. The experiment described in Chapter 4 examines the influence of non-continuous perception on feedback control.

3.5 Transforms of the auditory pathway

To motivate the influence of phonetic boundaries on feedback control in the DIVA model, it is necessary to deconstruct the path between acoustics and audition. The following section is an overview of the transforms that occur in the auditory system as it processes sound input into recognizable and categorizable speech.

3.5.1 Preliminary speech processing

The processing of speech begins at the peripheral auditory system. At this initial level, speech is no different from any other acoustic stimulus. The vibrations that impact our ear are first sorted out by the ear’s frequency analyzer, the cochlea. The filter banks of the cochlea determine basic acoustic properties of the signal: the frequencies at which there is acoustic energy and whether that energy is periodic or aperiodic. The mechanical properties of the ear break down the acoustic input waveform and allow for analysis of duration, intensity, bandwidth, and direction of spectral changes.

By the time the acoustic signal is transduced into neural impulses in the auditory nerve, the following modifications have taken place: narrow-band filtering (by the cochlea), half-wave rectification (from the chemical response properties of hair cells), and low-pass filtering (from the loss of high frequencies due to limits on neural synchrony). Even at this early stage of processing, the input signal is different from what is represented on a spectrogram.
Auditory nerve fibers strongly phase-lock to frequencies up to 2.5 kHz. In terms of speech perception, phase-locking is a means of robust encoding of spectral information. By relying on temporal synchrony as well as place along the cochlear frequency analyzer (a “rate-place” representation), the signal is robust to noise and allows for segregation of multiple sound sources. The neural activity pattern also acts to enhance spectral peaks in the signal.

These preliminary processes provide salient dimensions—frequency, harmonicity, spectral shape—that lead to speech sound classification (de Cheveigné, 2003). If the peripheral processing in the ear worked differently to analyze sound, our percepts would not rely on the same acoustic dimensions, and we would probably have very different speech sound categories.

Some studies have attempted to rework our techniques for visualizing auditory maps so that we can more easily approach the acoustics from the point of an auditory system analyzer. The Bark scale is a psychoacoustic scale corresponding to critical bands of hearing. The mel scale was created in an attempt to equate raw Hertz values with psychological pitch distance. Both scales take into account the relative contributions of energy from different parts of the spectrum; they are filtered versions of the pure Hertz scale in an attempt to mirror auditory filtering.

3.5.2 Higher level auditory processing: extraction of features

Principles of perceptual grouping contribute to feature extraction at a relatively low level of the auditory system. Coincident events are “chunked” into united representations. Common modulation, both in frequency and amplitude, is a fundamental cue in auditory grouping. Component groups in a speech signal that are modulated in similar ways, along the same timescale, become perceptually united, making it near-impossible for a listener to hear out the individual constituents (e.g., formants). Harmonicity and spectral proximity, both in time and in frequency, are other cues that help form the percept of a united auditory event.
Still higher in the auditory pathway, neurons in primary auditory cortex (A1) maintain the tonotopic organization of the cochlea, but in a weaker sense; they respond to more complex stimulus configurations. For example, many single units in A1 respond weakly to pure tones of a certain pitch but strongly to pairs of pure tones ascending in frequency. Other units detect descending tone sequences. These neurons represent integrated successive cues from the peripheral auditory system and respond best to temporally variable sounds. These cortical cells are the rudiments of phonetic templates in the brain.

3.6 Linguistic influences on feedback control

Auditory-acoustic relations—the heterogeneous peaks and troughs in phonetic perception that underlie a warped perceptual space—are difficult to measure directly. Tasks requiring overt categorization or goodness judgments can be useful in a rough mapping of perceptual space, but they are inherently unlike normal speaking and listening conditions. Feedback perturbation studies aid in this research by using a natural speaking task and evoking an easily-measured, quantifiable response to shifts of a given acoustic magnitude. The magnitude of the neural response is a direct measure of the “auditory error” caused by the mismatch between the expected and observed signal. The magnitude of the compensatory response reflects the correction in response to that error.

Given the semi-categorical nature of vowel perception, distinctions that lie across vowel boundaries in auditory perception might be predicted to be more discriminable—more salient—and therefore to provoke a greater corrective response. The following chapter describes an experiment that examines responses, both neural and acoustic, to both perturbations that do not change the vowel category and perturbations that have phonetic relevance in the language of the speaker.
CHAPTER IV

EXPERIMENT 1: AN INVESTIGATION OF THE ROLE OF PHONETIC CATEGORIES ON AUDITORY FEEDBACK CONTROL

Even as proficient speakers, we rely on auditory feedback to monitor our speech, ensuring the observed acoustic signal matches our expectations. It is argued in this thesis that a critical factor in feedback control is the relevance of the output to the listener. Evidence presented in the previous chapter suggests that it is easier to perceive deviations from phonetic category centers when they cause a category change. For this reason, a shift in auditory feedback that crosses a linguistic boundary is predicted to be more salient and to result in a larger corrective response.

The goal of the current study is to explore the role of phonetic categories in feedback control. To this end, the study examines the neural response to a sudden disruption in the auditory feedback loop as elicited by an unexpected acoustic shift in real time. In the experiment, sudden auditory perturbations occur during subjects’ speech, producing a mismatch between the auditory speech target and the realized speech. This mismatch is theorized to induce activity in the auditory error cells that detect this discrepancy. The perturbation paradigm offers insight into the error correction signal produced by the acoustic mismatch and the updated motor commands used to produce the vocal compensation.

Moreover, perturbations that caused a phonetic category boundary to be crossed were directly compared against perturbations of the same magnitude that caused only a within-category shift in acoustics. Behavioral and neural responses to these two types of perturbations were examined for differences in magnitude, and the neural activations were contrasted to test for spatially separable populations of error cells in the two perturbation conditions.

4.1 Phonetic category variation
Across different dialects, vowel production centers move around the formant frequency space. A speaker from the American southeast, for example, may produce /e/ and /æ/ closer together than the average American speaker (Vaux, 2008). Another difference leading to vowel space asymmetries is simple perceptual variation: because of discrepancies in linguistic exposure, auditory acuity, or response bias, different listeners may assign a given sound to different phonetic categories. This study capitalizes on differences in dialect and in perception to counterbalance subjects with different asymmetries: interspeaker variations in which vowel boundaries were “easier” to cross.

4.2 Methods and materials

The current experiment consists of two phases: a behavioral session, in which subjects’ production and perception spaces were assessed to set experiment parameters (Section 4.2.2), and an imaging session, in which brain activity was measured using fMRI (Section 4.3.3). All study procedures, including recruitment and acquisition of informed consent, were approved by the institutional review boards of the Massachusetts Institute of Technology and Boston University.

4.2.1 Participants

Eighteen right-handed subjects between the ages of 19 and 33 (mean age = 23.5 years), nine men and nine women, participated in the study. These participants were drawn from a pool of forty subjects who completed a behavioral pretest (mean age = 23.6 years). All subjects spoke American English as a first language, had no history of hearing or speech disorders and, in order to be eligible for imaging, had no metal in the body.

4.2.2 Behavioral pretest

Vowel production. At the start of the behavioral session, vowel production data were collected between the carrier consonants /b_d/. Each subject read aloud these b_d words
as they appeared on a computer screen, producing ten tokens for each of the six vowels \{/i/, /i/, /ɛ/, /æ/, /a/, /u/\}. The words used to elicit these tokens were, respectively, "bead," "bid," "bed," "bad," "bod," and "booed." For ease of recording and subject comfort, the vowels were recorded with the subjects seated at a desk, head in an upright posture.

![Figure 4-1. Vowel space for a sample subject. The production tokens closest to the two-dimensional median for each vowel are circled in grey; these were the inputs used in generating the continua.](image)

*Generation of formant-shifted vowel continua.* From the ten productions, median values for the first two formants, F1 and F2, were determined for each vowel. All subjects showed a separation of formant values for the different vowels, whose tokens generally clustered tightly together in vowel space (Fig. 4-1). The production token closest to the two-dimensional median (F1-F2) was used as input to a formant-shifting algorithm (Boucek, 2007) that altered the first and second formant frequencies by a constant offset through the duration of the vowel but held other acoustic properties of the sound constant.

Eight vowel continua were generated across the F1-F2 spectrum for each subject, two continua for each of four pairs of the adjacent vowels \{/i/-/i/, /i/-/ɛ/, /ɛ/-/æ/, /æ/-/a/\}. The median token from one vowel in the pair, called the *continuum origin,* was
shifted in formant space in ten successive increments towards the other vowel in the pair (Fig. 4-2). Thus each continuum began at the median formant values of one vowel and ended at the median formant values of a neighboring vowel, with one additional token added at each end. The step size between each continuum token was constant on the mel scale, a perceptually-derived logarithmic scale based on listener pitch comparisons ($1000 \text{ mels} = 1000 \text{ Hz}$). Furthermore, two continua were generated for each vowel pair: one starting from each end. In other words, at each step on the continuum, there were two different stimuli with the same F1-F2 values, each generated using a different endpoint vowel as the continuum origin.

![Figure 4-2. Continuum generation. Each thirteen-token continuum between pairs of vowels was generated by shifting a subject's own speech by graduated amounts in formant space. The first and second formants were shifted in the direction of each neighboring vowel. Continua formed with the vowel /u/, which was particularly far from its nearest neighbors in formant space, were judged to sound unnatural and were not used in the vowel perception test.](image)

**Vowel perception.** The tokens from all eight continua were randomized and presented five times each through free-field speakers immediately following the vowel production test. Each subject heard his or her own speech and was instructed to categorize each sound as one of five possible words: bead, bid, bed, bad, or bod. The categorization data were fitted
to sigmoid curves to determine an approximate perceptual boundary between the vowels at the continuum endpoints (Fig. 4-3), defined as the point where the two sigmoid curves crossed. Furthermore, two additional points were defined: (1) 100%-within, the token farthest from the continuum origin that was still categorized as the origin vowel 100 percent of the time, and (2) 100%-across, the token closest to the continuum origin that was categorized as the adjacent vowel 100 percent of the time. In other words, formant values between the continuum origin and the 100%-within point were safely within the original vowel category, and formant values at the 100%-across point and beyond were safely across a category boundary, since perceptual judgments had consistently switched to a different vowel.

![Figure 4-3. Vowel categorization responses. The identification responses for a single vowel continuum were fit to sigmoid curves. The continuum was generated by shifting the formants of the median production of /e/. Shifts within a category are defined as those smaller than or equal to the shift used to generate the 100%-within token. Shifts across a category are defined are those greater than or equal to the shift used to generate the 100%-across token. As shown in the lower panel, reaction time (rt) in seconds corresponds well to the location of the category boundary.](image)
In order to compare same-magnitude shifts within and across category boundaries, a subject's perceptual space must be "asymmetric"—the 100%-within point for one continuum must be a greater distance away from the origin than the 100%-across point for another continuum starting at the same origin (Fig. 4-4). In other words, it must take a smaller shift amount to elicit the percept of a category change in one direction than another.

Figure 4-4. Example of counterbalanced subjects. Two sample subjects' vowel spaces overlaid with their within (red arrow) and across (black arrow) shifts. The filled circles represent the 100%-within points for the /ɛ/-/ɪ/ (green filled circle) and /ɛ/-/æ/ (blue filled circle) continua. The solid lines represent acoustic space between the continuum origin and the 100%-within point: that is, shifts that did not cause a change in vowel categorization. The open circles represent the 100%-across points for the /ɛ/-/ɪ/ (green open circle) and /ɛ/-/æ/ (blue open circle) continua. The dashed lines represent inconsistently-categorized tokens between the 100%-within and 100%-across points.

For each subject, a shift size was chosen such that it caused a category boundary to be crossed in one continuum, e.g. /ɛ/-/æ/ (see Fig. 4-4, black arrow), but not another, e.g. /ɛ/-/ɪ/ (see Fig. 4-4, red arrow). Only subjects for whom such a constant shift could be chosen—that is, whose category boundaries were asymmetric around the vowel production center—went on to complete the scanning phase. This assures that a shift of a fixed size can both effect and fail to effect a category change, depending on the direction. Counterbalancing subjects with opposite asymmetries enabled group comparisons of feedback control across and within category boundaries. Eighteen subjects qualified and went on to complete the imaging portion of the experiment. These subjects made up approximately 50% of the total subject pool.
4.2.3 Brain imaging

Functional magnetic resonance imaging (fMRI) was used to measure the BOLD response during speech, both with and without perturbation, as well as during a non-speech baseline condition. The experiment had an event-triggered design, using sparse sampling and a triggering mechanism to coordinate stimulus timing with image acquisitions.

**Imaging parameters.** Subjects were scanned in a 3T Siemens Tim Trio whole-body MRI machine equipped with a 32-channel volume transmit-receive birdcage head coil, located at the Athinoula A. Martinos Imaging Center at McGovern Institute for Brain Research, MIT. The subjects' speech was recorded via a custom-made MR-safe microphone, and auditory feedback was delivered via insert headphones (Stax SRS-005II electrostatic headphones). All auditory feedback had a short (~17 ms) delay owing to the processing time of the formant shift. Subjects wore supra-aural ear seals surrounded by a custom-made foam helmet, affectionately nicknamed the Head Cozy, to insulate them from the noise of the scanner.

Images were acquired in a head-first, supine position. Because of the constraints imposed by the scanner, the vowels could not be recorded with the head in an upright posture, as in the behavioral pretest. Studies examining speech acoustics under upright and supine positions have noted changes in articulation under the different gravitational loads imposed by different postures (Stone et al., 2007). However, these differences in jaw and tongue placement had little effect on acoustic output: changes were largely restricted to formant bandwidth changes, with only minor shifts in formant values (Tiede et al., 1997; Whalen, 1990). Therefore, even though postural constraints may have caused differences in vocal tract shape or jaw movements between the two experimental phases, speakers are able to use auditory feedback to tune vocal tract constrictions and maintain precise formant values.

**Experimental paradigm.** At the start of each trial, subjects were visually presented with a word (e.g. “bed”) or a control stimulus (“****”). The words were drawn from a list of eight that depended on the vowel to be perturbed (see Appendix A). These stimuli were projected in high-contrast white-on-black and displayed on a rear projection screen, visible to the
subjects through a mirror mounted above the MRI head coil, and remained onscreen for two seconds. Stimulus delivery was controlled by custom software written in Matlab. Subjects were instructed to clearly read each word aloud when it appeared on the screen and to remain silent on the control trials. Immediately after each trial, a volume meter gave subjects feedback about the loudness of their speech. Each of five experimental runs consisted of 80 trials: 64 speech trials (eight presentations each of eight words) and 16 silent control trials.

Unbeknownst to the subjects, the speech trials were divided into three conditions: NoShift (normal speech feedback), Within (a shift was applied in the direction that did not cause a category change in the behavioral pretest), or Across (the same size shift was applied in the direction that did cause a category change in the behavioral pretest). The Within and Across trials each made up one-eighth of the total experimental trials, for a total of one-fourth perturbed trials. In these random 25% of trials, the formants were perturbed before being fed back to the subjects’ headphones. The resultant perturbed trials sounded like mispronunciations of the trial word; the auditory output the subjects expected to hear did not correspond with the artificially-shifted output of the headphones. Trial order was randomly permuted at the start of the experiment.

In summary, the four conditions experienced by each subject were:

1. **Baseline**: a control condition in which the subject remained silent.
2. **NoShift**: speech feedback was unchanged.
3. **Within**: a within-category shift was applied to the subjects’ speech.
4. **Across**: a cross-category shift was applied, the same magnitude as that of the shift-within.

**Trial timeline.** A sparse sampling design was used, similar to other recent studies of speech production (Birn et al., 2004; Bohland & Guenther, 2006; Ghosh et al., 2008; Tourville et al., 2008) (Fig. 4-5). After a four-second delay from the visual stimulus onset, the custom-written stimulus presentation software triggered the scanner to collect a single volume of functional data (TA = 2.75s). The delay allowed volume acquisition to occur near the peak of the hemodynamic response to speech, estimated to occur approximately 4-7 seconds post-vocalization. The functional volume was followed by a pause of 1.25 seconds
before the start of the next trial, a total trial length of eight seconds, to allow for the partial return of the BOLD signal to the steady state. Because the volume acquisition was timed to occur several seconds after the stimulus offset, subjects spoke in relative silence, an advantage of event-triggered designs. Furthermore, auditory feedback to the headphones was turned off during image acquisition to prevent the transmission of scanner noise.

Figure 4-5. Timeline for a single trial in the fMRI experiment. The visual stimulus appeared at t=0 and lasted 2 seconds, during which perturbation was applied (if a perturbed trial). Four seconds after stimulus onset, a single volume as acquired (TA = 2.75s). The interscan interval was 8 seconds.

The sparse sampling design afforded several important advantages. First, because subjects spoke during relative silence, they could hear their own speech with no masking from the loud scanner noise. Second, the silent interval assured a relatively clean recorded signal, allowing the online speech processing and formant perturbation to be correctly applied. Finally, since the volume acquisition followed articulation by several seconds, there were no artifacts from tongue, jaw or head movement during speech.

*Volume acquisition parameters.* Functional volumes consisted of 45 T2*-weighted gradient echo, echo planar images aligned to the bicommissural line and covering the entire
cortex and cerebellum in the axial plane (3-mm slice thickness, 0.3 mm gap between slices, TA = 2750 ms, TE = 30 ms, flip angle = 90°, FOV = 200 mm²). In addition to the functional data, anatomical volumes were collected in order to overlay each subject’s functional data on a structural image of his or her own brain. A high resolution T1-weighted anatomical volume (128 slices in the sagittal plane, slice thickness = 1.33 mm, in-plane resolution = 1 mm², TR = 2000 ms, TE=3300 ms, flip angle = 7°, FOV = 256 mm²) was collected prior to functional imaging. Diffusion tensor imaging data was also collected to track white matter tracts as they travel between connected regions of the cortex. These data were used for structural connectivity analyses between brain regions implicated in the task.

4.2.4 Auditory feedback perturbation

Subjects’ recorded speech was routed through a patch panel and split into two channels using a MOTU UltraLite FireWire audio interface with on-board mixer (48 kHz sampling rate). One channel of the signal was sent to the laptop to be recorded while the other was processed on the on-board sound card. This processed signal was re-split and sent both to the laptop and back out to the subject’s headphones. Because the same procedure was used for all trials, the signal underwent the same processing delay of approximately 17 ms whether or not the formants were shifted on a given trial.

Formant tracking and perturbation was carried out in the manner described by Boucek (2007) and by Cai and colleagues (2008). The speech audio signal was downsampled by a factor of four (12 kHz), then pre-emphasized to improve formant estimation by accounting for the −6 dB/octave high-frequency spectral slope typically present in the speech signal (Fant, 1960). Vowel onset and offset were detected using a root mean square (rms) threshold and rms ratio threshold. The voiced signal was then analyzed using a linear predictive coding (LPC) algorithm and the autocorrelation method to estimate the vocal tract transfer function as an all-pole model. The LPC order for each subject determined from formant-tracking performance in the behavioral pretest (9th–13th-order). During the vowel, formants of the incoming signal were shifted by filtering the signal through a concatenation of two digital biquad infinite impulse response (IIR) filters. These filters first
add zeros at the detected formant frequencies to neutralize the original poles, then add new poles that are shifted in frequency by the desired amount. Finally, because the formant shift changes the gain of the spectral peaks, a gain factor was applied to the filter output before the signal was upsampled and written to the sound card output buffer.

The applied two-dimensional formant shifts were constant in magnitude and direction over the duration of the vowel. During shifted speech, the vowel formants moved toward those of the neighboring vowels, either crossing or not crossing category boundaries depending on the perceptual space of each subject. To control for possible effects due to perturbation direction, each subject had a counterpart for which the Across and Within shift directions were opposite. Thus, for every subject whose across-category shift was /ɛ/-/ɪ/, there was one whose within-category shift was /ɛ/-/ɪ/. Fourteen subjects produced /ɛ/; seven of these subjects were shifted across the /ɪ/ boundary but within the /aɪ/ boundary, while the other seven were shifted the /æ/ boundary but within the /ɪ/ boundary. Similarly, four subjects produced /æ/; two of these were shifted across the /ɛ/ boundary but within the /a/ boundary, and the other two were shifted across the /ɛ/ boundary. A summary of subject perturbation conditions is presented in Table 4-1.
Table 4-1. Subject-specific frequency shifts in formant space. The target vowel was the vowel produced by the subject in the fMRI experiment. “Within” and “Across” show the direction of the within-category and cross-category shifts, respectively. Table rows are color-coded with like subjects matched. The blue and green rows have opposite shift directions and thus counterbalance each other; the yellow and orange rows similarly counterbalance each other. Subject 44 was later excluded owing to lack of normal activation in the Speech–Base baseline contrast; a counterbalancing subject (47) also excluded to keep the shift directions balanced in each condition.

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Target vowel</th>
<th>Within</th>
<th>Across</th>
</tr>
</thead>
<tbody>
<tr>
<td>S12</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S13</td>
<td>æ</td>
<td>æ–e</td>
<td>æ–æ</td>
</tr>
<tr>
<td>S14</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S15</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S20</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S21</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S22</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S24</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S28</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S29</td>
<td>æ</td>
<td>æ–æ</td>
<td>æ–æ</td>
</tr>
<tr>
<td>S38</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S44</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S45</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S46</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
<tr>
<td>S47</td>
<td>æ</td>
<td>æ–æ</td>
<td>æ–æ</td>
</tr>
<tr>
<td>S52</td>
<td>e</td>
<td>e–I</td>
<td>e–æ</td>
</tr>
<tr>
<td>S56</td>
<td>æ</td>
<td>æ–æ</td>
<td>æ–æ</td>
</tr>
<tr>
<td>S58</td>
<td>e</td>
<td>e–æ</td>
<td>e–I</td>
</tr>
</tbody>
</table>
When questioned after the scanning session, nine subjects (50%) reported no awareness of any feedback alteration, while nine (50%) did report awareness of a change. Of these, many could not articulate what had changed, but several specified the direction of perturbation, saying, e.g., that “cab sounded like cob.” Of particular note, one subject reported that sometimes his “/æ/’s were like /o/’s, but sometimes they were like a British accent.” Another thought that “tech sounded like tack, and bed sounded like an Australian accent.” These perceptions of vowel change and accent change corresponded to conditions of across-phoneme and within-phoneme perturbation, respectively.

4.2.5 Data analysis

*Acoustic analysis.* Acoustic data were compared across no-shift, shift-within, and shift-across conditions. The first and second formants tracked with LPC analysis were zero-phase filtered with an 8-point Hamming window. Formant values at each time point were averaged across all no-shift trials to yield a baseline vowel trajectory in two-dimensional formant space. Averaged F1 and F2 trajectories for the shift-within and shift-across conditions were then compared with the baseline trajectory. The greater the deviation from the baseline at each time point, the greater the measured compensatory effect. Compensation to perturbation was defined as a statistically significant (p < 0.05) deviation from the baseline trajectory during perturbed trials, using a “fixed effects” analysis with each trial contributing a degree of freedom.

Each subject had custom-defined shift magnitudes and directions—his own personal *shift vector* pointing towards the neighboring vowels—making a simple F1 or F2 comparison across the subject population impossible. In order to compare compensation across subjects, the two-dimensional distance between baseline and shifted conditions must be compressed into one dimension. The 2D-difference was defined as the Euclidean distance in 2D formant space at each time point, computed by taking the square root of the sum of the squared F1 and squared F2 differences. Because this 2D-difference is positive whether subject responses counteract the perturbation or enhance it, it is not a good measure of true compensation. For a response to be considered compensatory it must mitigate the effects of
the perturbation and reset the acoustic output closer to its originally-intended values; thus, it should oppose the shift vector. The projection was therefore defined as the projection of the 2D-difference vector onto the inverse shift vector: the dot product of the two vectors divided by the shift magnitude. In other words, the projection is the component of the 2D-difference that is in opposition to the shift (the blue line in Fig. 4-6).

Figure 4-6. Schematic of projection and efficiency. The black shift vector (solid line) is reflected around the production (open circle) to give the inverse shift vector (dashed line), representing "perfect compensation." The actual deviation resulting from the shift (green arrow) is projected onto the inverse shift vector to yield the projection (blue line), the component directly opposing the shift. The efficiency is the ratio of the magnitudes of the blue and green lines.

Finally, the efficiency of compensation was defined as the projection as a percentage of the 2D-difference. This measure is equivalent to the angle between the inverse shift vector and the 2D-difference vector, scaled from −100 to 100. Responses that are perfectly aligned with the inverse of the shift vector (0°) have maximal efficiency (100%), while responses in the same direction as the shift (180°) have −100% efficiency.

Using projection traces as the primary measure of compensation, the integral of the deviation from baseline was calculated for each condition, as was the maximum excursion from the baseline (Fig. 4-7). The maximum was computed within an appropriate time
window: no earlier than 60 ms from voicing onset to allow time for the response, and no later than the time point at which one-quarter of the trials to avoid too few samples. The integral and maximum of the projection traces were also computed for individual subjects in order to compare their compensation performance.

Figure 4-7. Schematic of maximum and average projection. The maximum and average were computed for the timepoints between the dashed lines, where the left line is at 60 ms to allow time for the onset of the response, and the right line is the “quarter-trial” point, the time point until which exactly one quarter of trials lasted.

Functional imaging analysis. Both voxel-based and surface-based analyses of activation were carried out to assess task-related activation. The first contrast of interest was the Shift-NoShift contrast, in which activation from both Within and Across trials was compared with activation from the NoShift speech condition. Additionally, the within-category activation patterns (Within–NoShift) were compared with the cross-category activation patterns (Across–NoShift) in terms of cortical location and extent of activation.

The functional imaging data were pre-processed and analyzed using publicly-available software packages including SPM (Friston et al., 1995), Freesurfer (Dale et al., 1999;
In the pre-processing stage, a rigid-body transformation was used to realign functional images to the mean EPI image, correcting for subject head movement. The realigned images were stripped of non-cortical matter via a brainmask computed with FSL’s brain extraction tool, BET (Smith, 2002). Outliers with more than 2 mm of movement or with an intensity $z$-threshold more than 3 standard deviations from the mean were removed from the analysis using artifact detection tools (Whitfield-Gabrieli, 2009). Images were coregistered with the T1-weighted anatomical image and spatially normalized into the Montreal Neurological Institute (MNI) space (Evans et al., 1993). Finally, in the voxel-based analysis stream, the images were smoothed with a Gaussian filter (8 mm full width at half maximum).

In the surface-based analysis stream, Freesurfer was used to segment each anatomical volume into gray and white matter structures and to perform cortical surface reconstruction. The same preprocessing was applied as in the voxel-based stream except that smoothing was done on the cortical surface (6 mm full width at half maximum smoothing kernel), rather than in the volume.

For each condition of interest, a time series of finite impulses was created to represent the onsets of each event. This time series was then convolved with a canonical hemodynamic response function (HRF), generating a simulated BOLD response. The regressors for each volume were computed by sampling the height of the simulated BOLD response at the time that volume was acquired. The regressors were therefore weighted, taking into account neural responses both to the immediately preceding event and to any previous events whose resulting HRFs had not entirely decayed (Ghosh et al., 2009). These regressors were used in the general linear modeling analysis.

A standard hierarchical group model approach was used to model within-subjects and between-subjects effects (Friston et al., 2005). Contrast images were generated for each subject. Conditions were treated as fixed effects. A “summary statistics” procedure was used to model the group effects, performing one-sample $t$-tests across the individual contrast images. The model was applied with a $p$-value threshold of 0.05 and family-wise error (FWE) correction for multiple comparisons. The Automated Anatomical Labeling (AAL)
toolbox (Tzourio-Mazoyer et al., 2002) was used to identify anatomical regions for active clusters in the activation maps.

**ROI analysis.** Because of inter-subject variability, the alignment of functional images from multiple subjects is far from perfect. Even when normalized to a standardized stereotactic space, voxel-by-voxel comparisons are confounded by local anatomical variability. Nieto-Castanon and colleagues (2003) quantified the inter-subject overlap for various anatomically-defined brain regions by pooling different subject group sizes, demonstrating a mean overlap of 31% for two subjects. This overlap dropped to 13% for three subjects and 0% for nine subjects, a small population for imaging studies, and only half the number of participants in the current study. This problem of low overlap between subjects is typically mediated by spatially smoothing the functional data, increasing the overlap and thus the power of voxel-based analysis. However, localization of functional activation is poorer, since smoothing blurs regional boundaries, even across sulci.

A region of interest (ROI) analysis addresses this problem. This analysis compares functional responses across like anatomical regions defined from individual landmarks. By tailoring the functional analysis to the structural space of each subject prior to averaging, this method accounts for inter-subject anatomical variability and better maintains the link between structure and function.

To perform the ROI analysis, the cortex of each subject was parcellated into units using the Freesurfer cortical classifier. The classifier was trained on a set of 14 manually-parcellated brains whose speech-related ROIs were subdivided for a finer resolution (Tourville and Guenther, 2003). The BOLD response was averaged across all voxels within each ROI. The responses were fit to the same set of condition regressors used in the voxel- and surface-based analyses.

**Regression analysis.** The first-level voxel-based analysis yielded t-contrast maps for each subject. These t-contrast maps were then used in a simple regression analysis with the amount of compensation as a covariate measure. Amount of compensation was defined as the mean projection. F-contrast map shows the regions that have a statistically significant correlation with behavioral measures at the $p < 0.001$ level, uncorrected.
4.3 Results

4.3.1 Behavioral results

Vowel categorization data gathered during the psychophysical pretest show relatively sharp and consistent category boundaries, as evidenced by the steep slope of the sigmoid fit to the forced-choice categorization data (Fig. 4-8). For most subjects, the perceptual boundaries differed based on the continuum origin—that is, an /ɛ/-/æ/ continuum generated from an /ɛ/ token had a boundary much closer to /æ/ than an /ɛ/-/æ/ continuum generated from an /æ/ token. Even though the tokens were presented randomly, the percept from the original vowel tended to dominate each continuum.

Figure 4-8. Sample vowel categorization data. As described in Figure 4-3, the identification responses for a single vowel continuum were fit to sigmoid curves. The location of category boundaries varied from subject to subject for the same vowel pair, and within a single subject across different vowel pairs.
Furthermore, there was a great deal of variability in the location of vowel boundaries, both across subjects for a given continuum, and across continua for a given subject (Fig. 4-8). That is, it takes a larger shift in formant space to elicit the perception of phonetic change for some subjects than for others, and for some vowel pairs than others. This variability enabled the direct comparison of within- and cross-category shifts of the same size within a single subject.

The production task in the scanner allowed for the comparison of the two perturbation conditions with the unshifted baseline speaking condition. Average formant trajectories for three sample subjects, chosen for their clear deviations from baseline in shifted conditions, are shown in Figures 4-9 through 4-11. Subjects responded to the unexpected shifts in formant space by altering their formant trajectories away from the baseline. Deviations from the black baseline trajectory indicated compensatory responses in the perturbed conditions.
Figure 4-9. Average formant trajectories for /æ/, subject 47. The black line is the baseline production trajectory, averaged over all NoShift trials. The red and grey lines are the trajectories produced during the shifted conditions, averaged over all Within and Across trials, respectively. Trajectories are plotted from the onset of voicing (marked with an “S”) to the “quarter-trial” point, the time point until which exactly one quarter of trials lasted. For comparison, the arrows show the direction (though not the magnitude) of the imposed shift during Within (red) and Across (grey) trials.
Figure 4-10. Average formant trajectories for /æ/, subject 56. (See Fig. 4-8 for figure details.) As in Figure 4-8, the arrows show the direction (though not the magnitude) of shift during *Within* (red) and *Across* (grey) trials.
Figure 4-11. Average formant trajectories for /s/, subject 21. (See Fig. 4-8 for figure details.) As in Figure 4-8, the arrows show the direction (though not the magnitude) of shift during Within (red) and Across (grey) trials.
Figure 4-12 shows the average projection: the component of the trajectory’s deviation that is in opposition to each subject’s custom shift. Because the projection is a magnitude, it can be averaged across all subjects, regardless of the individual’s shift direction. Additionally, because a compensatory response always translates to a positive projection, the y-axis for the Within projection has been flipped with respect to that for the Across projection, to better show the separation from baseline.

Maximum projection magnitudes for each subject ranged from –20.8 to 89.4 mels (min Within: –20.8, max Within: 47.9, mean Within: 12.9; min Across: 3.4, max Across: 89.4, mean Across: 30.7). Average projection magnitudes per subject ranged from –57.2 to 24.3 mels (min Within: –107.3, max Within: 19.1, mean Within: –1.9; min Across: –25.3, max Across: 56.1, mean Across: 10.6). The projection traces deviate from the baseline at approximately 150 ms after the onset of voicing (t = 0 in Fig. 4-12). Moreover, a two-tailed unpaired t-test showed that the magnitude of the projection is greater for the Across condition than for the Within condition (p < 0.05; see Fig. 4-13).

When questioned, a subset of subjects (n = 8) reported some conscious awareness of an auditory manipulation to their speech. However, an unpaired t-test performed on the two sets of subjects, those aware and those unaware of the perturbation, suggests that both compensated to the same degree (p = 0.48).
Figure 4-12. The projection of the 2D-difference vector onto the inverse shift vector, averaged across all subjects. The axis is flipped for the Within condition (positive projection is down) to better display the separation from baseline.

Figure 4-13. Comparison of the projection magnitude for Within and Across trials. Bars show 95% confidence intervals. The projection magnitude of the Across condition is significantly greater than that of the Within condition (p < 0.05), whether measured by the maximum pert-trial or the average across the trial duration.
Figure 4-14 shows the average efficiency across all subjects. As in projection, a compensatory response always translates to a positive efficiency; thus, as in Figure 4-12, the y-axis for the Within projection has been flipped with respect to that for the Across projection, to better show the separation from baseline.

The maximum efficiency for each subject ranged from \(-74.9\%\) to \(100.0\%\) (min Within: \(-74.9\%\), max Within: \(100.0\%\), mean Within: \(49.3\%\); min Across: \(54.4\%\), max Across: \(100.0\%\), mean Across: \(58.0\%\)). Average efficiency per subject ranged from \(-96.6\%\) to \(97.2\%\) (min Within: \(-96.6\%\), max Within: \(90.4\%\), mean Within: \(7.6\%\); min Across: \(-43.9\%\), max Across: \(97.2\%\), mean Across: \(17.2\%\)). The efficiency traces deviate from baseline at approximately 150 ms after the onset of voicing. The mean efficiency for the Across condition is greater than that for the Within condition by \(10\%\), trending toward significance (see Fig. 4-15).

While the average efficiency over all subjects is less than \(15\%\), many subjects reached near-maximal efficiency during perturbed trials — three subjects with a mean efficiency above \(90\%\) and five more with a mean efficiency above \(80\%\) (see Figs. 4-16 and 4-17 for examples of individual subjects). In other words, these subjects altered their formants in a direction that aligned almost perfectly with the imposed shift. As expected from past studies, the magnitude of compensation was not enough to counteract \(100\%\) of the shift, but the direction of compensation approached a perfect inverse of the shift vector.

Efficiency was found to strongly correlate with projection \((r = 0.7)\), but this is largely because the two measures are mathematically dependent on each other (that is, the efficiency is defined as the projection divided by raw 2D-difference).
Figure 4-14. The efficiency of compensation, or the ratio of the projection and the 2D-difference, averaged across all subjects. As in Figure 4-11, the axis is flipped for the Within condition (positive projection is down) to better display the separation from baseline.

Figure 4-15. Comparison of compensation efficiency for Within and Across trials. Bars show 95% confidence intervals. The efficiency of the Across condition is on average greater than that of the Within condition, trending towards significance.
Figure 4-16. Efficiency for Subject 13. Efficiency is graphed from time of voice onset ($t = 0$) to the quarter-trial point (see Figure 4-8).
Figure 4-17. Efficiency for Subject 56. Efficiency is graphed from time of voice onset \((t = 0)\) to the quarter-trial point (see Figure 4-8).
4.3.2 Functional imaging results

Mean activation analysis. Figures 4-18 to 4-22 show the averaged activation maps for the Speech–Baseline, Shift–NoShift, Within–NoShift, and Across–NoShift, and Across–Within conditions using a mixed-effects analysis of surface-smoothed data. Figures 4-23 to 4-42 show the averaged activation maps for these five conditions using a mixed-effects analysis of volume-smoothed data. Activations for these experimental conditions are summarized in Tables 4-2 to 4-5. Summaries of active regions are as follows:

- Speech–Baseline: activation is found in the expected “speech network” consisting of bilateral primary motor cortex, bilateral medial prefrontal cortex, and bilateral auditory cortical areas. Cortical activation in visual occipital cortex was also found, presumably owing to semantic differences in visual stimuli, which consisted of meaningful letterforms in the speech conditions and patterns of asterisks in the baseline condition (“bed” versus “***”).

- Shift–NoShift: activation was seen in bilateral posterior superior temporal gyrus (pSTg; see Fig. 4-26), bilateral insula, bilateral supplementary motor area (SMA: see Fig. 4-27), bilateral inferior frontal gyrus (IFg pars opercularis and pars triangularis: see Fig. 4-25), right middle temporal gyrus (MTg), angular gyrus, and right supramarginal gyrus (SMg: see Fig. 4-28).

- Within–NoShift: activation was seen in only a subset of the Shift–NoShift areas, including left (but not right) pSTg (see Fig. 4-32), left insula, bilateral IFg (pars opercularis and pars triangularis: see Fig. 4-31), right SMA, and right SMg.

- Across–NoShift: activation was seen in a larger subset of the Shift–NoShift areas, including bilateral pSTg, bilateral SMA, left angular gyrus, and right SMg.

- Across–Within: activation was seen in pSTG (see Fig. 4-40), left IFg (see Fig. 4-39), bilateral precuneus, bilateral fusiform gyrus, and bilateral lingual gyrus.
Figure 4-18. Speech–Base surface view, $p < 0.01$ (uncorrected). Mixed-effects analysis of surface-based smoothing, with lateral (top row) and medial (bottom row) views of left and right hemispheres. Light and dark gray correspond to gyri and sulci, respectively. The color bar is a T-scale, where yellow and red indicate greater activation in Speech conditions than in Baseline condition, and blue and cyan indicate greater activation in the Baseline condition than in the Speech conditions.
Shift–NoShift surface view
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Figure 4-19. Shift–NoShift surface view. (See Fig. 4-18 for figure details.)
Within-NoShift surface view

left hemisphere  
right hemisphere

Figure 4-20. Within-NoShift surface view. (See Fig. 4-18 for figure details.)
Across–NoShift surface view

Figure 4-21. Across–NoShift surface view. (See Fig. 4-18 for figure details.)
Across–Within surface view

Figure 4-22. Across–Within surface view. (See Fig. 4-18 for figure details.)
Figure 4-23. Speech–Base coronal slices, $p < 0.01$ (uncorrected). Mixed-effects analysis of voxel-based smoothing, with coronal slices through the brain (numbers are $y$-coordinates in MNI space).
Figure 4-24. Speech–Base transverse slices, $p < 0.01$ (uncorrected). Mixed-effects analysis of voxel-based smoothing, with coronal slices through the brain (numbers are $\xi$-coordinates in MNI space).
<table>
<thead>
<tr>
<th>AAL label</th>
<th>MNI</th>
<th>Talairach</th>
<th>T</th>
<th>norm. effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frontal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left IFt</td>
<td>(-40, 36, -2)</td>
<td>(-38, 32, 5)</td>
<td>3.18</td>
<td>10.47</td>
</tr>
<tr>
<td>Left IFo</td>
<td>(-46, 10, 20)</td>
<td>(-44, 6, 22)</td>
<td>3.17</td>
<td>7.54</td>
</tr>
<tr>
<td>Right IFt</td>
<td>(38, 20, 12)</td>
<td>(34, 16, 17)</td>
<td>3.72</td>
<td>6.45</td>
</tr>
<tr>
<td>Right IFo</td>
<td>(34, 28, -12)</td>
<td>(31, 25, -4)</td>
<td>3.32</td>
<td>11.63</td>
</tr>
<tr>
<td>Right SMA</td>
<td>(-2, 24, 50)</td>
<td>(-3, 16, 51)</td>
<td>3.21</td>
<td>10.92</td>
</tr>
<tr>
<td><strong>Parietal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right SC</td>
<td>(48, -24, 32)</td>
<td>(43, -23, 28)</td>
<td>3.52</td>
<td>4.76</td>
</tr>
<tr>
<td><strong>Insular Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left pINS</td>
<td>(-40, -44, 28)</td>
<td>(-38, -45, 25)</td>
<td>4.17</td>
<td>3.09</td>
</tr>
<tr>
<td>Left aINS</td>
<td>(-26, 28, 4)</td>
<td>(-25, 24, 10)</td>
<td>3.78</td>
<td>3.81</td>
</tr>
<tr>
<td>Right aINS</td>
<td>(32, 20, 12)</td>
<td>(28, 16, 17)</td>
<td>3.85</td>
<td>7.29</td>
</tr>
<tr>
<td><strong>Temporal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left STg</td>
<td>(-56, -32, 8)</td>
<td>(-53, -32, 8)</td>
<td>3.57</td>
<td>11.74</td>
</tr>
<tr>
<td>Left MTg</td>
<td>(-40, -56, 20)</td>
<td>(-38, -55, 16)</td>
<td>3.62</td>
<td>13.62</td>
</tr>
<tr>
<td>Left ITg</td>
<td>(-54, -48, -24)</td>
<td>(-51, -44, -22)</td>
<td>3.66</td>
<td>3.22</td>
</tr>
<tr>
<td>Right STg</td>
<td>(50, -28, 4)</td>
<td>(45, -28, 6)</td>
<td>3.71</td>
<td>5.98</td>
</tr>
<tr>
<td>Right MTg</td>
<td>(70, -36, 8)</td>
<td>(64, -38, 9)</td>
<td>3.68</td>
<td>10.42</td>
</tr>
</tbody>
</table>

Table 4-2. Peak voxel responses for the Shift–NoShift contrast. Peak responses were defined as local \( t \)-statistic maxima \( (p < 0.01, \) uncorrected) separated by a minimum of 6 mm, with no more than 10 peaks reported for each cluster. Each peak voxel was mapped to a cortical region using the AAL brain atlas and is listed with the \( t \)-statistic and normalized effect associated with that voxel. Voxel locations are provided in both MNI and Talairach stereotaxic reference frames. See list of abbreviations on page 15.
Figure 4-25. Shift–NoShift activation in right inferior frontal gyrus, pars opercularis, MNI coords (46, 20, 10), $p < 0.01$ (uncorrected). Mixed-effects analysis of voxel-based smoothing, shown in sagittal, coronal, and transverse planes (clockwise from upper left). The colorbar tracks the $t$-statistic.

Figure 4-26. Shift–NoShift activation in right superior temporal gyrus, MNI coords (47, -13, -3). (See Fig. 4-25 for figure details.)
Shift–NoShift, SMA activation

Figure 4-27. Shift–NoShift activation in supplementary motor area, MNI coords (2, 28, 48). (See Fig. 4-25 for figure details.)

Shift–NoShift, SMg activation

Figure 4-28. Shift–NoShift activation in right supramarginal gyrus, MNI coords (62, -22, 32). (See Fig. 4-25 for figure details.)
Shift–NoShift slice view, coronal

Figure 4-29. Shift–NoShift coronal slices. (See Fig. 4-23 for figure details.)
Figure 4-30. Shift–NoShift transverse slices. (See Fig. 4-24 for figure details.)
### Within-NoShift

**Stereotaxic location of peak voxel**

<table>
<thead>
<tr>
<th>AAL label</th>
<th>MNI</th>
<th>Talairach</th>
<th>$T$</th>
<th>norm. effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frontal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left IFo</td>
<td>(-38, 18, 10)</td>
<td>(-36, 14, 14)</td>
<td>4.04</td>
<td>8.86</td>
</tr>
<tr>
<td>Right IFt</td>
<td>(42, 20, 10)</td>
<td>(38, 16, 15)</td>
<td>3.18</td>
<td>10.06</td>
</tr>
<tr>
<td>Right SMA</td>
<td>(8, 14, 50)</td>
<td>(6, 7, 50)</td>
<td>3.20</td>
<td>7.23</td>
</tr>
<tr>
<td><strong>Parietal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right SMg</td>
<td>(66, -20, 36)</td>
<td>(60, -24, 35)</td>
<td>4.17</td>
<td>9.09</td>
</tr>
<tr>
<td><strong>Insular Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right INS</td>
<td>(32, 24, 0)</td>
<td>(29, 20, 7)</td>
<td>3.10</td>
<td>11.68</td>
</tr>
<tr>
<td><strong>Temporal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left STg</td>
<td>(-44, -18, 0)</td>
<td>(-42, -18, 2)</td>
<td>4.61</td>
<td>8.62</td>
</tr>
</tbody>
</table>

Table 4-3. Peak voxel responses for the Within-NoShift contrast. As in Table 4-2, peak responses were defined as local t-statistic maxima ($p < 0.01$, uncorrected) separated by a minimum of 6 mm. Each peak voxel was mapped to a cortical region using the AAL brain atlas and is listed with the $t$-statistic and normalized effect associated with that voxel. See list of abbreviations on page 15.
Within-NoShift, IFt activation

Figure 4-31. Within-NoShift activation in left inferior frontal gyrus, pars triangularis, MNI coords (-37, 19, 6). (See Fig. 4-25 for figure details.)

Within-NoShift, STg activation

Figure 4-32. Within-NoShift activation in left superior temporal gyrus, MNI coords (-42, -18, 3). (See Fig. 4-25 for figure details.)
Within-NoShift slice view, coronal

Figure 4-33. Within-NoShift coronal slices. (See Fig. 4-23 for figure details.)
Within-NoShift slice view, transverse

Figure 4-34. Within-NoShift transverse slices. (See Fig. 4-24 for figure details.)
### Across–NoShift

<table>
<thead>
<tr>
<th>AAL label</th>
<th>MNI</th>
<th>Talairach</th>
<th>$T$</th>
<th>norm. effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rolandic Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right vMC</td>
<td>(54, 10, 46)</td>
<td>(48, 3, 47)</td>
<td>3.68</td>
<td>15.17</td>
</tr>
<tr>
<td>Left vPMC</td>
<td>(−52, 4, 50)</td>
<td>(−50, −2, 48)</td>
<td>3.62</td>
<td>9.75</td>
</tr>
<tr>
<td><strong>Frontal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left IFt</td>
<td>(−52, 38, 8)</td>
<td>(−49, 33, 14)</td>
<td>3.54</td>
<td>16.61</td>
</tr>
<tr>
<td>Left IFo</td>
<td>(−46, 10, 30)</td>
<td>(−44, 5, 31)</td>
<td>2.72</td>
<td>13.32</td>
</tr>
<tr>
<td><strong>Parietal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right PCN</td>
<td>(18, −48, 0)</td>
<td>(16, −47, 0)</td>
<td>3.62</td>
<td>8.26</td>
</tr>
<tr>
<td><strong>Insular Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left INS</td>
<td>(−40, −6, −2)</td>
<td>(−38, −7, 1)</td>
<td>2.90</td>
<td>9.14</td>
</tr>
<tr>
<td>Right INS</td>
<td>(34, 18, −10)</td>
<td>(31, 16, −3)</td>
<td>3.45</td>
<td>12.62</td>
</tr>
<tr>
<td><strong>Temporal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left STg</td>
<td>(−56, −32, 8)</td>
<td>(−53, −32, 8)</td>
<td>3.46</td>
<td>13.12</td>
</tr>
<tr>
<td>Left MTg</td>
<td>(−50, −64, 18)</td>
<td>(−48, −63, 14)</td>
<td>3.88</td>
<td>18.64</td>
</tr>
<tr>
<td>Left ITg</td>
<td>(−54, −46, −24)</td>
<td>(−51, −42, −22)</td>
<td>3.72</td>
<td>5.20</td>
</tr>
<tr>
<td>Right STg</td>
<td>(50, −28, 8)</td>
<td>(45, −29, 10)</td>
<td>3.89</td>
<td>9.01</td>
</tr>
<tr>
<td>Right MTg</td>
<td>(40, −52, 20)</td>
<td>(36, −52, 18)</td>
<td>3.64</td>
<td>5.94</td>
</tr>
<tr>
<td>Right ITg</td>
<td>(56, −40, −26)</td>
<td>(51, −37, −22)</td>
<td>3.72</td>
<td>6.04</td>
</tr>
<tr>
<td>Right HG</td>
<td>(38, −20, 4)</td>
<td>(34, −21, 6)</td>
<td>3.47</td>
<td>8.37</td>
</tr>
<tr>
<td>Right AG</td>
<td>(38, −58, 24)</td>
<td>(34, −58, 21)</td>
<td>3.00</td>
<td>4.28</td>
</tr>
</tbody>
</table>

Table 4-4. Peak voxel responses for the Across–NoShift contrast. As in Table 4-2, peak responses were defined as local t-statistic maxima ($p < 0.01$, uncorrected) separated by a minimum of 6 mm. Each peak voxel was mapped to a cortical region using the AAL brain atlas and is listed with the $t$-statistic and normalized effect associated with that voxel. See list of abbreviations on page 15.
Across-NoShift, IFt activation

Figure 4-35. Across-NoShift activation in left inferior frontal gyrus, pars triangularis, MNI coords (-48, -39, 4). (See Fig. 4-25 for figure details.)

Across-NoShift, STg activation

Figure 4-36. Across-NoShift activation in right superior temporal gyrus, MNI coords (66, -42, 18). (See Fig. 4-25 for figure details.)
Figure 4-37. Across-NoShift coronal slices. (See Fig. 4-23 for figure details.)
Across-NoShift slice view, transverse

Figure 4-38. Across-NoShift transverse slices. (See Fig. 4-24 for figure details.)
Across–Within, IFo activation

Figure 4-39. Across–Within activation in left inferior frontal gyrus, pars opercularis, MNI coords (-58, 6, 16). (See Fig. 4-25 for figure details.)

Across–Within, STg activation

Figure 4-40. Across–Within activation in right superior temporal gyrus, MNI coords (54, -44, 18). (See Fig. 4-25 for figure details.)
Figure 4-41. Across–Within coronal slices. (See Fig. 4-23 for figure details.)
Across–Within slice view, transverse

Figure 4-42. Across–Within transverse slices. (See Fig. 4-24 for figure details.)
As expected, shifted conditions showed more cortical activation in superior temporal gyrus and right inferior frontal gyrus than unshifted conditions. Results also showed increased activation of bilateral inferior frontal gyrus, superior temporal gyrus, and supplementary motor areas for across-category shifts compared with within-category shifts. In general, cortical activation was greater in extent for shifts that crossed a category boundary than for those that did not, even though these shifts were of the same magnitude.

ROI analysis. An overview of significantly active regions as determined by ROI analysis is as follows:

- Shift–NoShift: bilateral pSTg, bilateral PT, bilateral Hg, bilateral aINS, bilateral pINS, bilateral FO, right pdSTs, bilateral IFo, right IFt.
- Within–NoShift: left PT, bilateral FO, right pdSTs, left IFo, right IFt.
- Across–NoShift: bilateral pSTg, bilateral PT, bilateral Hg, bilateral PP, bilateral aINS, bilateral pINS, bilateral FO, right pdSTs, right aSTg, right aCO, right LG, left PO, left aSMA, bilateral LG.
- Across–Within: Of the regions found significant in the previous contrasts, only right PP and bilateral LG survived a direct Across–Within contrast.

Schematics of significant regions of activations are presented in Figures 4-43 to 4-45. In summary, a greater extent of neural activation is seen for the Across–NoShift contrast than for the Within–NoShift contrast. Interestingly, the Within–NoShift contrast seemed to contribute more to the inferior frontal activation seen in the Shift–NoShift contrast, while the Across–NoShift contrast contributed activation in the superior temporal areas and the intra-Sylvian region. The differences were subtle enough that most auditory cortical areas and inferior frontal areas did not survive a direct Across–Within contrast (with the exception of right PP).
Figure 4-43. Shift–NoShift ROI analysis. Cortical regions are shaded where the $t$-statistic exceeds 1.4. Red represents regions in which Shift $>$ NoShift, and blue represents the opposite.
Figure 4-44. Within–NoShift ROI analysis. (See Fig. 4-43 for figure details.) Notably, differences in activation were not significant in pSTg, despite a reliable effect in pSTg in the Shift–NoShift condition.
Figure 4-45. Across–NoShift ROI analysis. (See Fig. 4-43 for figure details.) Almost all posterior auditory cortical areas show significant activation, including pSTg and PT, as well as lower-order auditory cortex (Hg).
4.3.3 Correlations between functional imaging and behavior

The goal of the regression analysis was to identify cortical regions whose activity correlates with a compensatory response. Because compensatory “performance” varied across subjects, the Shift–NoShift signal may have been decreased for subjects who exhibited little compensation and who did not perceive the perturbations. Using degree of compensation as a regressor may help to refine the cortical locations that are specifically recruited in the feedback pathway.

The t-contrast activation maps from each single-subject analysis were used in a simple regression analysis with compensation as a covariate measure. The compensation was defined as the mean projection over all trials. When correlating with Within–NoShift and Across–NoShift activation maps, the mean projection for only the Within or the Across trials (respectively) was used as a covariate. When correlating with the Shift–NoShift and Across–Within activation maps, mean projection for Within and Across trials was averaged. The F-contrast map shows the regions that have a statistically significant correlation with behavioral measures at the $p < 0.001$ level, uncorrected (Fig. 4-45). This correlation analysis corroborates the results of the mean activation analysis in localizing activation to IFg and STg.
Brain-behavior correlation

Figure 4-46. Regression analysis with compensation as a covariate, $p < 0.001$ (uncorrected). For each condition, top row: coronal view (L: anterior view, R: posterior view); middle row: sagittal view (L: left view, R: right view); bottom row: axial view (L: inferior view, R: superior view).
4.4 Discussion

Real-time formant perturbation acts as a controlled form of an articulatory error in natural speech, shifting the produced vowel away from its intended target. The auditory perturbation evokes a commensurate auditory error, triggering a compensatory corrective movement. In the current study, formant perturbation was found to activate cortical regions underlying the detection and correction of this error. Furthermore, perturbations that caused a phonetic category boundary to be crossed were found to evoke a greater behavioral and neural response than perturbations of the same magnitude that caused only a within-category shift in acoustics.

4.4.1 Compensatory responses to formant shifts

As illustrated in Figures 4-12 to 4-15, the perceived formant perturbation induced a compensatory response: a deviation from the baseline formant trajectory in opposition to the shift. Speakers altered the formants of their speech to oppose the perturbation within the first 150 ms of voicing onset. This rapid compensation is similar to that demonstrated previously (Tourville et al., 2008) and showcases the on-line vocal control mediated by the degree of mismatch between vowel target and realization. A similar response has also been reported for unexpected perturbation of F0 (Xu et al., 2004; latencies of 100-150 ms reported). As anticipated, subjects compensated for the formant perturbations within the timeframe of the utterance, despite the unpredictability of the perturbation.

Furthermore, the average magnitude of the compensatory response was greater in the Across condition than in the Within condition, confirming that the two types of perturbation evoke differential responses. In the Across condition, the formant shifts were designed to change the perceived phonetic category for each subject; given the increase in discriminability for sounds from different phonetic categories, this change was predicted to be more salient than a non-phonetic change (see Chapter 3 for background). As hypothesized, the deviation from the baseline formants was significantly greater for a cross-category shift, though both types of shifts elicited clear compensatory responses.
A similar increase in response magnitude for a linguistic contrast was reported in a study of unexpected F0 perturbation (Chen et al., 2007). The experiment involved upward or downward perturbations to the spoken pitch contour as speakers produced the phrase “you know Nina?” The audio sample imitated by the participants had a rising F0 contour at the end of the phrase, marking it as a question. Like the cross-category formant shifts, the downward perturbations in F0 had linguistic relevance, as they flattened the prosodic contour of the sentence, causing it to sound less like a question. In contrast, the upward F0 perturbations were not at odds with the target intonation contour. The authors report that compensatory response magnitudes were greater when the F0 shift was effected in the linguistically-relevant (downward) direction, suggesting that the need for a corrective response was greater than in the upward direction.

In line with this idea, Tourville and colleagues (2008) also reported a shorter latency to downward F1 shifts (shifting from /ɛ/ towards /i/) than to upward F1 shifts (shifting from /ɛ/ towards /æ/). The upward and downward shift magnitudes were identical on the Hz scale (30% of the produced F1 value in Hz); when translated to a logarithmic perceptual scale, such as the mel scale used in the current study, the downward shift corresponded to a greater magnitude than the upward shift. Tourville and colleagues point out that the downward F1 shift toward /i/ was more likely to produce a phonemic or lexical categorical error than the upward shift toward /æ/, and suggest that the faster response to the downward shift may therefore reflect greater phonemic saliency. This interpretation is also supported by an experiment employing unexpected perturbations in F0 to Mandarin bi-tonal disyllables (Xu et al., 2004). Shifts in the direction opposite the intended inter-syllabic tonal transition resulted in shorter latencies and larger compensations than did shifts in the same direction.

As in previous studies of auditory perturbation, the response magnitudes did not achieve parity with the shift magnitude. Compensation, as defined by the projection (see Fig. 4-6), averaged less than 10% of the shift magnitude (see Fig. 4-13). The partial compensation can be explained by several factors. First, because the induced error was artificial and purely auditory, the unaltered somatosensory feedback would not indicate a mismatch; a large compensation would necessitate a change in somatosensory output and
would be hypothesized to produce a commensurate somatosensory error. However, with repeated exposure to perturbation, a new somatosensory mapping can be learned, allowing for greater compensation. This hypothesis is supported by a comparison with sensorimotor adaptation studies, which achieve a larger response magnitude when using a sustained perturbation (Purcell and Munhall, 2006). Secondly, a low gain prevents unstable behavior, such as oscillations, in feedback control systems with significant delays. Thirdly, by responding only partially to auditory feedback perturbations, the system allows for feedforward mechanisms to continue to mediate vocal control.

4.4.2 Brain regions implicated in feedback control

*Posterior superior temporal gyrus and intra-Sylvian regions.* Superior temporal gyrus contains both primary auditory and auditory association cortex (Rivier and Clarke, 1997), as well as areas associated with phonetic processing in the more posterior region of left STg (Scott et al., 2000). The activation found in this region replicates that found by Tourville (2008) in a similar fMRI study of unexpected formant perturbation, and by several other studies involving pitch shifts (Zarate and Zatorre, 2005) and auditory feedback delay (Hirano et al., 1997; Hashimoto and Sakai, 2003). Taken together, these results are strong evidence for the existence for an auditory comparison of speech targets and observed feedback in the posterior temporal regions.

*Inferior frontal gyrus and anterior insula.* The posterior regions of the inferior frontal gyrus, including the posterior portion of Broca’s area, the frontal operculum, and adjacent anterior insula, are part of the “minimal speech network” described by Bohland and Guenther (2006). In the DIVA model (Guenther et al., 2006), the left IFg is hypothesized to contain the speech sound map responsible for the generation of feedforward motor commands. This region has been described by Indefrey and Levelt (2004) as an interface between phonological encoding and articulation.

Dronkers (1996) identified the anterior insula as a region subserving articulatory functions of speech motor control, with left anterior insular lesions associated with apraxia of speech. In a passive listening study (Mutschler et al., 2007), fMRI responses in left
anterior insula were increased for actively-learned melodies, practiced on the piano with the
right hand, as compared with passively-learned melodies, familiarized through passive
listening. The authors conclude that insular cortex may play a role in action-perception
associations, specifically short-term auditory-motor learning. Extended to a speech context,
an insula might play a role in short-term feedback-based corrective articulatory movements.

*Motor areas.* No motor, pre-motor, or cerebellar activation was found in response to
perturbed conditions, in contrast with the areas of activation described by Tourville and
colleagues (2008). However, anterior supplementary motor areas were found to be active in
the Across–Within condition. The SMA has been implicated in motor sequencing
(Wildgruber et al., 1999) and articulatory planning (Indefrey and Levelt, 2004). It is probable
that differences in vowel duration underlie these differences in activation: in the prior study,
subjects were directed to vocalize until a visual prompt cued the end of the word, while in
the current study, subjects were merely instructed to articulate each word clearly, so that a
naïve listener could identify the word being spoken. This instructional modification led to
more natural-sounding speech but a much shorter duration of vocalization—less time for a
corrective response.

*Precuneus.* The precuneus was activated only in the Across–Within contrast. Although it is outside of the core speech network, it has been implicated in speech perception and verbal memory. Along with the left angular gyrus, the precuneus was found to be more active in response to normal than to backward speech (Dehaene-Lambertz et al., 2002), suggesting that it maybe sensitive to segmental properties. It has also been implicated in the retrieval of verbal episodic memory (Shallice et al., 1994). The anterior precuneus projects to sensorimotor areas such as the supplementary motor area, premotor cortex, and insula, found to be active in other contrasts such as Shift–NoShift.

*Fusiform and lingual gyri.* The fusiform and lingual gyri are visual association areas implicated in visual object recognition. The fusiform gyrus is thought to contain a number of category-specific modules, including a word area that responds preferentially to letters and letter strings (Dehaene et al., 2002; Howard et al., 1992; Rumsey et al., 1997). The fusiform gyrus especially has been implicated in face recognition, but has been postulated to underlie
expert discrimination of within-category visual objects other than faces (Price et al., 2003), and thus may be active during a perceptual task involving letterforms.

**Phonetic vs. auditory error cells.** In the Across condition, the formant shifts were selected to change the perceived phonetic category. This phonetic shift was hypothesized to activate a population of *phonetic* error cells, separate anatomically from the *auditory* error cells that were active in response to a lower-level auditory shift that did not affect the perceived linguistic message. While the Across–NoShift condition resulted in a greater extent and magnitude of neural activation than the Within–NoShift condition, and some ROIs were found to differ between the two conditions, no robust spatial separation of cortical activation was found. This is not conclusive evidence that a separate population of neurons is not implicated in processing a cross-category shift than a within-category shift. As described in Chapter 3, the stability of phonetic category boundaries can be affected by time, stimulus distribution, and lexical bias. Furthermore, variability in a speaker’s production of a given vowel causes some productions to be farther from or closer to the category boundary, changing the likelihood that it is crossed. Therefore, despite careful individually-based selection of shift magnitudes, some of the shifts in the Within condition may have been perceived as crossing a category boundary; likewise, some of the shifts in the Across condition may have been perceived as the intended phoneme. This overlap would muddy the distinction between the two conditions and could obscure regional differences in activation caused by the phonetic and non-phonetic shifts. Further research is necessary to either establish separable neural populations or definitively illustrate the overlap between the regions active in response to each condition.

**Implications for the DIVA model.** According to the DIVA model, formant perturbation causes a mismatch between the auditory expectation for the current vowel and the observed auditory signal (Guenther et al., 2006). This mismatch leads to activation of auditory error cells, located in the posterior superior temporal gyrus. This prediction is strongly supported by the bilateral peri-Sylvian activation noted in the Shift–NoShift contrast. Currently lacking in the DIVA model is a representation of phonetic category boundaries that affect feedback control. Both the increased compensation magnitude and the increase in neural response to cross-category shifts should be reflected in the DIVA model’s calculation of auditory error
for a given perturbation. One implementation of this result would simply check whether the perceived speech was closer to another learned category than to the intended category, and, if so, would activate additional phonetic error cells that contributed to the compensatory response. Another implementation would involve a representation of auditory perceptual space, taking into account the “warping” around the category boundaries reflected in the categorization results. In other words, auditory space would be inflated at the boundary region and shrunk at the category center, such that all speech tokens a given distance apart would be equally discriminable. With this perceptual system in place, a shift of a given magnitude would simply be perceived as larger if it crossed the inflated space of a phonetic boundary, triggering a greater response in the auditory error cells that detect the shift. This latter interpretation is better-supported by the current results, as it is yet unclear if distinct populations of phonetic and auditory error cells exist in temporal cortex.

4.4.3 Linguistic influences on the feedback control network

Comparisons to perceptual studies. In ERP studies of speech perception, MMNs were found to be larger for native language contrasts than non-native contrasts (Shamma and Dorman 1999, 2000; Shamma, Marsh, and Dorman, 2000), a result that aligns well with the increase in fMRI activation found in the current study. Similarly, an MEG study reported an MMF response arising from left superior temporal gyrus only to oddballs which crossed phonological boundaries (Phillips et al., 2000). The superior temporal activation seen here could be similar to this neural hallmark of acoustic or phonological change.

Conscious vs. pre-conscious effects. Interestingly, MMFs are often evoked with no conscious attention from the subject. In the current study, half of subjects reported some conscious awareness of the formant shift, some of whom could describe the cross-category shift as a change in vowel identity (the within-category shift was variously compared to a British or Australian accent). These perceptions of vowel change and accent change corresponded to the Across condition and the Within condition, respectively, anecdotal evidence that the cross-phoneme and within-phoneme shifts were accurately perceived as such.
An unpaired t-test performed on the two sets of subjects, those conscious and those unconscious of the perturbation, was not statistically significant (p = 0.48). In other words, both aware and unaware subjects compensated to the same degree. This lack of difference between the two groups implies the vocal correction is automatic, and that conscious awareness did not help or hinder the feedback correction response. Given that compensation is pre-conscious, it is also possible that the “better” compensators could counteract the perturbation before consciously hearing it.

4.4.4 Alternative approaches and future directions

Potential limitations. The success of these experiments is dependent on the accuracy of the psychophysical test that determines category boundaries. Additionally, as described in the previous subsection, categories may be unstable across time. A subset of subjects were retested on the categorization paradigm and showed reasonable consistency across sessions; however, to ensure stability between the behavioral and imaging tasks, all subjects should be behaviorally tested on multiple occasions, and only those whose category boundaries are stable should go on to be part of the fMRI experiment.

Another limitation of the study is its exclusion of subjects who do not show an “asymmetric” category boundary pattern. It is possible that by selecting for this pattern, the results are not universally applicable to all speakers. However, approximately 50% of participants in the behavioral pretest matched this pattern, a relatively large subset of the tested population.

Alternative approaches. One shortcoming of this paradigm is the inability to directly compare identical acoustic shifts: within a subject, one shift is always in an opposing direction to the other. We have controlled for this by counterbalancing subjects for whom the category-crossing shift is in one direction (e.g., /ɛ/-/ɪ/) and subjects for whom it is in the opposite direction (e.g., /ɛ/-/æ/). However, an alternative experiment design contrasts shifts of the same magnitude and direction across subjects. This approach was abandoned in favor of the method described here because of the practical issues with subject populations: a subject who was excluded or who voluntarily dropped out of the study would break a link
of the chain and cause two subjects’ worth of data to be excluded. Additionally, the method used in the current study has the advantage of comparing within- and cross-category shifts in the same subject, allowing single-subject results to be shown on each individual’s brain anatomy and avoiding normalization issues for the first-level analysis.

Future directions. Given the results of the current study, there is good evidence that an across-category or “phonetic” shift causes a greater neural response than a within-category or “non-phonetic” shift of the same magnitude. However, because of the low temporal resolution of fMRI, the neural dynamics of this response are still unknown. To remedy this, a future planned project combines psychophysical and magnetoencephalography (MEG) experiments to investigate the neural dynamics elicited by sudden modification of speakers’ auditory feedback. As in the current study, the planned experiments are designed to differentiate perturbations that cause a phoneme change from perturbations of the same magnitude that do not. The goal is to use MEG to examine the time-varying neural response to unexpected feedback perturbation, contrasting that response under conditions of phonetic and non-phonetic change.

There is a natural dispersion of formant values across repeated productions of a given vowel. The goal of the first planned experiment is to probe the center and periphery of vowel production clusters for differential sensitivity to brief auditory perturbation. This experiment explores responses to sudden formant change at varying points in acoustic space. Using MEG, I will measure the neural response to such perturbations to determine whether responses are greater when the productions lie closer to a category boundary.

The second future aim is to evaluate the modulating effects of vowel category training on auditory perturbation responses. Learning a novel vowel target in formant space has the effect of adding new category boundaries between the novel vowel and the well-learned native vowels in neighboring acoustic space. The goal is to assess the degree to which these newly-learned categories affect the responses to perturbation of an existing vowel. A vowel production training regimen is designed to introduce a novel production target in an unused region of English formant space. An auditory perception training regimen, performed on a separate group of subjects, is designed to train listeners to make a new vowel categorical distinction. I aim to investigate the neural dynamics in effect when auditory
perturbations cause subjects' productions to cross newly-learned boundaries, formed either through vocal learning or perceptual learning.

The current experiment, as well as the future studies proposed here, will improve our knowledge of the neural computations that underlie speech processing. Because speech production deficits are often linked with deficits in auditory perception, this knowledge will lead to an improved diagnosis and treatment of speech disorders with manifestations in speech impairments, such as stuttering, spasmodic dysphonia, and Parkinson's disease. Auditory perturbation paradigms such as the one developed in this research may be beneficial to speakers whose pathologies prevent them from achieving intended speech targets.

### 4.5 Conclusions

In summary, speakers who experience an unexpected shift of their spoken formants toward another vowel will compensate whether or not the shift causes a category boundary to be crossed. However, cross-category shifts elicit a greater compensatory response than within-category shifts, even when the shift magnitudes are identical. Furthermore, the neural response to cross-category shifts is greater in extent than that to within-category shifts when compared with an unshifted speech baseline, although the effect is subtle enough that a direct contrast of the two conditions was not significant.

Taken together, these results suggest that learned phonetic categories influence the on-line feedback-based control of speech. The warping of perceptual space around category boundaries causes a cross-category shift to evoke a larger auditory error than a similarly-sized within-category shift. Although the compensatory response to perturbations occurs at a pre-conscious level, phonetic knowledge plays a role in determining the size of the compensation necessary to be considered corrective.

The research described in this chapter adds to the existing feedback control literature by introducing the distinction between meaningful linguistic changes and mere acoustic variations introduced in the speech feedback. The categorical nature of speech perception has been well-studied, but the influence of perceptual categories on the motor act of speaking is
nigh unknown. The current experiment provides evidence that the speech feedback network is differentially sensitive to changes in phonetic category membership. However, further research is necessary to better characterize the neural basis of this special sensitivity to linguistic change.
CHAPTER V

EXPERIMENT 2: AN INVESTIGATION OF PROSODIC ADAPTATION TO PITCH PERTURBATIONS DURING RUNNING SPEECH

5.1 Introduction to prosodic control of speech

Prosody is called the music of speech, encompassing the features of rhythm, pitch, and loudness that fall outside the realm of phonetic representations. Unlike the features of phonetics, prosodic features are suprasegmental; they are not confined to any one speech segment or phone but instead occur at the syllable- or word-level. Prosody plays numerous functional roles, including expressing emotional and attitudinal states, delineating phrase boundaries, and signaling linguistic contrasts such as questions versus statements. Speaker modifications to prosodic cues aid listener comprehension by biasing attention toward informative aspects of the signal (Christiansen & Dale, 2001; Cutler & Darwin, 1981; Cutler & Foss, 1977; Shields et al. 1974). The current study focuses on the linguistic function of prosody, specifically its role in marking stress within an utterance.

Despite the importance of prosody in conveying numerous linguistic and attitudinal contrasts, models of speech production largely focus on segmental and not prosodic control (Guenther et al., 2006; Saltzman & Munhall, 1989). One such model of speech acquisition and production is known as DIVA (Directions Into Velocities of Articulators; Guenther, 1994, 1995; Guenther et al., 2006). DIVA is a biologically plausible adaptive neural network in which acoustic feedback is used to acquire sensory and motor targets for speech sounds. Currently, DIVA lacks a representation of prosodic control, limiting its scope as a comprehensive model of spoken communication. Furthermore, modeling prosody may lead to improved assessment and intervention of neuromotor speech disorders that are characterized by prosodic deficits (Darley et al., 1969, 1975; Duffy, 2005).

The current study is designed to extend the DIVA model to include the control of speech prosody. Minimally, this requires representations of the acoustic cues associated with
prosody: fundamental frequency (F0), intensity, and syllable duration, perceived by listeners as pitch, loudness, and length, respectively (Bolinger, 1989; Lehiste, 1970, 1976; Shattuck-Hufnagel & Turk, 1996). It is unclear, however, whether these cues should be represented in an independent or integrated fashion. An Independent Channel Model would posit that F0, intensity, and duration are controlled separately, while in an Integrated Model, two or more acoustic cues would be jointly controlled. The current study aims to distinguish between these opposing models as a first step toward representing the complex phenomenon of prosody.

To study prosody without the influence of segmental variables, experimental stimuli were constructed to differ only in the location of emphatic stress within an utterance. While many researchers agree that F0 is the primary cue for signaling stress (Atkinson, 1978; Morton & Jassem, 1965; O'Shaughnessy, 1979), some have argued that duration and intensity cues are also important and may be "traded" for F0 cues (cf. Cooper et al., 1985; Eady & Cooper, 1986; Fry, 1955, 1958; Huss, 1978; Kochanski et al., 2005; Sluijter & van Heuven, 1996a, b; Weismer & Ingrisano, 1979). This transfer of informational cues among prosodic features has been referred to as cue trading (Howell, 1993; Lieberman, 1960). Listeners appear to be able to leverage the cue trading phenomenon to perceive stress even when the speaker's cue patterns differ from their own (see Howell, 1993; Peppé, et al., 2000 in healthy speakers; see Patel, 2002, 2003, 2004; Patel & Watkins, 2007; Patel & Campellone, 2009; Wang et al., 2005; Yorkston et al., 1984 in speakers with dysarthria).

Such cross-speaker cue trading is consistent with both an Integrated Model and an Independent Channel Model of prosodic feedback control. The two models can be differentiated by examining the effects of auditory perturbations during speech production. Perturbation paradigms show the importance of auditory feedback for online vocal control during speaking tasks. Numerous studies have investigated gradual or sudden perturbations to F0 (Burnett et al., 1998; Chen et al., 2007; Jones & Munhall, 2002, 2005; Larson et al., 2000; Xu et al., 2004), as well as to intensity (Bauer et al., 2006; Chang-Yit et al., 1975; Heinks-Maldonado & Houde, 2005) and to vowel formant frequencies (Houde & Jordan, 1998; Tourville et al., 2008; Villacorta et al., 2007). A consistent finding in perturbation studies is a compensatory response: speakers alter their production of the perturbed feature
in the direction opposite to the perturbation. This opposing response is noted both for adaptation paradigms and for paradigms that use brief, unexpected perturbations to auditory feedback. Adaptation paradigms involve persistent exposure to the same perturbation, allowing subjects to adapt their feedforward commands ("adaptation") such that they continue to respond to the perturbation even after it has been removed. In contrast, unexpected perturbation studies use one or more brief, unpredictable perturbations to elicit a compensatory response within a given trial ("rapid compensation").

Most F0 perturbation studies have examined rapid compensations during sustained vowel phonation rather than in linguistic contexts (Burnett et al., 1998; Larson et al., 2000; Xu et al., 2004). While recent work has examined linguistically-relevant perturbations to tones and tone sequences in Mandarin (Jones & Munhall, 2002, 2005; Xu et al., 2004), meaningful prosodic contrasts remain largely unexplored in English. A notable exception is the work of Chen et al. (2007) which examined brief, unexpected upward and downward F0 perturbations as speakers produced the question "you know Nina?" The authors note that upward perturbations, which were not at odds with the rising intonation contour of the target question, resulted in a smaller compensatory response than downward perturbations. Although the perturbation had linguistic relevance, the use of an imitation paradigm may have influenced speaker responses. Further work on eliciting a range of prosodic contrasts in linguistically-motivated communicative contexts is warranted. Additionally, speakers tend to use multiple acoustic cues to signal prosodic contrasts, yet compensatory responses have only been examined within the perturbed parameter, e.g., measuring compensations in F0 for pitch-shifted feedback.

The present study extends the F0 auditory perturbation literature in two main directions. First, meaningful prosodic contrasts in English are elicited by providing contextual scenarios that cue the location of stress within each utterance. Thus, during perturbed trials, speakers must compensate for F0 shifts of the stressed word to preserve the intended prosodic contrast. This linguistically-motivated task may better resemble auditory feedback control during running speech. Second, compensatory responses to F0 perturbation are examined across multiple cues. In light of cue trading relations, changes in intensity and duration may also contribute to the compensatory response, which would be
consistent with the Integrated Model. Alternatively, compensatory responses limited to F0 alone would be evidence for an Independent Channel Model.

In summary, the present study aimed to investigate the prosodic cues used to convey emphatic stress under conditions of near real-time pitch perturbation. Specifically, the following research questions were addressed:

1. Do speakers adapt to targeted F0 perturbations of stressed words within an utterance?
2. Does this adaptation response occur in other features besides F0 (e.g. intensity, duration)?

5.2 Methods and materials

5.2.1 Participants

Twenty-five monolingual speakers of American English with normal hearing and no known speech, language, and neurological disorders between the ages of 20-28 (12 M, 13 F; mean age = 22.0 years) were recruited. Participants were assigned to either the upward shift (Up, hereafter) protocol (6 M, 6 F; mean age = 22.2 years) or the downward shift (Down, hereafter) protocol (6 M, 7 F; mean age = 21.9 years). All participants passed a hearing screening with thresholds at or below 25 dB in at least one ear for 250, 500, 1000, 2000, 4000, and 8000 Hz tones, and reported having vision within correctable limits.

5.2.2 Procedures

Participants were seated in a sound-treated booth and wore a head-mounted cardioid microphone (AKG C420) and over-the-ear headphones (AKG K240), which were used to record productions and present auditory feedback, respectively. A customized graphical interface presented stimuli that participants read aloud. Four sentences were used, each consisting of four monosyllabic words. To control for vowel-dependent differences in F0, vowel nuclei were kept relatively constant across the sentence (Lehiste & Peterson, 1961;
Peterson & Barney, 1952). In each trial, participants produced the four-word sentence with stress on either the first or the second word. The stressed word was cued visually (i.e. using a capitalized, red font) and by providing a contextual scenario. For example, the context sentence “Who caught a dog?” would prompt the target sentence “BOB caught a dog” on the screen. Conversely, “What did Bob do to a dog?” prompted the sentence “Bob CAUGHT a dog.” (The remaining three sentences were Dick bit a kid, Doug cut a bud, and Dad pat a cat.) Participants were instructed to produce emphatic stress such that a naive listener could identify the intended stress location.

Given that stressed words tend to have a higher F0 than unstressed words (e.g., Cooper, et al., 1985; Eady & Cooper, 1986; Morton & Jassem, 1965; O'Shaughnessy, 1979), participant-specific F0 thresholds allowed for selective F0 perturbation of stressed words alone. For each participant, a brief pre-test consisting of 16 stimuli was used to determine the perturbation threshold. The threshold was operationally defined as the F0 value that optimally separated stressed words from unstressed words across all 16 trials. F0 values below the threshold value were never perturbed.

In the experimental protocol, each participant produced a total of 480 sentences across four phases: a baseline phase with no perturbation; a ramp phase during which the perturbation was applied to the auditory feedback in increments; a perturbation phase involving full feedback perturbation on the stressed word; and a post phase with no perturbation. In the ramp and perturbation phases, F0 of the stressed word was scaled in proportion to the amount it exceeded the threshold. The formulae used to calculate the scaling factors that transformed input F0 to output F0 were:

\[
\text{Up: pitchscale} = 1 + ((F0/\text{threshold} - 1) \times \text{pertval});
\]
\[
\text{Down: pitchscale} = 1 - ((F0/\text{threshold} - 1) \times \text{pertval});
\]

The coefficient pertval was set to 0 during the baseline phase, gradually increased to .5 during the ramp phase, held constant at .5 during the perturbation phase, and reset to 0 during the post phase.
For example, if a subject were assigned to the Down group and her threshold was 200 Hz, a 220 Hz production during the perturbation phase would result in a scaling factor of $1 - ((220/200 - 1) \times .5)$, or 0.95. Scaling the input F0 of 220 Hz by 0.95 would result in an output F0 of 209 Hz, an apparent decrease in F0 which would cause the stressed word to sound less stressed. On the other hand, if the same subject were assigned to the Up group, the scaling factor for the same utterance would be 1.05 and would increase the perceived F0 to 231 Hz, thereby increasing the apparent F0 contrast between the stressed word and the unstressed words (see Fig. 5-1).

Figure 5-1. Input-output curves for perturbed conditions in a sample subject with a threshold of 200 Hz. No productions below the threshold are ever perturbed; F0 values above the threshold are scaled based on the amount the threshold is exceeded.
Perturbation was implemented using a Texas Instruments (TI DSK 6713) digital signal processing (DSP) board with only minimal processing delay (~26ms). An audio mixer split the subjects’ speech signal into two channels, one sent to a computer for recording and one sent to the DSP board. The DSP board used a near-real-time autocorrelation algorithm to track and shift the F0 of each participant. This F0-shifted output was further split and sent both to the subjects’ headphones and to the recording computer. Thus, each experimental session produced a stereo waveform consisting of one channel of microphone-recorded data (i.e. what the participant produced) and one channel of feedback-perturbed data (i.e. what the participant heard). The two channels were compared with and without perturbation to ensure that the F0 shift had no effect on intensity.

5.2.3 Acoustic analysis

Customized software implemented in Matlab (CadLab acoustic analysis suite (CLAAS)) was used to derive estimates of F0, relative intensity, and duration for each word across all utterances. Each utterance was manually annotated to demarcate word boundaries ($r = 0.984$ interlabeler reliability for 10% of the data). CLAAS used the Praat autocorrelation algorithm to estimate time-stamped F0 values (Boersma & Weenink, 2009). Similarly, time-stamped intensity values were derived via a root-mean-square calculation of the acoustic waveform. The software operated on the annotations and the time-stamped pitch and intensity values to calculate word duration, average F0, and average intensity across stressed and unstressed words. All analyses were performed on the original spoken utterance, not on the F0-perturbed feedback. The perturbed signal was compared with the microphone-recorded signal to ensure perturbation occurred on the intended trials.

A total of 12,000 utterances were acoustically analyzed (480 trials x 25 participants). A subset of the utterances was examined by hand to ensure correct pitch tracking of all words. Pitch tracking errors, when found, were manually corrected. Errors in pitch tracking were especially problematic for females, particularly for the third and fourth words, which were often in the glottal fry register. Manual correction of automatically generated F0 values was required on 8.3% of the total dataset; 2.7% were excluded. Two female subjects had
greater than 100 mistracked trials (>20%) and were excluded from further analysis. Furthermore, one male subject was excluded due to corrupted acoustic data, and one female subject was excluded because she produced incorrect stress on greater than 40% of trials. The resultant dataset after exclusions was 9752 utterances from 21 participants (Up: 6 M, 5 F, mean age = 22.0 years; Down: 5 M, 5 F, mean age = 22.2 years).

Although acoustic measures were obtained for all four words within an utterance, analyses were restricted to the first and second word (W1 and W2) for two main reasons. First, W1 and W2 were the only two word locations that were counterbalanced in both stressed and unstressed conditions. Second, the word length and sentence position of W3 and W4, respectively, led to variable and imprecise acoustic measurements. Specifically, W3, which was the word “a” in all stimuli, was often reduced or even omitted, while W4 was often glottalized or excessively lengthened owing to phrase-final boundary effects.

5.3 Results

Speaker responses to F0 perturbation were examined in three acoustic variables: mean F0, mean intensity, and word duration. For each trial, the dependent measure was the difference in a given acoustic variable between the stressed word (W1 or W2) and the unstressed word (W2 or W1). This difference was normalized by the mean stressed–unstressed difference in baseline. For simplicity, this normalized value will be referred to as the contrast distance, since it represents the degree to which speakers contrasted the stressed and unstressed words within an utterance.

Broadly, the Up and Down groups responded differently to the F0 perturbation, altering their contrast distances in opposite directions with only a short delay from perturbation onset. However, individual speakers were noted to use differing strategies to compensate for perturbations and had individualized time courses for adaptation. Additionally, there was a group-wise trend of a slow increase in F0 and intensity of stressed words across the experiment. To ensure that variations in intensity were not simply the result of a passive physiological correlation with F0, the correlation of these two measures was calculated on a trial-by-trial basis for each participant, and the resulting r scores were
Fisher z-transformed before averaging across the group. This analysis yielded weak correlations ($z = 0.14$ averaged across participants; back-converted to $r = 0.139$), suggesting that changes in subglottal pressure required to modulate F0 had little direct influence on intensity in this study.

To quantify the changes in contrast distance between and within subject groups, paired and independent samples t-tests were conducted on conditions of interest. Between-group (Up vs. Down) differences were compared at all four experimental phases. Because of the upward drift of both F0 and intensity over the course of the experiment, the analysis focuses on these between-group differences. Additionally, within each perturbation direction (Up or Down), differences between all phases (baseline, ramp, perturbation, and post) were compared; therefore, there were six comparisons for each perturbation direction, or twelve within-subjects comparisons. In total, sixteen t-tests were carried out for each acoustic variable. To account for multiple comparisons, the Bonferroni correction factor was used to adjust the $\alpha$-level to 0.003.

5.3.1 Mean fundamental frequency (F0)

Between-group comparisons show evidence of adaptation to the upward and downward F0 perturbations (Fig. 5-2). In the baseline phase, in which no perturbation was applied, there was no significant difference between the Up and Down groups ($p = 0.45$). However, the two groups diverged in the ramp phase ($p = 0.0014$) and remained significantly different in the perturbation phase ($p < 0.0001$) before falling back below the adjusted significance level in the post phase ($p = 0.02$). Thus, the perturbation resulted in a difference in F0 contrast distance between the two groups. Specifically, speakers altered F0 to enhance or reduce emphatic stress, with the Down group increasing the F0 difference between stressed and unstressed words as compared to the Up group.
Figure 5-2. F0 contrast distance (A) by epoch and (B) by phase. Error bars show 95% confidence intervals.
Contrasts between phases were used to examine the time course of adaptation within a perturbation direction group. In the Down group, there was a difference between baseline and every other phase (ramp, perturbation, and post), as well as between ramp and every other phase (perturbation and post). There was no difference between perturbation and post phases. Thus, the F0 contrast distance increased from the baseline through to the perturbation phase and then stabilized in the post phase. In the Up group, only differences between the post phase and every other phase (baseline, ramp, and perturbation) were statistically significant. In other words, the F0 contrast distance did not change from baseline values until the upward perturbation was removed in the post phase. Patterns of adaptation within groups may be due in part to the overall upward drift of F0 during the course of the experiment.

### 5.3.2 Mean intensity

As with fundamental frequency, there was evidence of adaptation in intensity (see Fig. 5-3). Speakers who received a downward perturbation increased the intensity contrast between stressed and unstressed words more than speakers who received an upward perturbation, even though speakers' intensities were unaffected by the perturbation. The two perturbation direction groups significantly differed in intensity contrast distance during the perturbation phase ($p < 0.0001$); however, they were not significantly different in any other phase (baseline: $p = 0.5$; ramp: $p = 0.018$; post: $p = 0.006$).
Figure 5-3. Intensity contrast distance (A) by epoch and (B) by phase. Error bars show 95% confidence intervals.
With regard to within-group contrasts, in the Down group only the baseline phase was significantly different from other phases (ramp, perturbation, and post). In other words, the intensity contrast distance increased during the ramp phase and remained increased throughout the experiment. In the Up group, the only significant phase contrast was that between baseline and post phases, again suggesting a slow drift in intensity contrast distance over the course of the experiment.

5.3.3 Word duration

Unlike in fundamental frequency and intensity, there were no significant between-subjects differences (Up vs. Down) in duration contrast distance (see Fig. 5-4). In other words, the perturbation did not effect a durational change between the stressed and unstressed words.

While there were no between-subject differences, there was a difference in the Down group between baseline and perturbation phases ($p = 0.0003$), as well as between baseline and post phases ($p < 0.0001$). In the Up group, however, experimental phase had no effect on duration contrast difference.
Figure 5-4. Duration contrast distance (A) by epoch and (B) by phase. Error bars show 95% confidence intervals.
5.4 Computational modeling of prosodic adaptation

Responses to F0 perturbation in the current stress task were simulated using a simple differential model with a combined pitch and intensity target. The following functions define “inputs” to the model (f0in and intin), which are internal representations of the F0 and intensity contrasts that the model attempts to produce, consisting of a baseline offset (basef0in; baseintin), a noise term (noise, scaled by a random factor), and an exponential drift whose terms (a and b) were derived from the upward drift of the original data.

\[
\begin{align*}
f0in(t) &= basef0in + a \cdot (1 - \exp(b \cdot (t/8))) + noise \cdot \text{rand}(1); \\
intin(t) &= baseintin + a \cdot (1 - \exp(b \cdot (t/8))) + noise \cdot \text{rand}(1); \\
targ(t) &= f0in(t) + intin(t);
\end{align*}
\]

The target output targ represents a constant stress contrast distance between stressed and unstressed words. The model adjusts its output by computing the difference between the observed stress contrast and the expected stress contrast (the internal target):

\[
\begin{align*}
f0out(t) &= f0in(t-1) - n \cdot (f0perc(t-T) + intperc(t-T) - targ(t-T)); \\
intout(t) &= intin(t-1) - n \cdot (f0perc(t-T) + intperc(t-T) - targ(t-T));
\end{align*}
\]

where T represents the corticocortical transmission delays, and n is a scaling factor.

The F0 output is then scaled by f0scale, representing the perturbation, to form the perceived F0 contrast, f0perc. The perceived intensity contrast, intperc, is left unchanged:

\[
\begin{align*}
f0perc(t) &= f0out(t) \cdot f0scale(t); \\
intperc(t) &= intout(t);
\end{align*}
\]

By using a combined pitch-intensity target, and combining the pitch and intensity contrasts to check against the target, the model accounts for the effect of F0 perturbation on intensity. As in the experimental results, F0 and intensity are not strongly correlated on a trial-by-trial basis.
Figure 5-5. Modeling simulation of normalized stressed–unstressed intensity contrast given F0 perturbations.

Figure 5-6. Modeling simulation of normalized stressed–unstressed intensity contrast given F0 perturbations.
5.5 Discussion

A major aim of the current study was to distinguish between two representations of speech prosody, one involving independent control of pitch, loudness, and duration, and one involving integrated control of these cues. The emphatic stress task required speakers to modulate prosody while keeping segmental units constant. Introducing a gradual F0 perturbation altered the influence of F0 as a stress-bearing cue. To maintain the appropriate degree of contrast between stressed and unstressed words, speakers might alter only F0, consistent with the Independent Channel Model, or they might alter a combination of prosodic cues to oppose the F0 shift, consistent with the Integrated Model.

Speaker responses to pitch-shifted auditory feedback were measured in three acoustic variables: F0, intensity, and duration. Results indicated that the Up and Down groups adapted to shifts in F0 by altering the contrast between stressed and unstressed words. Specifically, when participants heard their stressed F0 shifted downwards, they increased F0 contrast compared with when they heard their stressed F0 shifted upwards. The interaction between the two F0 manipulations supports the conclusion that speakers are sensitive to upward and downward shifts of F0 in a meaningful prosodic context. Furthermore, compensatory effects were not restricted to F0 but also extended to intensity: speakers altered intensity contrast distance during perturbation, making stressed words relatively louder in the Down group compared with the Up group. This change occurred even though (i) the auditory feedback preserved intensity differences between stressed and unstressed words, and (ii) intensity and F0 were only very weakly correlated in individual trials. These findings provide support for the Integrated Model in that speakers modified both F0 and intensity (although not duration) in response to F0 shifts.

In both experimental groups, Up and Down, speakers’ F0 in the perturbation phase was the same or higher than their initial baseline values. This is consistent with the gradual increase in F0 noted in past sensorimotor adaptation studies (Villacorta et al., 2007; Jones & Munhall 2000, 2002). During F0 perturbations to single-word productions, subjects were found to increase F0 over many trials (Jones and Munhall 2000, 2002). In the present sentence production task, only the stressed word showed a similar drift, resulting in an
apparent increase in the contrast distance over the course of the experiment. Given that the contrast distance gradually increased, it appears that the Up group was in fact opposing the perturbation by decreasing F0 relative to an upward drift.

Unlike Jones and Munhall (2002), who found no significant differences in intensity between Up and Down groups, our present results show an increased intensity for the Down group as well as a trend towards increasing intensity over many trials. This was likely due to the prosodic nature of the emphatic stress task. Loudness can be used as a stress cue, and thus participants had reason to manipulate intensity in line with F0 to maintain emphatic stress (Fry, 1955; Kochanski et al., 2005).

While the gradual upward drift in F0 and intensity is consistent with an adaptive response from both Up and Down groups, an alternative explanation is that the two groups adapted to different degrees. The increase in F0 by the Down group may be indicative of a larger compensation than that of the Up group, whose F0 did not decrease from baseline values. The perturbation experienced by the Up group did not interfere with the planned intonation pattern of a stressed–unstressed contrast; thus, there may have been less of a need for a corrective response. That is, there may be more of an incentive to restore a stress contrast that has been attenuated (Down group) than to decrease a stress contrast that has been enhanced (Up group), since the enhancement is aligned with the speaker's goals. This interpretation is also supported by previous work in which downward perturbations elicited a larger rapid compensation response than upward perturbations during question productions (Chen et al., 2007).

While the compensatory changes in both F0 and intensity are in line with the Integrated Model, they might also be attributed to a correlation between F0 and intensity (Gramming et al., 1988; Dromey & Ramig, 1998), as F0 has been found to increase at higher than habitual loudness levels (though not at soft levels). However, our analysis of the trial-by-trial F0-intensity correlation suggests this was not the case. The correlation explains less than 2% of the variance observed in F0; thus, physiological dependencies alone are unlikely to explain the commensurate intensity increase in the group data.

A simple differential model with a combined pitch and intensity target can account for the effect of F0 perturbation on intensity. The model starts with a baseline internal
target for a stress contrast, then computes the difference between that internal target and each observed stress contrast. The internal target is a combination of pitch and intensity contrast values, allowing either cue to contribute to perceived stress. This model maintains an excellent correspondence with the changes in F0 and intensity seen in the experimental results.

In adverse listening conditions speakers enhance prosodic cues to optimize communication (Lane & Tranel, 1971; Letowski et al., 1993; Lombard, 1911; Patel & Schell, 2008; Rivers & Rastatter, 1985; Summers et al., 1988). Downward F0 perturbation in the current study served as a targeted “adverse” condition that speakers had to overcome in order to convey meaningful differences. Similar to the Lombard effect, our targeted F0 shift led speakers to alter contrast distance in multiple cues, using both F0 and intensity in an integrated fashion to signal stress contrasts.

5.5.1 Future directions

The present results support an Integrated Model of prosodic control in which the motor system modulates F0 and intensity in combination to convey stress. However, extending this protocol to perturbation of other prosodic cues will help to generalize the findings. In a planned follow-up to the current study, subjects will undergo intensity perturbations rather than F0 perturbations, allowing a direct comparison of the F0-intensity interaction in each direction. Future experiments will also help disambiguate the roles of word type and word position within an utterance. All of the stimuli in the current study followed the same pattern of word types across the sentence (Name verbed a noun). It will be important to vary this pattern to assess the influence of different parts of speech and sentence positions on adaptation responses. Additional experiments investigating the neural circuitry underlying the control of prosodic cues will more clearly define the roles of different brain regions in these processes. Finally, given that perturbation paradigms can induce enhanced linguistic contrasts in healthy talkers, it may be possible to leverage this paradigm for therapeutic benefit in disordered populations.
5.6 Conclusions

An F0 perturbation targeted to the stressed word of an utterance acts to increase or decrease the contrast distance between stressed and unstressed syllables. In other words, it modulates the degree of perceived stress. These upward and downward shifts cause a compensatory response in F0, the perturbed parameter, and in intensity, a feature that was untouched by the perturbation. Because both pitch and intensity modulate listener perception of stress, modulating intensity in the face of pitch perturbations is a valid strategy for overcoming these perturbations and conveying the intended message. Per-trial correlations of F0 and intensity provide evidence that this effect of intensity is not due to passive aeromechanical properties of the vocal tract but is an independent response to the perturbation. Furthermore, modeling results demonstrate the extension of the compensatory response to intensity using perturbation simulations and a simple combined pitch-intensity target for stress contrast. Intensity changes were not seen in a similar adaptation experiment in which the F0 shift had no linguistic import (Jones & Munhall, 2000). Thus, a low-level feedback control response can be broadened to a multi-featural adaptation by the linguistic relevance of the task.
CHAPTER VI
CONCLUSIONS

This dissertation described two experiments designed to advance our understanding of speech motor control through a combination of psychophysics and neuroimaging. Research on congenital deafness and hearing loss demonstrates speech motor control's strong reliance on auditory feedback for learning and maintaining intelligible productions (Cowie & Douglas-Cowie, 1992; Oller & Eilers, 1988; Smith, 1975; Waldstein, 1990). Probing the influence of auditory feedback provides insight about its use in maintaining accurate feedforward commands for speech. The feedback perturbation paradigms employed here are an elegant way to unobtrusively sever the link between speakers' acoustic signal and their reception of that signal, allowing for the investigation of the speech feedback control mechanism.

The results of these two studies illustrate the influence of linguistic experience on production and perceptual ability. The hallmarks of this influence are emphasized here in two key points.

6.1 Auditory goals are dependent on linguistic experience

Languages with different speech sound distributions produce speakers with different phonetic category boundaries. Infants raised in a given linguistic environment show language-specific perceptual ability long before they learn to produce speech; in particular, infants younger than six months a facilitation for native-language contrasts (Eimas et al., 1987; Kuhl et al., 1992, 2006). The learning of sound categories changes the distribution of the firing preferences of neurons in auditory cortical maps, thereby changing the discriminability of sounds from different parts of acoustic space (Guenther et al., 2004). This shaping of perception by auditory experience is evident in phenomena such as the
perceptual magnet effect (Kuhl, 1991) and the learned categorical perception of language-specific phonemes (Repp, 1984).

6.2 Auditory error is enhanced by a linguistic error

The perceptual warping of auditory space has low-level effects on responses to unexpected auditory perturbations of vowels, even when this perturbation is pre-conscious. In Chapter 4, a neuroimaging experiment contrasted unexpected formant shifts that crossed a category boundary with those that did not. A larger neural response magnitude in posterior superior temporal gyrus was found for the cross-category condition, evidence that the linguistic change resulted in an enhancement of auditory error. Furthermore, the cross-category condition also elicited a greater compensatory response, indicative of the corrective motor command generated by the larger perceived auditory mismatch.

A linguistically-relevant mismatch was also found to enhance auditory error in a suprasegmental context. In Chapter 5, a sensorimotor adaptation experiment gradually altered the F0 of the stressed word in a four-word phrase, making it sound more or less stressed. Compensatory responses were observed in multiple cues to stress—both F0 and intensity—even though intensity remained unchanged by the feedback manipulation. Past sensorimotor adaptation experiments that increase or decrease the F0 of spoken words have resulted in an opposing response in F0, but not intensity (Jones & Munhall, 2000), evidence that the linguistic context matters to the speaker during feedback mediation.

The DIVA model of speech production (Guenther et al., 2006), as well as other speech motor control frameworks (Eliades & Wang, 2008; Heinks-Maldonado et al., 2006), hypothesizes the existence of cortical error cells that compare planned and observed productions and generate corrective motor commands when the feedback is off-target. The responses seen in both feedback perturbation experiments are well-aligned with these models of internal auditory comparison; simultaneously, they act as a starting point for further research on incorporating linguistic representations into models of speech motor control.
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