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INTRODUCTION

The study of American economic history has been revolutionized in the past twenty years. Starting from the work of Simon Kuznets (1952), we have collected far more data about the economy in the nineteenth century than was believed possible only a few years ago. And starting essentially from the work of Alfred Conrad and John Meyer (1958), an increasing number of explicitly-formulated hypotheses have been presented to explain these data and tested on them. The distinguishing feature of the so-called New Economic History is just this juxtaposition of explicitly-formulated hypotheses and historical data.

This pamphlet is an introduction to the new literature as it pertains to American economic growth in the nineteenth century. We will survey the new data and examine several of the hypotheses that have been advanced to explain them. In addition, we will discuss the impact on economic growth of several institutions prominent on the American scene.

Because the use of explicit hypotheses and models is the most striking aspect of this work, we will concentrate on it. (Readers interested in the sources of the data used therefore are referred to the cited sources.) One cannot present the conclusions that emerge from these models without a taste of the reasoning behind them, since the conclusions cannot be evaluated without an understanding of the methodology used to derive them. A few articles therefore have been selected for extensive discussion, and the limitations of space have been interpreted as limitations on the number of such descriptions as opposed to the length of each. The articles chosen are both important and amenable to analytic summary. The discussion here will be highly critical in order to show the reader the kinds of questions that
should be raised about even the most tightly-reasoned piece, but the criticisms should not be allowed to obscure the enormous contribution to our historical understanding made by these important articles.

References to cited sources can be found in the bibliography. They will be identified in the text by the author's name and the date of publication.
I. THE MEASUREMENT OF GROWTH

This survey is concerned with recent research into the nature of economic growth in the United States. One of the first tasks in the analysis of growth is its measurement, and we begin our survey with that.

Economic growth means different things to different people, but most of the work considered here uses one of two alternate definitions. Growth may be represented by changes in the size of national income or by changes in the size of national income per capita. The latter is the more usual definition, and we will organize our discussion around it. Before doing so, however, we must talk about the growth of the American population to provide a connection with discussions of total national income.

Population grew rapidly in the United States for approximately a century following the Declaration of Independence. It then slowed down gradually—and a bit unevenly—to its present very modest rate of increase. The rate of growth of population before 1870 was about 3% a year. It averaged about 2% for the rest of the nineteenth century and fell to less than 1% during the Depression of the 1930's. Population growth then speeded up again briefly before falling back again below the level of the 1930's.

The high rate of population growth was produced by the combination of a rapid rate of natural increase and immigration. Both can be regarded as in part the results of the high standard of living—produced in turn by the high national income per capita—of the United States. At any moment of time, the high rate of natural increase was the most important component of this change; the growth of population by immigration averaged only about 1/2% a year throughout the nineteenth century. As a result, the proportion of foreign-born people in the United States never rose above 15% of the
population. This is one way to view the problem, but it is not the best way. It examines only the direct effect of immigration on population size and neglects the fact that immigrants contributed indirectly to the growth of population by having children. For while relatively few Americans were actually born abroad; essentially all Americans were the ancestors of immigrants. We can ask, therefore, what would have been the size of the population in 1920 (after which time immigration was curtailed) if there had been no immigration after 1790 and the rate of natural increase of people already in America had been the same as it actually was. The answer is that it would have been only half as large as it actually was. (Easterlin, 1972)

Turning now to the question of national income—or equivalently, national product—per capita, the historian can rejoice in a happy accident. The Constitution of the United States requires that there be a census of the United States every ten years. The purpose of this census is to allocate seats in the House of Representatives, and a simple count of population by location would have been enough to do this. The various people who took the census, however, tried to get more information, and the census grew over time from something approximating a population count to the vast collection of data that is now called the United States Census.

A little data on economic activity was collected for 1810 and 1840, but it was not until the Census of 1850 that a systematic attempt was made to collect and synthesize data on manufacturing in the United States. A new census law was passed for the Census of 1850 which provided for the collection of data, but the appropriation did not keep pace with the needs of the data and the full Census was never published. (It can, however, be found in Congressional documents for 1859.) This law—with better
appropriations—remained in force for the Censuses of 1860 and 1870 also, and a new law covered the Census of 1880. At this time, specialists were hired to collect data on specific industries, special reports were commissioned on topics of interest, and the whole scope of the census was enlarged. By 1880, therefore, one can begin to speak of the "modern" Census.

These data form the starting point for any investigation into the growth of national income in the United States. They are far better than the British data for the same period, but they still have many problems. Historians have estimated differently the distance down the tunnel of history illuminated by them. Robert F. Martin (1939) used these and other data to provide estimates of national income every decade from 1790 to the 1930's. Recent work has cast doubt both upon his methods and the reasonableness of his conclusions for the early nineteenth century, and subsequent investigators have been more cautious. (Kuznets, 1952; Parker and Whartenby, 1960) Subsequent research stems more from the work of Simon Kuznets, recently honored by a Nobel Prize in economics, than from Martin.

Kuznets thought that the Census was not a reliable guide before 1880. He extended his estimates of the national product back to 1870, therefore, on the basis that the earlier Census was complete enough to extrapolate back for one additional decade before 1880 but no more. (Kuznets, 1952) Robert Gallman (1966) enlarged and extended Kuznets' series by making use of the Censuses from 1850 to 1870. As our experience with these data has grown, so has our confidence in our ability to wrest a reliable story out of them. Gallman's series, like Kuznets', was extended back one decade before the advent of reliable data by using the less reliable preceding Census of
1840 for extrapolation. Intercensal years were interpolated by a variety of means too complex to be described here, and the result was a series of real national product from 1835 on.

The data compiled in this fashion show that economic growth was continuing rapidly after 1840. Gross domestic product per capita in constant prices rose at an annual rate of about 1-1/2% for the remainder of the century. (See Table 1.) (This is the same order of magnitude as the growth rate of British per capita product.) But was it also taking place before that time? W. W. Rostow (1960) followed a trend among historians when he assigned the American "take-off" to the years just following 1840, but recent research has cast doubt on the idea that the economy—as opposed to the availability of our data—changed sharply in 1840.

Paul David (1967) projected Callman's estimates of the national product back to 1800 on the basis of the demographic evidence collected in the early nineteenth century. He did this by means of two assumptions. First, he noted that the output per worker in non-agricultural activities was about double that in agriculture in 1840, and he assumed that this ratio stayed constant for the forty years before then. Since the proportion of the labor force engaged in agriculture fell from 83% in 1800 to 63% in 1840, this change alone made for a rise in per capita output. (The labor force was not observed directly, since the Census of 1800 did not ask the relevant questions; it was estimated from data on the location and on the age structure of the population.)

We do not have data on agricultural output for most of this period, but it is hard to believe that it fell. All the indirect evidence suggests instead that the per-capita consumption of foodstuffs and the provision of
crops to industry rose or at worst stagnated during these years. Since agricultural imports were negligible, it follows that production per capita did not fall. Accordingly, David's second assumption was that agricultural output per capita stayed constant from 1800 to 1840. This apparently innocuous assumption has far-reaching consequences, since a declining proportion of the population was engaged in agricultural activities. (Remember that this is inferred from the census observation that a declining proportion of the population lived in rural areas.) It follows that the output of each agricultural worker was rising. Fewer workers per capita were required to produce the same output per capita.

David concluded that per capita income was rising before 1840 for two reasons. There was a gain as workers left agriculture for other occupations, and there was a gain as workers in agriculture became more productive. (As will be usual in this survey, I have neglected some of the fine points of David's argument in which he refines the analysis beyond the limits shown here.) The speed with which income rose, he found, was not very different than the speed with which it rose after 1840.

These conclusions raise a variety of questions. First, how good are the assumptions on which the extrapolation was based? There is no way of testing the first assumption directly since the relevant data for the period do not exist. Data for later periods, however, suggest that this is a relatively stable ratio, and the conclusions based on them appear firm. The second assumption synthesizes a variety of historical evidence collected for reasons unrelated to the generation of estimates of national income. Without asserting that this assumption is completely valid, the burden of proof is now on the historian who asserts the contrary. In addition, if per-capita income was rising from 1800 to 1840, the rise in income would
have produced an increase in per-capita consumption of agricultural commodities and the assumption may well understate the magnitude of the efficiency gain in agriculture.

Second, where did all those workers who left agriculture go? Most people guess manufacturing, but less than 10% of the labor force was employed in manufacturing in 1840. (Lebergott, 1964, p. 510) Most of these workers therefore must have gone into the other large sector of the economy: services. We know far less about this sector, particularly in this early period, than we would like. Some of the new service workers must have been domestic servants in the growing cities. Many of them were engaged in commercial and transport activities. To the extent that workers were being transferred from agriculture to commerce and related activities rather than to manufacturing, it would be more correct to speak of a commercial revolution than an industrial revolution for this period. This is an intriguing idea, and one we know all too little about.

A third question is this: Economic growth appears to have been a familiar process by 1840; was this also true in 1800? The answer, to the best of our knowledge, appears to be no. Assume that David's assumptions hold true for the period before 1800 as well as the years thereafter. What do we find? Most of the labor force was in agriculture in 1800. (More accurately, most people lived in rural areas in 1800.) There might have been a larger proportion in agriculture during the eighteenth century, but the proportion could not have been very much larger. Some people were needed even before the industrial revolution to produce manufactured goods and perform services. The gains gotten by transferring workers out of agriculture accordingly were small before 1800. By the same token, David's second assumption does not indicate the presence of per capita growth before 1800.
The proportion of the population engaged in producing agricultural goods did not change very much, and an assumption that per capita agricultural output remained constant therefore implies that productivity in this sector did not change much either. This form of argument therefore suggests that the growth of per capita income observed for the nineteenth century was not a characteristic of the eighteenth century.

The basic facts of what we can now label nineteenth-century growth can be summarized as shown in Table 1. Our argument so far has given reason to distinguish the nineteenth century from earlier years; this table gives reasons to distinguish it also from later years. Gross domestic product in real terms (i.e., in constant prices) rose more slowly in the twentieth century than in the nineteenth. Population grew more slowly also, and per capita output rose more rapidly in the later period than in the earlier, although the difference was not large between 1855-1905 and 1905-1927.

More important than these variations was a change not shown directly in Table 1. People worked long and increasing hours in the nineteenth century, and they worked increasingly less in the twentieth. The result was that the work expected from a given worker in 1900 was much greater than the work expected either in 1800 or in 1967. (We are talking of inputs, of course, not outputs.) This movement, in combination with the slowdown of population growth, produced the change shown in the third row of Table 1. The labor input to the economy rose relative to the population in the nineteenth century; it fell in the twentieth. As a result, the output per unit of labor input rose far more rapidly in the twentieth century than it did in the nineteenth. Taking the growth of the capital stock into account, we find that this conclusion holds true for the output per unit of total input
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Gross Product</td>
<td>4.2</td>
<td>3.9</td>
<td>3.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Per Capita Real Output</td>
<td>1.1</td>
<td>1.6</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Labor Input per Capita</td>
<td>0.6</td>
<td>0.5</td>
<td>-0.3</td>
<td>-0.9</td>
</tr>
<tr>
<td>Output per unit of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor Input</td>
<td>0.5</td>
<td>1.1</td>
<td>2.0</td>
<td>2.7</td>
</tr>
<tr>
<td>Output per unit of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Input</td>
<td>0.3</td>
<td>0.5</td>
<td>1.5</td>
<td>1.9</td>
</tr>
</tbody>
</table>

as well, as the final row of Table 1 shows. Approximately 90% growth in gross domestic product in the nineteenth century is explained by growth in the factors of production, but these factors only account for about half of the growth after 1900. Alternatively, the growth of conventional factors of production account for over two-thirds of the growth of real per-capita product in the nineteenth century, but less than 10% of the per-capita growth since then.

We should not jump from here to the assertion that there was no technical change in the nineteenth century and that the Industrial Revolution was all a myth. Many events not shown in Table 1 were taking place. They all had their effects on the magnitudes shown in the table, but this table is a pale reflection of history. Two phenomena may be mentioned here; the following chapters in this survey will expose many more to view.

To discover our first phenomenon, we ask how the labor input per capita could have risen at 1/2% a year throughout the nineteenth century as shown in row 3 of Table 1. After all, there is a limit to how much a person can work, and hours were not short in 1800. The answer is that people did not work longer hours in each working day, but that they worked a larger part of the year. At the beginning of the nineteenth century, most workers were agricultural workers, and agriculture is the seasonal activity par excellence. Farmers engaged in household manufacture and other activities in their off seasons, but these activities were neither very productive nor engaged in full time. The transfer of workers out of agriculture therefore meant that they could work more steadily throughout the year. The larger output per worker in non-agricultural activities than in agriculture noted above (in the discussion of national income before 1840) was in large part a result of the longer "season" of non-agricultural employment.
It is true that the growth of income accounted for by this process is hardly a case of getting something for nothing. Yet the evidence indicates that agricultural workers were eager to migrate to the cities, work harder, and enjoy higher incomes. Industrialization was not limited by the reluctance of workers to forsake their farms and move to the cities. Instead, the ability of workers to get off the farm was limited by the technology existing before the industrial revolution. Consequently, if the rise in income per capita during the nineteenth century was not a free gift, it was still a possibility created by the growth of a new technology.

The second phenomenon visible behind the data in Table 1 concerns the growth of population noted at the beginning of this chapter. Had we been living in the eighteenth century, we would have expected that a rise in population of the magnitude described would have resulted in a massive decrease in living standards. Living when we do, we are not surprised at history, but we must not forget the costs of expansion that loomed so large in the minds of our ancestors. The American settlers were fortunate that the land they pushed into did not become less fertile as they moved West. The settlement of America was in this regard a different process than the one envisaged by Malthus when he discussed population growth. But the fertile lands of the American West were still far away from the sea, and some way had to be found to bring their products out. The railroad proved to be an efficient device for this job, but it was also expensive. The expansion of America was not undertaken without cost.

Looked at another way, isn’t it remarkable that we have had a massive capital accumulation during the nineteenth century without a corresponding fall in the rate of return on capital? It appears that the increase in the
physical size of the United States was able to "soak up" capital without running into diminishing returns. More accurately, the needs of the western expansion created a need for investment that raised the return to capital, or would have raised it if a high rate of investment had not kept the capital stock in line with the country's growing needs. Abramovitz and David (1973, p. 434), the authors of Table 1, call this process "capital-deepening technical change." We can recognize it here as another opportunity for expansion created by the Industrial Revolution.
II. THE EFFECTS OF ABUNDANT LAND

Having established that economic growth in the United States was both rapid and sustained more or less from the founding of the Republic onwards, the historian is led naturally to inquire into the causes of this growth. It has not escaped the notice of American historians that the English Industrial Revolution was taking place at roughly the same time or slightly earlier, and the causes of the two movements must have been closely related. Nevertheless, two characteristics of American growth have called for special explanation. First, there is the extraordinary record of growth in the total national product. For while the rate of growth of per capita income was not far from the British experience, the rate of growth of total income in the nineteenth century was almost without peer. How was it possible for the United States to absorb so many new people without retarding or even reversing this process of growth? Second, the British visitor to these former British colonies found economic growth taking place in a decidedly non-British social setting. What had happened to these British emigrants in their passage to the New World to make them into that rough breed of man known as Americans?

These questions are linked, because a single answer has been supplied for both: America differed from England because it had so much land. The tradition that emphasizes the corrosive effect of abundant land upon imported social institutions is old and venerable. (Diamond, 1967) Economic historians have not differed from other historians in their acceptance of this thesis. Similarly, the idea that more land was better than less land if one was to escape Malthusian restrictions on growth has met with little opposition. Yet an increasing number of scholars have begun to question the application of this idea to American conditions. It is worth examining this heterodox
literature to see if in this particular case one can argue that less land would have been preferred to more.

Much of the land eventually incorporated into the United States was at one time the property of the United States government. There has been repeated questioning of the way in which the government chose to distribute this land, focussing on the role of nefarious individuals labelled "speculators." This term is clearly pejorative and has the additional disadvantage of lacking a precise meaning. Consequently, it is often hard to know who is being criticized or analysed. If the term is to apply to everyone who bought land with an eye toward reselling it, then surely most landowners in this pera- petetic society were speculators. If it applies to individuals who bought large amounts of land, then we must presume that any profits earned from owning the land reflected a diversity of motivations and actions. In fact, most investigators have restricted their empirical work to people who both bought large tracts of land and also sold it relatively quickly, and we may adopt that use of the term here.

The question is whether the speculators earned an unreasonable profit from their activities, that is, if they used the land-distribution system of the government in some way to deprive the settlers of their rightful return from the land. It must be admitted at the outset that these speculators were entitled to some profits. They acted as brokers—buying large parcels of land, subdividing them and selling small lots to individual settlers—and they were entitled to a competitive rate of return for these activities. The government was happy to sell to speculators because it was reluctant to act as its own broker. Prefering to be a wholesaler rather than a retailer, the government acquiesced in a system in which profit was to be made by purchasing and reselling land.
The question then is whether the profits that speculators earned were in some sense excessive, that is, above a competitive rate of return. Unless these profits—should they be found—are to be attributed to luck, any unusual profits must have been the results of market power on the part of the speculators. But how could these people acquire monopoly power? If the government had acted as the monopolist it was, then it would have charged the profit-maximizing price for the land and there would not have been any profit left over for the speculators. The use of auctions to sell land can be interpreted as an attempt to extract monopoly profits from the sale of land. Since the price of each parcel of land could differ, the government appears to have been trying to be the most profitable sort of monopolist, a discriminating monopolist who charged each individual the maximum price that he was willing to pay.

Before concluding that there was no room left for private profit we must remember that land auctions were held periodically as the country was surveyed and that land was not auctioned more than once. The land not sold at auction was then offered for sale by the government at a legislatively-set minimum price. The average price paid for land was not far from this minimum; the desire of the government to be a discriminating monopolist apparently outran its ability.

We therefore cannot rule out the possibility that monopoly profit was to be gained by private speculators. How large an opportunity this represented has not been ascertained and the mechanism by which it could have been exploited is also unclear. It is no less true of individuals than of governments that they must have market power to make monopoly profits. How did private individuals acquire monopoly rights over public property offered for sale to all? Investigators typically have approached these questions only
tangentially, preferring to ask if there were any profits before examining the process by which they could have been acquired. Unfortunately, the empirical data have not clarified the issue. Bogue and Bogue (1957) found in a classic article and review of the literature that speculators' profits had not been higher than a brokerage commission might have been expected to have been. But recently Swierenga (1966) has argued on the basis of a new sample and different methodology that speculators earned profits of up to 50% on invested capital. No honest broker ever made profits like these. Both the theory and history await further clarification.

An entirely separate question about the distribution of benefits from new land concerns the price effects of increased cotton production. Gavin Wright (1971) estimated an econometric model of the antebellum cotton market. In this model the demand for British cotton textiles is shown to have been either inelastic or not very elastic, depending on which of several estimates you prefer. The derived demand for American raw cotton therefore was inelastic also. (As usual, I am condensing in Procrustean fashion a longer discussion.) It follows that if all other things were held constant, then an expansion of cotton production on the basis of new land would have lowered the price received by cotton growers as a group enough to reduce their total revenues. This is not to assert that individual cotton growers were being impoverished in the antebellum period, since many, many things were changing at the same time that cotton production was growing. It is rather to say that the influence of territorial expansion considered in isolation was to decrease the total revenues from growing cotton.

This argument has two corollaries. First, a more rapid distribution of land would have decreased the income of cotton growers. (Passell, 1971) It therefore would have been rational for Southerners to have opposed the
distribution of Western cotton lands, even if these lands were to have been given to existing landowners for free. Second, it would have been in the interests of slave owners to have done likewise. More land would have increased the ratio of land to labor in growing cotton, since the size of the slave labor force was not affected by land policy, which would have increased the marginal physical product of labor. But it would have also decreased the price of cotton, and the value of the marginal product of slave labor would not have risen. The effect on slave prices of faster land distribution therefore would have been adverse. (Passell and Wright, 1972) A slave-owning cotton grower therefore should have opposed rapid land distribution both because revenues from growing cotton would have gone down and the value of his slave capital would have followed suit.

The reasoning used to reach these conclusions is far too complex for me to detail here. The reader who wishes to evaluate them critically must go to the primary articles themselves. If accepted, though, the argument has implications that are of the greatest interest. (The implications for British economic history of an inelastic demand curve for cotton textiles are numerous also, but not of concern here.) It is clear that the introduction of new cotton lands increased the production of cotton and the nation's real income. The argument just given asserts that not everyone shared in the rise in income produced in this way. Cotton growers as a class suffered relative to what they would have earned if the new lands had been left untouched. The slave-owning portion of this class suffered additionally through the impact of the value of their slaves. (It is hard to say if the slaves also lost out without knowing how closely slave consumption and slave productivity were tied.) Someone must have gained, since more cotton is better than less; who was it? If it wasn't the growers of cotton,
it must have been either the people who made raw cotton into textiles or the people who consumed these textiles. Further work is needed to know which group gained most, but one tentative conclusion stands out even without this determination. Most cotton grown in America was made into yarn and cloth in Britain and consumed outside of America. The benefits of the distribution of American cotton lands therefore were enjoyed largely outside the United States, and chiefly in Britain.

Not all new land was used for growing cotton, and the effect of new lands on the production of wheat has also been studied. The focus here has been on the late nineteenth century, due to the paucity of antebellum data on the production of wheat. Two approaches have been taken, neither the same as the approach used for cotton. Parker and Klein (1966) attempted to discover the effect of the westward expansion on the productivity of labor used to grow wheat (and other small grains). Using a procedure reminiscent of the one used by Paul David in his extrapolation of national income data, they decomposed the change in labor productivity into the product of the change within each region (due largely to mechanization) and the change resulting from shifting the labor force from the East to the West. Less than one-fifth of the change in labor productivity could be explained by the shifting location of labor. Parker and Klein concluded that mechanization, not the westward expansion, was the driving force behind the increase in wheat-growing labor productivity in the second half of the nineteenth century.

The assumptions used in this calculation need to be understood if its significance is to be evaluated correctly. Parker and Klein talk only of productivity, that is, output per man. They do not discuss the enormous increase in the total production of wheat over this half century. Implicitly, they appear to be saying that the productivity of labor in the cultivation
of wheat would have been substantially the same as it was in 1900 even if there had been no westward expansion. But at what scale would wheat have been grown in the United States if the West had not been won?

The demand for wheat, both in the United States and abroad, grew rapidly in the late nineteenth century. If the western lands had not been used, the demand would have been intensified at other locations. (I assume that population growth would not have been affected by the closure of the West. Modification of this assumption can give still further results.) The supply of wheat from a given acre is not infinitely elastic, and the increased demand would have met an upward-sloping supply curve. The price of wheat would have risen and land would have been cultivated more intensively. Labor productivity would have fallen. Parker and Klein's calculation therefore is incomplete because it does not take into consideration the change in demand during the westward expansion.

Fisher and Temin (1970) took an alternate approach to this question, asking whether the demand in 1900 could have been satisfied from the Eastern states alone. Their argument involved the estimation of supply curves for wheat on a state-by-state basis. They found that the elasticity of supply of wheat was near one, and that it would have been very difficult to produce the actual 1900 wheat production from the Eastern states alone. If the West had not been opened, it follows that the price of wheat would have been higher and the production lower than they actually were in 1900. The United States probably would have lacked one of its primary sources of foreign exchange, and the European agricultural depression could have been less pronounced. (Population patterns might also have been different.) If the West had remained wild, labor productivity in American agriculture probably would have been lower, but that undoubtedly is one of the smallest differences
between this hypothetical world and the actual one. As with cotton, the effects of American geographical expansion spread beyond the political boundaries of the United States.

The effects of abundant land in the United States extended beyond the agricultural sector also. A traditional argument asserts that the availability of land in the United States increased labor productivity in American industry. This argument was articulated in the nineteenth century and extended recently by H. J. Habakkuk (1962). He discussed the availability of land, the skill distribution of labor, the elasticity of the supply of labor, the characteristics of demand, technical change and other topics in his complex analysis. For the sake of concreteness, the discussion here will be confined to the simplest aspect of this argument and even to a single proposition. This proposition asserts that the abundance of American land raised the American wage rate and forced American manufacturers to use more capital per worker. In other words, the high ratio of land to labor in American agriculture led in turn to a high ratio of capital to labor in American manufacturing.

Under what circumstances will this proposition be true? We will not try to enumerate all of them, but rather to find a model in the spirit of the literature in which it will be true. The model recognizes only three distinct factors of production—land, labor, capital—for a start. Two additional assumptions serve to produce the desired proposition. First, assume that land is used only in agriculture and that capital is used only in manufacturing. Second, assume that the relative price of agricultural and manufactured goods is fixed. Under these circumstances an expansion of land will increase the demand for labor in agriculture, drain labor away from manufacturing into agriculture, and raise the capital-labor ratio in manufacturing as a result. (Temin, 1966b, 1971)
These assumptions produce the desired proposition, but they also produce some unwanted propositions as well. In particular, since the capital-labor ratio is raised by the abundance of land and there are only two factors of production (labor and capital) in manufacturing, the rate of return to capital should have been decreased. If this model is to be used to explain why American labor productivity was higher than British in the nineteenth century, it must rest not only on the observation of abundant land in America but also on the low productivity of capital in America. Our indexes of capital productivity are crude at best, but the best available proxy, the interest rate, was higher in the United States than in Britain.

This apparent paradox has led to widespread disaffection with the simple model just outlined. Modifications have been suggested in which the original proposition remains true, but some analogue of the unwelcome corollary has remained true also. Dissatisfaction with these models has led the discussion to shift away from the question of explaining labor scarcity in American manufacturing—a phenomenon "known" only from inference from simple models like the one just outlined and not actually observed—to the question of finding a suitable model to assess the impact of American land on American manufacturing.

One such model does away with the first assumption of this simple model. If land is used in both sectors, then one cannot say which sector will lose labor as a result of abundant land. If one says that land is used in manufacturing only indirectly, that is, that land itself is not used in manufacturing but agricultural output is, then the effects are more complex. (Fogel, 1967) Under reasonable production conditions, labor will be drawn out of manufacturing into agriculture, but the availability of more agricultural goods will raise the productivity of the remaining factors of production in
manufacturing. This model has not been worked out, and it is not clear if it resolves the paradox at hand; it does, however, provide a lead into a richer way to model this process.

An alternative approach has been to keep the first assumption but reject the second. (Passell and Schmundt, 1971) It is then possible to produce effects similar to those discussed above with reference to the cotton market. The new land will make agricultural goods more plentiful. If the demand for agricultural goods is sufficiently inelastic, this may lower the price enough to reduce the demand for labor in agriculture. In that case, more land would mean more labor in manufacturing, more manufacturing production and higher productivity of capital in manufacturing. We do not know that this is a more realistic model than the others; the choice of a "good" model is still a question for future research.

Let us return to our starting point. Do we wish to oppose the long-standing view that more land was better than less? The answer must surely be no, although we can now say that not everyone affected by the settlement of the West would have been willing to agree. The availability of land in the United States encouraged economic growth both in the United States and elsewhere, but the benefits of this growth were not spread evenly among the population. At any moment of time, there probably were people whose interests would have been served by a restriction on Western settlement. We do not know how many such people there were, for even an uneven distribution of benefits may bring some benefits to everyone. But we are well advised to be sensitive to the distribution of benefits of the complex and intricate process called economic growth.
As we have seen, there are a variety of stories linking American economic growth to the abundance of American land. But there are also other stories, many of which center on what economists call technological change. This phrase refers to changes in the ways of doing things—of manufacturing goods, of transporting goods and people, of providing services to consumers. There are many different kinds of technological change and many different stories that deal with it.

One story follows the lines of the work summarized in Table 1 of Chapter 1. Assume that in the absence of technological change a doubling of the economy's inputs will double the economy's output. Then we can start from some point in history and compare the growth rates of the economy's inputs and output. The difference between these growth rates is then defined to be the rate of technological change. As Abramovitz and David (1973) have shown, however, this is a story that is more interesting when told about the twentieth century than about the nineteenth, because the rate of technological change defined in this way was not very rapid in the nineteenth century.

A separate group of stories revolves around the observation that the composition of the economy's output and of its capital stock has changed dramatically over the past two hundred years. Technological change, from this vantage point, consists in the introduction of new machines and products. The stories concern particular industries and activities rather than the economy as a whole. The concept of technological change is considerably less abstract.

There is no conflict between these stories, because the absence of
technical change that affects the relation between all inputs taken together and output, does not mean that the relation between inputs has not changed. And it is obvious from simple observation that we do not make things the way we used to and that the relationship between men and machines has been subject to a great deal of change.

The stories—for there are many of them—that relate how these changes have come about are varied indeed. Economic historians have been exceedingly curious about the specific changes that individual industries and productive processes have undergone. Consequently there are studies of the introduction of the power loom in the early nineteenth century (Zevin, 1971) and the Draper loom in the late nineteenth century (Feller, 1966); of improvements in ocean shipping in the eighteenth century (Walton, 1968) and in railroads in the nineteenth (Fishlow, 1966); of the introduction of steam engines (Temin, 1966a) and of power in general (Fenichel, 1966).

Rather than survey the conclusions of these studies, it seems more useful to inquire into the argument of one of them to see its nature. I have selected one by Paul David (1966) on the introduction of the reaper, both because it is unusually explicit about its theoretical structure and because it typifies the kind of reasoning used in these studies. The arguments of other studies can be scrutinized similarly, leading sometimes to a confirmation of the author's conclusions and sometimes not.

David set himself to explain the timing of the adoption of the mechanical horse-drawn reaper in the American mid-West. The reaper had been introduced in the 1830's, but it was not widely adopted until the 1850's. While there were improvements in the machine, they were concentrated largely in the early years of its production, and the period when the reaper was being adopted widely was not a period of rapid change in the reaper itself. Why,
then, was the reaper adopted widely in the 1850's?

There are two traditional stories. Both start from the observation that wheat prices rose in the 1850's, partly as a result of the Crimean War. One story asserts that this price rise led to an expansion of wheat production which required an increase in the inputs to wheat production. The inputs were primarily land and labor. But while land was in elastic supply so that more land could be used without markedly raising its price, labor was in relatively inelastic supply. The increased demand for labor therefore raised wage rates and made the use of machines to harvest the crop more attractive. A second story asserts that the rise in the price of wheat led individual farmers to expand the size of their farms. Because there was a limit to the amount of grain that a man could cut with hand tools (scythe and cradle), farmers changed to reapers as their farms got bigger. Or to state this story differently but equivalently, while the cost of harvesting by hand was less than the cost of harvesting by machine for a small farm, it was more expensive for a larger farm.

David synthesizes these stories by employing the diagram shown in Figure 1. The curve marked "AC_H" shows the average cost, that is, the cost per acre, of harvesting wheat from any number of acres. The curve marked "AC_M" shows the average cost of harvesting by means of machine, that is, with a horse-drawn reaper. At the optimum size farm using hand methods, S_0, the machine method was more expensive than the hand method. At the optimum size farm using the reaper, S_M, however, the cost of harvesting by reaper was not only lower than the cost of harvesting by hand at that size but also at any other size also. In other words, if the farmer was free to choose the number of acres on which he planted wheat, he would minimize his costs by planting S_M acres and using a reaper.
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Figure 2
Why didn't the farmers do this? According to David, the average size of farms was considerably smaller than $S_M$, and it was expensive to expand. In his words: "The costs of acquiring, clearing, and fencing new land, or simply of preparing land already held, were hardly insignificant even on the open prairies." (David, 1966, p. 19) This is not a precise statement, and it fails to discriminate between two hypotheses. First, these costs may have been prohibitive under the conditions and institutions of the 1850's. Or second, the costs may have been present but within the reach of farmers, whether by borrowing, cooperating with their neighbors, or other means. Given all that we know about American farming in the 1850's, it is hard to accept the first possibility. To give just one suggestive fact, let us remember that the crops for which the reaper could be used (wheat, oats, and rye) were not the only crops grown in the mid-West at this time. In particular, much of the land was used to grow corn, for which the reaper was not suitable. Farmers could have expanded their wheat acreage by switching out of corn into wheat. In fact, given economies of scale as shown in Figure 1, farmers should have done just this, and we should find that farms were specialized in either small grain production or in corn.

If we accept the second hypothesis, then we have to ask again why farmers didn't plant $S_M$ acres in wheat (and oats and rye). The obvious answer is that the costs of expansion made the minimum cost of the machine process more expensive than the minimum cost of the hand process. The cost per acre of expansion should be entered in Figure 1 as part of the costs of the machine process. In addition to the costs used by David to derive Figure 1, we must include the carrying cost of the land used. (These costs would be interest costs if the farmer borrowed to pay for the expenses.
cited by David, but they could also be opportunity costs if the farmer
switched land from other uses to use for wheat.) These costs will be pro-
portional to the acreage used, and they will raise the $AC_M$ curve relative
to the $AC_H$ curve. We may assume for the purposes of the argument that they
raised it far enough to make the minimum point of the $AC_M$ curve higher than
the minimum point of the $AC_H$ curve as shown in Figure 2. Farmers then were
maximizing profits at the start of the 1850's by producing at $S_0$.

As the wage rate rose in the 1850's, the costs for hand reaping rose
relative to the costs for machine reaping. Let us suppose that they rose
enough to transform the cost structure shown in Figure 2 into the cost
structure shown in Figure 1, where the costs now include the costs of the
acreage used. Then the changes in costs would have led farmers to expand
wheat production from $S_0$ acres to $S_M$ acres. The observed expansion of wheat
acreage, in other words, would have been the result of the adoption of the
reaper, not the cause. The cause was the rise in the wage rate.

This discussion suggests that David's emphasis on the size of farms
was misplaced, but that his conclusions should properly be stated even more
strongly than they were. He concluded that the major explanatory variable
was the wage rate, but that increasing farm size aided the adoption of the
reaper. We can now say that the rise in the wage rate produced both the
increased adoption of the reaper and the expanded farm size. (The argument,
even the amended argument given here, assumes that reapers could not be
used in common by several farmers or rented for short periods of time. If
they could have been, then the importance of farm size is even further re-
duced.)

Several observations can be made about this discussion. First, the
model used to explain the adoption of a new machine assumed that the potential
users of the machine (farmers in this case) were rational profit maximizers.
Second, it was assumed that prices were the result of supplies and demands (so that the wage rate varied with the demand for labor). Third, the model—though impressive in its architecture—is not the only model that can be used to explain this historical event. And fourth, the conclusions emerge strengthened, albeit with a little different emphasis, by a modification of the model. The first three of these points are typical of the literature on specific innovations. The last point is only sometimes true, and the literature needs to be handled with care.
IV. RAILROADS

One innovation above all has been singled out as having a critical role in American economic development, and a considerable literature has grown up about it. I refer of course to the railroad. Many historians have contented themselves with descriptions and analyses of the railroads themselves and left the question of their impact on the rest of the economy relatively open. The past decade, however, has seen a change in this approach, focussing on the use of the concept of "social savings."

"Social savings" were introduced into the discussion of American railroads by Robert Fogel (1962). They are defined as the difference between the actual national product and the national product that would have been produced without the railroads. In practice they are measured by the difference in the cost of shipping those goods that traveled by railroad between the railroad and the next best alternative. This cost difference in turn is measured by multiplying the unit price differential between the railroad and its alternative by the quantity of goods transported by railroad.

Social savings were first calculated by Fogel (1960, 1962, 1964) for American railroads in 1890. He was followed almost immediately by Fishlow (1966a), who used data from 1859. These two authors have been followed by others investigating both railroads and canals (Boyd and Walton, 1972; Ransom, 1964, 1970), and the concept recently has been applied to English railroads also (Hawke, 1970).

Now it is far from obvious that this simple product can be equated to a change in the national product, and we must ask how this particular measure of social savings is justified. There are at least three implicit assumptions in the argument. First, the observed prices must be good indexes of (social)
costs. Second, the costs must remain constant over the range affected by
the shift of traffic. And third, these costs must be the only costs to
society of the absence of railroads. We examine these propositions in turn.

A problem arises immediately with the first step. Railroads and al-
ternative means of transportation offer similar, but not identical services.
If one uses simply the quoted prices per ton mile of different transportation
systems, a part of the cost to society is being ignored. Specifically, if
railroads offered better service than their competitors, part of the cost
to society of doing without the railroads would be in a deterioration of
transportation services. It is necessary therefore to adjust the prices of
the alternative transportation systems to make them reflect an equivalent
level of service to the railroads. (Fogel, 1964; Fishlow, 1965)

Even after this is done, an uneasiness about the equation of price to
cost remains. Economic theory tells us that prices will equal marginal
costs in a competitive industry, but were the railroads (or their alternatives)
competitive? It is hard to read the protests against railroad monopoly in
the second half of the nineteenth century without wondering if some of them
were justified. And it is hard to rationalize the formation of the Inter-
state Commerce Commission in 1887 to regulate railroad rates if the railroads
were in a competitive industry. A suspicion—partly confirmed by direct cost
measurements—that prices were not equal to marginal costs must be allowed.
(Lebergott, 1966)

The second step in the argument is equally hard. The observed price
differential of the alternative transportation systems measures the cost to
the shipper (assumed now to be equal to the cost to society) of switching
goods between these systems at the actual level of use. When we talk about
doing without the railroad in 1890, however, we are talking about switching
the bulk of transported goods from one transportation system to another. Can we be sure that the unit costs of making this switch will not be affected by this large movement? Phrased in another way, can the alternative means of transport carry all the goods that actually went by railroad without an increase in costs? If water transport is used, the capacity of locks has to be considered. (McClelland, 1968) If horses and wagons are used, the problems of stabling and feeding them have to be solved. (David, 1969) Just as it was not obvious that all the wheat that was actually produced could have been produced at a reasonable cost in the absence of the westward movement, it is not obvious that all the goods that were transported by railroad could have been transported by other facilities at a reasonable cost.

The third step, though, is by far the hardest. It assumes that in the absence of railroads, everything else in the economy would have gone on as if there were railroads. People would have produced the same goods, transported the same goods, and consumed the same goods (less the increased cost of transportation). They would have acted as if they were responding to one set of prices (those with the railroad) when they were in fact faced with another set (those without railroads). It is hard to rationalize such odd behavior. Fogel (1964) tried to amend his measure of social savings to take account of possible changes in people's behavior. Our theory tells us that costs are always as high or higher when constraints are present than when they are not. Consequently, removing the constraint that people must not change their behavior when the railroads vanish cannot make people worse off. And it is reasonable to suppose that they would have been better off to adjust their behavior to the prices they faced than to continue patterns prompted by another price structure. Farmers on the prairie, for example, would not have shipped their products to market by wagon and canal if the
profits from doing so were negative. They would have moved to the city instead and been better off. Allowing people to adjust to the absence of railroads therefore reduces the social savings.

But the adjustment allowed by Fogel is only partial. It is as if the railroads were constructed and then abandoned. For all of the capital equipment actually built and all the technical changes actually made are presumed to exist in the world without railroads just as they did in the actual world. One can visualize two hypothetical worlds. In one of them the railroads were built and then abandoned. In the other, railroads were never introduced at all. Authors who calculate social savings appear to be discussing the first of these worlds, but they often talk as if they are discussing the second. Yet it is highly probable that the two hypothetical worlds are different, and very hard to say in which one the national product was higher. (David, 1969)

Each of these three implicit assumptions has been questioned, leading at least one investigator to cry "Halt!" to the proceedings. (McClelland, 1972) A suspicion may be entertained, however, that the problem is not really in the estimation. True, there are problems with the numbers brought forth by Fogel, Fishlow, and others. But there are always questions that can be raised about quantitative work. And a dispute that has occupied the attention of so many people seldom revolves simply around numbers. There are many questions that could be asked about the impact of railroads on American economic history, and social savings illuminates only a few of them. Much of the criticism of this concept can be interpreted as a call for a re-definition of the question rather than a recomputation of the numbers.

One alternate question concerns the construction of the railroads. Even if the services of the railroads had been only infinitesimally better
than the alternatives, were there benefits (or disadvantages) from the construction and operation of the railroad that would not have come from the alternative means? The main difference between railroads and the alternatives from this point of view was that railroads used the outputs of industries thought to be central to the process of economic growth, that is, iron, steel, and machinery. Fogel (1964) examined the link to the iron and steel industry and concluded it was not important. The railroads used large quantities of rails before the Civil War, but rails were largely imported. The effect of the railroad demand on American blast furnaces consequently was small. This conclusion ignores the effect of railroads on American rolling mills which were heavily involved in the production of rails and which were the vehicle through which the Bessemer process was introduced into America after the Civil War. But while railroads used most of the Bessemer steel produced before about 1880 and may be presumed to have been instrumental in the adoption of the Bessemer process, Fogel (1966) argued that the Bessemer process was used almost exclusively to make rails and that the benefit to the economy of using this process was better railroads and little else. The benefits of the Bessemer process than are included in the social savings calculation; they are not in addition. The evidence for this conclusion is that the production of Bessemer steel in America fell off sharply when the demand for rails fell at the end of the nineteenth century. Most of the steel used outside the railroads in America was made by the open-hearth process.

The implicit assumption in this argument is that the introduction of the open-hearth process was independent of the introduction and exploitation of the Bessemer process. Technical arguments can be adduced to show how different the two processes are, but technical characteristics are not the
only determinants of invention. Perhaps the use of the Bessemer process encouraged more research into alternate ways of making steel by demonstrating the extent of the demand for steel. Or perhaps it discouraged research that might have produced the open-hearth process sooner by its very success. Questions like this are hard, but they enter into any discussion of the causation of technical change.

Another characteristic of railroad construction is its expense. Between 10 and 20% of gross domestic investment was allocated to the railroads between 1850 and 1880. (Callman, 1966) The phenomenal expense of the railroads was one of the main components of the capital deepening shown in the aggregate data. If the railroad had not existed, these investment funds could have been used elsewhere in the economy. If the alternate transportation systems that would have been used were more capital intensive than the railroads, then all of these resources and more would have been needed there. But it is at least possible that alternate transportation systems were less capital intensive than the railroad. In that case, resources could have gone into other industries, where their benefits might have offset the greater transportation cost stemming from the absence of railroads. An optimal development plan for the United States, in other words, might not have included the railroad!

The introduction of investment into this discussion is very important, because it changes a purely static argument into a dynamic one. The words of many articles have focussed on questions of economic growth, but the calculations usually have been directed to a particular point of time. The question of the relationship between what happens at a particular moment and the whole growth process needs to be articulated. For example, if a neo-classical growth model underlies the discussion, then only the rate of
population growth and the rate of technological change affect the rate of
growth in the long run. (Solow, 1970) Changes in other variables may
affect the level of growth or may lead to a temporary deviation from the
equilibrium growth path, but they have no effect on the equilibrium growth
rate. Discussions based on this model will find little long-run effect from
any specific event, whether it be railroads or major wars. Consequently,
fruitful research on the dynamic effects of different events will have to
either focus on the short run (a few decades or less) or rely on different
growth models.

The introduction of investment costs also reminds us that we typically
do not discuss benefits without costs. It is one thing to say that social
savings (or some other measurement of benefits) were large or small; it is
quite another to say that they represented a good or bad return to the
capital invested. To answer this question it is necessary to calculate a
(social) rate of return for railroads and compare it with other possibilities.
There is no conceptual problem in the estimation of the capital on which to
calculate such a rate, although there are many problems of measurement. The
benefits resulting from this capital stock, however, include all of the
things we have been discussing thus far. Instead of reopening the question
of benefits, most investigators have simply used railroad earnings plus the
social savings as a measure of the railroads' social benefits. (Fishlow, 1965;
Nerlove, 1966; David, 1969) This has many obvious problems, many of which
should already be apparent. An additional one is created by the implicit
assumption in this formulation that the social savings are produced entirely
by railroad capital, although the purchased outputs of railroads are produced
by labor and capital together. In other words, this assumption says that if
the railroad labor force were halved, leaving the capital stock unchanged,
the purchased output of railroads would fall, but the social savings would not. It is clear from the definition of social savings that this assumption is invalid, but the procedure has been used nonetheless. The rates of return derived range from 15 to about 25%, which appear to be high enough to justify the existence of the railroad network in the face of alternative investments.

The discussion thus far has been conducted under the premise that the choice was between the existing railroad and no railroads at all. But this is an extreme choice. An alternate question would be to ask if more or less railroads would have been desirable. And light can be shed on this question by asking if the marginal social profitability of railroads was greater or less than the alternatives. If it was greater, then there is a prima facie case for the construction of more railroads; if it was smaller, it supports the contention that railroads were overbuilt. The marginal rate of return can be calculated by an extension of the method alluded to just above. And as an extra bonus, it turns out not to involve the troublesome implicit assumption involved in the calculation of average profits. This happy result is matched by the equally happy coincidence of estimates derived from Fogel's and Fishlow's data. They both imply that the marginal social rate of return from railroads was about 15%. This is a respectable rate, but it is not out of line with other marginal rates of return in the economy. We may suggest, therefore, that the railroad network was a reasonable investment for the American economy, carried out at reasonable levels.
V. BANKING

The American banking system has been studied primarily as a source of instability in the American economy. This can be seen as an aspect of the relationship between banks and economic growth, since depressions are an interruption to growth. This connection, however, is a bit forced, and we shall confront directly the relationship between banks and growth. The discussion will be preceded by a description of the American banking system and followed by some comments on nineteenth-century depressions.

The framers of the Constitution dealt with the troublesome question of paper money by ignoring it; the Republic would have a metallic currency, and the government was empowered to take appropriate actions to introduce and regulate it. Alexander Hamilton, the first Secretary of the Treasury, therefore had considerable leeway in his dealings with banks. He proposed that the national government charter a bank for twenty years and that all paper money redeemable in specie (that is, coin) on demand should be accepted by the federal government as if it were actually coin. The Bank of the United States was established in 1791, and its charter was allowed to expire at the end of twenty years. As a result of the monetary difficulties attending the War of 1812, the federal government chartered a new bank by the same name in 1816, again for twenty years. A bill to recharter this bank was vetoed by President Andrew Jackson in 1832 as part of the famous Bank War, and its charter expired in 1836. The government continued to receive bank notes redeemable in specie throughout the rise and fall of these banks, discontinuing this practice only with the creation of the Independent Treasury in 1846.
The actions of the Federal Government therefore allowed the states to charter banks more or less at will. The states entered into this activity with great enthusiasm; there were almost one thousand banks in 1840 and over 1500 in 1860. These banks issued notes, that is, promises by the bank to pay specie on demand, and checks, requests by individuals to the bank to pay notes or specie on the demand of another individual. Contemporary discussions are expressed in terms of notes, and historians assumed that checks were introduced late in the antebellum period. Nevertheless, checks were used from the start of the nineteenth century, spreading from the urban areas throughout the country. (Van Fensternaker, 1965)

The state banks generally were responsive to requests for specie payments, but the system was not free of problems. Since banks were located all over the country, a note of a distant bank (or a check drawn on a distant bank) was not worth as much as a note (or check) from a local bank. There typically was uncertainty about the reliability of the far-away bank. And even if a person knew that the distant bank was a responsible one, there were costs of sending the note to the bank and retrieving the specie.

The conditions that gave rise to this uncertainty and these costs also created opportunities for fraud, and the abuses of the state banking system are well known. They ranged from the establishment of the "wildcat banks" (located so far into the woods that even a wildcat could not reach them to redeem its notes) to outright counterfeiting. One way to see the legislative history of the antebellum years as it pertains to banks is as a continuing effort to reduce the opportunity for fraud and the uncertainty surrounding notes of distant banks. (Hammond, 1957) Despite the volume of legislation and commentary, however, it is doubtful that the costs to society of this loose system were very great. One may hazard the guess, for example, that
the costs were no more than those associated with the use of credit cards—where the opportunities for fraud also are large—today.

A quite separate problem was created by the periodic refusal of banks to redeem their notes and cash checks in specie at par. During the banking panics of the early nineteenth century, American banks "suspended payments." They did not completely refuse to pay out specie; they simply refused to pay one dollar of specie for a dollar bill. In other words, they stopped maintaining the specie price of their obligations (notes and deposits) at par. They did not go out of business; they did not even refuse entirely to deal in specie. They were acting against the law, since the obligation to redeem notes was a contractual obligation. But when all banks refused to honor their obligations at once, the legal remedies were ineffective.

These bank suspensions had several effects. They created a two-tier system of currency, with a floating exchange rate between them. Paper currency was used for local transactions, but paper money depreciated rapidly with distance from the issuing bank since its value was based solely on the bank's good name and it could not be used to pay taxes—the best way of "redeeming" notes when banks were paying out specie at par. International transactions were conducted in terms of specie, and since the price of paper currency fell relative to specie, the introduction of floating exchange rates between them led to devaluation by the United States relative to Britain and other countries. International trade therefore was affected by bank suspensions.

In addition, there was no effective control over the volume of bank obligations. Banks in various cities joined together to coordinate their activities, but neither the supply of specie nor government actions constrained these actions. This, of course, was one of the principal benefits
of suspension, since it avoided a decline in the stock of money during banking panics. (This will be discussed in more detail below.) But it was also a considerable embarrassment to the government. This became apparent when the banks suspended specie payments at the start of the Civil War.

The Federal Government was trying to borrow from the banks and the public in 1861. It was trying further to accept payment only in specie, with the result that the supply of specie to the rest of the economy was sharply curtailed. The banks accommodated themselves to this situation by suspending payments, and the price of bank obligations fell. Expressed differently, commodity prices expressed in bank money rose. Inflation is a traditional source of funding for wartime governments, but it is not sufficient that there be inflation for the government to benefit. Prices must rise, and they must rise because the government is issuing more money. The government gains because the holders of cash balances lose and because their command over resources is transferred to the government. If banks are issuing the new currency, holders of cash balances lose, but the government does not gain.

The situation in 1861 was intolerable for the Federal Government, which set about remedying it. The government had two needs. It had to issue its own money, and it had to stop banks from issuing their money. The establishment of the National Banking System was designed to achieve these two goals.

The complexity of the National Banking System derives from the government's reluctance to print its own money. It needed a system which would amount to the same thing, but look differently. The government therefore paid the national banks to issue national bank notes. It worked like this:
National banks bought government bonds, which paid interest to the banks. They then could issue notes equal to some function of the par value of these bonds (90 or 100%, depending on the time when it was done) in return for depositing the bonds with the Treasury. The notes were guaranteed by the government, which held the bonds for security. Ignoring the details—which are both complex and fascinating—the government was issuing bonds which were not to be used as money, and the national banks were turning them into money. The government effectively was printing money, but was not legally or even apparently doing so. The banks were performing a service for the government and being paid for doing so by collecting the interest on the bonds. (Friedman and Schwartz, 1963; Cagan, 1965)

Everyone was not quite happy, however. The state banks, who were expected to jump at the chance to become national banks, did not do so. A tax was imposed on note issue by state banks, effectively ending this practice. In addition, it took a while to set up the National Banking System, and the government needed revenue in the meantime. To survive the transition period, the government issued its own currency for a few years: the famous greenbacks. These greenbacks were the focus of legal and political controversy after the Civil War, but it must be remembered that they were only a temporary expedient designed to tide the government over until the national banks could begin operations. (Sharkey, 1959)

The national banks continued to operate after the Civil War, and the measures designed to raise revenue for the government in wartime had long-term implications. The uncertainty surrounding bank notes was reduced. Since national bank notes were guaranteed by the government, it was not necessary to know anything about the issuing bank in order to value them.
This established a national paper currency for the first time and substantially reduced the scope for currency fraud. It was hoped that the National Banking System would be free of banking panics, but this hope was not realized. Banks suspended payments several times between the Civil War and the First World War. As a result of these suspensions, the National Banking System was replaced in 1914 by the Federal Reserve System.

With this introduction, let us turn to the connection between banks and economic growth. Banks are financial intermediaries. They borrow in one market and lend in others, thereby providing communication between different parts of the economy and paths through which available resources in the hands of one group can be placed at the disposal of another group (for a price). We inquire first into the uses of these resources and then into their sources.

The largest use of bank financing was in international and inter-regional trade. It took a long time, often several months, for goods to go from seller to buyer under the transportation technology of the nineteenth century. Who was to own the goods in the meantime? The problem was solved in America as in Britain by use of bills of exchange, a negotiable instrument that allowed a third party to finance the transfer of goods. A seller drew a bill of exchange on a buyer who then "accepted" it by signing it. The accepted bill then was a promissory note from the buyer obligating him to pay a specified sum of money at a specified time and place. It could be sold, but since it was not worth as much at the time and place of sale as it would be at the time and place of its redemption by the buyer, it was sold at a discount. (The process therefore was called discounting, and the accepted bills were referred to either as acceptances or as discounts.)
Banks were very active in the market for these bills.

A second use of bank financing was for industrial enterprises, and there can be no doubt that the pattern observed in England was reproduced to some extent in the United States, that is, that industrial activities were financed out of the web of commercial credit just described. (Pollard, 1964) All firms operated with large volumes of financial obligations and credits, and an increase in the former relative to the latter was an increase in the capital available to the firm. In addition, railroads and New England textile firms issued stocks and bonds that were held at times by banks.

Where did the resources come from that were utilized by American merchants and producers? The credit extended through bills of exchange was extended by the person who held the bill during the time between its acceptance and its redemption. It is hard to know with any certainty who these people were, but the available evidence suggests strongly that the bills were held largely in England. At any rate, enough of the bills were held in England to make a change in the terms under which Englishmen were willing to hold them, such as the change that took place in 1836, a critical event for the short-term health of the American economy. (Temin, 1969) The ownership of railroad and industrial stocks and bonds is known even less well, except in the case of the New England textile firms studied by Lance Davis (1958). These firms had bank loans, but they were small relative to their total assets. The largest single group of stockholders was the merchants, who held between one-fifth and two-fifths of the stock outstanding by major textile firms before the Civil War. Professional persons were the second largest category, followed by a large number of smaller and diverse groups. It appears that these firms were able to draw capital from the Boston area,
largely without the agency of banks. It is less clear how much inter-
regional movement of capital could have been encouraged through these
channels.

It must be remembered that the proportion of American investment
financed through the banking system was quite small. The New England tex-
tile firms did not rely primarily on banks, nor did the railroads who also
used their own financial instruments in great volume. Farm improvement was
a large proportion of investment in America, particularly in the early nine-
teenth century. This investment was financed partly by reduced consumption
on the part of the farmer, but partly also by mortgages. Some mortgages
were held by banks, but many more were placed by specialized mortgage brokers.
(Bogue, 1955) Banks were a vital link in the web of credit, but not all
credit went through organized financial markets, and not all organized
financial markets worked through banks.

Taking all the financial markets together for the moment, we can test
how well they did their job by looking at interest-rate differentials. A
perfect capital market would have equalized interest rates throughout the
country, so that a person could borrow on the same terms anywhere in the
country. This manifestly was not the case in the nineteenth century. In-
terest rates approached a common level in the latter part of the century,
but they were always higher in the West and South than in New England and
the Middle Atlantic states. (Davis, 1965) Since the differences we observe
were differences in quoted rates, it may be that the differences were re-
flections of differences in the types of loans demanded in different regions.
This hypothesis, although possible, appears implausible due to the difficulty
of specifying just how loans in different regions differed from each other.
We therefore ask why interest rates differed across the country.
For the early part of the nineteenth century, communications and transportation were sufficiently slow and difficult to make it unreasonable to expect interest rates to have been equalized. There were more potential lenders relative to potential borrowers in the East than in the West, and the task of putting a Western borrower in contact—even indirectly—with an Eastern lender was not trivial. The question becomes more interesting in the late nineteenth century, when the introduction of the railroad and the telegraph had lowered substantially these transactions' costs. Sylla (1969) has suggested that the high interest rates of the West under the National Banking System were the results of the design of that system. A substantial minimum capital was required to start a national bank, and this capital was hard to accumulate in a single place in the rural West. The resultant scarcity of banks in the West gave rise to local monopolies and consequently to higher interest rates. This suggestion ignores the state banks, who continued to exist even though they were no longer banks of issue. Did they offset the national banks' monopolies? Or were they ineffective competition in the absence of note issue? We do not yet know.

Ransom and Sutch have made a similar argument about the South, arguing that the high rate of illiteracy in the South raised the operating costs of Southern banks and reduced their number. In fact, they argue that banks were bypassed by Southern merchants who extended credit directly to farmers. The high interest rates of the South were then the reflection of the monopoly power of these merchants. (Ransom and Sutch, 1972) This is a traditional argument in new clothing, but there are still some problems with it. The holders of monopoly power should be getting rich from their power, but we read more often of the failures of merchants than of their riches. In addition, the subsidiary hypothesis that the merchants enforced their
monopoly power by "locking-in" farmers to the production of cotton has been refuted. (DeCanio, 1973) The question must still be regarded as open.

Differences in interest rates have long-run effects; bank suspensions have short-run impacts. Contemporary observers viewed the frequent suspensions of the nineteenth century as evidence of the banking system's failure. Friedman and Schwartz (1963) argued by contrast that suspension was a better way of dealing with bank panics than the attempt to maintain specie payments or its post-Civil War analogue, currency payments, at par would have been. Let us compare two alternatives. In the first, the banks had the historical alternatives of suspending payments, that is, of ceasing to maintain the price of bank obligations in legal tender—specie or currency—at par. In the second, banks had to maintain the price of their obligations at par or cease operations altogether. (To simplify the exposition, I use specie to stand for all legal tender.)

If the holders of bank obligations have faith in the banking system, then there is no strain on the system, and the two alternatives are the same. Specie payments are maintained without difficulty. But imagine that all these people come to mistrust banks for some reason. They will try to turn in their bank obligations for specie. Under the first alternative, the banks will suspend payments, and the price of bank obligations will fall. If people continue to mistrust banks, they will want to sell their bank obligations before their price drops lower. Their attempts to sell, however, will drive the price lower, and the system will reach equilibrium only when the price of bank obligations has fallen to zero and the money supply is equal to the value of specie alone. Under the second alternative, the banks will not suspend payments; they will call in loans in an attempt to acquire specie to pay their creditors. This action will intensify the pressure on
borrowers and other banks, leading to further attempts to withdraw specie from banks. Since the value of bank obligations exceeds the value of specie in banks under a fractional reserve system such as the one used in the nineteenth century, the attempt by all holders of these obligations to convert them into specie can only result in the failure of the banks. The money supply will then be equal to the value of specie in the country. The two alternatives appear the same.

To see the difference between the two alternatives, we must imagine that people disagree among themselves, that is, that only some people come to mistrust the banks. Under the first alternative, the banks will respond to the pressure exerted by these people and suspend payments. The price of bank obligations will fall as in the previous example. But as the price falls, people who do not mistrust banks will begin to see these obligations as suitable assets for investment. If bank notes are expected to be redeemable at par in a short while, they are a good buy at 90 cents on the dollar. The demand for bank obligations from these people will stabilize their price, and this price stability will then tend to remove the fear of those who mistrust banks that the price of bank obligations will fall to zero. Equilibrium can be reached with a price of bank obligations between zero and one, and this equilibrium can be expected to move toward one as the fears of disaster recede. Under the second alternative, the banks will call in loans as before. In this context, there is no way for the people who continue to trust the banks to offset the distrust shown by others. If the people who mistrust banks hold bank obligations worth more than the value of specie in the banks, then the result will be as before--failure of the banking system. Only if the mistrust of banks is not widespread can the banks continue to operate after redeeming their obligations in specie for
all who want specie.

In a mild panic, therefore, when only a few people mistrust banks, it is better not to suspend payments and have the price of bank obligations continue at par. In this situation, however, the alternative is not much worse, since the price of bank obligations will not fall very far in suspension. In a severe panic, it is much better to suspend payments than not since that allows the economy to reach equilibrium without reducing the money supply to the value of specie in the country. Given the difficulty of evaluating the magnitudes of panics in the early stages and the small costs of guessing wrong in small panics, one can argue that it is better to err on the side of being too willing to suspend payments than to be excessively strict and run the risk of the complete collapse of banks.

The acknowledgment that bank suspension was hardly a fate worse than death throws into doubt the desirability of the many mechanisms designed to avoid this eventuality. The demise of the Second Bank of the United States did not render the banking system of the United States incapable of functioning. In addition, it was more effective during its brief life in unifying the national currency than it was in combating bank panics. (Temin, 1969) The value of the Federal Reserve in avoiding bank panics also may be questioned in the light of the events of 1930 through 1933. (Friedman and Schwartz, 1963) Only the Federal Deposit Insurance Corporation, established in 1933, finally eliminated bank panics by removing the reasons for the original mistrust of banks. The Federal Government undertook to guarantee the worth of bank deposits as well as bank notes through this agency, thus ending the attempt to provide stability through the guarantee of notes alone that underlay the ill-fated New York Safety Fund system of 1829 and the National Banking System and supplementing the actions of discretionary agencies like the Second Bank of the United States and the Federal Reserve.
VI: SLAVERY

The institution of slavery is a problem for all American historians. There are so many questions that can be asked about this institution and so many emotions capable of being aroused by these questions that the literature is more than normally confused. Before we approach the question of slavery and economic growth, therefore, we have to clear away some of these confusions.

We can distinguish four questions that have been asked about slavery by economic historians:

1) Would slavery have been "viable" in the American South if there had been no Civil War?

2) Was slavery profitable to slave owners?

3) How much were slaves "exploited" by the slave owners?

4) And, finally, what was the effect of slavery on the economic development of the South and the United States as a whole?

The issue of "viability" was raised in its modern form by Alfred Conrad and John Meyer (1958) in an article that must be considered the pioneer article of the New Economic History. Conrad and Meyer asked if slavery would have "toppled of its own weight" in the absence of the Civil War. They proposed to answer this question by examining the profitability of slavery, that is, by answering the second question listed above. But it is clear that the profitability and viability of slavery are separate and that the relationship between them must be elucidated before inferences can be made about one from evidence on the other.

How could slavery have ended in the absence of the Civil War? The question is not how many slaves there would have been or what slave prices
would have been. It is not anything about the characteristics of slavery if the institution of slavery had continued. It is rather a question about the demise of the institution itself. And there seem to be several possible answers. There might have been a rebellion, as in Haiti. There might have been legal Emancipation without war, as in the British Empire. Slaves might have all bought their freedom from their owners, or their owners—all of them together—may have freed them without payment. Slaves might have failed to reproduce themselves, and the slave population could have dwindled until it either vanished or one of the other possibilities was initiated by the population decline. And there may be other ways for the institution to have been terminated as well.

Not all of these possibilities seem to fit the idea of slavery toppling of its own weight. Rebellion does not seem to be contemplated, either because of optimism or because of an understanding of the slave personality in the United States. Legal emancipation similarly does not seem to be at issue, suggesting that the question of viability does not concern the Civil War alone, but rather all government intervention. This suggestion cannot be accepted, however, because the possibility of slaves purchasing their freedom is not envisaged precisely because of legal restrictions on this process imposed by the state governments. The question at issue therefore seems to concern the future of slavery in the absence of interference by the Federal Government—or at least of federal intervention in addition to the Constitutional ban on the slave trade—but not in the absence of state laws. The interest of such a restricted question can only be assessed by an appreciation of the probable political realities in a world in which the Civil War did not take place.

Even this restricted question does not seem to be closely related to
profitability. Consider the possible motives for slave owners to free their slaves. They might have done so because their profits from growing cotton with the aid of slaves were not as large as in alternative operations. But they might have freed their slaves despite the profitability of using them to grow cotton if, for example, the moral revulsion at slavery came to outweigh the financial gain. Alternatively, they might not have freed the slaves even if growing cotton was unprofitable because they might have found other occupations for them or even kept them as people keep pets or paintings—because they liked owning them. Profitability therefore is neither a necessary nor a sufficient condition for slave owners to have freed their slaves.

It must be remembered too that all slave owners must free their slaves if slavery as an institution is to vanish. If only some slave owners free their slaves, there will be fewer slaves, but the institution will continue. And if only some slave owners wish to rid themselves of slaves, they may decide to sell them to people who disagree with them, thereby avoiding a financial loss and eliminating even this small effect on slavery.

However fascinating it may be to economists to calculate profitability, therefore, it must be admitted that knowledge of the profitability of slavery gives only a limited amount of knowledge about the viability of slavery. In addition, knowing whether slavery would have toppled of its own weight gives only limited clues about the necessity of fighting the Civil War in order to free the slaves. Some information is gained, because slavery was probably rendered more viable by its profitability, since it allowed people who had no particular attachment to slaves in and of themselves to purchase slaves for the profits that could be earned through them. And the suggestion that slavery was not about to topple of its own weight suggests in turn that some governmental action probably would have been needed to terminate slavery in
the United States, whether taken in wartime or not.

The profitability of slavery has been measured in various ways as different authors have tested Conrad and Meyer's conclusions by using either alternative theoretical formulations of the problem or alternative data. (Evans, 1962; Saraydar, 1964; Sutch, 1965) The general result from these experiments has been to confirm Conrad and Meyer's result: It was approximately as profitable to own slaves as it was to own shares in an established firm in an established industry like the cotton-textile industry.

Having separated the questions about viability and profitability, these findings cannot be interpreted as showing the viability of slavery. Instead, they have been used to infer something about the attitudes of slave owners toward owning slaves. Assume, to start, that slave owners are interested in profits, but that they do not like to own slaves. Then they would choose not to make their profits by owning slaves if they could make the same profits in other ways. If they made more profits from owning slaves than from owning cotton mills, this would help to overcome their reluctance to do so, and we may presume that there is some rate of profit at which the potential slave owners would feel themselves compensated for the onus of owning slaves. Similarly, if slave owners liked having slaves for reasons other than the profits they generated, then these slave owners would be willing to hold slaves even though the profits from their activities was below the profits attainable from an equal investment in cotton mills.

The profitability of slavery therefore appears to measure the attitude of slave owners. A low profit rate means that slave owners liked owning slaves for reasons independent of profits, and a high profits rate means that they disliked owning slaves. A market rate of return, such as Conrad and Meyer found, seems to indicate that slave owners were indifferent between
slaves and cotton mills as investments; they made the decisions on economic grounds alone.

This inference is unacceptable on two grounds. (Woodman, 1972) First, the profitability being measured is the rate of return from current operations alone. It takes no account of the possible capital gains from owning slaves. If prices were expected to rise, then the profitability estimated by Conrad and Meyer underestimates the profits expected by slave owners holding slaves because it ignores the expected capital gains from owning slaves. If slave owners expected the slaves to be freed without compensation—whether in a civil war or not—then the measured profit overestimates the expected returns because it ignores the capital loss that such an emancipation would impose on slave owners.

If we had independent evidence on price expectations of slave owners, this would not be a problem. We could estimate the expected profits including capital gains, and make inferences from that. In the absence of such evidence, we can only make assumptions about these expectations. The inferences about slave owners' attitudes toward slavery are only as reliable as the assumptions. Conrad and Meyer, viewed from this point of view, implicitly assumed that the prices of slaves were not expected to change in the years around 1850, an assumption that both ignores the contemporary upward trend of slave prices and the possible risk of civil war. Alternatively, we could make assumptions about slave owners' attitude toward slavery and infer from the data what their price expectations must have been. (Fogel and Engerman, 1974) This procedure clearly is no better than the underlying assumptions about the slave owners' attitudes, assumptions that cannot be supported by profitability data since these data are now being used as indicators of other attitudes.
Even if we had data on price expectations, however, we still could not infer the attitudes of individual slave owners by examining the market price. The second reason for not accepting the inference from profitability to attitude is that you can never establish individual attitudes by means of market variables. If you know the attitudes of individuals, you can derive conclusions about the market. But you cannot reason the other way. How do we know that the slave owners did not want to maximize profits at all? Suppose that they liked to own slaves for non-economic reasons. Then, since they owned slaves, they decided to work them hard enough to earn a reasonable return on their investment. We would observe the normal rate of return found by Conrad and Meyer, but we would not be able to infer that the slave owners lacked a non-economic desire to own slaves. Similarly, if a higher (or lower) profit rate had been observed, that might indicate only that the market rate was too easily earned (or was unattainable) by slave owners holding slaves for reasons unrelated to profits.

The literature on the profitability of slavery therefore yields only meager conclusions. We can conclude that it was possible for slave owners to earn a market rate of return from owning slaves, because they did it. We can infer further either that they did not have non-economic motives for owning slaves or that they did not have both the ability and the desire to work slaves harder than they did. These are different conclusions than Conrad and Meyer were seeking when they initiated the modern discussion of profitability, but they are hardly without interest.

The third question that has been asked of slavery is quite different than the first two. An attempt to measure the degree of "exploitation" of slaves turns away from the questions of prediction and motivation discussed above toward the implications of slavery for the slaves. Everyone agrees
that slavery was not a desirable condition for the slaves; a measure of "exploitation" is an attempt to provide an index of just how bad the condition was.

Engerman (1973) introduced this concept into the discussion of American slavery in the following way. "A positive price for a new-born [slave] infant meant that...the expected value of lifetime output exceeded the expected costs of raising and maintaining the slave until death....The positive price for an infant therefore provides an estimate of the discounted value of expected exploitation of the slave." (Engerman, 1973, p. 47)

This is very much an economist's view of exploitation. It measures the difference between what the slave produces (his output) and what he is "paid" (his maintenance). It is based on the presumption that each person is entitled to a wage equal to his marginal product, which is what it would be in a world of perfect competition. There are other income distributions that might furnish a superior normative standard, such as an equal distribution among the population. The distribution of income under slavery could be compared to each of these distributions to derive different measures of the degree of exploitation. There will be as many different measures of exploitation as there are distributions of income that historians find desirable.

One can also define exploitation without reference to income. Assume for the moment that slaves were paid their marginal product. Under the definition of exploitation introduced by Engerman, they would not have been exploited. But they could have been "exploited" under this assumption by being made to work harder or longer than they would have chosen to do had they been free. The "exploitation" would have consisted in the slaves' inability to enjoy the leisure that they would have chosen to enjoy at the
prevailing wage. We know that freedmen and particularly freedwomen worked fewer hours after the Civil War than they had before the war. This change could be used to get a measure of "exploitation" quite different than any of those based on wage rates.

The difference between these two classes of definitions of exploitation—one based on earnings and the other on hours worked—can be seen in another way. Assume that slave owners were profit maximizers, that they had full control over slave fertility, that they operated a slave-breeding industry, and that this industry was in long-run equilibrium. (These assumptions are presented for the sake of argument; no presumption is implied about their historical relevance.) The value of a new-born slave would then be equal to the cost of producing the baby, which would be simply the cost of having the mother out of the cotton fields for a few months. The price of a slave infant would also be equal to the difference between the discounted value of the slave's future productivity and the discounted value of the slave's future earnings. In other words, the rate of exploitation as defined by Fogel and Engerman would be equal to the cost of removing a female slave from the fields for a few months. Since this is a small number relative to the lifetime earnings of a slave, the degree of exploitation under this definition would be small. Yet no one would want to say that under these assumptions slaves were not exploited or that they were exploited "only a little." Under a definition of exploitation that measured the exploitation by the divergence between the slaves' actual lives and the lives they would have chosen to live if free, the degree of exploitation under these assumptions could be very large indeed.

This brief discussion of exploitation gives only a glimpse at a few of the many issues raised by the introduction of this emotionally-charged
term. Problems of the measurement itself, for example, have not been mentioned. Nor has the possibility of non-economic exploitation, like sexual exploitation. But since the term has only just been introduced into this discussion, the brevity of the discussion may be excused on the grounds that we are surveying a literature not yet written.

Having shown some of the complexities in the discussion of American slavery, we can now turn to the effect of this institution on economic growth. It should be clear, from the discussion of the railroads in a previous chapter, that the effect of the existence of slavery on economic growth cannot be measured by simply looking at the private profitability of slavery. This is a question about the economy as a whole, and it need bear no relation to the experiences of any single individual or single group within the economy. We therefore must shift our focus from the specific master-slave relationship to the Southern economy as a whole.

One strand of this argument points to the effect of slavery on the distribution of income and skills in the South. Slaves were poor and illiterate; this must have retarded economic growth. (Genovese, 1962) Despite the attractiveness of this argument, both halves of it must be acknowledged to be weak. An unequal distribution of income may restrict the growth of demand for consumer products. But if it does so, it must also increase the growth of savings available for investment. And in many models of economic growth, the positive effect of larger savings outweighs the negative effect of a smaller consumer demand. The role of education in economic growth has not been disputed on theoretical grounds. But the work of Abramovitz and David discussed above suggests that American economic growth may be explained quite well by the growth in the labor force and capital stock without reference to education. The effects of illiteracy in the first
half of the nineteenth century may simply have been small. After all, public education in England was not widespread until after the end of American slavery.

Another strand of this argument starts from the concentration of Southern agriculture on cotton. It is argued that the institution of slavery forced the South into an uneconomic specialization in the cultivation of cotton. But is this true? It is possible that the South grew cotton because it had a comparative advantage in this activity, and that it would have grown cotton whether or not slavery existed. Cotton certainly continued to be grown in the post-bellum South in great quantities despite the demise of slavery. Since the South did specialize in cotton, there is comparatively little data on alternative activities. And since slaves were not employed exclusively in growing cotton, the effect of slavery on the composition of output is hard to estimate. It is hard to refute the presumption that the South's concentration on cotton was largely independent of slavery. (Engerman, 1967)

The Southern concentration on cotton has also been seen as a good thing for the development of the United States as a whole. Douglass North (1961) argued that the rapidly rising production and export of cotton sparked American economic growth. It provided foreign exchange; it encouraged the growth of the textile industry; it sparked the development of financial and commercial services in the United States. North did not go so far as to say that slavery was good for the country, but to the extent that the production of cotton was facilitated by slavery his argument would suggest that it was.

The results of these and other influences on Southern—and non-Southern—growth rates can be seen in data on regional incomes compiled by Richard
Easterlin (1961). The first three lines of Table 2 show that the South grew as rapidly as the North in the two decades before the Civil War, using per-capita income as the measure of growth. (This conclusion is unaffected by the exclusion of slaves from the relevant population, as the second column of Table 2 shows.) This growth, however, may not have been the result of the same processes in the North and South. Following the method of David in his exploration of income growth before 1840, we may decompose the growth in each region into the growth resulting from changes within sub-regions and the growth coming from the redistribution of the population between subregions. The growth of per-capita incomes in Northern and Southern subregions is shown in the balance of Table 2 where it can be seen that every subregion of the North grew more rapidly than every subregion of the South. Growth in the North was retarded by the movement of population from the rich and industrialized East to the agricultural West. Growth in the South, by contrast, was aided by the movement of population into the fertile lands of the New South.

These figures, it must be admitted, do not clarify the issue. We can agree with Engerman (1967) that the figures for the regions taken as units are the relevant ones or with Woodman (1972) that the figures for the sub-regions are important. The North was growing despite the development of the West; the South was growing because of it. This is a result of the different economic characteristics of the Northern and Southern seaboard regions, and these differences may have been at least partly the result of the existence of slavery in the South. But if the South was truly exploiting its comparative advantage, it may be questioned whether they would have been better off during the antebellum period by imitating the North. One would have to compare the relative benefits of migration and industrialization to answer
Table 2

CHANGE IN REAL PER-CAPITA INCOME, 1840-60

(Percentages)

<table>
<thead>
<tr>
<th>Region</th>
<th>Total Population</th>
<th>Free Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>33</td>
<td>32</td>
</tr>
<tr>
<td>North</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>South</td>
<td>39</td>
<td>43</td>
</tr>
<tr>
<td>Northeast</td>
<td>40</td>
<td>41</td>
</tr>
<tr>
<td>North Central</td>
<td>37</td>
<td>36</td>
</tr>
<tr>
<td>South Atlantic</td>
<td>27</td>
<td>29</td>
</tr>
<tr>
<td>East South Central</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>West South Central</td>
<td>22</td>
<td>15</td>
</tr>
</tbody>
</table>

this question.

The discussion of the effect of slavery on growth in the literature therefore has served to ask this difficult question, but not yet to answer it. But it has dispelled the idea that slavery had to be inefficient because it was immoral. Slavery may have retarded the growth of the South. But if it did, the effects are hardly as apparent as a thorough-going moralist might wish.
CONCLUSION

This survey has only covered a selection of the problems of American economic growth that have been studied by economic historians in recent years. Without attempting to reproduce the arguments involved, it is worth listing some of the other problems that have received attention.

The tariff was one of the most divisive political issues in the nineteenth century, but comparatively little research has been done recently on the tariff. Several articles on the tariff have appeared in the last few years, but they have been concerned primarily with questions regarding the specification of industry supply curves, rather than the tariff. Thus Fogel and Engerman (1969) discussed the tariff on iron in the 1840's, but they were mainly concerned with the use of a priori information to replace missing data on industry capacity. Similarly, David (1970) discussed the ante-bellum tariff on cotton textiles, but the main question of his paper was how to model the process of technical change and "learning by doing."
The former article has been disputed by Joskow and McKelvey (1973); the latter, by Williamson (1972). David (1972) has replied to Williamson. A more direct approach to questions of international trade can be found in Kravis' (1970) comparison of nineteenth and twentieth century trade patterns.

Government support of canals and railroads—"internal improvements" in the language of the time—has been studied from the point of view of government policy. The question is not whether canals and railroads were good for the economy, but rather whether government action was needed to have them built and whether the policy that was actually used was the best one, evaluated from the point of view of the resulting income distribution. Goodrich (1960, 1961) and his students provided a general survey of the nineteenth century
and studies of canals. Fogel (1960) and Mercer (1970) studied land grants to the railroads.

Turning away from government policy, we should note the application of the export-base theory of economic growth to the United States by North (1961). He argued that the production of cotton was the mainspring of American growth in the early nineteenth century, operating through a network of regional specialization and trade. The existence of this trade has been questioned by several people who have tried to contest North’s hypothesis that the food for the cotton-growing South was grown in the West. (Fishlow, 1964; Gallman, 1970; Lindstrom, 1970)

Immigration, as mentioned earlier, was an important aspect of economic growth. Recent studies have tried to answer the old question of whether immigrants were "pushed" or "pulled" into the United States. The approach typically has been statistical, and the results depend on the specification used. (Easterlin, 1961; Wilkinson, 1970; Galloway and Vedder, 1971; Quigley, 1972)

Finally, a few articles on the distribution of wealth should be noted. (Gallman, 1969; Jones, 1972; Soltow, 1969) Distributional issues are only just beginning to be studied, but these articles set out some of the data on which such studies must be based and summarized them by means of measures in use today.

The literature is by no means complete, but enough has been written to describe more fully than before the nature of America’s impressive growth and to explore some aspects of it. We have seen that American economic growth was tied to the British economy in many different ways. The influence of American land was pervasive, but not equally beneficial to all. Technical change was an important part of American growth, but more in promoting
America's extensive growth than in its intensive growth. The railroad in particular appears to have been a useful addition to the capital stock, even if its physical impressiveness was not matched by an economic benefit of the same magnificent proportions. Banks helped economic growth, and slavery may not have hindered it. The process was—and is—exciting and complex.
This note mentions a few important publications not noticed earlier in the text.

There are comparatively few texts embodying the results of recent research. Davis, Hughes and McDougall (1969) made perhaps the best attempt to do so in a classic textbook format. Harris (1961) and Davis et al. (1972) are textbooks on a different model: each chapter was written by a different scholar. The resultant gain in breadth is offset in some part by a loss in unity, and results are somewhere between a traditional text and an anthology.

Several anthologies of articles such as those discussed here have appeared. A small collection similar in approach to the discussion here is in Temin (1973). A larger and more inclusive collection is in Fogel and Engerman (1971). Other useful anthologies are Aitken (1967), Carstensen (1963), Coats and Robertson (1969), Purdue Faculty Papers (1967), and Scheiber (1964).

The most useful single compilation of data is in Historical Statistics of the United States, published by the U.S. Department of Commerce (1960). More useful data can be found in two volumes of the National Bureau of Economic Research conference series (1960, 1966), and in a book by Lebergott (1964). The iron industry and the cotton industry, the two industries with the best data, have been the subjects of recent industry histories, the former by Temin (1964) and the latter by McCoulidrick (1968). Agriculture has been surveyed ably by Bogue (1963) and Danhof (1969).
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