An On-Chip Test Circuit for Characterization of MEMS Resonators

by

John Haeseon Lee

Bachelor of Science, Electrical and Computer Engineering,
Cornell University, 2006

Submitted to the Department of Electrical Engineering and Computer Science
in Partial Fulfillment of the Requirements for the Degree of

Master of Science in Electrical Engineering and Computer Science

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

June, 2011

©2011 Massachusetts Institute of Technology
All rights reserved.

Author
Department of Electrical Engineering and Computer Science
May 11, 2011

Certified by________________________________________________________
Duane S. Boning
Professor of Electrical Engineering and Computer Science
Thesis Supervisor

Accepted by________________________________________________________
Leslie Kolodziejski
Chairman, Department Committee on Graduate Theses
An On-Chip Test Circuit for Characterization of MEMS Resonators

by

John Haeseon Lee

Submitted to the Department of Electrical Engineering and Computer Science on May 11, 2011 in Partial Fulfillment of the Requirements for the Degree of Master of Science in Electrical Engineering and Computer Science

Abstract

There has been much interest in developing microelectromechanical systems (MEMS) resonators that achieve comparable performance to traditional resonators yet have smaller footprint and are compatible with CMOS. Recently, MEMS resonators have been proposed that overcome physical limitations in traditional resonators to reach frequencies in the GHz range and that have the potential for compatibility with CMOS, opening up possibilities for new circuits and systems. As with other semiconductor devices, with increasing frequency and with decreasing device size into the submicron scale, variability has started to become a critical issue in MEMS resonators, and thus vigorous characterization of important device parameters has become necessary. This project proposes an on-chip test circuit that can accurately characterize a large number of resonators for variation analysis and is general enough that it can be used with a wide range of resonators, not limited to specific frequencies or other properties. The proposed test circuit is based on a transient impulse response method using a current impulse that excites the resonator under test. The resonator decay behavior is used to accurately measure the series and parallel resonant frequencies and quality factors of the device. The circuit employs a sub-sampling technique that allows measurement and multiplexing of the high-frequency decay signal. A sub-sampling clock generation architecture is proposed that is not based on delay-locked loops, simplifying the design. Finally, a voltage-controlled oscillator (VCO) based analog-to-digital converter (ADC) is implemented on-chip that converts the measured signal into digital codes enabling complete digital interface, which is an important feature for test automation. Simulation shows extraction error less than 100 ppm and 1% for series resonant frequency and series quality factor extraction, respectively.
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1. Introduction

A resonator is a system that has selective response at a specific frequency or frequencies. These behaviors are called resonances and the frequencies at which they occur are called resonant frequencies. The exact behavior at different resonant frequencies may vary depending on the principle of operation, geometry, material properties, etc., but essentially the system shows a large response when resonance occurs. Depending on the types of resonators, resonance can occur in many different domains. For example, a wine glass is a well-known mechanical resonator that can even shatter due to large mechanical response when excited at its resonant frequency. Other resonance domains include electric, electromagnetic, acoustic, optical and even molecular, and while the domains in which resonances occur may differ, the underlying principle is the same.

An electromechanical resonator is another type of resonator, in which actuation and sensing is done in the electrical domain while resonance occurs in the mechanical domain. Examples of these devices include quartz crystal resonators, surface acoustic wave (SAW) resonators, and ceramic resonators; these have been widely used with a long history in a wide range of applications from wrist watches to the state-of-the-art communication systems. The extremely accurate frequency selectivity of these devices have allowed the design of low-noise oscillators for the accurate frequency references necessary for wireless communication circuits as well as for almost any synchronous digital circuits such as FPGAs, microcontrollers and processors. Also, resonators with high quality factor providing fast cut-off have been extensively used as filters in the radio front-end [1], so many of which can be found in most of the billions of cell phones in the world.

Resonators have become an indispensable component for many systems, but despite all the great benefits, the key drawback is that they cannot be integrated with conventional integrated circuit (IC) processes because of incompatible materials and processing technology involved with manufacturing conventional resonators. In most cases, resonators eventually need to be interfaced with ICs, and because
they cannot be integrated on the same die, the connections have to be made off-chip either within the same package or on a printed circuit board (PCB) using wire bond, bump process or PCB wires. These external connections are far from optimal causing many parasitic effects including inductances from bond wires and capacitances from large bond pads, which can be detrimental to circuit and system performance, especially as operating frequency increases and system specifications become more and more stringent. The fact that resonators cannot be integrated with circuits causes difficult challenges in the effort to reduce the size and form factor of the overall system; this has become a critical requirement as the size of electronic systems like cell phones and GPSs become smaller and smaller, while the number of radios in these systems increases to accommodate a growing number of different communication standards. There has been much effort in reducing the size of resonators in order to reduce the package size or minimize precious PCB space usage, and indeed there has been much improvement achieving quartz crystal resonator and SAW resonators as small as 2.0x1.6 mm². However, there are physical limits as to how small these devices can be reduced to, mainly due to manufacturing and handling issues, which make this problem even more challenging [2]. The area overhead due to external resonators and all the components required for connection has become a major bottleneck in reducing overall system size, which has been exacerbated and emphasized even more as IC processing technology advances into very deep submicron dimensions.

1.1 Microelectromechanical Systems (MEMS) Resonator

In order to solve this issue, there has been much interest in developing microelectromechanical systems (MEMS) resonators that achieve comparable performance yet have smaller footprint and are compatible with CMOS processes. Recently, MEMS resonators have been proposed that overcome physical limitations in traditional resonators to reach frequencies in the GHz range [3]. In addition, they have the potential for compatibility with CMOS, opening up possibilities for new circuits and systems. However, so far, there have not been any MEMS resonators developed that can be directly integrated with CMOS processes. Many MEMS resonators are still discrete components with separate packaging, or they
are fabricated on the same die using either MEMS-first or MEMS-last processing [4], but the ultimate goal is to integrate these devices alongside with circuits, eliminating all the critical drawbacks of the conventional resonators.

MEMS resonators have already started replacing the conventional resonators and these can be found even in the product space. One of the best examples is the front-end RF filter and duplexer components using Film Bulk Acoustic Resonators (FBARs) developed by Avago Technologies that can be found in most of the current cell phones [5]. FBARs, with smaller size and comparable performance, have partially replaced SAW resonators that have been traditionally used for this type of filter applications. Also, recently frequency references and frequency synthesizers have been developed and already sold; these products use MEMS resonators and achieve similar performance as ones with quartz crystal resonators [2] [6] [7], demonstrating that MEMS resonators are not only viable candidates for replacing conventional resonators but also for further improving the circuits and systems for next generation applications.

1.2 Variation in MEMS Resonators

As with other semiconductor devices, MEMS resonators are susceptible to variation not only due to process but also due to environment and aging; because of the stringent requirements of the applications for MEMS resonators, these variations are becoming a critical issue that needs more attention. In particular, as the size of MEMS resonators decreases into the submicron scale in an effort to achieve higher frequency and smaller system size, variation due to fabrication and processing is becoming more troublesome.

MEMS process and various steps involved in fabrication are inherently similar to conventional CMOS or other semiconductor fabrication processes and because of this similarity they also share some common sources of process related variation. These include line width and line space variation from lithography and etching, and metal and dielectric thickness variation from deposition and polishing [10].
Variation in geometry itself translates to severe variation in performance and functionality, but in the case of MEMS resonators, material properties such as Young’s modulus and piezoelectric coefficient, which depend heavily on various processing steps, also play a significant role and as a result, worsen the overall variability of the device. In frequency reference applications, which have some of the most stringent requirements, resonant frequency needs to be controlled in the order of parts-per-million (ppm), while geometric and material properties variation from fabrication can be up to a few percent [12] [13]. Techniques such as trimming [14] [15] are used to address these issues. Equally important is accurate characterization of variability in the device, which can lead to better process control strategies, development of post-fabrication trimming methods, as well as enabling variation aware design and development of circuits and systems.

Besides process variation, environmental variations in ambient temperature and other operating conditions are also a significant concern. Again, some of the high-performance frequency reference applications require single-digit ppm variation in frequency over greater than 100 °C range of temperature [1]. Some studies have been done to look at the temperature stability of MEMS resonators [16] [17] [3], and temperature compensation designs and methods have been developed [18] [19] [20], but compared to the conventional resonator counterpart, performance is still inferior. Another variation related issue that deserves careful attention is aging, especially because MEMS resonators involve actual moving parts. Studies have been done to look at MEMS resonator resonance frequency drift over a long period of time to see the effect of aging [3]; however, at least for the tested device structure, aging has been found to be negligible.

What makes the issue of variability in MEMS resonators even more challenging is that even though the fabrication processes and thus the main sources of variation are inherently similar between different types of resonator, the effect of variation can be quite different because of the differences in operating principles. Because of this difference, understanding variability of one type of resonator does not necessarily provide valid information about another type of resonator.
In order to address the aforementioned variability issues with MEMS resonators, a viable characterization methodology is necessary that can be used to characterize statistical distribution of variation associated with critical parameters. The conventional characterization methods that are currently used have challenges that must be overcome and, especially with the integrated resonators, new challenges have arisen that make characterization even more difficult. These will be covered in the following chapter.

1.3 Organization of Thesis

This thesis is organized as follows. In Chapter 2, resonator operation and modeling are discussed, and important parameters are introduced and derived. Resonator characterization methods are discussed in Chapter 3. First, the existing methods are explained and the weaknesses that prohibit the use of particular methods are discussed. A new characterization method is then proposed and some of the key issues with the method are discussed. In Chapter 4, a test circuit implementing the proposed characterization method is covered in detail, from overall system architecture and operation, to detailed design of individual circuit blocks. In Chapter 5, post-processing issues such as calibration and extraction are discussed, followed by simulation and results which are covered in Chapter 6. Finally, in Chapter 7 a summary of this thesis is provided, which is followed by work currently on-going and planned to be done in the future.
2. Resonator Operation and Modeling

In this chapter, resonator operation and modeling are described, as well as a number of key parameters that are necessary in understanding both the device operation and issues associated with characterization. First, basic resonator operation is described, with explanation of resonator impedance, resonant frequencies and quality factor. Second, different models that are used for resonator modeling are described, and key parameters introduced and derived.

2.1 Resonator Operation

A resonator is usually a two terminal device, though not necessarily symmetric. The terminals are used to actuate and sense the device response in whatever domain the device operates in. For example, most MEMS resonators, including FBARs, are electromechanical resonators, where actuation and sensing occurs in the electrical domain through capacitive, piezoelectric, piezoresistive, or other physical effects. Resonance can also occur in the mechanical domain through vibration of structures such as cantilever beams, thin films, bars, or other mechanical elements. Resonance occurs because one or more standing waves form within the device, whose properties such as frequency, amplitude and phase are dictated by the geometry or material properties of the device.

In a typical resonator, regardless of the resonance domain, more than one resonance exists at different frequencies. These are called modes of resonance. Different modes exist because often there are multiple ways that standing waves can form in the device and there can be multiple harmonics associated with each resonance. However, due to dissipations within the device, many of the modes have very weak energy, while a few that have significant energy stand out. Also, it is a goal of the resonator designers to purposely suppress unwanted modes, called spurious modes, while maximizing the strength of the modes that are desired, by cleverly addressing the means of dissipation, such as friction, surface losses, and anchor losses. In this thesis, we will focus on electrical and electromechanical resonators, where electrical impedance is the primary parameter of interest.
Each resonance mode is associated with two resonances, namely, series resonance and parallel resonance. Series resonance always occurs at a lower frequency than the parallel resonance, and is characterized by the impedance of the device reaching a local minimum. When series resonance occurs, current into the device reaches a local maximum, thus behaving close to a short circuit. Parallel resonance occurs at slightly higher frequency and the impedance of the device reaches a local maximum. In this case, current into the device reaches a local minimum, thus behaving close to an open circuit. Parallel resonance exists because of the feedthrough capacitance between the two terminals of the device. Figure 2-1 shows frequency vs. impedance curve of an ideal resonator with a single mode of resonance. The impedance curve looks capacitive in the frequency range below and above the resonance, which is due to the feedthrough capacitance. The two peaks, downward and upward, observed around resonance correspond to series resonance and parallel resonance, respectively.

Figure 2-1. Frequency vs. impedance curve of an ideal resonator with a single mode of resonance, with series resonance at 1 GHz: magnitude (top) and phase (bottom).
2.1.1 Quality Factor

One of the key parameters of a resonator besides resonant frequencies is quality factor, sometimes abbreviated as Q factor or Q. There are many ways to define quality factor, but the most fundamental definition is given in (2.1) [8].

\[
Q = \frac{\text{Energy Stored}}{\text{Energy Dissipated per Cycle}}
\]  (2.1)

As (2.1) states, quality factor is a scaled ratio between stored energy and dissipated energy per cycle. Thus, it gives a measure of how much energy is lost every cycle if energy is injected into a system; because it is measured per cycle, quality factor is always associated with frequency. Theoretically, quality factor can be calculated for every frequency, but in typical practice, it is defined in relation to a specific resonance. In the case of a resonator, high quality factor means that when the device is excited into resonance, it takes many cycles for the standing wave to disappear. Since quality factor is related to resonance, both series and parallel resonance have quality factors associated with them, namely, series quality factor and parallel quality factor.

There is another way to definition of quality factor; though it is not as general as (2.1), it is a little more intuitive. For systems with high quality factor, (2.2) can be used to interpret the quality factor as a ratio between resonant frequency and bandwidth [8]. Thus, from the impedance curve, the higher the quality factor, the narrower is the peak at resonance.

\[
Q = \frac{f_0}{\Delta f}
\]  (2.2)

2.2 Resonator Modeling

Resonators are traditionally modeled using the Butterworth-Van Dyke (BVD) model as shown on the left side of Figure 2-2. A series RLC branch formed by series resistance (R_s), motional inductance (L_x) and motional capacitance (C_x) models the series resonance of the device. This RLC branch is not a
physical model, but rather is an equivalent circuit model of the mechanical resonance that occurs in the device, hence the term motional. The electrical resonance arising from $L_x$ and $C_x$ model the resonance behavior of the resonator, and the electrical dissipation through $R_x$ models the energy dissipation occurring in the device through various means. During series resonance, the impedance of $L_x$ and $C_x$ cancel each other out leaving only $R_x$, thus the RLC branch looks purely resistive at resonance with resistance equal to $R_x$. A capacitor ($C_o$) models the feedthrough capacitance between the two terminals, and the two shunt capacitors ($C_{L1}$ and $C_{L2}$) model the capacitance between each contact to ground. This BVD model with seven components models a resonator with a single resonance mode and the series and parallel resonances associated with it. In order to model spurious modes, multiple RLC branches are used in parallel with the main RLC branch as shown on the right side of Figure 2-2.

For some resonators, a slightly modified model called the Modified Butterworth-Van Dyke (MBVD) model is used, two versions of which are shown in Figure 2-3 [9]. There are a number of different versions of MBVD models, but, as shown on the left side of Figure 2-3, the main difference is the resistance in series with the feedthrough capacitor that models the degradation in parallel quality factor compared to series quality factor. In some cases, a different version of MBVD model is also used, shown on the right side of Figure 2-3, where a resistance is placed in series with the previous model in order to model the resistance of the contact, which further degrades series quality factor.
2.2.1 Resonances

From the BVD model, resonant frequency and quality factor of series and parallel resonance modes can be analytically derived as shown in (2.3), (2.4), (2.5) and (2.6). Here $f_s$ and $Q_s$ denote the series resonant frequency and series quality factor, respectively, and $f_p$ and $Q_p$ denote the parallel resonant frequency and parallel quality factor, respectively.

$$f_s = \frac{1}{2\pi} \sqrt{\frac{1}{L_x C_x}} \quad (2.3)$$

$$Q_s = \frac{1}{R_s} \sqrt{\frac{L_x}{C_x}} \quad (2.4)$$

$$f_p = \frac{1}{2\pi} \sqrt{\frac{1}{L_x \left( \frac{C_x C_o}{C_x + C_o} \right)}} \quad (2.5)$$

$$Q_p = \frac{1}{R_s} \sqrt{\frac{L_x}{\frac{C_x C_o}{C_x + C_o}}} \quad (2.6)$$

2.2.2 Series Resistance

Another key parameter often mentioned with regard to resonators is the series resistance. This parameter is sometimes also referred to as motional impedance or resonator impedance, and it denotes the impedance of the device seen between the two terminals at series resonance when the device impedance reaches minimum. This is modeled by the resistor $R_s$ in the BVD model. Series resistance is an important
parameter because it represents the amount of energy lost in the device at resonance. In applications such as oscillators, series resistance indicates how much gain is required in order to overcome the loss caused by the resonator. Series resistance depends on many different factors such as resonance domain, architecture, size, material properties. For this reason, it is often used as a way to classify different types of resonators: low-impedance, medium-impedance and high-impedance.

This classification is not a clear cut one, but low-impedance typically refers to $1 - 100\text{s }\Omega$ of impedance while high-impedance refers to $10\text{s} - 100\text{s }\text{k}\Omega$, and between these is referred to as medium-impedance. This classification is an important one especially in deciding on circuit architecture and ways to interface with the device. For low-impedance resonators, connecting resistive elements severely degrades the quality factor of the device, while for high-impedance resonators, connecting additional capacitance between its terminals can cause even functional failures. This is described in more detail in the design of sensing circuits in Section 4.4.2.

### 2.2.3 Effect of Feedthrough Capacitance

Feedthrough capacitance is a physical capacitance formed by the terminal contacts and associated metals. It provides an electrical path between the two terminals of the device in addition to the resonance branch and is modeled by $C_0$ in the BVD model. As mentioned previously, this is why the impedance curve looks capacitive away from the resonance. Because the feedthrough capacitance is in parallel with the series resonance branch, it provides an additional current path between the terminals that takes current away from the resonance branch, which is equivalent to weakening the strength of resonance. If a device is correctly designed, impedance of the feedthrough capacitance at resonance should be much larger than impedance of the resonance branch, such that the majority of the current goes through the resonance branch and not through the capacitance. This is why low-impedance resonators can accommodate larger feedthrough capacitance than high-impedance ones. However, if there is excessive amount of feedthrough capacitance, more current flows through the capacitor than through the resonance branch, and the device no longer behaves as a resonator but instead as a capacitor. This can be clearly seen by observing the
As can be seen from the plot, as $C_o$ increases, the maximum phase of the impedance decreases from close to $90^\circ$ to below $0^\circ$, at which point resonance is no longer detected. Maximum $C_o$ allowed for a given resonator can be analytically derived by setting the maximum phase of the impedance to $0^\circ$. Derivation is shown in (2.7) and (2.8).

$$\text{angle}(Z_{\text{res}}) = \tan^{-1}\left(\frac{wL_x - \frac{1}{wC_x}}{R_s}\right) - \tan^{-1}\left(\frac{wR_sC_o}{1 - wC_o\left(wL_x - \frac{1}{wC_x}\right)}\right)$$

(2.7)

$$C_o = \frac{1}{R_s\frac{Q_s}{w_o} + 2w_o} \approx \frac{1}{\frac{1}{R}2w_o}$$

(2.8)
3. Characterization Methodology

This chapter discusses characterization methods relevant to resonator characterization. First, the existing methods are described in detail with their strengths and weaknesses. Second, a new method is proposed that is appropriate for integrated MEMS resonator characterization, which is followed by detailed discussion of a number of key issues associated with the proposed method.

3.1 Motivation

As described in Chapter 1, MEMS resonators offer many advantages over conventional resonators. Their smaller area, comparable or even superior performance in certain aspects, and the possibility of integration with IC processes provide the possibility of not only replacing conventional resonators but also enabling different circuit and system architectures that were not possible with previous counterparts. The possible applications of MEMS resonators include low-noise oscillators, and high-Q filters used in RF radio front-ends that require extremely precise control of resonator parameters, often even more stringent than for CMOS devices. As MEMS resonators scale down in size in order to meet the performance requirements and ever decreasing system area requirements, variability in resonators has started to become a critical issue.

This has brought up a need for better understanding and characterization of variation in critical resonator parameters, which can be used in an effort to reduce variation as well as to develop robust and novel circuit and system designs. For accurate characterization of variation, large numbers of measurements of devices are necessary to achieve statistical confidence. The conventional characterization method of using a network analyzer satisfactorily provides accurate measurement of devices, but this method requires a rather slow testing process that is analog in nature, and requires a large instrument that is bulky and costly. Also, it requires multiple probe pads for each device, which may not be an issue for the conventional resonators and even for the existing discrete MEMS resonators, but can be a critical issue for the future integrated MEMS resonators that most likely will not require probe pads.
if not for the sole purpose of characterization. Integrated devices benefit from not having probe pads
because of reduced parasitic inductance and capacitance and smaller overall area, but if probe pads are
added just so that individual devices can be characterized, such resonators lose many of the benefits of
integration. In some cases, parasitic effects from having probe pads can severely affect the device
performance or even cause functional failures. These issues call for a different characterization method
that can provide accurate and efficient measurement of integrated devices necessary for both individual
device characterization as well as characterization of variability associated with the device.

3.2 Problem Statement

It is clear from the issues described in the previous section that for future integrated MEMS
resonators, a new characterization method is required to meet the needs of the device, circuit and system
designers. There are two main requirements that need to be satisfied. First, the characterization method
needs to be accurate and fast. The accuracy requirement depends on various factors and applications, such
as whether the characterization is for an individual device for the characterization of performances, or for
a large number of devices for the characterization of variation. For characterization of performance,
accuracy in the ppm range is required for some applications, which can be achieved using conventional
methods, but because of the extreme accuracy required, it can still be very challenging. For the
characterization of variation, accuracy needs to be well below the expected amount of variation, but the
requirement can be often relaxed compared to the previous case. Second, for the new method to be used
with integrated resonators, it cannot require probe pads, which means that it has to be integrated on-chip
with the resonators such that measurement is done inside the chip. Since the measurement circuit is on-
chip, area of the circuit becomes an important requirement, which in many cases is related to the accuracy.
So the tradeoff between accuracy and area needs to be considered carefully in the design process. This
also leads to another important requirement, which is the ability to multiplex and characterize so that as
much as possible the measurement related circuits are shared. This is not only beneficial for minimizing
area, but also for reducing the variation caused by the measurement related circuits.
To summarize, a new characterization method is required, that is accurate, fast and is implemented on-chip, thus removing the need for probe pads, yet area-efficient such that the overhead of the measurement circuit is minimal. In the following sections, existing characterization methods are reviewed analyzing the strengths and weaknesses of each method, after which, a method is proposed that meets the requirements described above.

3.3 Existing Characterization Methods

There are many different methods that have been used for characterization of resonators. In general, all characterization methods entail some kind of excitation of the device and sensing of the output response either in the time domain or frequency domain. Different methods have strengths and weaknesses making one more suitable for a specific application over the other. In this section, first, characterization of resonators using a vector network analyzer, which is the most conventional method, is described and analyzed, providing reasons why it is not a good method for characterizing integrated MEMS resonators. Then a few specific methods that have been proposed to characterize resonators are analyzed and evaluated in detail, to see if they are suitable for characterization of integrated MEMS resonators. The most significant points for evaluation are whether the method can be implemented on-chip or not, whether the method of excitation and sensing is practical and implementable, and whether the measurement can be multiplexed allowing the sharing of measurement circuits. The characterization methods covered in this section are the vector network analyzer method, a frequency sweep method, an oscillator loop method, and an excitation and decay method.

3.3.1 Vector Network Analyzer

Use of a vector Network Analyzer (VNA) is the most conventional and the most accurate method available for high-frequency characterization. It is extensively used for characterization of devices and passives including transistors, resonators, inductors, etc., and characterization time is rather slow. A VNA operates in the frequency domain by sweeping the input frequency and observing the output response at
the input frequency. It requires high-frequency probes, often requiring ground-signal-ground (GSG) probe pads for each signal for signal integrity reasons. In order to eliminate the effect of the cables and the probes, careful calibration before measurement is necessary.

![Figure 3-1. Setup for characterization of resonator using a vector network analyzer with microwave probes and high-frequency cables](image)

Resonators are usually two terminal devices, thus it requires six probe pads for characterization of one resonator as shown in Figure 3-1, though in some cases ground pads are used as the second terminal, thus requiring two or three pads per resonator. But in some cases, extra DC biases are needed, in which case, even more than six probe pads can be required per resonator. Each probe pad can be as large as 50 um x 50 um to 100 um x 100 um, and with three to six of these for each resonator, the area overhead can be extreme, especially as resonators are approaching micron or even submicron scale. For integrated MEMS resonators, this can be a critical issue especially for the characterization of variation, which requires measurement of a large number of devices. Large pad area required for probing will ultimately limit the number of devices that can be characterized on a given chip. Another issue with probe pads is the unnecessary parasitic effects from the pads themselves and associated metal routings within the chip. Parasitic effects are especially troublesome because they cannot be removed with conventional calibration methods; though there are some ways that have been proposed to get around this, it is still challenging and accuracy of measurement is compromised. For integrated resonators where probe pads are not necessary for functional reasons because the connections with circuits are made within the chip, having
probe pads for the sole purpose of characterization can be detrimental to the performance of the circuit even to a point of functional failure.

The VNA is an indispensable tool for high-frequency characterization and it serves as almost a golden standard to other methods of characterization because of its accuracy. However, the requirement of probe pads disqualifies this method as a suitable method of characterization of integrated MEMS resonators.

### 3.3.2 Frequency Sweep

The principle of the frequency sweep method is essentially the same as in a VNA, except that the significant part of the measurement structure is implemented on-chip as shown in Figure 3-2. As in a VNA, a single-tone frequency source, which is swept in frequency, drives the resonators and the output response at the input frequency is observed [21] [22] [23]. The input frequency source is either created within the chip using a frequency synthesizer or created off-chip and brought in. Sensing of the output response also has been done both on-chip using an envelope detector or off-chip using a scope.

![Figure 3-2. Setup for characterization of resonator with the frequency sweep method using a frequency synthesizer and response measurement circuit.](image)

There are a number of issues with this method that disqualifies it as a suitable method for integrated MEMS resonators. First, this method is somewhat limited to low-frequency characterization because of the challenges in creating a high-frequency source. Creating a low-noise high-frequency source with extremely fine resolution that can be precisely controlled is an extremely challenging task, part of the reason why VNAs are so bulky and costly. Especially for resonators with high Q, the
frequency sweep needs to be done in very fine resolution to accurately capture the response curve. For example, to characterize a 1 GHz resonator with quality factor exceeding 1000, frequency resolution of well below 1 MHz is required and it needs to be controlled precisely. Creating this source on chip in an area-efficient fashion is extremely challenging. Also, even after assuming that this frequency source can be created, routing this high-speed signal without distortion around the chip to characterize a large number of devices is not practical.

Second, sensing the output response is also challenging for both on-chip and off-chip cases. In the on-chip case, high-speed linear analog circuit blocks are required to accurately sense the output; these are challenging to design and often consume large area. Sensing circuits can be shared among a number of resonators, but multiplexing and routing high-frequency resonator output responses requires high-speed linear buffers, pushing the design and variability problem to a different place that is equally difficult to solve. In the off-chip case, there is a similar problem even though the sensing circuit is not required, because high-speed linear buffers are still necessary to send resonator output responses off-chip. Also, measuring the signal off-chip almost defeats the purpose of doing an on-chip characterization, as the analog blocks and multiplexing structure can easily exceed the area required for probe pads.

To summarize, because of the challenges in implementing the excitation and sensing circuits for the frequency sweep method, it is not a practical method for integrated MEMS resonator characterization, especially for the purpose of characterization of variation.

### 3.3.3 Oscillator

Figure 3-3. Setup for characterization of resonator using the oscillator method to measure resonant frequency.
An oscillator loop has also been used to characterize resonators by measuring the frequency of the oscillator either digitally on-chip using dividers and counters, or off-chip using an oscilloscope or a spectrum analyzer as shown in Figure 3-3 [24]. Depending on the topology, either series resonant oscillator or parallel resonant oscillator can be designed; in each case, a different resonator parameter is measured. For measurement of a large number of devices, either each resonator can have its own oscillator loop or a multiple of resonators can share a common oscillator loop, but sharing common circuitry can be problematic due to parasitic loading, especially for high-frequency resonators.

There are a number of key strengths to this method. First, the measurement circuit required for this method is fairly simple allowing them to be easily integrated on-chip with the resonators, thus eliminating the need for probe pads. Second, the “self-excitation” carried out by the oscillator loop with the resonator itself doing the frequency selection is a huge advantage and a much simpler method compared to the frequency-domain characterization method where frequency is swept. Third, sensing of the frequency is done in the digital-domain using dividers and counters, which is much simpler and robust compared to methods that require high-speed linear analog blocks. Finally, digital-domain sensing makes it possible to do multiplexing, which is another key requirement.

However, there are also a number of critical weaknesses. First, the simplicity of the measurement circuit comes at the cost of its accuracy. In the case of a series resonant oscillator topology, even though the loop oscillates close to the series resonant frequency, it is not exactly at the resonant frequency. This is because the circuit in the oscillator loop contributes nonzero phase shift, especially in the case of high-frequency resonators, which forces the loop to oscillator at slightly lower than the series resonant frequency. This may not be too much of an issue for high-Q resonators, because the offset frequency required to meet the zero-phase requirement for oscillation can be very small, in the ppm range. However, high-Q resonators are usually used for application requiring extremely precise control of frequency, thus characterization error even in the ppm range may pose an issue. In the case of a parallel resonant oscillator topology, the oscillation occurs at the parallel resonance and the frequency depends on the
feedthrough capacitance, which is a combination of resonator intrinsic feedthrough capacitance, capacitance from pads, and parasitic capacitance from the circuits in the oscillator loop. Thus, the exact capacitance associated with parallel resonance is unknown unless separately measured. Even though in many resonators parallel resonance occurs very close in frequency to series resonance, knowing the parallel resonance and even the feedthrough capacitance does not provide enough information to ascertain the exact series resonant frequency.

Second, the oscillator loop has to be carefully designed for each resonator type to ensure that oscillation occurs. This may be a trivial task for low-frequency resonators, but for high-frequency resonators, this can be very challenging. Also for high-impedance resonators, the oscillator circuit is quite large in order to provide enough gain to overcome the loss in the resonator, which leads to large area consumption by the oscillator circuit and poses challenges to having one oscillator loop for each resonator. Sharing a common oscillator loop may help in this case, but as mentioned earlier, even this can be troublesome due to excessive parasitic loading, especially for high-frequency resonators.

The last and perhaps most significant issue is the fact that oscillator can only provide very limited information, i.e. approximate resonant frequency. This is actually related to one of the strengths of this method, which is the convenience in sensing because it only requires measurement of frequency in the digital domain. However, because the signal is digital, information related to the resonance other than frequency, such as quality factor has been shadowed and cannot be extracted. This is exactly the reason why sensing is so difficult in other methods because in those cases, additional information is being extracted, which poses additional requirements such as linearity on the measurement circuit.

There has been previous work that showed that information regarding quality factor can be attained even with an oscillator loop approach, but it is only relative information between resonators while the absolute value cannot be extracted. The proposed method in [24] utilized the fact that the oscillation amplitude is a function of the resonator quality factor and by observing it, information
regarding resonator quality factor can be obtained. However, the relationship between oscillation amplitude and resonator quality factor is not at all a simple linear relationship, but rather a complex function involving the effect of the oscillator loop as well, making it difficult, if not impossible, to extract quality factor accurately from oscillation amplitude alone.

Even though the oscillator loop method may not provide enough accuracy for it to be used for applications that require extremely accurate characterization, it still is an attractive option because of its simplicity, and the possibility of integration for certain applications where simple on-chip characterization is necessary while the accuracy requirement can be relaxed. However, for the purpose of characterizing variation in high frequency integrated MEMS resonators, this method is not a viable one.

### 3.3.4 Excitation and Decay

The last method to be evaluated is the excitation and decay method, as shown in Figure 3-4 [25] [26] [27].

![Excitation and Decay Diagram](image)

Figure 3-4. Setup for characterization of resonator using the excitation and decay method. Oscillator excites the resonator into steady state and the decay signal is observed.

In this method, initially the resonator is connected to an oscillator loop and the loop is oscillating. Once it reaches steady state, the loop is opened and lets the energy in the resonator decay as it continues to oscillate. This decay signal can be expressed as a sinusoid with exponential decay envelope as given in:

\[ v(t) = Ae^{-at}\cos(2\pi ft + \phi) \]
(3.1), where \( \text{f}_{\text{osc}} \) and \( \tau \) denote the decay oscillation frequency and decay envelop time constant, respectively. Both parameters are function of resonant frequency \( (f_o) \) and quality factor \( (Q) \) as in (3.2) and (3.3).

\[
v = A e^{-\tau/t} \cos(2\pi f_{\text{osc}} t + \phi)
\]

\[
f_{\text{osc}} = \sqrt{f_o^2 - \frac{\alpha^2}{4\pi^2}}
\]

\[
\tau = \frac{Q}{\pi f_o}
\]

From the decay signal, \( \text{f}_{\text{osc}} \) and \( \tau \) can be extracted easily and once they are known, both \( f_o \) and \( Q \) can also be calculated, which in turn can be used to extract the model parameters described in Section 2.2.

There are a number of strengths to this method that make it a good candidate for characterization of integrated MEMS resonators. First, as in the oscillator method, the simplicity of the excitation method is a significant advantage. By using an oscillator, the resonator is automatically excited near its resonant frequency, thus eliminating the need for an accurate low-noise high-frequency source. The second and perhaps most significant strength is the capability to extract key parameters, specifically the resonant frequency and quality factor, in a simple manner from a transient signal. In the frequency-domain methods, the most difficult challenge is sweeping the input frequency in fine enough resolution to accurately characterize the resonator response around its resonant frequency. Since the higher the quality factor, the narrower the peak in the response, for high-Q resonators, the frequency sweep needs to be done in very fine resolution, making it even more challenging. Thus, in frequency-domain methods, the measurement accuracy drops as quality factor increases. However, in the excitation and decay method, because the decay envelope time constant increases with quality factor, it takes a longer time for resonator energy decay, thus providing more data points to be used for extraction of \( f_{\text{osc}} \) and \( \tau \), resulting in more accurate extraction of \( f_o \) and \( Q \). This is an extremely desirable trait of this characterization method,
especially because in general, the applications that utilize high-Q resonators demand more accurate characterization of the device parameters.

However, this method still has a number of weaknesses that need to be addressed. First, as mentioned for the oscillator loop method, the excitation method using an oscillator suffers from the fact that a custom oscillator has to be designed, which can be troublesome especially for high-frequency resonators. A more severe issue is the sensing and measuring of the decay signal. As can be seen from (3.1), the decay signal oscillates near the resonant frequency, which can be in the GHz range for advanced resonators and this signal needs to be processed either on-chip or off-chip to extract $f_{osc}$ and $\tau$. In previous works, both on-chip and off-chip methods have been demonstrated, though both methods still have issues that prevent them from being ideal candidates for on-chip resonator characterization, as summarized before.

The off-chip method was demonstrated in [25] for characterizing a quartz crystal resonator with resonant frequency of 10 MHz by sending the decay signal off-chip and capturing it using an oscilloscope. The captured signal was fit using the model shown in (3.1) and $f_{osc}$ and $\tau$ were extracted. In this method, the key issue is the buffering of the decay signal so that it can be sent off-chip for two reasons. First, the buffer needs to drive a significant amount of capacitance, which includes the pad capacitance, the capacitance from routing both on-chip and off-chip, and the capacitance from the oscilloscope probe. For low-frequency resonators such as what was used in this work, this may have been feasible, though it would have required a large buffer. However, for high-frequency resonators in the GHz range, this is not at all a trivial issue. Designing a buffer that can drive a large load at such high frequency is extremely challenging and even if it is feasible, the area required for this buffer may be unacceptably large. This is especially troublesome in the context of characterization of a large number of resonators, where area overhead is one of the key issues. In this case, requiring a large buffer for each resonator is not an acceptable solution. Multiplexing the decay signal from the resonators and using a single buffer that drives it off-chip may be a way to solve this issue, but as in the case for the frequency sweep method,
multiplexing high-frequency signals is challenging in itself, not to mention requiring high-speed buffers in the multiplexing structure. So far, only the aspect of driving the load has been discussed; however, there is another issue that makes the problem even more challenging: the linearity requirement for the buffer. Since the decay envelope time constant has to be extracted from the curve, it requires linear signal processing of the decay signal, thus requiring a high-speed linear voltage buffer, which is extremely challenging.

The on-chip method was demonstrated in [27] also for characterizing a quartz crystal resonator, in this case for a much lower frequency of 10 kHz, by using an on-chip envelope detector to capture the envelope of the decay signal. In this work, the decay envelope time constant was even calculated on chip by looking at the ratio between two peak values. It was possible for this case because the frequency was so low, but for high-frequency characterization, the same issues arise with this method as for the off-chip method. Though there are many different ways to implement an envelope detector, designing a high-speed linear envelope detector is very challenging often requiring large passive components. As in the off-chip method, using a large envelope detector for each resonator is not acceptable and neither is the multiplexing method for the same reason described previously.

### 3.3.5 Summary

To summarize, the comparison of several existing characterization methods are shown in Table 3-1. Of these, the excitation and decay method is an attractive candidate especially because of the simple yet accurate extraction method. Though the decay signal sensing method of previous implementations had issues that must be addressed, with a different approach that works for the integrated MEMS resonator, this method has the most potential compared to the other methods.
<table>
<thead>
<tr>
<th>Method</th>
<th>Integration</th>
<th>Parameter Measurement</th>
<th>Implementation</th>
</tr>
</thead>
</table>
| Network Analyzer     | Cannot be integrated | • Series resonant frequency and quality factor and parallel resonant frequency and quality factor can be measured.  
• Most accurate method of measuring. | • Cannot be implemented on-chip                                                                 |
| Frequency Sweep      | Can be fully or partially integrated | • Series resonant frequency and quality factor and parallel resonant frequency and quality factor can be measured.  
• Accuracy degraded for high Q resonators. | • Implementation has been demonstrated  
• Frequency synthesis block is extremely difficult to implement on-chip  
• Not very practical |
| Oscillator Loop      | Can be integrated    | • For a given oscillator topology, only resonant frequency (but not exact) of one mode is measured.  
• Absolute quality factor value cannot be measured.  
• Medium accuracy | • Easy to implement on-chip  
• Oscillator loop needs to be specially designed for each resonator type |
| Excitation and Decay | Can be integrated    | • Resonant frequency and quality factor of series and parallel modes  
• High accuracy | • Fairly easy to implement on-chip |

Table 3-1. Summary of existing resonator characterization methods.

### 3.4 Proposed Characterization Method

After analyzing and comparing the strengths and the weaknesses of each characterization method, a modified excitation and decay method was chosen for the work here. As discussed in Section 3.3.4, the major strength of the excitation and decay method is the ability to extract parameters from a single decay signal. However, the decay signal processing scheme implemented in previous works cannot be applied to the integrated MEMS resonators. In the following sections, these issues are reiterated and appropriate solutions are proposed.

#### 3.4.1 Decay Signal Processing

As mentioned in the previous section, it is very challenging to process the high-frequency output signal, especially to bring it off-chip, which requires high-speed and highly linear amplifiers and buffers. Linearity is especially critical because any distortion of the exponential decay envelope will cause inaccuracy in quality factor measurement. Processing it on-chip solves part of this issue, but a high-speed
linear envelope detector or mixer is required, which is still challenging and can degrade the accuracy. What is desired is to process the high-frequency signal as close to the resonator as possible, and route and multiplex the resulting low-speed signal that is much easier to process.

In order to solve this issue, a sub-sampling technique is employed in the proposed method. Sub-sampling has been demonstrated in [28] [29] [30] as a means to observe high-speed signals on-chip such as power supply noise or clock signals, with minimal loading and required circuitry. The operating principle of the sub-sampling technique is described in Figure 3-5.

![Figure 3-5. Signal waveforms describing the principle of the sub-sampling technique. A trigger clock triggers the input signal, which is sampled by the sampling clock.](image)

As shown in the figure, sub-sampling requires two clocks, a trigger clock (tclk) and a sampling clock (sclk), whose frequencies are different by $\Delta f_{\text{clk}}$. For sub-sampling to work, the signal to be sampled needs to be periodic, so tclk is used to trigger the input signal such that the periodicity of the input signal is the same as the trigger clock. This periodic input signal is sampled by a sample and hold circuit with sclk. Since the frequency between tclk and sclk is different by $\Delta f_{\text{clk}}$, the period is then different by $\Delta T_{\text{clk}}$; at every cycle, the sampling point is $\Delta T_{\text{clk}}$ away from the sampling point of the previous cycle. Then the effective sampling frequency is given by (3.4).

$$f_{s,\text{eff}} = \frac{1}{\Delta T_{\text{clk}}} \quad (3.4)$$
Using this approach, for a $\Delta T_{\text{clk}}$ of 50 ps, for example, the effective sampling frequency is 20 GHz and while satisfying the Nyquist rate, up to 10 GHz signals can be sampled. The sub-sampling technique works because a cycle of the input signal is sampled over multiple cycles, with only a single sample point acquired per cycle. This principle restricts the sub-sampling to be only used for input signals that are periodic in nature, but if that requirement is met, it is a powerful technique that can be used to sample very high-frequency signals that are otherwise extremely difficult to sample using other existing techniques. However, this technique is ultimately limited by the jitter in the sampling clock, because even though the frequency of the sampling clock can be very low (a significant advantage in designing the circuits associated with sampling), the jitter specification of the sampling clock is equivalent to that of an ADC with a similar effective sampling frequency. This is because when the signal is reconstructed from the sampled points, which are separated by the effective sampling period, the uncertainty in time of each sampled point is equal to the jitter in the sampling clock. Thus, the jitter specification of the sampling clock needs to be set such that it meets the linearity requirement of the sampling circuit for given effective sampling frequency. Going back to the example given above, with $\Delta T_{\text{clk}}$ of 50 ps and effective sampling frequency of 20 GHz, though the sampling clock may be running on the order of megahertz, the jitter specification of the sampling clock needs to be on the order of picoseconds, which is a critical challenge in designing circuits that produce the sampling clock.

To summarize, the key requirements of the sub-sampling technique are that the input signal be periodic such that it is identical from cycle-to-cycle, and the jitter of the sampling clock needs to meet the specification set by the effective sampling frequency, which is challenging at high effective sampling frequency. Both of these issues and solutions are further described in the following sections.

3.4.2 Multiplexing and Output

Multiplexing the output signal is less challenging now due to sub-sampling of high-frequency signal. After sub-sampling, the signal that needs to be multiplexed is now at the sub-sampling frequency, which can be orders of magnitude lower than the high-frequency decay signal, allowing typical simple
analog multiplexing structures to be used. Also, since the signal is now at a much lower frequency, the sampled signal can now be converted to a digital value using an analog-to-digital converter (ADC) allowing a complete digital interface beneficial for test automation.

### 3.4.3 Excitation

Exciting the resonator using an oscillator as done in [27] is not ideal because of design and area overhead associated with having an oscillator. Also, because of the randomness of oscillator startup behavior, periodicity of the output signal cannot be guaranteed, which is a critical requirement for the sub-sampling technique. To solve this issue, a new resonator excitation method is proposed.

![Figure 3-6. Periodic excitation of resonator using voltage steps to allow the use of a sub-sampling technique.](image)

The proposed excitation method is to use a voltage step to excite the resonance of the resonator as shown in Figure 3-6. This method only uses a single terminal of the device, while the other is grounded. The terminal is initially at VDD, which means that the feedthrough capacitance ($C_o$), shunt capacitance ($C_{L1}$) and the motional capacitance ($C_x$) are all charged to VDD. Since the system is at rest, there is no
current in either the feedthrough path or the resonance path. When the voltage step is applied, the resonator terminal voltage is discharged to ground, thus current flows out of the charged capacitors, which is equivalent to applying a current impulse to the resonator. The energy delivered to the resonator by the current impulse then decays following (3.1). Fall time of the voltage step dictates how close the current impulse is to an ideal dirac delta function. In order to excite the resonant frequency of the resonator, the current impulse needs to have enough energy in the frequency range of interest, which sets the requirement on the fall time of the voltage step.

### 3.5 Model Extraction

Referring back to the BVD model presented in Figure 2-2, there are four parameters, $R_s$, $L_x$, $C_x$, and $C_o$, that need to be extracted from the measurement; to provide enough degrees of freedom, at least four independent measurements are required. Since the excitation and decay method allows the measurement of resonant frequency and quality factor of the excited mode, either series or parallel, there are four possible measurements that can be acquired, given that series and parallel modes can be controllably excited. The proposed method of exciting specific modes is described in Figure 3-7.

![Figure 3-7. Diagram showing the setup for excitation of series and parallel resonance. On the left is for series resonance and on the right is for parallel resonance.](image)
The left of Figure 3-7 shows the excitation of series resonance by connecting the resonator to a low impedance source. Since the impedance of the source is much lower than the impedance of $C_0$ near the resonant frequency, current is forced to flow between the source and the resonance branch. In this case, resonance involves only $R_s$, $L_x$ and $C_x$, as in the series resonance behavior. The right of Figure 3-7 shows the excitation of the parallel resonance mode where the resonator is now connected to a high impedance source that is much higher than the impedance of $C_0$, thus forcing the current to flow between $C_0$ and the resonance branch. In this case, resonance involves $R_s$, $L_x$, $C_x$ and $C_0$, as in the parallel resonance behavior. Thus, by using an excitation and decay method with different source impedance, zero or infinite, both series and parallel resonance can be deterministically excited allowing series resonant frequency ($f_s$), series quality factor ($Q_s$), parallel resonant frequency ($f_p$) and parallel quality factor ($Q_p$) to be measured. These parameters are analytically derived in (2.3), (2.4), (2.5) and (2.6). Once $f_s$, $Q_s$, $f_p$, and $Q_p$ are successfully measured, they can be used to extract model parameters $R_s$, $L_x$, $C_x$ and $C_0$.

However, one assumption in this formulation is that a source can be created that has low enough impedance to truly excite the series resonance, which is not a realistic one. For high-frequency resonators, the impedance of $C_0$ becomes quite small around the frequency of interest. For example 1 pF of $C_0$ at 1 GHz is equivalent to an impedance of around 160 $\Omega$, which is comparable to the impedance of a reasonably sized transistor switch available in advanced processes, an appropriate device to implement the function of the source described above. If the source impedance is not low enough, part of the current will flow though $C_0$ and the excited resonance is not the true series resonance, in which case, using the analytical model for series resonance as in (2.3), (2.4) results in error in model parameter extraction. In order to solve this, a different model for series resonance, shown in Figure 3-8, that includes the effect of the nonzero impedance ($R_{sw}$) of the source when implemented using a transistor switch is used in model extraction. The effect of the source impedance on $f_p$ and $Q_p$ is negligible because the impedance of the switch in the off-state is much larger compared to the impedance of $C_0$. 
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However, now with the effect of the source impedance included in the model, there are five model parameters that need to be extracted but only four independent measurements, which do not provide enough degrees of freedom for model parameter extraction. In order to resolve this issue, an additional measurement, either $C_o$ or $R_{sw}$, is necessary. In the proposed method, both $C_o$ and $R_{sw}$ are measured to gain an extra degree of freedom, which allows increased accuracy of extraction in the presence of measurement errors. As will be explained in Section 4.4.1, due to the novel excitation circuit, other than the increased testing time, there is almost no cost in measuring both $C_o$ and $R_{sw}$ compared to measuring only one of them.
4. Test Circuit Design

The previous chapters discussed the need for an on-chip MEMS resonator characterization method focusing on integrated MEMS resonators, and a characterization method suitable for both individual and arrays of integrated MEMS resonators especially necessary for variation study. This chapter describes the test circuit implementing the proposed characterization method. First, the high level block diagram is presented and the system level operation is described. Then the description, specification and detailed design of each circuit block are presented. Since the integrated MEMS resonators have not yet been developed, this test circuit is designed to be interfaced with discrete MEMS resonators, such that the principle of the proposed method can be proved.

4.1 High Level Overview

Figure 4-1 shows the high level block diagram of the proposed test circuit. The test circuit consists of five major blocks, and two register blocks for scan-in and scan-out of input and output data. The major blocks
are Clock Generation (CG), Sampling Clock Generation (SCG), Resonator Interface Circuits (RICs), Sampled Voltage Multiplexer (SVMUX) and Analog-to-Digital Converter (ADC). CG creates various clocks necessary for the operation of the test circuit. SCG creates the sub-sampling clock that is used by the RIC to sample the resonator terminal voltage. Each RIC interfaces with one resonator and it excites, senses and samples the resonator response. These sampled voltages from RICs are connected to the ADC through SVMUX. Finally, ADC converts the output of SVMUX into digital code, which is the final output of this test circuit.

Figure 4-2. Clock waveforms showing the operation of the proposed test circuit.

Figure 4-2 shows important clock waveforms and system level operation of the test circuit. The test circuit only requires one external clock (sysclk) that is running at around 10 MHz, and all other clocks necessary for system operation are created on chip. There are three main clocks used in this test circuit, trigger clock (tclk), sampling clock (sclk) and conversion clock (cclk), and they are generated from sysclk. The rising edge of tclk is used to excite the resonator and it functions as a starting point of all operation in the test circuit. The sclk is generated off of tclk with a programmable delay, and the rising edge of sclk is used to sample the resonator terminal voltage. Lastly, the rising edge of cclk starts the analog-to-digital conversion and the falling edge of cclk stops it. The output data is ready at the end of each tclk period. Before each measurement cycle, the test circuit control bits are scanned in using sysclk and after each measurement cycle, the output data is scanned out also using sysclk.
4.2 Clock Generation (CG)

Figure 4-3. Simplified circuit diagram of clock generation block.

The simplified circuit diagram of the Clock Generation block is shown in Figure 4-3. As shown in the diagram, the CG block consists of an 8-bit counter that is running off of sysclk, four comparator blocks, two edge generation blocks and two flip flops. The counter counts the rising edge of sysclk whose output is compared to four 8-bit control signals tclkrcnt, tclkfcnt, cclkrcnt and cclkfcnt, which sets the rising and falling edges of tclk and cclk. When the counter output is equal to the control bits, the edge generation block sets the input of the flip flop to an appropriate state, which is clocked by sysclk to produce tclk and cclk. In order to create differential clocks, sense amplifier based flip flops are used with a cross-coupled inverter chain to buffer the clocks. By using this architecture, the location of the rising and falling edges of tclk and cclk can be programmed from off-chip thus allowing control of the total measurement time and conversion time, which are set by the pulse width of tclk and cclk respectively. With the 10 MHz clock used for sysclk, the measurement time can be set as low as 400 ns and as high as 25.6 us, which is a wide range allowing this test circuit to accommodate various types of resonators with different resonance frequency and quality factor. Table 4-1 summarizes required measurement time for resonators with different resonance frequency and quality factor.
<table>
<thead>
<tr>
<th>Series Resonance Frequency ($f_r$)</th>
<th>Series Quality Factor ($Q_s$)</th>
<th>Decay Time Constant ($\tau$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 MHz</td>
<td>1000</td>
<td>0.53 us</td>
</tr>
<tr>
<td>600 MHz</td>
<td>2000</td>
<td>1.06 us</td>
</tr>
<tr>
<td>1 GHz</td>
<td>2000</td>
<td>0.63 us</td>
</tr>
<tr>
<td>2 GHz</td>
<td>2000</td>
<td>0.32 us</td>
</tr>
</tbody>
</table>

Table 4-1. Measurement time required for resonators with different series resonant frequency and quality factor.

### 4.3 Sampling Clock Generation (SCG)

Sampling clock (sclk) is the sub-sampling clock described in Section 3.4.1 whose frequency needs to be slightly different from tclk for the sub-sampling technique to work. However, it is not a trivial task to create or bring on-chip two different clocks whose offset frequency is precisely controlled. Also, these clocks need to have low jitter for applications that require high effective sampling frequency, which makes this task even more difficult. If the roles of the clocks are looked at more carefully, it becomes clear that these two clocks with offset frequency actually provide two edges whose delay between them increases every cycle. So, what is actually required in the sub-sampling technique is not necessarily two clocks, but rather two edges, one that triggers and generates the input signal, and the other that samples the input signal whose delay from the trigger edge is accurately controllable. Creating two edges with controllable delay, though it does have its own challenges, is much easier to implement on-chip than creating two clocks with small offset frequency. Looking at the operation with delayed edges in more detail, in a given cycle, the rising edge of tclk triggers and generates the input signal, which is sampled by the rising edge of sclk that is also generated from the tclk edge and delayed by $t_d$. In the following cycle, the edge of tclk, again, generates the identical input signal and an edge of sclk, now delayed by $t_d + \Delta t$, samples the signal.

While creating edges with controllable delay is easier than creating clocks with precise offset frequency, it has to be designed carefully such that the delay is precisely controlled and the range of generated delay is large enough to cover the desired length of the input signal. For example, if 1 us window of signal needs to be sampled with effective sampling period of 1 ns, then the delayed edge of
sclk needs to span 0 to 1 us with 1 ns resolution, which is a challenging task. The easiest and most often used method of producing delay on-chip is by utilizing the delay of logic gates such as inverters. In advanced processes, fanout of 1 (FO1) delay can be as small as 10s of picoseconds. However, an inverter delay has a strong dependency on process, voltage or temperature (PVT) variations, thus its value cannot be estimated from simulation. For this reason, usually a feedback loop such as a delay-locked loop (DLL) or a phase-locked loop (PLL) is used so that the delay is controlled using an ideal reference. In previous works, a single delay locked loop (DLL) or a coupled DLL was used to generate the sampling edge, achieving Δt as small as sub-10 ps [30] [31]. Though it works well, designing DLLs is not a trivial task, with many critical design issues such as jitter and stability as well as area overhead.

In this work, a new method is proposed that involves much simpler design yet is more robust compared to the DLL solution. In the proposed method, the feedback loop is replaced by a ring oscillator and a multi-phase counter that measures the average delay of a stage in the ring oscillator. The idea is that rather than controlling the delay of an inverter so that it is a known value, let it be affected by PVT variation but measure the delay off-chip and calculate the value. As long as the delay measurement is accurate, the two methods should essentially achieve the same purpose. However, there are some limitations to this method. First, the minimum delay cannot be controlled because, without the feedback loop, the minimum delay is entirely set by PVT. So, there has to be enough margin on the minimum delay such that even in the worst case variation, fine enough delay is produced for the required application. Second, because there is no feedback loop to correct any phase noise that exists in the ring oscillator, jitter accumulates as the number of cycles increases. So, an edge that is 1 us delayed has much larger jitter than an edge that is 10 ns delayed. This fact needs to be carefully taken into account when calculating the jitter specification of the ring oscillator. Lastly, because the delay measurement is done essentially by assuming that the delay of each stage in the ring oscillator stays constant during the measurement, it has to be verified that the variation in delay during the measurement, especially due to voltage and temperature variation, causes negligible error in delay measurement.
A simplified circuit diagram of the proposed sampling clock generation is shown in Figure 4-4.

The block consists of a 16-stage ring oscillator with enable, two 16:1 MUX, a phase interpolator, an edge selection circuit and a multi-phase counter. The operation of the SCG block is shown in Figure 4-5.

![Figure 4-4. Simplified circuit diagram of sampling clock generation (SCG) block.](image)

![Figure 4-5. Clock waveforms showing the operation of sampling clock generation and principle of edge selection.](image)

The rising edge of \( t_{clk} \) enables the oscillator and it starts producing 16 clocks (32 clocks including complementary). Out of 16 clocks, two are chosen with two 16:1 MUXs and they are fed into the phase interpolator, which outputs a single clock. Finally, this clock is fed into the edge selection circuit, which uses a counter output to select a desired edge. Output of the edge select circuit is the sampling clock that is distributed to the RICs. So, by selecting different clocks from the oscillator and doing phase interpolation, delay resolution of approximately \( \text{FO1}/2 \) can be achieved, where \( \text{FO1} \) is the
delay of a single stage in the ring oscillator. The details of each circuit block are described in the following sections.

### 4.3.1 Ring Oscillator

A 16-stage inverter-based pseudo-differential feed-forward ring oscillator with enable is used in the SCG block, as shown in Figure 4-6. At the top is the oscillator level showing the detailed connection between each stage in the ring. Additional to the typical connection between the adjacent stages, there are feed-forward connections made between every other stage. In a traditional inverter-based pseudo-differential ring oscillator, the cross-coupling connection is made between the outputs of the same stage, forcing the two rings to be 180 degrees out of phase with each other. However, in a feed-forward architecture, outputs of a stage are feed-forwarded two stages ahead causing the output of that stage to transition earlier, thereby decreasing the rise and fall time of each stage and increasing the oscillator frequency. This feed-forward technique has been demonstrated previously [32] [33] [34] and is used to increase the oscillation frequency without reducing the number of stages in the ring. The circuit diagram of an individual stage is shown at the bottom of Figure 4-6. Two large tri-state inverters, I0 and I1, are the main inverters that make up the ring, and two medium tri-state inverters, I2 and I3, are the feed-forward cross-coupling tri-state inverters. The cross-coupling inverters are sized one-fourth of the main inverters, to ensure writability. The tri-state inverters, I4 and I5, are used to initialize the stage to a known state. This is necessary to ensure deterministic start up once the oscillator is enabled. Figure 4-7 shows the state of the ring when the oscillator is disabled. Once the oscillator is enabled, clk<0> always switches from 0 to 1, which is required for edge selection to work correctly.
Figure 4-6. Simplified circuit diagram of 16-stage inverter-based pseudo-differential ring oscillator with enable for sampling clock generation. Circuit diagram of an individual stage (bottom).

Figure 4-7. Simplified circuit diagram showing the state of the oscillator when disabled with value of enabling signals.

As mentioned in Section 3.4.1, one critical requirement of the sampling clock is that clock jitter needs to meet the specification for the effective sampling frequency, which can be as high as 10 GHz. In this application, because the sampling is done on a signal with known form, which is a sinusoid with decaying envelope, the jitter requirement is much relaxed compared to the general sampling case. The devices are sized appropriately to achieve the required jitter specification.
4.3.2 16:1 MUX

The MUX used in this block is a pseudo-differential 16:1 MUX that consists of five identical pseudo-differential 4:1 MUXs. The circuit diagram of a 4:1 MUX is shown in Figure 4-8. Tri-state inverters are used to select the input, and the cross-coupled output stage is used to buffer and improve duty cycle of the output clocks.

![Figure 4-8. Simplified circuit diagram of pseudo-differential 4:1 MUX.](image)

4.3.3 Phase Interpolator

A phase interpolator is used to create finer resolution in the delay. It takes two clocks and produces a clock whose edges are the midway between the edges of the two input clocks. Since interpolation is always done evenly, a simple inverter-based interpolator is used in this design. The circuit diagram and operation is shown in Figure 4-9.
4.3.4 Edge Select Circuit

The edge select circuit is shown in Figure 4-10. The output clock of the phase interpolator circuit clocks the counter whose output is compared with the 8-bit control signal sclkcnt. If they are equal an edge is produced, which is the final sampling clock distributed to RICs.

4.4 Resonator Interface Circuit (RIC)

Each resonator is connected to one resonator interface circuit (RIC) that excites, senses and samples the resonator response. The RIC consists of an excitation circuit and a sensing circuit. The main role of the excitation circuit is to excite the resonator in series and parallel resonant modes and to carry out necessary additional measurements as described in Section 3.5. The sensing circuit consists of signal buffers and a sampling head (SH) that is used to sample the resonator response. The high level block diagram of the RIC is shown in Figure 4-11. The following sections describe the operation and detailed design issues with each block.
4.4.1 Excitation Circuit

The excitation circuit consists of two PMOS devices, two NMOS devices and a transmission gate as shown in Figure 4-12. P0 and P1 are pull-up devices and N0 and N1 are pull-down devices. P1 in all RICs are tied together at their sources and are connected to a pad, which will be connected to a DC test current ($I_{\text{test}}$) source. This device is used for switch resistance and capacitance measurement, which will be described in detail in the following section. Finally the transmission gate is used to pass a DC calibration voltage supplied from an off-chip digital-to-analog converter (DAC) for signal path calibration. The excitation circuit has five operating modes: series resonance measurement, parallel resonance measurement, switch resistance measurement, capacitance measurement and calibration. When a particular RIC is not used, it is disabled such that it does not affect the operation of the enabled RIC. One of the key design criteria for the RIC is that the undesired effects of the devices associated with the test circuit are minimized such that the characteristic of the device under test is accurately captured. For this reason, reducing the number of devices connected to the resonator terminal was a key goal in designing...
the excitation circuit. A novel excitation structure is proposed which consists of six transistors carrying out all required excitations and measurements for accurate model parameter extraction.

### 4.4.1.1 Series Resonance Measurement

![Figure 4-13. Excitation circuit operation in series resonance measurement mode.](image)

During series resonance measurement mode, the resonator is excited into series resonance to measure the series resonant frequency and series quality factor. The operation is described in Figure 4-13. In this mode, only P0 and N0 are used, while P1 and N1 are turned off. Notice that the source of N0 is connected to VGX, which is a quiet low impedance DC voltage explicitly used for resonator excitation. This voltage is used so that the DC bias of resonator response can be set from a quiet off-chip source. Before measurement starts, the resonator terminal is initialized to VDD with P0 pulling it up. Measurement starts at the rising edge of tclk as it turns off P0 and turns on N0 to discharge the resonator terminal to VGX, thus applying a current impulse. In order to excite the series resonance of the resonator, there needs to be enough energy around the frequency range of interest. To ensure this, N0 needs to be sized appropriately to satisfy the resonator terminal node fall time requirement. Once the resonator is excited, N0 stays on, providing a low impedance path to VGX. As mentioned in Section 3.5, because of the finite resistance of N0, true series resonance cannot be excited, which is why the resistance of N0 needs to be measured so that the effect of this resistance can be removed in post-processing. Once the
measurement is done, the circuit returns to the initial state with P0 on and N0 off pulling the resonator terminal to VDD.

4.4.1.2 Parallel Resonance Measurement

Figure 4-14. Excitation circuit operation in parallel resonance measurement mode.

During parallel resonance measurement mode, the resonator is excited into parallel resonance to measure the parallel resonant frequency and parallel quality factor. The operation is described in Figure 4-14. The operation is identical to the series resonance measurement mode right up to the excitation of the resonator with the current impulse. In series resonance measurement mode, N0 stays on to provide low impedance path to VGX; however, in parallel resonance measurement mode, N0 turns off a set amount of time after turning on. So, after N0 turns off, seen from the resonator terminal, the excitation circuit is high impedance. This forces the resonator current to go through the feedthrough capacitance, thus exciting parallel resonance. Since the switch resistance in off state is much higher than the impedance of the feedthrough capacitance, the excited resonance is the actual parallel resonance. Notice from Figure 4-14 that because the other resonator terminal is connected to ground, any parasitic capacitance due to the excitation circuit, bond pad and resonator contact capacitances all add on to the true device feedthrough capacitance of the resonator. Thus, the effective feedthrough capacitance, once the resonator is attached to the circuit, is indeed different from the design value and is unknown. Since parallel resonant frequency
and parallel quality factor are functions of this capacitance, knowing this value provides an extra degree of freedom for model parameter extraction as described previously in section 3.5. Measurement of this feedthrough capacitance is described in the Section 4.4.1.4. As in series resonance measurement mode, once the measurement is done, the circuit returns to the initial state by pulling the resonator terminal to VDD.

4.4.1.3 Switch Resistance Measurement

![Excitation circuit operation in switch resistance measurement mode.](image)

As mentioned in Section 4.4.1.1, the switch resistance of N0 needs to be measured in order to allow correct model extraction. Figure 4-15 shows the operation of the switch resistance measurement mode. In this mode, only P1 and N0 are used while P0 and N1 are turned off. Initially, P1 is off and N0 is on, pulling the resonator terminal down to VGX. When measurement starts with the rising edge of tclk, P1 turns on and N0 stays on, allowing DC current to flow through N0. Due to the resistance of N0, there is an IR drop across N0, which shows up at the resonator terminal as additional voltage above VGX. However, because of the IR drop that also exists on VGX due to the finite resistance of the VGX grid, both on-chip and on-board as well as any amount of offset that exists in setting VGX, its exact voltage is unknown and cannot be assumed as what is set off-chip. In order to solve this issue, two separate measurements, with different amount of DC current are necessary. This way, the difference in voltage can
be used to calculate the resistance of N0. Though the VGX IR drop also is a function of DC current, since it is much less than the switch resistance, it can be assumed constant.

4.4.1.4 Feedthrough Capacitance Measurement

![Diagram of excitation circuit operation in feedthrough capacitance measurement mode.]

Figure 4-16. Excitation circuit operation in feedthrough capacitance measurement mode.

As mentioned in Section 4.4.1.2, due to parasitic capacitance on the resonator terminal, the exact feedthrough capacitance is unknown. In order to measure this value, a similar method is used as in the switch resistance measurement, as shown in Figure 4-16. In this mode, only P2 and N2 are used with P1 and N1 turned off. Initially, N2 is on pulling the resonator terminal to ground. When measurement starts with the rising edge of tclk, P2 turns on and N2 turns off, thereby charging the feedthrough capacitance with DC current. Capacitance can be calculated from the slope of this charge-up curve. One thing to note is that because the parasitic capacitances hanging off of the resonator terminal from transistors are nonlinear, to get an accurate measurement of capacitance associated with parallel resonance, capacitance extraction needs to be done from the charge-up curve around VGX.
4.4.1.5 Calibration

Calibration is critical for this test circuit because the ADC must be calibrated and the effects of measurement related circuits need to be removed. Calibration is simply done by applying known DC voltages to the resonator terminal through a transmission gate as shown in Figure 4-12. While calibrating, P0, P1, N0 and N1 are all turned off. The calibration voltage goes through the sensing circuit and is applied to the ADC input, thus the entire signal path from the resonator terminal to ADC is characterized and later taken out in the post-processing step.

4.4.1.6 Disabled

When the particular resonator is not being characterized, the RIC attached to that resonator is in disabled mode. In this case, the resonator terminal is pulled down to ground through N1, as shown in Figure 4-17, to avoid the resonator terminal floating and affecting characterization of other resonators.

4.4.2 Sensing Circuit

The sensing circuit consists of a buffer for resonator response processing, a sampling head (SH) for sub-sampling and a sampled-voltage buffer as shown in Figure 4-18. The resonator terminal voltage is first buffered and then sampled by the SH, which operates on selk domain. The sampled voltage is then buffered by the sampled-voltage buffer, which can drive the output load and the ADC. Multiplexing
occurs at the output of the sampled-voltage buffer, which operates in the current domain, by enabling only the one that is being used and disabling the others that are not.

Figure 4-18. Simplified circuit diagram of sensing circuit.

As explained in Section 0, a resonator can be classified by its series resistance as low-impedance or high-impedance. Depending on which type, a different method has to be used when interfacing with it so that the device can function properly and the characterization is accurate. For low-impedance resonators as in the case of FBARs, which have series resistance of $1 \sim 2 \, \Omega$, connecting a resistive element such as transistor drain or source causes extreme degradation of quality factor since the resistance seen by the resonator can easily be orders of magnitude larger than that of the resonator. In this case, what is actually measured is not the quality factor of the resonator but quality factor set by the resistance of the transistor. For this reason, a better way to interface with a low-impedance resonator is using a reactive element, capacitance or inductance, rather than resistive. Inductance is not easy to implement on-chip but capacitance can be easily implemented by using components such as the gate of a MOSFET, which means that many amplifier topologies with MOSFET gate input can be used. Since low-impedance resonators usually have large feedthrough capacitance and shunt capacitance due to the geometry of the device, the additional capacitance added by connecting an amplifier usually does not change the overall capacitance by much. Also, the overall capacitance can easily be measured such that the effect of the additional capacitance can be taken into account in the post-processing step.

For high-impedance resonators as in many MEMS resonators, the opposite may be true. While connecting a resistive element has negligible effect because the series resistance is much larger,
connecting a capacitive element can cause even functional failure as described in Section 2.2.3. Thus, in deciding the method for interfacing with a resonator, the impedance of the resonator is a critical factor that must be taken into account.

### 4.4.2.1 Resonator Terminal Voltage Buffer Design

The resonator terminal voltage buffer consists of a source-follower input stage and two cascaded stages of a self-biased resistive-peaked common-source-based amplifier as shown in Figure 4-19. A source-follower stage was used at the input in order to avoid introducing a low-impedance path to the resonator terminal. Topologies such as common-source have large Miller capacitance from the input to the output, which can provide low enough impedance path to transistor output resistance. This additional path causes energy in the resonator to dissipate, therefore degrading the quality factor. However, because the source-follower has positive gain, it has a negligible amount of capacitance between the input and the output. To improve linearity, the body of PB0 is tied to the source rather than VDD.

The two additional stages are necessary to drive the SH at the output of this buffer. The first and second stages use the same topologies, except the second stage has larger sizing for driving the output load. This topology is based on a common-source amplifier with NMOS input and PMOS diode connected load. The only difference is that the diode connection is made with a transmission gate, which acts as a resistive element. The advantage of the diode connected load is that there is no need to generate a bias voltage for the PMOS load. However, because the diode connected load is low-impedance seen from the output, the stage suffers from low gain. On the other hand, having a biased PMOS load offers large gain, but a separate bias voltage needs to be generated, and having large gain causes difficulty in cascading stages because the output DC level of the first stage can have wide range and can easily put the second stage in low-gain operating region. The goal of the proposed topology is to combine the advantages of diode connected load and biased load so that the amplifier can be self-biased yet have large gain when it is desired.
The proposed topology can be easily analyzed in the following way. The RC filter formed by the transmission gate and the capacitance at the gate of the PMOS acts as a short for low-frequency but an open for high-frequency. In DC and low-frequency range, the gate of the PMOS tracks the output node, thus acting as a regular diode-connected load, and offers the desired self-biasing. In high-frequency range, above the pole caused by the RC filter, the gate of the PMOS no longer tracks the output node, thus acting as a biased load and achieving the desired large gain. Also, because the transmission gate shields the large gate capacitance of PMOS from the output node, bandwidth is enhanced compared to the regular diode connected load common-source amplifier. This is a similar technique as inductive peaking where an inductor is used to shield a capacitance thus enhancing the bandwidth of the amplifier.

![Simplified circuit diagram of resonator terminal voltage buffer.](image)

4.4.2.2 Sampling Head (SH) Design

The sampling head (SH) is a critical circuit that needs to sample the high-frequency resonator response for sub-sampling. Along with the buffer described in the previous section, these two circuits handle the highest frequency on-chip, so additional care in design is needed. SHs are typically used for on-chip measurement or on-chip oscilloscope applications and different types of SHs have been designed in the past. [28] [29] [30] [35] [36] [37]. The advantage of the SH is that it can be designed to be small costing negligible area and, most importantly, thus introduce insignificant amount of parasitic resistance.
and capacitance to the critical signal being observed. There are a number of different topologies each with advantages and disadvantages, but a two-stage design is used in this work as in [37].

![Simplified circuit diagram of sampling head circuit and current-mode buffer.](image)

As shown in Figure 4-20, the first stage is a simple transmission gate formed by P0 and N0 and a hold capacitor C0. In sample and hold designs, often only an NMOS switch is used with clock bootstrapping to allow rail-to-rail input voltage and also to minimize nonlinearity caused by input dependent gate overdrive. However, a clock bootstrapping circuit requires a bootstrap capacitor, which consumes non-negligible amount of area. So in this design, instead of an NMOS switch, a CMOS transmission gate is used to reduce size overhead and allow rail-to-rail input voltage, but at the cost of some nonlinearity. However, as will be explained later, this input dependent nonlinearity is deterministic, so it can be canceled by calibration. Since, the first stage has to process a high-frequency signal, the CMOS transmission gate and hold capacitor are sized such that the bandwidth of the stage is around 4 GHz, which well exceeds the highest frequency that has to be processed.

The second stage consists of two transmission gates, formed by P1, N1, P2 and N2, and a hold capacitor C1. The transmission gate formed by P1 and N1 is used to redistribute charges between two
hold capacitors C0 and C1, while the transmission gate formed by P2 and N2 is used to initialize voltage on C1 before sampling. The final voltage on C1 after sampling and redistributing is given by (4.1).

\[ V_{C1} = \frac{V_{in}C0 + C1V_b}{C1} \]  

(4.1)

Since charges are redistributed, there is a gain of less than one from the first stage to the second stage, but using this technique ensures that the final voltage is always referenced to the initialized voltage on C1. This eases the design of the following stage by limiting the input voltage range. In case more gain is needed, a simple opamp based amplifier with relaxed bandwidth requirement can be used because the sampled voltage is now at much lower frequency than the original signal. Thus, by changing the location of the amplifier in the signal path, the design requirement can be relaxed significantly.

One of the key design considerations, as in most sampling circuits, is the leakage from the hold capacitor, especially if sampling frequency is low as it is in sub-sampling.

\[ I_{D,subthreshold} = I_S e^{\frac{V_{GS}}{nK T/\theta q}} (1 - e^{\frac{-V_{DS}}{kT/\theta q}})(1 + \lambda V_{DS}) \]  

(4.2)

As shown in (4.2), since leakage current is sampled voltage dependent, theoretically, it should be possible to calibrate it out. However, because sub-threshold leakage current, which is the dominant component of leakage current in this case, is also a strong function of temperature (exponential), unless calibration is done in a temperature controlled environment, it cannot be eliminated by calibration.

Unfortunately, there are really only two ways to tackle this issue. The first way is to reduce the actual leakage current by using different device type or by adjusting transistor terminal voltages. The most effective way is to use a high threshold voltage (Vt) device, if available, since Vt has exponential effect on leakage current. There are also other techniques such as using negative gate overdrive voltage, which also has an exponential effect, raising the Vt by reverse biasing the body terminal and reducing drain to source voltage by appropriately biasing the drain or the source node. However, usually voltage solutions are costly because of difficulty in bringing a quiet voltage on-chip.
The second way is to increase the hold capacitance so that the effect of leakage current on the sampled voltage is reduced. For example, with 10 times larger hold capacitance with same amount of leakage current, the change in sampled voltage during a set amount of time is 10 times less. However, the drawback of this approach is that, in the single-stage case, the bandwidth of the circuit is reduced by 10 times and, in the two-stage case, the gain from first to second stage is reduced by 10 times if the first-stage bandwidth is kept the same. The gain degradation may be easily fixed by using an amplifier after the SH as mentioned previously, but noise on the hold capacitors ultimately limits the minimum allowed voltage. Thus, noise on hold capacitors, mostly dominated by kT/C noise, must be analyzed carefully before setting the size of hold capacitors and gain between the first and second stage.

In this design, the first-stage is designed with regular-Vt devices to achieve maximum bandwidth, and all second-stage transistors are high-Vt devices to minimize leakage current. C0 and C1 are formed by transistor parasitic capacitance, rather than metal or MOS capacitors. This is possible in this case because the gain is set by the ratio of C0 and C1, not by their absolute values. Also, the nonlinearity of parasitic capacitance does not cause any issues, because both C0 and C1 behave in the same way, at least to first order, and more importantly this effect can be calibrated out.

The final sampled voltage is output using a current mode buffer as shown in Figure 4-20. It is implemented as a simple current mirror as in [29] because of its convenience in doing multiplexing, which will be discussed in the next section.

4.5 Sampled Voltage Multiplexing (SVMUX)

Multiplexing capability is one of the most important features required for on-chip characterization structures. Ability to share as many common testing circuits as possible is critical, especially for reducing area overhead and minimizing test circuit induced measurement errors. As mentioned in the previous section, the output buffer for SH uses a current mode, so the multiplexing structure is done simply by enabling and disabling the current mirrors as shown in Figure 4-21. In the case where more buffering is
necessary or more than one stage of multiplexing is necessary, similar current mirror structures with
different sizing can be used.

Figure 4-21. Simplified circuit diagram of sampled voltage multiplexing using current-mode buffer.

4.6 Analog-to-Digital converter (ADC)

The multiplexed SH voltage is converted to a digital code using an on-chip analog-to-digital
converter (ADC). There are a number of reasons for doing ADC on-chip rather than sending the analog
voltage off-chip and measuring it using an oscilloscope. Unlike the high-frequency resonator terminal
voltage, which is very challenging to send off-chip, the sampled voltage is at much lower frequency and
can be buffered to and probed from off-chip relatively easily. Also, nonlinearity, which was a concern in
sending high-frequency signals off-chip is no longer an issue since it can be easily calibrated out.
However, one reason for having ADC on-chip is so that the data interface is completely digital, which
makes testing automation much easier and efficient. Also, in order to drive the pad and the probe
capacitance, buffering is necessary, with which more noise is added to the signal. In this test circuit, both
options have been implemented for testing purposes such that the sampled voltage can either be converted
or directly probed from off chip. The ADC design used in this circuit is a voltage-controlled oscillator
(VCO) based one similar to designs previously demonstrated in [38] [39] [40] [41] [42].
4.6.1 Principle

A VCO-based ADC has been demonstrated in a number of applications including an on-chip oscilloscope application [39] and as a quantizer in a ΣΔ modulator [42]. There are a number of key advantages of using a VCO-based ADC over other architectures. First, as process and voltage scales, it becomes more difficult to design the high-performance analog blocks required in traditional high-performance architectures such as pipelined or flash architectures. Even though voltage-domain design is becoming more difficult, time-resolution has been improving due to faster transistors, which allows for new architecture such as a VCO-based one that utilizes time-domain designs [41].

The operating principle of the VCO-based ADC is shown in Figure 4-22. The sampled voltage \( V_s \) acts as the control voltage for the oscillator, so the frequency of the oscillator depends on the sampled voltage level. The output clock produced by the VCO clocks a counter for a set amount of time, whose output represents the frequency of the clock. This counter output is the output digital code. The output code can be expressed as (4.3) where \( T_c \) is the conversion time and \( K_{VCO} \) is the gain of the VCO. In typical VCO design, VCO response is nonlinear and \( K_{VCO} \) depends on the control voltage. Then the conversion resolution, which depends on \( T_c \) and \( K_{VCO} \) is expressed as (4.4).

\[
\text{Code} = \text{floor}\left((K_{VCO}V_s + f_c)T_c\right) \quad (4.3)
\]

\[
\text{Resolution} = \frac{1}{K_{VCO}} \left(\frac{T_c}{T_c} - f_c\right) \quad (4.4)
\]

![Figure 4-22. Diagram showing the operating principle of VCO-based ADC.](image-url)
Due to the input dependency of $K_{VCO}$, resolution is also input dependent. In applications such as this test circuit, where the range of input voltage is relatively small, resolution can be assumed nearly constant.

As in all ADCs, improving resolution is almost always a desired goal. Two obvious methods can be deduced by observing (4.4). One is to increase $T_C$ and the other is to increase $K_{VCO}$. Increasing $T_C$ allows the counter to count VCO clock edges for a longer amount of time, which makes it possible to detect a smaller change in frequency, and thus sense smaller changes in $V_s$. However, there is an obvious sampling frequency requirement that sets the largest allowable $T_C$, but, not only that, this method is ultimately limited by VCO clock jitter that accumulates as $T_C$ increases. There is a maximum $T_C$, $T_{C_{\text{max}}}$, up to which point resolution increases with increasing $T_C$, but beyond this, there is no improvement in resolution. Increasing $K_{VCO}$ also improves the resolution because with larger $K_{VCO}$, the same change in voltage is translated to a larger change in VCO frequency, thus a smaller change in voltage can be detected by the counter. To achieve maximum resolution, $K_{VCO}$ should be maximized through choosing the optimum VCO architecture and design. However, there is a limit to how large $K_{VCO}$ can be and this depends on the intrinsic device properties of a particular technology, such as transistor transconductance, output resistance and parasitic capacitance.

It is not apparent from (4.4), but there is actually another easy way to improve the resolution. Equation (4.4) expresses the number of clock rise edges that occur during time $T_C$, which is accomplished by the counter. The floor operation exists because the counter is inherently an integral operation. This means that the smallest time unit in the conversion operation is the clock period. Any change in frequency that translates to change in time less than a clock period over the conversion time cannot be detected by the counter. Thus, decreasing the detectable time unit directly improves the resolution. This can be seen by rewriting (4.4) as (4.5) where $n$ denotes the factor by which the time unit is increased.

$$\text{Resolution} = \frac{1}{nK_{VCO}}$$  \hspace{1cm} (4.5)
This can be easily done by noticing that there are often multiple phases in the VCO and using a different counter architecture that can use multiple phases [39]. The detailed VCO and counter architecture and design is discussed in the following sections.

4.6.2 Voltage-Controlled Oscillator Design

The VCO consists of a voltage-to-current circuit (V2I), a current-to-current circuit (I2I), a ring oscillator (RO) and 16 level-shifters (LSs). The high-level architecture is shown in Figure 4-23.

![Figure 4-23. High level block diagram of VCO architecture.](image)

V2I and I2I are used to convert the control voltage to RO current. Change in control voltage is translated to change in RO current, which in turn controls the frequency of the oscillation. A ring oscillator (RO) is used in this design because of its high $K_{vco}$, robustness and ease of design. A 16-stage current-starved-inverter-based pseudo-differential topology is used, which produces 16 pairs of differential clocks. The clocks produced by the RO are less than full-swing because they are current starved, so they are level-shifted to rail-to-rail swing using 16 differential LSs.

V2I and I2I are based on a current mirror topology as shown in Figure 4-23. The V2I consists of NMOS transconductance devices and NMOS switches for programmability. NMOS devices whose gates are connected to the control voltage produce current, which is mirrored using PMOS cascoded current mirrors in I2I.
V2I is NMOS based because the control voltage, which is the sampled voltage, is referenced to ground, thus using NMOS decreases the effect of ground supply noise. The programmability is implemented in order to control $K_{VCO}$ of the VCO. By controlling the number of on devices in V2I, transconductance of V2I and thus $K_{VCO}$ of the VCO can be controlled. I2I is designed using a cascoded PMOS current mirror in order to improve power supply rejection ratio (PSRR). Power supply noise can easily degrade the phase noise performance of VCO and thus jitter performance, which limits the resolution in VCO-base ADC. In order to further improve PSRR, the VCO uses its own dedicated power supply (VDDRO), with default value of 2.5V.

The 16-stage RO circuit is shown on Figure 4-25. Each stage is formed by four current starved inverters, two large ones making up the actual rings and two small ones for cross-coupling the two rings. The cross-coupling inverters are sized $\frac{1}{4}$ of the ring inverters to ensure writability. 16 stages are chosen to reduce the oscillation frequency thus relaxing the counter operating frequency and at the same time providing a reasonable number of bits for the encoder in the multi-phase counter.
One of the most critical specifications is the phase noise performance because of the effect of jitter on resolution. For a given process technology, there are limited ways to reduce phase noise for an inverter-based RO, and the most effective way is to increase power consumption at a given oscillation frequency. Though the phase noise analysis of RO is not straightforward because of its large signal behavior with cyclostationary nature of noise, the concept can be illustrated by the fact that thermal noise current ($I_n$) in the transistor increases as the square root of its width (or $W/L$), while the output impedance decreases linearly with its width. Thus the output noise voltage ($V_n$) decreases as the square root of its width. Because of the square root relationship, it can be observed that phase noise and jitter is reduced as the square root of total current consumption of the oscillator, with diminishing return as devices become very large.

### 4.6.3 Multi-phase Counter

Figure 4-26 shows the different phases of the VCO clocks. With the 16-stage pseudo-differential RO, there are 32 phases that are evenly spaced out within one oscillation period. The idea of the multi-phase counter is to observe the state of every phase of the RO to improve the resolution of the ADC, as mentioned previously. There have been a number of different implementations achieving this function [38][39] and in this test circuit, a counter and registers are used to count the rising edge of a phase and capture the state of every phase at the end of conversion as in [38]. This is illustrated in Figure 4-27.
Figure 4-26. Clock waveforms of different VCO clock phases showing states of the ring oscillator.

Figure 4-27. Simplified circuit diagram of multi-phase counter in ADC.

Once the chip powers up, the VCO in the ADC never turns off in order to prevent supply voltage fluctuation during turning on and turning off. So, when conversion starts, there is no way to guarantee or
assume the initial state of VCO clock phases. To solve this issue, VCO clock phases are sampled twice, once when the conversion starts and again when the conversion ends. By looking at the difference between two sampled states, additional phase accumulation can be calculated. This operation can be done on-chip using a simple subtractor, but since this is a test circuit, both sampled states are sent off-chip and calculated.

### 4.7 Data Interface

Due to limited area for pads, all input control signals and output data are sent in and out of the chip using a scan chain method. During testing, scan clocks are disabled. The scan-in and scan-out registers are shown in Figure 4-28.

![Simplified circuit diagram of scan-in and scan-out registers for data interface.](image)

Figure 4-28. Simplified circuit diagram of scan-in and scan-out registers for data interface.
5. Post-Processing

The raw measurement data from the chip needs to be post-processed to do model extraction as outlined in Section 3.5. However, before the measurement data can be used, the test circuit needs to be calibrated in order to remove the effect of signal path on the measurement, which is critical for accurate characterization. The test circuit is specifically designed such that calibration can be done easily and accurately, the details of which are described in Section 5.1. In Sections 5.2 and 5.3, measurement parameter and model parameter extraction steps are described in detail.

5.1 Calibration

Calibration is an absolutely necessary step for this test circuit for a number of reasons. First of all, the ADC has to be calibrated because of nonlinear response of the VCO frequency to input voltage. Before using the ADC, calibration must be done to produce a look up table (LUT) between input voltage and output code, which is then used to translate the output codes into input voltage series using interpolation. Also, because the VCO is sensitive to temperature variation, calibration has to be redone from time to time if there is a change of temperature. Second, any nonlinearity in the resonator terminal voltage buffer, the sampling head and sampled voltage multiplexer all add distortion to the resonator decay signal. Since the accurate capture of the exponential decay envelope is required for accurate characterization of the resonator quality factor, distortion will directly affect the accuracy of the characterization. Also, the signal path is different between every resonator despite careful layout matching. This difference affects the characterization, possibly exacerbating or shadowing the resonator variation analysis. By calibrating each path separately, the effect of the signal path is completely taken out.

Figure 5-1 shows the calibration of a resonator signal path and ADC. A DC voltage fed in from an off-chip DAC is used in calibration. As mentioned in Section 4.4.1.5, this calibration voltage drives the resonator terminal node through a transmission gate in the excitation circuit. So the calibration is done on the actual signal path as seen by the resonator terminal, which improves the accuracy of the calibration.
Once the resonator terminal voltage is set, the test circuit operates as it would in normal operation and outputs a code, which corresponds to the DC voltage from the DAC. This calibration voltage is swept and with the corresponding output codes, the LUT is created. This calibration step is done for every resonator that is being measured. Once the actual resonator measurement is done, the LUT is used to translate the output codes into resonator terminal voltages, which are used for parameter extraction.

![High level block diagram showing the calibration of signal path and ADC.](image)

**5.2 Parameter Extraction**

Once the resonator terminal voltage signal is recovered, depending on which measurement is done, the corresponding parameters need to be extracted. As described in Section 3.5, four different sets of measurements are done for each resonator, namely, series resonance measurement, parallel resonance measurement, switch resistance measurement and capacitance measurement. The following sections describe how parameters are extracted for each measurement.
5.2.1 Series and Parallel Resonance Measurement

As described in Section 3.3.4, the measured resonator terminal voltage signal for either series or parallel resonance measurement is a sinusoid signal with an exponential decay envelope, which can be expressed as (3.1). The oscillation frequency, \( f_{osc} \), and the decay time constant, \( \tau \), can be expressed as (3.2) and (3.3). Thus, by extracting \( f_{osc} \) and \( \tau \) from the signal, resonant frequency and quality factor of a given mode can be calculated. As can be seen from (3.2) and (3.3), \( f_{osc} \) and \( \tau \) are not independent parameters but functions of independent parameter \( f_o \) and \( Q \). Therefore, extraction of \( f_o \) and \( Q \) is done rather than of \( f_{osc} \) and \( \tau \). With this relationship, (3.1) can be rewritten as in (5.1).

\[
v = Ae^{-\frac{2\pi f_o}{2Q^2}} \cos(2\pi f_o \sqrt{1 - \frac{1}{4Q^2}} t + \phi)
\]  

(5.1)

The extraction is done in MATLAB using a least square fitting method. The parameter extraction process is shown in Figure 5-2.

Before extraction starts, the voltage signal is normalized such that \( A \) in (5.1) is set to 1. The extraction process consists of three fitting steps. In the first step, \( f_o, Q, \phi \) are fitted. Then in the second step, using the result of the first step, \( \phi \) is fitted again while holding the other parameters constant. In the last step, \( Q \) is fitted again while holding the other parameters constant. The reason for fitting in this
repetitive manner is to increase the fitting accuracy of $Q$, which requires accurate fitting of $\phi$. Once the extraction is done, resonant frequency and quality factor of the given resonance mode is acquired.

### 5.2.2 Switch Resistance Measurement

Extraction for switch resistance measurement is fairly simple. As explained previously, switch resistance measurement is done with two different DC test currents in order to reduce the effect of IR drop on $\text{VGX}$. Then the resonator terminal voltages for the two measurements can be written as

\[
V_1 = I_{test1} R_{sw} \quad (5.2)
\]
\[
V_2 = I_{test2} R_{sw} \quad (5.3)
\]

Then switch resistance can be calculated by

\[
R_{sw} = \frac{V_1 - V_2}{I_{test1} - I_{test2}} \quad (5.4)
\]

### 5.2.3 Feedthrough Capacitance Measurement

Capacitance measurement involves charging up the capacitance with a DC test current. Thus the expected signal on the resonator terminal is a linear ramp, which can be easily fit using a linear model. However, because part of the capacitance involved is non-linear, the signal is not exactly a linear ramp. Since the capacitance that needs to be extracted is the one involved with resonance, only the part of the curve around $\text{VGX}$, which is the DC level at which resonance occurs, is used for extraction. This is described in Figure 5-3.
5.3 Model Extraction

The parameters extracted from the four sets of measurements are used to extract the resonator model. The resonator equivalent circuit model with the excitation circuit is shown in Figure 5-4.

From the measurement, six parameters are extracted, namely, $f_o$, $Q_s$, $f_p$, $Q_p$, $R_{sw}$ and $C_0$. As seen in Figure 5-4, there are five parameters, $R_s$, $L_x$, $C_x$, $C_0$ and $R_{sw}$ that need to be extracted, where $C_0$ and $R_{sw}$ have been directly measured. As mentioned in Section 3.5, because of possible error associated in measuring $Q_s$, it is discarded in model extraction, but rather used only for verifying the extracted model. Therefore,
three measured parameters, $f_s$, $f_p$, and $Q_p$, are used to calculate the model parameters, $R_s$, $L_x$ and $C_x$. However, because the expression for $f_p$ is not concise, the model parameters are calculated numerically using an iterative approach. The extraction process is described in Figure 5-5.

![Diagram showing the model parameter extraction process.](image)

Figure 5-5. Diagram showing the model parameter extraction process.

Once model extraction is done, all the parameters necessary to completely characterize a resonator using the BVD model are available. $R_s$, $L_x$ and $C_x$ completely characterize the series resonance behavior, which in turn also allows characterization of parallel resonance behavior for any given $C_o$. 
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6. Simulation

This chapter discusses simulation methods for verifying the proposed individual circuits and overall on-chip resonator characterization method. There are a number of difficult challenges with simulating circuits such as these, where both short and long time scales are involved. Resonator response and analog signal processing circuits in the signal path are all operating in a time scale in the range of picoseconds to nanoseconds, while the sub-sampling circuits are operating over microseconds or longer. In cases like this, simulation either suffers from unacceptably long simulation time if time steps are set small, or from unacceptably low accuracy if time steps are set large. In order to solve this issue, both circuit level simulation and system level simulation are done together. Individual circuit simulation is mostly done using Cadence Spectre, while system level simulation is done using a behavioral simulator written in MATLAB, which incorporates Spectre simulation results in its model.

6.1 Block Level Simulation

The Cadence Spectre simulator is used to verify cell level and block level circuit functionality. One of the more challenging checks is the jitter simulation of the ring oscillators (RO) in sampling clock generation (SCG) and analog-to-digital converter (ADC). Since the jitter in these blocks critically affects the performance of the system, additional care is necessary in designing and simulating these blocks. In order to calculate the RMS phase jitter in RO, phase noise simulation is done using the Spectre RF simulator, and the simulated phase noise is used to calculate the RMS phase jitter using MATLAB. RMS phase jitter can be calculated from phase noise using the relationship shown in (6.1), where $L(f)$ denotes the phase noise spectrum.

$$\text{RMS Phase Jitter} = \frac{1}{2\pi f_{osc}} \sqrt{\int 2L(f)df} \tag{6.1}$$
6.2 System Level Behavioral Simulation

System level simulation is done using a behavioral simulator written in MATLAB. The behavioral models are created such that they have almost one-to-one correspondence with the actual circuit in terms of circuit hierarchy and system level operation. This allows chip operation as well as calibration to be tested in the behavioral model just as it would be done on chip. To increase the accuracy of the models and simulation, circuit level simulation results for critical blocks are imported into the behavioral models. These blocks include the resonator terminal voltage buffer, the sampling head and VCO in the ADC. Some of the critical simulations done in the behavior simulator are to test the accuracy of the proposed calibration scheme and the effect of noise and jitter on parameter extraction accuracy. Because it is difficult to analytically derive the effect of noise and jitter on parameter extraction accuracy, behavioral simulation is extensively used to derive specifications for each block. The system level behavioral simulator block diagram is shown in Figure 6-1.

![System Level Behavioral Simulator Block Diagram](image)

Figure 6-1. High level block diagram of MATLAB behavioral simulator.

6.3 Simulation Result

Behavioral simulation results are shown in this section. Figure 6-2, Figure 6-3 and Figure 6-4 shows the reconstructed resonator terminal voltage, sampling head output voltage and ADC output codes for series resonance measurement, parallel resonance measurement and feedthrough capacitance.
measurement, respectively. The output codes for each measurement are used for measurement parameter extraction and model parameter extraction. The model parameter extraction error is summarized in Table 6-1.

![Figure 6-2. Plot of reconstructed signals for series resonance measurement. Resonator terminal and sampling head output voltage (top) and ADC output code (bottom).](image)

Figure 6-2. Plot of reconstructed signals for series resonance measurement. Resonator terminal and sampling head output voltage (top) and ADC output code (bottom).
Figure 6-3. Plot of reconstructed signals for parallel resonance measurement. Resonator terminal and sampling head output voltage (top) and ADC output code (bottom).

Figure 6-4. Plot of reconstructed signals for feedthrough capacitance measurement. Resonator terminal and sampling head output voltage (top) and ADC output code (bottom).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Extraction Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>&lt; 1%</td>
</tr>
<tr>
<td>$L_x$</td>
<td>&lt; 0.1 %</td>
</tr>
<tr>
<td>$C_x$</td>
<td>&lt; 0.1 %</td>
</tr>
<tr>
<td>$f_s$</td>
<td>&lt; 100 ppm</td>
</tr>
<tr>
<td>$Q_s$</td>
<td>&lt; 1 %</td>
</tr>
</tbody>
</table>

Table 6-1. Summary of model parameter extraction error from behavioral simulation.
7. Summary and Future Work

This final chapter first summarizes the work presented in this thesis. This is followed by a brief discussion of current work being done in test chip development and testing, as well as suggestions for future work to extend this project to characterization of truly integrated MEMS resonators.

7.1 Summary

A test circuit for MEMS resonator characterization has been developed that can accurately and efficiently characterize a large array of integrated on-chip resonators. The proposed characterization method can multiplex and measure resonant frequencies and quality factors, allowing the extraction of the BVD model widely used to model resonators. Due to a generalized characterization method implemented by the test circuit, a wide range of resonators with different resonant frequency and quality factor can be accurately characterized. This test circuit features a novel excitation circuit that can carry out impulse response and accommodate a sub-sampling technique, which solves many challenges that exist with high-frequency characterization. The sampling clock necessary for sub-sampling is generated using a novel DLL-less architecture consisting of an enabled ring oscillator and frequency measurement circuit, which offers simplicity and robustness compared to the other designs previously proposed. Finally, the on-chip VCO-based ADC converts the sampled voltage and outputs a digital code allowing complete digital interface beneficial for test-automation.

7.2 Current and Future Work

Design work is currently in progress for chip tapeout, planned for fabrication with National Semiconductor Corporation in summer of 2011 using a 180 nm CMOS process. Chip testing methodology development is also being done concurrently. The test circuit will be demonstrated with discrete FBARs provided by Avago Technologies, and bar resonators developed by Professor Dana Weinstein at MIT, which will be wire-bonded to the chip.
An important future application of this test circuit is characterizing arrays of integrated MEMS resonators, for which using the existing characterization method has many challenges. A possible implementation is shown in Figure 7-1. This test circuit will allow characterization of a large array of integrated MEMS resonators without requiring probe pads for each device, thus not only saving area, but also reducing parasitic effects that can be so devastating to the advanced devices. With increasing effort to develop integrated MEMS resonators, this test circuit will provide a practical way to characterize these emerging devices, solving many challenges associated with the existing methods.

Figure 7-1. High level block diagram of on-chip test circuit interfaced with an array of integrated MEMS resonators.
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