AN ADVANCED TIME-DEPENDENT QUEUEING MODEL FOR AIRPORT DELAY ANALYSIS

Emily Roth

Report FTL-R-79-9
October 1979
AN ADVANCED TIME-DEPENDENT QUEUEING MODEL FOR AIRPORT DELAY ANALYSIS

Emily Roth

FTL Report R79-9
October 1979

Flight Transportation Laboratory
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139
Acknowledgement

I am very grateful to Professor Amedeo R. Odoni for his guidance in this research and for his detailed comments and suggestions on this paper.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Table of Contents</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>List of Figures</td>
<td>ii</td>
</tr>
<tr>
<td>1</td>
<td>Introduction</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>The Models</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2.1. The Basic Model</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2.1.1. Definition of Terms</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2.1.2. Priority Schemes</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>2.1.3. Notation</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2.1.4. State Equations and Performance Measures</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2.1.5. The Computer Program</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>2.2. The Extended Model</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2.2.1. Notation</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2.2.2. State Equations and Performance Measures</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>Experimental Results</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>Expected Delay</td>
<td>45</td>
</tr>
<tr>
<td>5</td>
<td>Extensions and Conclusions</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Appendix</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>References</td>
<td>61</td>
</tr>
</tbody>
</table>
### LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-1:</td>
<td>Demand Profiles for Test Cases 1-4</td>
<td>28</td>
</tr>
<tr>
<td>3-2:</td>
<td>Expected Number of Aircraft in Queue for Test Cases 1-4</td>
<td>30</td>
</tr>
<tr>
<td>3-3:</td>
<td>Demand Profiles for Test Cases 5 and 6</td>
<td>32</td>
</tr>
<tr>
<td>3-4:</td>
<td>Expected Number of Aircraft in Queue for Test Cases 5 and 6</td>
<td>33</td>
</tr>
<tr>
<td>3-5:</td>
<td>Demand Profiles for Simulation and Two-Queue Models</td>
<td>35</td>
</tr>
<tr>
<td>3-6:</td>
<td>Expected Number of Landing Aircraft in the System - Strict Type 1 Priority</td>
<td>36</td>
</tr>
<tr>
<td>3-7:</td>
<td>Expected Number of Departing Aircraft in Queue - Strict Type 1 Priority</td>
<td>37</td>
</tr>
<tr>
<td>3-8:</td>
<td>Expected Number of Aircraft in Each Queue for the Basic and Extended Models - Alternating Priority</td>
<td>39</td>
</tr>
<tr>
<td>3-9:</td>
<td>Expected Number of Landing Aircraft in the System - Extended Model</td>
<td>41</td>
</tr>
<tr>
<td>3-10:</td>
<td>Expected Number of Departing Aircraft in the System - Extended Model</td>
<td>42</td>
</tr>
<tr>
<td>4-1:</td>
<td>Expected Delay Under Alternating Priority for Three Levels of Runway Utilization</td>
<td>48</td>
</tr>
<tr>
<td>4-2:</td>
<td>Expected Delay to Landing Aircraft - Strict Type 1 Priority</td>
<td>52</td>
</tr>
<tr>
<td>4-3:</td>
<td>Expected Delay to Departing Aircraft - Strict Type 1 Priority</td>
<td>53</td>
</tr>
<tr>
<td>A-1:</td>
<td>State Transition Diagram for Basic Model - Alternating Priority</td>
<td>57</td>
</tr>
</tbody>
</table>
1. Introduction

In the past several years many attempts have been made to model the probabilistic nature of airport runway operations using a queueing-theoretic approach to runway modeling. Early studies were limited by computational considerations to examination of systems only once they reached "steady state". These models were unable to reflect the characteristic hourly "rises" and "falls" of demand for runway use at major airports. Koopman [4] was the first to include time-varying demand in a queueing model of a runway. He examined simple $M(t)/M/1$ and $M(t)/D/1$ models with planes awaiting landing or takeoff placed in a single common queue. By using advanced numerical techniques he showed that the airport system equations can be solved recursively through the computer to exhibit the system behavior as a function of time. A later study by Hensbach and Odoni [3] extended these models to include the case of $k$ independent runways. This study also resulted in a set of computer programs which increased tremendously the computational efficiency of this approach.

In this report we explore, for the first time, time-dependent queueing-theoretic models in which landing and departing aircraft are kept in separate queues. This allows explicit acknowledgement of various sequencing strategies by air traffic controllers and computation of separate statistics for delays to landings and to takeoffs.

The report is organized into several basic sections. Expanding on an idea introduced by Koopman [4], we begin with the development of a basic two-queue runway model under time-varying demand. We then
present an extended model which more realistically reflects actual airport runway situations. Third, results from an experimental investigation with these models are presented, including comparisons with the earlier single-queue model. Section 4 is a discussion of the expected delay to aircraft in these two-queue systems. Finally, we mention some simple extensions and suggest directions for further study.
2. The Models

This section discusses the two theoretical models examined in this report and includes a brief description of the computer program used to solve them. The "basic model" is a straightforward, two-queue interpretation of an airport runway but provides only a rough representation of operations at most airports. The "extended model", although substantially more costly to implement, can portray mixed operations on single runways with much more accuracy and can also be used to model selected intersecting runway situations (see Section 3.2).

2.1 The Basic Model

The basic model is an extension of an M(t)/M/l queueing system to account for two types of "customers" (aircraft to land or to takeoff) with different demand and service characteristics, and sequenced by various priority schemes.

Aircraft arrive in a probabilistic manner to land and are directed into a queue (holding stack) in the air if the runway is occupied. Meanwhile, other aircraft queue up next to the runway awaiting takeoff. Arrivals to each queue are assumed to be statistically independent Poisson processes with time-varying average arrival rates. Once an aircraft enters a queue it maintains its position ensuring first-come, first-serve treatment within each queue.

The runway is a single server, serving both types of aircraft in a nonpreemptive manner. The length of service for any aircraft is the total time it occupies the final approach/runway sequence, thus preventing
other waiting aircraft from being served. This service time is probabilistic with a general probability distribution. Past examinations of the single-queue model [3,4] have shown the system to be quite insensitive to the exact form of this distribution under the particular demand profiles characteristic of major airports. This allows the analysis to be immensely simplified by assuming that service times are exponentially distributed. We further simplify the model by specifying that each of the two aircraft types has its own, time-independent average service rate.

2.1.1 Definition of Terms

For convenience, aircraft waiting to land are denoted as "type 1" and the queue that these aircraft form (often in holding stacks) is "queue 1". Aircraft waiting for a takeoff are "type 2" and the ground queue is referred to as "queue 2".

The "system" we are concerned with consists of the runway and the two queues of aircraft awaiting runway use. The "state of the system" is defined by an ordered set of numbers. State \((I,J,K)\) represents \(I-1\) type 1 and \(J-1\) type 2 aircraft in the system with a type \(K\) \((K = 1,2)\) aircraft in service (the indices are shifted by 1 to maintain consistency with the computer terminology).*

Since the number of equations (or equivalently the number of states) describing the system must be finite to be soluble, maximum queue sizes must be specified. This means that any aircraft arriving to a full queue will be turned away and hence lost from the system. Care must be

*When the server is idle we use a special symbol (see Section 2.1.3).
taken to choose these maximum lengths large enough to avoid turning away any aircraft in the course of any normal day's operations.

The physical capacity of the system can be specified either by the total number of spaces in queue or the total number of aircraft in the system. We have chosen to use the latter definition. This implies that the capacity of each queue is a function of the type of aircraft in service. To avoid ambiguity, care must be taken with terminology. For instance, "number in queue" does not include the customer in service. Also, the term "arrival" refers to an aircraft of either type entering the system rather than to landing aircraft.

2.1.2 Priority Schemes

As the runway serves two types of "customers", the type of aircraft to next begin service each time the runway is vacated, must be determined by a set of priority rules. In this work we have examined four different priority schemes which are described below.

The "strict type 1" scheme gives absolute priority to type 1 aircraft. In other words, whenever the runway becomes free, type 1 planes are given preference on a FCFS basis. If queue 1 is empty, the first aircraft in queue 2 is directed to begin its takeoff.

In the "alternating" scheme, as soon as an aircraft completes service, one of the other type, as long as such an aircraft exists, will be given preference to next use the runway.
The "strict type 1/strict type 2" and "strict type 1/alternating" schemes combine two sets of priority rules. In each, as long as the number of type 2 aircraft in the system remains at or below an arbitrary threshold (called MCUT), type 1 aircraft are given strict priority. If, however, the number of type 2 aircraft exceeds MCUT, the rules change, either by giving type 2 aircraft strict priority or by switching to alternating priority. In each case, as soon as there are MCUT or fewer type 2 aircraft in the system, type 1 planes are once again given absolute priority.

In summary, the schemes are outlined below:

- **strict type 1**: absolute priority given to type 1.
- **alternating**: priority is given to the type other than the one which last completed service.
- **strict type 1/strict type 2**: if MCUT or fewer type 2 aircraft are in the system, preference is given to type 1. If the number of type 2 exceeds MCUT, absolute priority is given to type 2 aircraft.
- **strict type 1/alternating**: as in strict type 1/strict type 2, except that, if the number of type 2 aircraft exceeds MCUT, alternating priority is imposed.

### 2.1.3 Notation

We have chosen to make our notation slightly unnatural in order to eliminate the need for three subscripts to the state variables. Note also that explicit time dependence has been suppressed.
The parameters used are as follows:

\[ N_1 = \text{maximum number of type 1 aircraft allowable in the system.} \]
\[ N_2 = \text{maximum number of type 2 aircraft allowable in the system.} \]
\[ M_{N1} = N_1 + 1. \]
\[ M_{N2} = N_2 + 1. \]
\[ MCUT = \text{changeover value for priority schemes involving a threshold. If there are less than or equal to MCUT type 2 aircraft in the system, one set of priority rules is followed; if the number of type 2 exceeds MCUT a different scheme is imposed.} \]

The following variables are functions of time but this dependence has been suppressed in the variable names:

\[ R = \text{probability that the system is empty at time } T. \]
\[ P(I, J) = \text{probability that } I-1 \text{ type 1 and } J-1 \text{ type 2 aircraft are in the system at time } T \text{ and a type 1 aircraft is in service.} \]
\[ Q(I, J) = \text{probability that } I-1 \text{ type 1 and } J-1 \text{ type 2 aircraft are in the system at time } T \text{ and a type 2 aircraft is in service.} \]
\[ DR = \text{rate of change of } R \text{ at time } T. \]
\[ DP(I, J) = \text{rate of change of } P(I, J) \text{ at time } T. \]
\[ DQ(I, J) = \text{rate of change of } Q(I, J) \text{ at time } T. \]
\[ L_1 = \text{average arrival rate to queue 1 at time } T \text{ (} L_1 = \lambda_1(T) \text{ in conventional queueing theory notation).} \]
\[ L_2 = \text{average arrival rate to queue 2 at time } T \text{ (} L_2 = \lambda_2(T). \]
\[ U_1 = \text{average service rate of type 1 aircraft at time } T \text{ (} U_1 = \mu_1(T)). \]
\[ U_2 = \text{average service rate of type 2 aircraft at time } T \text{ (} U_2 = \mu_2(T)). \]
2.1.4 State Equations and Performance Measures

The state equations are first-order differential equations describing the rate of change of the number and position of each type of aircraft in the system as a function of time. These equations, derived by techniques described in the appendix, are sparse but numerous. Each of the priority schemes entails solving a set of these simultaneous, first-order equations. The number of equations is given by \( N = 2(MN_1)(MN_2) + 1 \). For example, if we allow a maximum of 15 aircraft of each type in the system, \( N \) is already equal to 513.

On the next several pages we provide computer listings of the state equations for each of the priority schemes described in Section 2.1.2.

Solving the system of differential equations will yield the state probabilities as a function of time. These can in turn be used to obtain statistics to describe system behavior.

We have examined quantities such as the following (the time dependence has been suppressed):

(i) The probability that a type 1 aircraft is in service at time \( T \),

\[
PROB_1 = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} P(I,J)
\]

(ii) The probability that a type 2 aircraft is in service at time \( T \),

\[
PROB_2 = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} Q(I,J)
\]
State Equations for the Basic Model - Strict Type 1 Priority

\[ DR = -(L_1 L_2) \cdot R \cdot U_1 \cdot P(2, 1) + U_2 \cdot U(1, 2) \]

\[ DP(2, 1) = -(L_1 L_2 + U_1) \cdot P(2, 1) + \bar{L} \cdot R \cdot U_1 \cdot P(J, 1) + U_2 \cdot Q(2, 2) \]

\[ \text{DO 120} \quad I = 3, N_1 \]

\[ DP(I, 1) = -(L_1 L_2 + U_1) \cdot P(I, 1) + L_1 \cdot P(I, 1) + U_2 \cdot Q(I, 1) \]

\[ \text{DO 130} \quad J = 2, N_2 \]

\[ DP(I, J) = -(L_1 L_2 + U_1) \cdot P(I, J) + L_1 \cdot P(I, J) + U_2 \cdot Q(I, J) \]

\[ \text{DO 140} \quad J = 2, N_2 \]

\[ DP(2, J) = -(L_1 L_2 + U_1) \cdot P(2, J) + \bar{L} \cdot P(3, J) + U_2 \cdot Q(2, J) \]

\[ \text{DO 140} \quad J = 2, N_2 \]

\[ DP(M_{i, 2}) = -(L_1 L_2) \cdot P(M_{i, 2}) + L_1 \cdot P(M_{i, 2}) + U_2 \cdot Q(M_{i, 2}) \]

\[ \text{DO 150} \quad I = 2, N_1 \]

\[ DP(2, I) = -(L_1 L_2 + U_2) \cdot Q(2, I) + L_1 \cdot Q(1, I) \]

\[ \text{DO 160} \quad J = 3, N_2 \]

\[ DP(I, J) = -(L_1 L_2 + U_2) \cdot Q(I, J) + L_1 \cdot Q(I, J) + U_2 \cdot Q(I, J) \]

\[ \text{DO 170} \quad J = 2, N_2 \]

\[ DP(M_{i, J}) = -(L_1 L_2 + U_2) \cdot Q(M_{i, J}) + L_1 \cdot Q(M_{i, J}) + U_2 \cdot Q(M_{i, J}) \]

\[ \text{DO 170} \quad J = 2, N_2 \]

\[ DP(2, J) = -(L_1 L_2 + U_2) \cdot Q(2, J) + L_1 \cdot Q(1, J) + U_2 \cdot Q(1, J) \]

\[ \text{DO 180} \quad J = 3, N_2 \]

\[ DP(I, J) = -(L_1 L_2 + U_2) \cdot Q(I, J) + L_1 \cdot Q(I, J) + U_2 \cdot Q(I, J) \]

\[ \text{DO 190} \quad J = 2, N_2 \]

\[ DP(I, J) = -(L_1 L_2 + U_2) \cdot Q(I, J) + L_1 \cdot Q(I, J) + U_2 \cdot Q(I, J) \]

\[ \text{DO 190} \quad J = 2, N_2 \]

\[ DP(M_{i, J}) = -(L_1 L_2 + U_2) \cdot Q(M_{i, J}) + L_1 \cdot Q(M_{i, J}) + U_2 \cdot Q(M_{i, J}) \]

\[ \text{DO 190} \quad J = 2, N_2 \]

\[ DP(I, J) = -(L_1 L_2 + U_2) \cdot Q(I, J) + L_1 \cdot Q(I, J) + U_2 \cdot Q(I, J) \]

\[ \text{DO 190} \quad J = 2, N_2 \]

\[ DP(M_{i, J}) = -(L_1 L_2 + U_2) \cdot Q(M_{i, J}) + L_1 \cdot Q(M_{i, J}) + U_2 \cdot Q(M_{i, J}) \]
State Equations for the Basic Model - Alternating Priority

\[\begin{align*}
DR &= -(L_1 + L_2) \cdot R \cdot U_1 \cdot P(2,1) + U_2 \cdot U_1 \cdot P(1,2) \\
DP(2,1) &= -(L_1 + L_2) \cdot P(2,1) \cdot L_2 \cdot P(1,2) + U_1 \cdot P(1,1) + U_2 \cdot Q(2,2) \\
DP(MN1,1) &= -(L_2 + L_1) \cdot P(MN1,1) \cdot P(N1,1) + U_2 \cdot Q(MN1,1) \\
DG(1,2) &= -(L_1 + L_2) \cdot P(1,2) \cdot L_2 \cdot R \cdot U_1 \cdot P(2,2) + U_2 \cdot Q(1,1) \\
DO & \text{ for } J = 3, N2 \\
DG(MN1,J) &= -(L_2 + U_2) \cdot Q(MN1,J) \cdot P(N1,J) + J \cdot L_2 \cdot Q(MN1,J) - 1 \\
DG(1,1) &= -(L_1 + L_2) \cdot Q(1,1) \cdot L_2 \cdot Q(1,1) + U_1 \cdot P(2,1) \cdot U_2 \cdot Q(1,1) \\
DG(MN1,2) &= -(L_2 + U_2) \cdot Q(MN1,2) \cdot L_1 \cdot Q(N1,2) - 1 \\
DO & \text{ for } J = 2, N2 \\
DG(MN1,J) &= -(L_2 + U_2) \cdot P(MN1,J) \cdot L_1 \cdot P(N1,J) - 1 + U_2 \cdot Q(MN1,J) - 1 \\
DG(2,2) &= -(L_1 + L_2) \cdot P(2,2) \cdot L_1 \cdot P(2,2) - 1 + U_2 \cdot Q(2,2) \\
DO & \text{ for } I = 1, N1 \\
DO & \text{ for } J = 2, N2 \\
DP(1,1) &= -(L_1 + L_2) \cdot P(1,1) \cdot L_2 \cdot P(1,1) + U_1 \cdot P(1,1) + U_2 \cdot Q(1,1) \\
DP(MN1,1) &= U_1 \cdot P(MN1,1) \cdot L_1 \cdot P(N1,1) + L_2 \cdot Q(MN1,1) \\
DO & \text{ for } I = 1, N1 \\
DO & \text{ for } J = 2, N2 \\
DP(1,1) &= -(L_1 + L_2) \cdot Q(1,1) \cdot L_2 \cdot Q(1,1) + U_1 \cdot P(1,1) + U_2 \cdot Q(1,1) \\
DG(1,1) &= -(L_1 + L_2) \cdot Q(1,1) \cdot L_1 \cdot Q(1,1) - 1 + U_2 \cdot Q(1,1) \\
DG(MN1,1) &= -(L_2 + U_2) \cdot Q(MN1,1) \cdot L_1 \cdot Q(N1,1) - 1 + U_2 \cdot Q(MN1,1) \\
\end{align*}\]
State Equations for the Basic Model - Strict Type 1/Strict Type 2 Priority

\[
\begin{align*}
MCUT_1 &= MCUT + 1 \\
MCUT_2 &= MCUT + 2 \\
DP(MN1,J) &= (L_1 + L_2 + U_1) * P(MN1,J) + L_1 * P(N_1,J) + L_2 * Q(MN1,J) + U_1 * Q(N_1,J) \\
DO(1,J) &= \text{DO}(1,J) \\
DO(2,J) &= \text{DO}(2,J) \\
\end{align*}
\]
State Equations for the Basic Model - Strict Type 1/Alternating Priority

\[ L_3 = L_2 \]
\[ MCUT_1 = MCUT + 1 \]
\[ MCUT_2 = MCUT + 2 \]
\[ D_1 = (L_1 + L_2)^*R + U_1^*P(J_1) + U_2^*Q(J_2) \]
\[ DP(J_1) = (L_1 + L_2)^*P(J_1) + L_1^*R + U_1^*P(J_1) + U_2^*Q(J_2) \]
\[ \text{DO 120 } I = 1 + N_1 \]
\[ DP(I) = (L_1 + L_2)^*P(I) + L_1^*P(I) + U_1^*P(I) + U_2^*Q(I) \]
\[ \text{DO 130 } J = 2 + MCUT \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 135 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 140 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 145 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 150 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 155 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 160 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
\[ \text{DO 165 } J = MCUT + 2 \]
\[ DP(I, J) = (L_1 + L_2)^*P(I, J) + L_1^*P(I) + U_1^*P(I) \]
(iii) The expected number of type 1 aircraft in the system at time T,

$$\sum_{I=1}^{M_{I}} \sum_{J=1}^{M_{2}} (I-1)[P(I,J) + Q(I,J)].$$

(iv) The expected number of type 2 aircraft in the system at time T,

$$\sum_{I=1}^{M_{I}} \sum_{J=1}^{M_{2}} (J-1)[P(I,J) + Q(I,J)].$$

(v) The expected number of aircraft in queue 1 at time T,

$$\sum_{I=1}^{M_{I}} \sum_{J=1}^{M_{2}} [(I-2)P(I,J) + (I-1)Q(I,J)].$$

(vi) The expected number of aircraft in queue 2 at time T,

$$\sum_{I=1}^{M_{I}} \sum_{J=1}^{M_{2}} [(J-1)P(I,J) + (J-2)Q(I,J)].$$

(v) The total expected number of aircraft in queue at time T,

$$EQ = EQ1 + EQ2.$$

2.1.5 The Computer Program

To solve the systems of simultaneous, first-order differential equations, the computer program included an IMSL* subroutine named DVOGER. This program is written in double-precision FORTRAN and uses Gear's Method to recursively obtain the state probabilities as a function of time. The time increment between successive iterations is variable,

* International Math-Science Library
chosen just small enough by DVOGER to satisfy a specified one-step error criterion.

In addition to the equations, inputs to the computer program include the average demand and service rate profiles for each type of aircraft. The state probabilities obtained as outputs can be used to compute statistics such as those discussed previously.

A discussion of computation time and cost is contained in Section 5.
2.2 The Extended Model

Although the basic two-queue runway model is much more powerful than the single-queue model, it is still not sophisticated enough to provide a realistic picture of air traffic congestion in many practical situations. Specifically, recall that in this basic model the average service rates depend solely upon the type of aircraft currently in service. In practice, however, aircraft service times on runways are also highly dependent upon the type of aircraft previously using the runway.

For instance, under Instrument Flight Rules (IFR), when a landing is preceded by a takeoff on the same runway, the landing aircraft can be as close as 2 n. miles from the runway at the time when the takeoff roll begins. By contrast, if the preceding operation is also a landing, a minimum separation of 3-6 n. miles (depending on aircraft weights) is required. Thus, the "time-gap" between successive operations, i.e., the service time for the landing, depends on whether the preceding operation is a landing or a takeoff.

A quite straightforward extension of the basic model takes account of dependence on the type of the previous aircraft in service by labeling each state with four indices: state (I,J,K,L) represents I-1 type 1 and J-1 type 2 aircraft in the system, a type K (K=1,2) customer currently in service and a type L (L=0,1,2) customer last in service (L is set to zero if the current aircraft arrived to find an idle runway). Average service rates are now specified by $u_{KL}$ where K is the type of aircraft currently in service and L is the type previously served.
2.2.1 Notation

The modified notation for this model follows. For completeness, notation common to both models has been repeated.

For the extended model the parameters are:

- \( N_1 \) = maximum number of type 1 aircraft allowable in the system.
- \( N_2 \) = maximum number of type 2 aircraft allowable in the system.
- \( MN_1 \) = \( N_1 + 1 \).
- \( MN_2 \) = \( N_2 + 1 \).
- \( MCUT \) = changeover value for threshold priority schemes.

The variables are (time dependence suppressed):

- \( R \) = probability that the system is empty at time \( T \).
- \( PL(I,J) \) = probability that \( I-1 \) type 1 and \( J-1 \) type 2 aircraft are in the system at time \( T \), a type 1 is in service and a type \( L \) (\( L=0,1,2 \)) just completed service.
- \( QL(I,J) \) = probability that \( I-1 \) type 1 and \( J-1 \) type 2 aircraft are in the system at time \( T \), a type 2 is in service and a type \( L \) (\( L=0,1,2 \)) just completed service.
- \( DR \) = rate of change of \( R \) at time \( T \).
- \( DPL(I,J) \) = rate of change of \( PL(I,J) \) at time \( T \) (\( L=0,1,2 \)).
- \( DQL(I,J) \) = rate of change of \( QL(I,J) \) at time \( T \) (\( L=0,1,2 \)).
- \( L_1 \) = average arrival rate to queue 1 at time \( T \) (\( L_1 = \lambda_1(T) \)).
- \( L_2 \) = average arrival rate to queue 2 at time \( T \) (\( L_2 = \lambda_2(T) \)).
- \( UKL \) = average service rate of a type \( K \) aircraft which was preceded by a type \( L \) aircraft (\( UKL = \mu_{KL} \) (\( K=1,2; L=0,1,2 \))).
2.2.2 State Equations and Performance Measures

Due to the increased complexity in the definition of a state, the state equations for the extended model are less sparse than those of the basic model but they are derived and solved in the same manner. The equations for the four priority schemes discussed in Section 2.1.2 are listed on the next several pages.

At time T, the corresponding statistics for the extended system are:

\begin{align*}
\text{(i) PROB1} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} [P_0(I,J) + P_1(I,J) + P_2(I,J)]. \\
\text{(ii) PROB2} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} [Q_0(I,J) + Q_1(I,J) + Q_2(I,J)]. \\
\text{(iii) EL1} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} (I-1)[P_0(I,J) + P_1(I,J) + P_2(I,J) + Q_0(I,J) \\
& \quad + Q_1(I,J) + Q_2(I,J)]. \\
\text{(iv) EL2} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} (J-1)[P_0(I,J) + P_1(I,J) + P_2(I,J) + Q_0(I,J) \\
& \quad + Q_1(I,J) + Q_2(I,J)]. \\
\text{(v) EQ1} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} [(I-2)(P_0(I,J) + P_1(I,J) + P_2(I,J)) \\
& \quad + (I-1)(Q_0(I,J) + Q_1(I,J) + Q_2(I,J))]. \\
\text{(vi) EQ2} & = \sum_{I=1}^{M_1} \sum_{J=1}^{M_2} [(J-1)(P_0(I,J) + P_1(I,J) + P_2(I,J)) \\
& \quad + (J-2)(Q_0(I,J) + Q_1(I,J) + Q_2(I,J))]. \\
\text{(vii) EQ} & = EQ1 + EQ2.
\end{align*}
State Equations for the Extended Model - Strict Type 1 Priority

\[DP = -(L_1 L_2) R U_1 P_{12} + U_1 P_{12} (2,1) + U_0 Q_{00} (1,2)\]

\[-U_2 Q_{12} - U_2 Q_{22} (1,2)\]

\[DP_0 (0,1) = -(L_1 L_2 U_1) P_{10} (0,1) + U_1 P_{10} (1,1) + U_0 P_{00} (1,2)\]

\[-U_2 Q_{12} - U_2 Q_{22} (1,2)\]

\[DP_1 (0,1) = -(L_1 L_2 U_1) P_{11} (1,1) + U_1 P_{11} (1,1) + U_0 P_{01} (1,1)\]

\[DP_2 (0,1) = -(L_1 L_2 U_1) P_{22} (2,1) + U_1 P_{22} (2,1) + U_0 P_{02} (2,1)\]

\[DP_0 (1,1) = -(L_1 + R) P_{00} (1,1) + U_0 P_{00} (1,1)\]

\[-U_1 P_{11} (1,1) + U_0 P_{01} (1,1) + U_0 P_{02} (2,1)\]

\[DP_1 (1,1) = -(L_1 + R) P_{11} (1,1) + U_0 P_{01} (1,1) + U_0 P_{02} (2,1)\]

\[DP_2 (1,1) = -(L_1 + R) P_{22} (2,1) + U_0 P_{02} (2,1) + U_0 P_{03} (2,1)\]

\[DP_0 (1,2) = -(L_1 + R) P_{00} (1,2) + U_0 P_{00} (1,2)\]

\[-U_1 P_{11} (1,2) - U_1 P_{12} (2,2)\]

\[DP_1 (1,2) = -(L_1 + R) P_{11} (1,2) + U_0 P_{01} (1,2) + U_0 P_{02} (2,2)\]

\[DP_2 (1,2) = -(L_1 + R) P_{22} (2,2) + U_0 P_{02} (2,2) + U_0 P_{03} (2,2)\]

\[DP_0 (2,1) = -(L_1 + R) P_{00} (2,1) + U_0 P_{00} (2,1)\]

\[-U_1 P_{11} (2,1) - U_1 P_{12} (3,2)\]

\[DP_1 (2,1) = -(L_1 + R) P_{11} (2,1) + U_0 P_{01} (2,1) + U_0 P_{02} (3,2)\]

\[DP_2 (2,1) = -(L_1 + R) P_{22} (3,2) + U_0 P_{02} (3,2) + U_0 P_{03} (3,2)\]

\[DP_0 (2,2) = -(L_1 + R) P_{00} (2,2) + U_0 P_{00} (2,2)\]

\[-U_1 P_{11} (2,2) - U_1 P_{12} (3,3)\]

\[DP_1 (2,2) = -(L_1 + R) P_{11} (2,2) + U_0 P_{01} (2,2) + U_0 P_{02} (3,3)\]

\[DP_2 (2,2) = -(L_1 + R) P_{22} (3,3) + U_0 P_{02} (3,3) + U_0 P_{03} (3,3)\]

\[DP_0 (1,3) = -(L_1 + R) P_{00} (1,3) + U_0 P_{00} (1,3)\]

\[-U_1 P_{11} (1,3) - U_1 P_{12} (2,4)\]

\[DP_1 (1,3) = -(L_1 + R) P_{11} (1,3) + U_0 P_{01} (1,3) + U_0 P_{02} (2,4)\]

\[DP_2 (1,3) = -(L_1 + R) P_{22} (2,4) + U_0 P_{02} (2,4) + U_0 P_{03} (2,4)\]

\[DP_0 (2,3) = -(L_1 + R) P_{00} (2,3) + U_0 P_{00} (2,3)\]

\[-U_1 P_{11} (2,3) - U_1 P_{12} (3,4)\]

\[DP_1 (2,3) = -(L_1 + R) P_{11} (2,3) + U_0 P_{01} (2,3) + U_0 P_{02} (3,4)\]

\[DP_2 (2,3) = -(L_1 + R) P_{22} (3,4) + U_0 P_{02} (3,4) + U_0 P_{03} (3,4)\]

\[DP_0 (3,1) = -(L_1 + R) P_{00} (3,1) + U_0 P_{00} (3,1)\]

\[-U_1 P_{11} (3,1) - U_1 P_{12} (4,2)\]

\[DP_1 (3,1) = -(L_1 + R) P_{11} (3,1) + U_0 P_{01} (3,1) + U_0 P_{02} (4,2)\]

\[DP_2 (3,1) = -(L_1 + R) P_{22} (4,2) + U_0 P_{02} (4,2) + U_0 P_{03} (4,2)\]

\[DP_0 (3,2) = -(L_1 + R) P_{00} (3,2) + U_0 P_{00} (3,2)\]

\[-U_1 P_{11} (3,2) - U_1 P_{12} (4,3)\]

\[DP_1 (3,2) = -(L_1 + R) P_{11} (3,2) + U_0 P_{01} (3,2) + U_0 P_{02} (4,3)\]

\[DP_2 (3,2) = -(L_1 + R) P_{22} (4,3) + U_0 P_{02} (4,3) + U_0 P_{03} (4,3)\]

\[DP_0 (3,3) = -(L_1 + R) P_{00} (3,3) + U_0 P_{00} (3,3)\]

\[-U_1 P_{11} (3,3) - U_1 P_{12} (4,4)\]

\[DP_1 (3,3) = -(L_1 + R) P_{11} (3,3) + U_0 P_{01} (3,3) + U_0 P_{02} (4,4)\]

\[DP_2 (3,3) = -(L_1 + R) P_{22} (4,4) + U_0 P_{02} (4,4) + U_0 P_{03} (4,4)\]
\[
\begin{align*}
D_{00}(l, j) &= -(L_1 + L_2 + U_{20})Q_0(l, j) + L_2Q_0(l + 1, j - 1) \\
D_{01}(l, j) &= -(L_1 + L_2 + U_{21})Q_1(l, j) + L_2Q_1(l + 1, j - 1) + U_{10}P_0(2, j) \\
&\quad + U_{11}P_1(2, j) + U_{12}P_2(2, j) \\
D_{02}(l, j) &= -(L_1 + L_2 + U_{22})Q_2(l, j) + L_2Q_2(l + 1, j - 1) + U_{20}Q_0(l + 1, j + 1) \\
&\quad + U_{21}Q_1(l + 1, j + 1) + U_{22}Q_2(l + 1, j + 1) \\
D_{00}(m, n) &= -(L_2 + U_{20})Q_0(m, n) + L_1Q_0(n) \\
D_{01}(m, n) &= -(L_2 + U_{21})Q_1(m, n) + L_1Q_1(n) \\
D_{02}(m, n) &= -(L_2 + U_{22})Q_2(m, n) + L_1Q_2(n) \\
D_{00}(1 + m, n) &= -(L_1 + U_{20})Q_0(1 + m, n) + L_1Q_0(n) \\
D_{01}(1 + m, n) &= -(L_1 + U_{21})Q_1(1 + m, n) + L_1Q_1(n) \\
D_{02}(1 + m, n) &= -(L_1 + U_{22})Q_2(1 + m, n) + L_1Q_2(n)
\end{align*}
\]
State Equations for the Extended Model – Alternating Priority

\[ D_P = (L_1+L_2)R + U_{10}^0 P_0 (2,1) + U_{11}^0 P_1 (2,1) + U_{12}^0 P_2 (2,1) + U_{20}^0 Q_0 (1,2) \]

- \[ U_{21}^0 P_1 (1,2) + U_{22}^0 Q_2 (1,2) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{10}^0) P_0 (2,1) + L_1 R \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{11}^0) P_1 (2,1) + U_{10}^0 P_0 (2,1) + U_{11}^0 P_1 (2,1) + U_{12}^0 P_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{20}^0) P_0 (2,1) + L_2 R \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{21}^0) P_1 (2,1) + L_2 R \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]

- \[ D_P (L_1+L_2) = (L_1+L_2+U_{22}^0) P_2 (2,1) + U_{20}^0 Q_0 (1,2) + U_{21}^0 Q_1 (2,1) + U_{22}^0 Q_2 (2,1) \]
\[ D_{11}(1, J) = -(L_1 + L_2 + U_2) \cdot Q_1(1 + J) + L_2 \cdot Q_1(1 + J - 1) + U_{10} \cdot P_1(2 + J) \]
\[ = U_{11} \cdot P_1(2 + J) + U_{12} \cdot P_2(2 + J) \]

\[ D_{12}(1, J) = -(L_1 + L_2 + U_2) \cdot Q_2(1 + J) + L_2 \cdot Q_2(1 + J - 1) + U_{20} \cdot Q_1(1 + J + 1) \]
\[ = U_{21} \cdot Q_1(1 + J + 1) + U_{22} \cdot Q_1(1 + J + 1) \]

\[ D_{00}(M_{N1} + d) = -(L_2 + U_20) \cdot Q_0(M_{N1} + d) + L_1 \cdot Q_0(M_{N1} + d) \]
\[ D_{01}(M_{N1} + d) = -(L_2 + U_21) \cdot Q_1(M_{N1} + d) + L_1 \cdot Q_1(M_{N1} + d) \]
\[ D_{02}(M_{N1} + d) = -(L_2 + U_22) \cdot Q_2(M_{N1} + d) + L_1 \cdot Q_2(M_{N1} + d) \]

\[ D_{00}(1 + M_{N2}) = -(L_1 + U_20) \cdot Q_0(1 + M_{N2}) + L_2 \cdot Q_0(1 + M_{N2}) \]
\[ D_{01}(1 + M_{N2}) = -(L_1 + U_21) \cdot Q_1(1 + M_{N2}) + L_2 \cdot Q_1(1 + M_{N2}) \]
\[ D_{02}(1 + M_{N2}) = -(L_1 + U_22) \cdot Q_2(1 + M_{N2}) + L_2 \cdot Q_2(1 + M_{N2}) \]
State Equations for the Extended Model - Strict Type 1/Strict Type 2 Priority

\[ \text{MCUT}_1 = \text{MCUT} + 1 \]
\[ \text{MCUT}_2 = \text{MCUT} + 2 \]

DO = (L + L2) * R1 + P0(2,1) * U1 + P1(2,1) * U1 + P2(2,1) * U2 + Q0(1,2)
- + U21 * Q1(1,2) + U22 * Q2(1,2)

DO(2,1) = (L + L2 + U10) * P0(2,1) + U11 * P1(2,1) + P2(2,1) * L2 + P0(2,1)

DO(2,2) = (L + L2 + U11) * P1(2,1) + P2(2,1) * L2 + P0(2,1)

DO(2,3) = (L + L2 + U12) * P2(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,4) = (L + L2 + U13) * P3(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,5) = (L + L2 + U14) * P4(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,6) = (L + L2 + U15) * P5(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,7) = (L + L2 + U16) * P6(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,8) = (L + L2 + U17) * P7(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,9) = (L + L2 + U18) * P8(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,10) = (L + L2 + U19) * P9(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,11) = (L + L2 + U20) * P10(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)

DO(2,12) = (L + L2 + U21) * P11(2,1) + U20 * Q0(1,2) + U21 * Q1(2,2) + U22 * Q2(2,2)
\[
\begin{align*}
D_{Q2}(1+2) &= (L_1^1L_2^2U_20^1) * Q_2(1+2) * L_1^1Q_2(1+2) \\
D_{Q1}(1+J) &= (L_1^L_2^2U_20^1) * Q_1(1+J) * L_1^1Q_2(1+J-1) \\
D_0(1+J) &= (L_1^L_2^2U_20^1) * Q_0(1+J) * L_1^1Q_2(1+J-1) \\
\end{align*}
\]
State Equations for the Extended Model - Strict Type 1/Alternating Priority

\[ MCUT1 = MCUT + 1 \]
\[ MCUT2 = MCUT + 2 \]
\[ DPH = (L1 + L2) \cdot R \cdot 10 \cdot P0(2, 1) \cdot U11 \cdot P1(2, 1) \cdot U12 \cdot P2(2, 1) \cdot U20 \cdot Q0(1, 2) \]
\[ - (U21 \cdot U1(1, 2) + U22 \cdot Q2(1, 2)) \]
\[ DPL(1, 1) = (L1 + L2 + U10) \cdot P0(4, 1) + L1 \cdot R \]
\[ DPL(2, 1) = (L1 + L2 + U12) \cdot P2(2, 1) + U20 \cdot Q0(1, 2) + U21 \cdot Q1(2, 1) + U22 \cdot Q2(1, 2) \]
\[ DQ0(1, 1) = (L1 + L2 + U10) \cdot P0(1, 1) \]
\[ DQ0(2, 1) = (L1 + L2 + U12) \cdot P2(2, 1) \]
\[ DQ1(1, 1) = (L1 + L2 + U11) \cdot P1(1, 1) + L1 \cdot P1(1, 1) \]
\[ DQ1(2, 1) = (L1 + L2 + U12) \cdot P2(2, 1) + L2 \cdot P2(2, 1) \]
\[ DQ2(1, 1) = (L1 + L2 + U11) \cdot P1(1, 1) + L2 \cdot P2(2, 1) \]
\[ DQ2(2, 1) = (L1 + L2 + U12) \cdot P2(2, 1) + L2 \cdot P2(2, 1) \]
3. Experimental Results

In this section we attempt to verify the validity of the models presented in Section 2 by duplicating results of existing models and to exhibit the increased flexibility available through use of the two-queue models. In Section 3.1, we verify the validity of the two-queue model by comparing its results with results from existing single-queue and simulation models. With the confidence generated by these results, we examine, in Section 3.2, the two-queue model more carefully. First, we indicate the additional capabilities available when using the extended rather than the basic two-queue model for runway modeling, then we apply the extended model to a single runway situation using several priority schemes. All of our test cases are based on a particular intersecting-runway configuration, similar to that at Laguardia Airport.

3.1 Verification

The hypothetical airport we shall examine has two intersecting runways. One runway is used solely for landings and the other solely for takeoffs. If operations on each runway were allowed to proceed uninterrupted, ultimate capacity would be 29 operations/hour for landing aircraft and 55 operations/hour for takeoffs. When both runways are active, the sequencing rules in effect specify that the landing stream is uninterrupted but a takeoff (on the other runway) takes place during the time gap between each pair of landing aircraft. If each queue is non-empty, service in this two runway system is thus equivalent to that on a single runway under alternating priority rules, with an average service
rate of 58 operations/hour (= 2x29) for each type of aircraft. Therefore, under this assumption of continuous demand, runway operations may be appropriately modeled by either the basic two-queue system under alternating priority ($\mu_1 = \mu_2 = 58$ operations/hour) or a single-queue system (with $\mu = 58$ operations/hour).

The average demand profile (in this case we assume that $\lambda_1(t) = \lambda_2(t)$) was obtained by connecting hourly data points for a hypothetical demand profile in a piecewise linear manner. This profile appears as case 1 in Figure 3-1. Since demand for runway use in the early hours of the morning is negligible, we initialize the solution of the system equations by assuming that at 4 AM the system is empty with probability 1.

Notice that for this particular system ($\mu_1 = \mu_2 = \mu$, $\lambda_1(t) + \lambda_2(t) = 2\lambda_1(t) = \lambda(t)$, alternating priority for the two-queue model), if the queues have infinite capacity the single- and two-queue models should yield identical first moments for quantities such as the number of customers in the system, the number of customers in queue, and the delay faced by any aircraft. However, if finite queue sizes are imposed care must be taken when making these comparisons.

Suppose that we specify the maximum number of aircraft in the single-queue system to be $2M$ with $M$ equal to the maximum number of each type allowed in the two-queue case (i.e., $N_1 = N_2 = M$). If $M$ is too small, with a nonnegligible probability, aircraft will arrive to find a full queue and thus will be turned away. If this situation occurs, although the maximum number of aircraft allowed in each of the models is identical, more aircraft will be lost (i.e., turned away) in the two-queue system.
Figure 3-1: Demand Profiles for Test Cases 1-4
than in the single-queue system. Thus, the expected number of aircraft in the system will be higher in the single-queue case.

We solved the single-queue and the basic two-queue models, with $M = 15$, under several levels of the "demand-to-capacity ratio" ($\rho$) - the measure of runway utilization. This ratio is defined to be the peak hour demand divided by the peak hour capacity. For the two-queue model:

$$\text{peak hour demand} = \left[ \lambda_1(t) + \lambda_2(t) \right]_{\text{peak hour}}$$

and

$$\text{peak hour capacity} = \mu_1 \left[ \frac{\lambda_1(t)}{\lambda_1(t) + \lambda_2(t)} \right]_{\text{peak hour}} + \mu_2 \left[ \frac{\lambda_2(t)}{\lambda_1(t) + \lambda_2(t)} \right]_{\text{peak hour}}$$

(3.1)

This peak hour capacity is the sum of the average service rate of each type of aircraft weighted by the probability that that type of aircraft will be in service at the hour of peak demand. In the single-queue model $\lambda(t) = \lambda_1(t) + \lambda_2(t)$, so

$$\text{peak hour demand} = \left[ \lambda(t) \right]_{\text{peak hour}}$$

and, as the average service rates are time-independent,

$$\text{peak hour capacity} = \mu.$$ 

All of the test cases used $\mu_1 = \mu_2 = \mu = 58 \text{ operations/hour}$, with the demand profile of case 1 scaled appropriately to yield the specified demand-to-capacity ratio. The profiles for the two-queue model, $\rho = 1.14, .9, .8$, and .66, appear as cases 1 - 4 respectively in Figure 3-1.

The expected number of aircraft in queue for each of these cases is shown in Figure 3-2 as a function of time. For $\rho$ equal to .66 and .8,
Figure 3-2: Expected Number of Aircraft in Queue for Test Cases 1-4
the two models are indistinguishable. For the other two cases, at periods of high demand, the number of aircraft arriving to a full queue was nonnegligible and, as expected, a greater number of planes were lost in the two-queue system. This difference is evident in the lower expected number in queue found in the two-queue case.

We studied two additional cases with \( \lambda_1(t) = \lambda_2(t) \) and alternating priority, but these examples used \( \mu_1 = 40 \) and \( \mu_2 = 60 \) operations/hour. Since \( \lambda(t) = \lambda_1(t) + \lambda_2(t) = 2 \lambda_1(t) \), to have the same demand-to-capacity ratio in both the single- and two-queue models \( \mu \) was set equal to the peak hour capacity in this two-queue model, or (using equation (3.1))

\[
\mu = 40 \frac{1}{2} + 60 \frac{1}{2} = 50 \text{ operations/hour.}
\]

The demand profiles for \( \rho = .9 \) and \( \rho = .8 \) appear as cases 5 and 6 in Figure 3-3.

Due to the nonlinear relationship between the average service rate and expected queue length, even if the queue capacities are infinite the single-queue and the two-queue models are no longer equivalent. Although in the long run we expect an equal number of each type of aircraft in service, the queue buildup during a lengthier (as compared to the single-queue system) type 1 service is not balanced by that of the shorter type 2 service and the two-queue system should, on average, have a greater number of aircraft in queue.

This is in fact the behavior illustrated in Figure 3-4 which shows the expected number of aircraft in queue for the single-queue and two-queue models, test cases 5 and 6. These runs used \( M = 15 \), a level high enough to prevent the probability of an aircraft being turned away from becoming significant. Thus, the queue size is effectively infinite.
Figure 3-3: Demand Profiles for Test Cases 5 and 6
Figure 3-4: Expected Number of Aircraft in Queue for Test Cases 5 and 6
For the next test, we ran the basic model, under strict type 1 priority, for comparison with an existing M(t)/M/1 simulation model. Comparing this case with the single-queue, analytical model would not be meaningful: when demands for landing and takeoff are the same, the single-queue model can be used to approximate a two-queue system with alternating priority, but it does not have the flexibility to take other priority schemes into account.

For these runs, the two-queue model used the demand profile of test case 1 and a maximum system size of 6 type 1 and 40 type 2 aircraft. The simulation, on the other hand, used a piecewise constant average demand which appears in Figure 3-5 with the piecewise linear profile of test case 1. Because of the differences in these two demand profiles we can not make exact comparisons between the models. In both models \( \mu_1 \) and \( \mu_2 \) were set at 58 operations/hour.

As a function of time, Figure 3-6 exhibits the expected number of type 1 aircraft in the system and Figure 3-7 shows the expected number of type 2 aircraft in queue for these two models. As can be seen from these figures, except for a few points in Figure 3-7, values from the two-queue model lie within the 95% confidence interval of the simulation. The disagreements can be explained by the differences in the demand profiles under the two models.

### 3.2 Using the Extended Model

To study the two-queue models in more depth, we return to a more accurate representation of behavior at the hypothetical airport. In
Figure 3-5: Demand Profiles for Simulation and Two-Queue Models
Figure 3-6: Expected Number of Landing Aircraft in the System - Strict Type 1 Priority
Figure 3-7: Expected Number of Departing Aircraft in Queue - Strict Type 1 Priority
Section 3.1 we selected $\mu_1 = \mu_2 = 58$ operations/hour as appropriate average service rates only when aircraft of both types are awaiting service, i.e., when successive aircraft are served on different runways. A more realistic picture of this intersecting runway situation can be obtained through use of the extended two-queue model under alternating priority with the following average service rates:

\[
\begin{align*}
\mu_{10} &= \mu_{11} = 29 \text{ operations/hour} \\
\mu_{20} &= \mu_{22} = 55 \text{ operations/hour} \\
\mu_{12} &= \mu_{21} = 58 \text{ operations/hour}.
\end{align*}
\]

These rates indicate that a stream of landings, allowed to use only one runway, will be served at an average rate of 29 operations/hour, and similarly, a stream of departures, using only the other runway, will have an average service rate of 55 operations/hour. As explained previously, when successive aircraft are of different types, the intersecting runway configuration handles aircraft in the same manner as a single runway on which aircraft of each type are served with an average rate of 58 operations/hour. Thus the above values are appropriate for $\mu_{12}$ and $\mu_{21}$.

In Figure 3-8 we show the expected number of aircraft in each queue for the extended model with the above service rates and the basic model with $\mu_1 = \mu_2 = 58$ operations/hour. To reduce computer costs, the less heavy demand profile of test case 2 (in Figure 3-1) was used. This allowed the system size, and thus the number of state equations, to be kept at a manageable level (for the extended model we used $M = 13$ and thus $N = 1177$).
Figure 3-8: Expected Number of Aircraft in Each Queue for the Basic and Extended Models - Alternating Priority
The final set of experimental results comes from the extended two-queue model of our hypothetical airport as just described. We once again used the demand profile of test case 2 and ran all four priority schemes introduced in Section 2.1.2. Figures 3-9 and 3-10 show the expected number of type 1 and type 2 aircraft in the system, respectively, under each of these schemes.

To interpret these results, it is important to keep in mind the particular runway situation under consideration. Recall that, to model this two runway system using a single-server queueing model, the average service rates were chosen to specify that in a landing-takeoff-landing sequence the takeoff is inserted without interrupting the landing stream. Because of this, if alternating priority rules are in use, the number of type 1 aircraft in the system is not affected by the occurrence of takeoffs. Thus, if we model the same airport situation but under strict type 1 priority rules, the expected number of aircraft of type 1 should be identical to that under alternating priority but the expected number of type 2 aircraft should be substantially larger. Under the strict type 1/alternating scheme, since takeoffs will not affect the landing stream under either strict type 1 or alternating priority rules, once again the expected number of type 1 aircraft in the system should be unchanged. As no departures will be allowed to begin during busy periods until the number of type 2 aircraft in the system is greater than the threshold value, we anticipate the expected number of type 2 aircraft to lie between those under alternating and strict type 1 priorities. For the strict type 1/strict type 2 scheme, whenever the threshold is exceeded,
Figure 3-9: Expected Number of Landing Aircraft in the System - Extended Model
Figure 3-10: Expected Number of Departing Aircraft in the System - Extended Model
no type 1 aircraft will be allowed to begin service causing type 1 aircraft to accumulate rapidly. Thus, the expected number of type 1 aircraft in the system should exceed that under all of the other schemes, particularly at times of high demand. The expected number of type 2 aircraft in the system under strict type 1/strict type 2 priority should lie below the values under strict type 1 priority but the extent of this difference depends on the value of the threshold. The higher the threshold value, the closer the behavior under either threshold scheme will approach to that under strict type 1 priority rules. It is important to note that these results apply strictly, only when the queue capacities are effectively infinite.

In our tests, we specified system capacity to be a maximum of 13 aircraft of each type for all priority schemes except strict type 1. The threshold value (MCUT) was set at 3. In the alternating and strict type 1/alternating models, the probability that either queue becomes saturated turned out to be negligible at all hours of the day and hence the queue capacities were effectively infinite. As can be seen in Figures 3-9 and 3-10, behavior under these two schemes is as anticipated.

Under strict type 1/strict type 2 priority, at the peak period of the day a significant number of type 1 aircraft were lost. Thus, the values in Figure 3-9 are lower than anticipated.

For strict type 1 priority, we allowed a maximum of 5 type 1 and 30 type 2 aircraft in the system - lengths which caused a large number of aircraft to be lost (during the peak hours of the day the probability that queue 1 is full was about 10% and the probability the departure queue
is full was about 20%). The aircraft turned away do not return to be served later, so the system is processing fewer total aircraft and thus the expected number of each type in the system should be consistently lower than anticipated - particularly at hours of peak demand. This is the behavior apparent in Figures 3-9 and 3-10 with the underestimate in the number of type 1 aircraft in the system particularly noticeable.
4. Expected Delay

Up to this point, statistics such as the expected queue lengths or expected number of aircraft of each type in the system have been used to indicate the relative system efficiency among different priority schemes. A measure which is usually of greater interest is the expected time delay faced by an aircraft entering the system at any time. Unfortunately, this is a very difficult quantity to determine for time-dependent, two-queue systems under priority schemes and a topic to which little research has been directed.

The quantity we are seeking is the expected time until a "virtual" aircraft entering the system at time T begins service. A "virtual" aircraft is one whose presence doesn't affect the system in any way.

In the remainder of this section we derive formulae for the expected delay under two of the four priority schemes - alternating and strict type 1. The expected delay under the other two schemes, those involving a threshold, is an open research topic at this time. One observation is that the expected delay faced by a virtual aircraft of either type will be bounded from above and below by the expected delays to that type of aircraft under the strict type 1 and strict type 2 priority rules.

4.1 Alternating Priority

By assuming that there are aircraft of both types in the system at all times, we can obtain an estimate of the expected delay under alternating priority. We consider first the basic two-queue model and then expand this result to apply to the extended model. We then exhibit
experimental results for test cases 2, 3 and 4 (of Section 3.1) comparing the expected delay under the single-queue and basic two-queue model under this scheme.

Assume a virtual aircraft enters the system at time $T$ and finds the system in state $(I,J,1) \ 2 \leq I \leq N1, \ 2 \leq J \leq N2$ (i.e., queue 2 is nonempty and neither queue is full). If the virtual aircraft is of type 1, it must wait for $I-1$ type 1 and $I-1$ type 2 service completions before it can begin service. If the virtual aircraft is of type 2 it must wait for $J$ type 1 and $J-1$ type 2 service completions. Similarly, if the system is in state $(I,J,2)$ at time $T$, a type 1 virtual aircraft must wait for $I-1$ type 1 and $I$ type 2 aircraft to be served while a type 2 virtual aircraft will wait for $J-1$ services of each type.

Since the arrival processes are independent and Poisson, at time $T$ the probability that the arriving virtual aircraft at time $T$ is of type 1 is

$$\frac{\lambda_1(T)}{\lambda_1(T) + \lambda_2(T)} ,$$

while the probability it is of type 2 is the complement of this quantity. For the basic model the service times have means of $1/\mu_1$ and $1/\mu_2$ for type 1 and type 2 aircraft respectively.

Under the assumption mentioned above, and suppressing the time dependence, the expected delay in hours, $W$, faced by a virtual aircraft entering the system at time $T$ is
When using the extended model $\mu_1$ must be replaced by $\mu_{12}$ and $\mu_2$ by $\mu_{21}$.

Without the assumption that aircraft of each type are always present in the system, formulae for the expected wait can be obtained by considering many special cases individually. A general formula, however, has not yet been derived. We have thus used the above expression, (4.1), to approximate the expected delay at all times for the test cases discussed below.

Two observations are in order, in this respect: first, due to the assumption that there is always a supply of each type of aircraft waiting service, this analysis (using expression (4.1)) should overestimate the expected wait. Second, we have exploited the no-memory property of Poisson processes: the additional amount of time (from time $T$) that the aircraft in service at time $T$ will require to complete its service does not depend upon the time at which the service began.

Using expression (4.1), we calculated the expected delay in the basic two-queue model for each of test cases 2, 3 and 4 of Section 3.1. These delays, along with the corresponding expected delay in the single-queue model, appear in Figure 4-1.

Recall that for these test cases the single-queue and two-queue system under alternating priority must have identical expected waiting times.
Figure 4-1: Expected Delay Under Alternating Priority for Three Levels of Runway Utilization
In the single-queue model, the expected delay can be determined exactly. Thus, we would expect expression (4.1) (an overestimate) to yield values above those given by the single-queue model. This behavior is apparent in all three of the test cases. The performance of our approximation, however, for the most part seems to be quite satisfactory.

### 4.2 Strict Type 1 Priority

If landing aircraft are allowed absolute priority, we can derive exact expressions for the expected delay in the basic two-queue runway model by considering each type of virtual aircraft separately. In this section we derive these expressions and apply them to test case 1 of Section 3.1.

Consider first a virtual aircraft of type 1 which enters the basic system at time T. This aircraft must wait for the plane currently in service and those ahead of it in queue 1 to complete service before it will be allowed to land. Thus, its expected wait, $W_1$, is given by

$$W_1 = \frac{1}{\mu_1} \text{PROB}_1 + \frac{1}{\mu_2} \text{PROB}_2 + \frac{1}{\mu_1} \text{EQ1} \quad (4.2)$$

(as usual, time dependence has been suppressed).

For the extended model the expression is slightly more complicated as the service time of the aircraft in service at time T depends on the type of the previous plane. If we define
If the virtual aircraft is of type 2, its waiting time has three components - the remaining time for the aircraft currently in service, the time for all aircraft in queue at time $T$ to be served, and the service time for all type 1 arrivals occurring while the virtual aircraft waits. Thus, in the basic two-queue model, the expected delay faced by a virtual aircraft of type 2 which enters the system at time $T$, $W_2$, can be found by solving the following integral equation:

$$W_2 = \frac{1}{\mu_1} \text{PROB}_1 + \frac{1}{\mu_2} \text{PROB}_2 + \frac{1}{\mu_1} \text{EQ}_1 + \frac{1}{\mu_2} \text{EQ}_2 + \frac{1}{\mu_1} \int_T^{T+W_2} \lambda_1(t)dt. \quad (4.3)$$
The corresponding expression for the extended model is not a straight-forward extension and has not yet been derived.

In Figures 4-2 and 4-3 we compare the values obtained by the use of Formulae (4.2) and (4.3) with the expected delay in the simulation model discussed in Section 3.1.* Figure 4-2 shows close agreement between the simulated and analytical results. The results in Figure 4-3 are not as close but discrepancies in both figures correspond to differences in the piecewise constant versus piecewise linear demand profiles (see Figure 3-5).

* These calculations used the formula

\[ W_1 = \frac{1}{\mu_1} (1 + EQ_1) \text{PROB}1 + \left( \frac{1}{\mu_2} + \frac{1}{\mu_1} EQ_1 \right) \text{PROB}2, \]

which is slightly different than Formula (4.2).
Figure 4-2: Expected Delay to Landing Aircraft - Strict Type 1 Priority
Figure 4-3: Expected Delay to Departing Aircraft - Strict Type 1 Priority
5. Extensions and Conclusions

There are three simple extensions to our two-queue models which can be implemented without additional cost. First, in some airport situations the average demand rates for runway use may be a function of the state of the system, i.e., on how many aircraft are already in the system. Substituting the appropriate $\lambda_k(I,J)$ for $\lambda_k (K=1,2)$ in each state equation will incorporate this. Second, allowing the average service rates to vary with time is also a straightforward change. Finally, in the test cases discussed in this report, we fit a piecewise linear curve to hourly data points. However, any other function can just as easily be used - we did fit a piecewise cubic curve to data points for hourly demand and found that the computer program could be run at the same cost as before.

The two-queue models presented in this report have clearly superior capabilities to the single-queue model. They recognize and take into consideration the different runway occupancy characteristics of arriving and departing aircraft and can be used under a variety of priority rules to determine optimal sequencing strategies. The extended two-queue system in particular can also be used as a model for several complicated situations involving intersecting runways.

As discussed in Section 2.2, the basic two-queue model provides only rough approximations in the analysis of mixed runway operations. The penalty for using the more powerful extended model is the high computation cost due to the large number of equations that must be solved. As an

*In all of our test cases, we kept the service rates constant.*
indication of the size of computer costs - we note that for the 18 - hour test case 1 of Section 3.1 (basic model, allowing a maximum of 15 aircraft of each type in the system), the solution requires about 6.5 CPU minutes with a total cost of $28 at the M.I.T. Information Processing Center. A typical test case of Section 3.2 (extended model, a maximum of 13 aircraft of each type in the system), requires 12.7 CPU minutes (or about $50) to solve the 1177 system equations for the 18 hour period. These computations were performed on an IBM 370/168 computer.

To reduce these costs, a close examination of the library subroutine DVOGER is needed. It is conceivable that a dramatic cost decrease would result from a modification of this subroutine.

The topic of expected delay to customers in time-varying, two-queue, single server queueing systems under priority schemes, examined only briefly in Section 4 of this report, can now be seen to be of importance in applications of queueing theory, particularly in the field of air traffic control. The author plans to continue research in this area.
Appendix

Derivation of the state equations for any of the models under consideration is a straightforward exercise in Markov chain analysis. In this appendix, we briefly discuss two different techniques which can be used to derive the equations describing the basic two-queue runway model under alternating priority. The equations for other priority schemes and those of the extended model follow from similar analyses. The notation used is that defined in Section 2.1.3.

First, a brief note on Poisson processes is in order. As an example, consider a Poisson process with parameter \( \gamma(t) \). By definition, the probability that one Poisson event occurs in the time increment \( (T, T + \Delta t] \) is \( \gamma(T)\Delta t \), and the probability that two or more events occur is of order \((\Delta t)^2\). Our analysis, concerned only with terms of order \( \Delta t \) and larger, will consider only the occurrence of zero or one Poisson events in the next \( \Delta t \) to have nonzero probability.

**Method 1: State Transition Diagram**

Using this method, one obtains the state equations directly from a state transition diagram, a part of which appears in Figure A-1. Each state is represented by a circle labeled by its three defining indices: as before state \((I,J,K)\) means \(I-1\) type 1 and \(J-1\) type 2 aircraft in the system and a type \(K\) \((K=1,2)\) aircraft in service (states \((1,1,1), (1,1,2), \) and \((0)\) all describe an empty system). Arrows represent state transitions which occur with nonzero probability in the next time increment \( \Delta t \).
Figure A-1: State Transition Diagram for Basic Model - Alternating Priority
Each arrow is labeled with the probability the transition will occur divided by $\Delta t$ (as usual, the time dependence of the average arrival rates of the Poisson processes, i.e., average aircraft demand rates, has been suppressed). Thus, arrows represent a directed "flow of probability" among the states in the time interval $(T, T + \Delta t]$. Consider, for example, state $(I, J, 1)$ where $2 \leq I \leq N_1$ and $2 \leq J \leq N_2$. There are three ways the system can enter this state in $(T, T + \Delta t]$:

(i) through being in state $(I-1, J, 1)$ at time $T$ and having a type 1 arrival in $(T, T + \Delta t]$ (probability $\lambda_1(T)\Delta t$), or

(ii) through being in state $(I, J-1, 1)$ at time $T$ and having a type 2 arrival in $(T, T + \Delta t]$ (probability $\lambda_2(T)\Delta t$), or

(iii) through being in state $(I, J+1, 2)$ at time $T$ and having a type 2 service completion in $(T, T + \Delta t]$ (probability $\mu_2 \Delta t$).

These three events are represented by arrows entering state $(I, J, 1)$. The events causing the system to leave state $(I, J, 1)$ in $(T, T + \Delta t]$, represented by arrows leaving the state, are:

(iv) a type 1 arrival in $(T, T + \Delta t]$ leading to state $(I+1, J, 1)$ (probability $\lambda_1(T)\Delta t$),

(v) a type 2 arrival in $(T, T + \Delta t]$ leading to state $(I, J+1, 1)$ (probability $\lambda_2(T)\Delta t$), and

(vi) service completion in $(T, T + \Delta t]$ of the type 1 aircraft in service at time $T$, taking the system to state $(I-1, J, 2)$ (probability $\mu_1 \Delta t$).

Notice that events (iii) and (vi) are dependent upon the priority scheme.

From the state transition diagram we can now write a standard flow equation for this state of the form (time dependence suppressed),
the probability of being in state \((I, J, 1)\)
\[
\begin{align*}
\left( \text{rate of change of probability of being in state } (I, J, 1) \right) &= -\left( \text{flow of probability out of state } (I, J, 1) \right) + \left( \text{flow of probability into state } (I, J, 1) \right)
\end{align*}
\]

In our notation this is
\[
\frac{dP(I, J)}{dt} = -(\lambda_1 + \lambda_2 + \mu_1)P(I, J) + \lambda_1 P(I-1, J) + \lambda_2 P(I, J-1) + \mu_2 Q(I, J+1).
\]

This is the state equation for state \((I, J, 1)\). The other equations can be derived in a similar manner.

**Method 2: Chapman – Kolmogorov Equations**

The state equations can also be derived using the Chapman-Kolmogorov difference equations. These equations quantify the fact that the probability of being in state \((I, J, K)\) at time \(T + \Delta t\) is equal to the sum of the probabilities that the system is in any given state at time \(T\) times the probability of a transition from that state to state \((I, J, K)\) in \([T, T + \Delta t]\).

As an example, we once again consider state \((I, J, 1)\) where \(2 \leq I \leq N_1\) and \(2 \leq J \leq N_2\). For this analysis the notation must be changed slightly to include the explicit time dependence of the state variables. We now define:

\[ P_{I, J}(T) = \text{probability that } I-1 \text{ type 1 and } J-1 \text{ type 2 aircraft are in the system at time } T \text{ and a type 1 aircraft is in service} \]
and

\[ Q_{I,J}(T) = \text{probability that I-1 type 1 and J-1 type 2 aircraft are in the system at time } T \text{ and a type 2 aircraft is in service.} \]

With nonzero probability, there are four ways to enter state \((I,J,1)\) in \((T, T + \Delta t)\). These are events (i) - (iii) described under method 1 and the occurrence of a self-transition, i.e., being in state \((I,J,1)\) at time \(T\) and having no arrivals or type 1 service completion in \((T, T + \Delta t)\). This self-transition occurs with probability \(1 - [\lambda_1(T) + \lambda_2(T) + \mu_1] \Delta t\).

We can now write out the Chapman-Kolmogorov equation for state \((I,J,1)\):

\[
P_{I,J}(T + \Delta t) = \left\{1 - [\lambda_1(T) + \lambda_2(T) + \mu_1] \Delta t\right\} P_{I,J}(T) + \lambda_1(T) \Delta t P_{I-1,J}(T) + \lambda_2(T) \Delta t P_{I,J-1}(T) + \mu_2 \Delta t Q_{I,J+1}(T).\]

Shifting terms and dividing through by \(\Delta t\) yields

\[
\frac{P_{I,J}(T + \Delta t) - P_{I,J}(T)}{\Delta t} = -[\lambda_1(T) + \lambda_2(T) + \mu_1] P_{I,J}(T) + \lambda_1(T) P_{I-1,J}(T) + \lambda_2(T) P_{I,J-1}(T) + \mu_2 Q_{I,J+1}(T).
\]

As \(\Delta t \to 0\) the left hand side becomes the time derivative of \(P_{I,J}(T)\) and we are left with the same state equation for state \((I,J,1)\) as that derived through our first method.
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