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Abstract

The objective of this thesis is to investigate dpplications of Time Reversed Acoustics
(TRA) to locate seismic sources and image subseirgartictures. The back-propagation
process of the TRA experiment can be divided ih®dcausal and causal time domain.
Studying the acausal process of TRA enables usocatd the source, such as an
earthquake, inside a medium. The causal domaiwsilis to create a new datum through
the TRA-based redatuming operators and then integsubsurface structures.

The source location application directly uses té&o-focusing feature of the
TRA technique. An earthquake is traditionally l@whtusing the arrival times of
individual phases, such as P and S. As a supplamenbol, TRA provides an
opportunity to locate earthquakes using whole wawes$. In this TRA technique, we
first record the full seismograms due to an eardlkguat an array of stations. The traces
are then time-reversed and numerically sent batk the medium at those station
locations using a@a priori model of the medium. The wavefield of the backgagation
is tracked and in the end energy will concentrate focal spot which gives the original
earthquake location. Both synthetic and field ekpents show the capability of the TRA
technique to locate the source. TRA, combined witd idea of empirical Green’s
function, also provides an alternative approachuizkly estimating the focal depth for
shallow events. In several field studies, solutibosn other independent methodologies
confirm the validity of the results.

The subsurface imaging application extends the PiRAciple into a redatuming
method, which allows us to image the target morkecéfely by bypassing the
overburden — which could potentially be very cormgied in certain situations — between
the sources and receivers. An accurate subsurfamgelnrequired by conventional
imaging techniques, which can be difficult and tioo&suming to obtain, is no longer the
prerequisite with this data-driven, TRA-based radahg technique. Meanwhile, by
imaging from a new datum that is closer to the @gr¢he uncertainty of the imaging
operator is dramatically reduced. The applicabibfyimaging the salt flank with the
presence of a salt canopy is investigated in bathustic and elastic scenarios with
synthetic examples. Resulting images show very gieloheation of the salt edge and
dipping sediments abutting the salt dome. Then whth theoretical knowledge of the
technique, we apply it to a 3D field experimentithis complex field problem, with its
challenge of the 3D geometry of the salt and adiijis together with the limitation of
the single well imaging, we propose a new direc@lamaging approach to implementing



the TRA-based redatuming algorithm. The resultdsststent with previous studies in
this field, given the uncertainties on positionofgsteep events from surface seismic data.
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Chapter 1
Introduction

1.1 Objectives

Time Reversed Acoustics (TRA) and its applicatibage been an active research
area for the last decade. In a typical TRA expenitmine acoustic waves due to a source
inside a medium are first recorded by an arrayeoéivers located at the boundary of the
domain, then reversed in time and re-emitted ihtorhedium at the receiver locations.
The energy then propagates back to and focusdseanriginal source point [Fink, 1999].
The objective of this thesis is to investigate #pplications of TRA to geophysical
problems. | will approach this subject with a foarstwo areas — one locating seismic
sources and the other imaging subsurface structlites two applications of TRA are
related to the acausal and causal parts of the yagagation process.

The first contribution of this thesis is that grdonstrates the applicability of the
TRA technique, using a full waveform to locate amtlequake in a reservoir monitoring
system. Over the last twenty years, reservoir nooing has attracted a lot of attention.
One of the challenges in reservoir monitoring isating the microseismic events in the

field. Traditionally, an earthquake is located lsyng the arrival times of P and S phases.
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The retro-focusing feature of TRA can be directipléed to the source location problems
and provides an opportunity to locate the earthquading the whole waveforms. In the
TRA approach, we first record the full seismogradus to an earthquake at an array of
stations. The traces are then time-reversed ancemcetly sent back to the medium at
those station locations using ampriori model of the medium. The wavefield of the back-
propagation is tracked and in the end energy witicentrate at a focal spot that gives the
original earthquake location. The TRA techniquegasticularly amenable at reservoir
scale, in that a detailed subsurface velocity stinecis usually available. This thesis also
attempts to find a monitoring network with a minimwumber of array elements to
identify events with reasonable confidence.

The second contribution of this thesis is thatintestigates an alternative
approach based on TRA combined with ¢éinepirical Green’s functioffor estimating the
focal depth of shallow events. Source depth isnaportant parameter for determining
whether a seismic event is an earthquake or arosipl. For deep events (>30 km) focal
depth can be determined from the time differenawdéen the primary phases (P, S) and
surface reflected phases (pP, sP, sS, pS), frdgumaited depth phases. In the case of
shallow events, the surface reflected phases dem d@furied in the codas of P and S
waves. The scattered coda waves become particydeshlematic for seismic events at
regional distances; thus, the tradeoff betweerfdbal depth and origin time becomes a
typical problem in these cases. The TRA approads amwt require picking phases that
are buried in the coda, and provides a short cestonate depths of shallow events and

can be automated with minimum human interaction.
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The third contribution of this thesis is that iidies the applicability of using a
TRA-based redatuming technique to image a salt diten& in an environment like the
Gulf of Mexico (GOM) using a Vertical Seismic PilefiVSP) dataset. Salt flank and
subsalt imaging is a significant challenge in ergfion seismology. It is becoming
extremely difficult and computationally expensiveem a complex overburden exists in
the same area. After the focus is formed in a TRPeement, wave propagation mimics
a forward wavefield excited by a pseudo sourcetéatat the focal spot. This feature
extends the TRA principle into a redatuming methatiich is especially effective in
bypassing the complicated overburden between theees and receivers, and in imaging
the targets from a closer observation positionaBourate subsurface model, required by
conventional imaging techniques, can be very tim@saming to build in some situations
and is no longer a prerequisite with this dataehivTRA-based redatuming technique.
Meanwhile, by imaging from a new datum that is elo® the target, the uncertainty of
the imaging operator is dramatically reduced. Thesis also explores the possibility of
implementing a full elastodynamic redatuming schearel contrasts it with the
prevailing simplified acoustic redatuming method.

The fourth contribution of this thesis is thaagplies the TRA-based redatuming
technique to a 3D field experiment. The specifiguasition geometry in the field and the
complex structure of the salt pose several chadlengncluding the limited imaging
volume due to the receiver array aperture, theapanbiguity of imaging a 3D volume
from a single well, etc. The conventional prestalgpth migration of the raw VSP
records does not produce any identifiable saltkflemages. A new directional imaging

method, in which the redatuming operation can besiclered a beam steering operation
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that could be used to preferentially illuminatefeliént subsurface directions, is proposed
in the thesis to address those challenges. Theturaday technique is particularly
suitable for such a complex problem because it dessrequire knowledge of the
velocity structure between the surface shots aeddthwnhole receivers. The possible
mispositioning of the salt flank due to errors Ire tvelocity model is also dramatically
reduced. This is because the imaging volume isimedfin a much smaller area
compared to conventional VSP migration, where threrg in the velocity model can

accumulate and become serious when waves traweighra much larger volume.

1.2 Outline of the Thesis

Beyond the introduction (Chapter 1), | will purghe objectives mentioned above in four
chapters.

Chapter 2 describes the basic theory of TRA with amoustic numerical
experiment. The fundamental concept involved in TRAthat the wave equation is
symmetric with respect to time. Based on this tsyeymetry concept, | will organize the
output from the numerical TRA experiment alongnaetiaxis. If taking the time when the
focus is formed as time-zero, the negative tims &xtn denotes the period during which
the waves, reinjected into the medium backwardsinre, are back-propagating and
forming the focus. At time-zero, the energy thatuged on the source does not suddenly
disappear because there is no energy sink atgbatBhe concentrated energy will act as
a pseudo source at the focus position. This pseodoce will excite a wavefield and
propagate in a positive time axis. If one tracky/dhe positive time axis, it mimics a

forward propagation problem due to a physical seatcthe focal point. This forms the
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basis of the TRA-based redatuming technique, whigbractice is the key to bypassing
the complex overburden without knowledge of itspemties. This also differentiates the
TRA-based redatuming methodology from the well-knoReverse Time Migration

(RTM) method, although both are built on the notadrthe time-symmetry property of
the wave equation.

In Chapter 3, | will focus on the negative timasafacausal domain) and time-
zero, during which the wavefield back-propagated fotuses on the original source.
This feature allows us to locate earthquakes withviaveforms. The advancements of
modern reservoir networks can provide a wide resenoverage that can potentially
make TRA practical. | will demonstrate the feasibilof applying TRA to locate
microseismic events with both numerical simulatiansl a field data experiment. In the
numerical study, | will investigate questions inved in implementing the TRA location
technique in reservoir surveillance projects, saslwhat kind of monitoring network is
suitable for the achievement of a good focusingy Bparse the stations in a network can
be, what the focal resolution is in different setuetc. In the field experiment, | test the
methodology using data collected by a microseisminitoring network in an oil field.
The location of the source using TRA requires gdacomputational effort. In some
situations where the lateral location of the eartike is well constrained while the depth
is poorly determined (shallow events), one camest the focal depth with little effort
by using TRA combined with thempirical Green’s functionThis application will be
discussed in the last section of Chapter 3.

In Chapter 4, | will move on to the positive timdsa(causal domain) to study the

wavefield excited by the pseudo source, and usehelp image the subsurface structure
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with a Vertical Seismic Profile (VSP) dataset. Altigh the acquisition geometry is now
changed — the sources are at the boundary of imaidaand the receivers are inside the
medium — the methodology is not affected thankdhéosource-receiver reciprocity. The
guestion to be answered here is this: with the THa8ed redatuming technique, can we
effectively and efficiently bypass the complicatagrburden by creating pseudo sources
that are closer to the target so that large dipp#figctors, such as salt dome flanks, can
be imaged with minimum effort? | will first descelthe redatuming strategy using an
acoustic synthetic 2D GOM model, and demonstrateapability of imaging a salt flank
through a salt canopy. In this target-oriented tsgyyg the computationally fast
redatuming process eliminates the need for thatiwmadl complex process of velocity
estimation, model building, and iterative depth raign to remove the effects of the salt
canopy and surrounding overburden. This may allwsvstrategy to be used in the field,
in near real time. After this, | extend the strgteg an elastic redatuming scheme for
walk-away VSPs, using P- and S-wave potentials wiaicee derived from the spatial
derivatives of the measured wavefields. The elasti@atuming scheme is tested on data
simulated with an elastic finite difference algbnt. The elastic, multicomponent
Green’s functions between receiver locations inedical borehole are extracted from
data recorded using P- and S-wave sources at tfecsuThe wavefields are redatumed
into four parts: two related to the P-wave poténtiad another two related to the S-wave
potential. These parts are migrated separatelyf@ma four independent images of the
reservoir providing a more complete elastic desiompof the rocks.
In Chapter 5, | demonstrate the above redatumidgraaging strategy with a 3D

offshore field experiment. The 3D subsurface stmectand acquisition geometry pose
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several new challenges to our methodology. To addtbose issues, | propose a
directional imaging strategy that allows us to bdarm the pseudo sources to illuminate
different azimuths in a 3D coordinate system. Thelatuming methodology is
particularly appropriate for such a complex probldracause it does not require
knowledge of the velocity structure between thdéamigr shots and the downhole receivers,
and the salt flank reflections are easily seen han resulting virtual shot gathers. In
contrast, applying prestack depth migration tordve VSP records does not produce any
identifiable salt flank image. The final result finoour strategy is consistent with the
previous study in the same field, given the unaatits on positioning of steep events
from surface seismic data.

Finally, the main results of this study are sunmg®a in Chapter 6.
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Chapter 2
Theory of TRA and Extensions

2.1 Background

Over the last decade, techniques based on therguwesal of wave fields have been
investigated for applications to ultrasonic thergfiyymor or kidney stone destruction)
[Hinkelman et al, 1994; Thomaset al, 1996], to material characterization and
nondestructive evaluation [Finket al, 2000], and to acoustic communication
enhancement in the ocean [Feuillade and Clay, 1B®@&;, 1999, 2006; Hodgkisst al,
1999; Kupermaret al, 1998; Songet al, 1999]. In Time Reversed Acoustics (TRA), the
sound waves are first recorded, then reversedna, tand re-emitted simultaneously into
the media at the location where they are recorded. energy propagates back to and
focuses on the original source point [Fink, 1999].

The basic concept involved in TRA is that the wageation is symmetric with
respect to time. This means that the wave equatonbe run forward or backward in

time with equally valid results. Suppose a souscexcited at time-zerd,, at a spatial

location, X, and the resulting wavefield is captured and medron a closed surfac@,,

’ s

surrounding the source. If the recorded wavefiglteversed in time and re-injected back
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into the medium from the surfac®,, then the wave equation guarantees that the energy

will propagate back to and focus on the originalrse point,x.. This has been shown in

the literature many times for both numerical [Bare¢ al, 2002; Delsant@t al, 2002]
and field experiments [Fink, 1999, 2006; Draegeal, 1997; Derodeet al, 2000; Sutin
et al, 2003].

The physical foundation of the TRA technique isteabin the time reversal

invariance of the wave equation:

0%d

t2

020 + k2

=0 (2'1)

In the equation, both the temporal and the spa@ats are second-order derivatives,
which are self-adjoint in time and space, and fyatise temporal and spatial reciprocity
[Claerbout, 1976]. A typical TRA experiment is 8lumated by Figure 2-1a for the forward
propagation period, and by Figure 2-1b for the bar@dpagation period. In the forward
propagation period, we record the full wavefornsiginals at an array of stations due to a
source inside the medium. The traces are thenrawersed and put back at those station
locations such that the receivers now become thecss. The wavefield back-propagates
through the medium and, in the end, energy willcemtrate at a focal spot which is the

original source location [Fink, 1999].
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Figure 2-1: lllustration of a Time Reversed Acocstiexperiment. (a) Forward
propagation period: waves excited by the sourceetthrough the complex medium and
are recorded at stations marked as triangles. dckdfropagation period: the recorded
signal are reversed in time and pumped back inéortiedium at the corresponding
stations. The waves then propagate through theumedind converge on the original
source position.
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The underlying key of TRA is measuring the Grednisction, G(x,X,t), of a
medium between source; and receiverx; . In this thesis, | will follow a similar

notational convention for Green’s functions as usgdVapenaar [2006]. The first term
inside the parentheses denotes the spatial cotedirmd the receiver, the second term
denotes the spatial coordinates of the sourcettanthird term denotes time dependence.

First let’'s consider the simplest case in whichexeite at the source location
a delta function signald(t) . The impulse responséi(x;,X,,t , jecorded at a receiver
X; on a closed surface, is then a direct measurewfetite Green’s function of the
medium,G(x;,Xx,t ), between the source and the receiver:

H(X;,Xs,t) =o(t) O G(X,,X,t) = G(X;,X,t). (2-2)
where “[0” denotes a convolution operator. In practice, sloairce is typically band-
limited, s(t). So instead of measuring the direct Green’s fonc¢twe obtain as our
recorded signalr (X, X,t ,)

r(x;,Xs,t) =s(t) G(x,,X,t) . (2-3)

To back propagate the wavefield, we first time-reeethis recorded signal,
r(x;,xs,—t), and then inject it at the position of the cormsging receiver. Applying the

source-receiver reciprocity [Claerbout, 1976], @Gredunction used in back-propagation
is the same as Green’s function used in forwargggation:

G(Xg, X;,t) =G(X;, X, t). (2-4)
The recovered signak, (t ,)recorded at the original source locatio, due to the

contribution of receivex; on the closed surface, is then given by
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§j (1) =r(X;,X,~t) O G(Xg, X ,t) = s(=t) U[G(x;,Xs,~t) O G(x;,x,,1)] . (2-5)
The convolution term[G(x;,x,~t) 0 G(x;,x,,t )]acts as a role of a typical matched
filter. Given a signal as input, a matched filtewilinear filter whose output is optimal in
some sense [Fink, 2006]. Whatever the impulse respG(x;,X,,t ), the convolution
term [G(x;,X,,~t) U G(X;,X,t)] is at a maximum at time= 0 with amplitude equaling
sz(xj,xs,t)dt, i.e., the energy of the signa(x;,x,,t . )f we perform the same

convolution process for all recorded signals ats#ditions surrounding the source, and
sum them up, we can then obtain a recovered siativould have been recorded at the

source location:

s(t) = Z’s‘j (t) = s(-t) O ZG(xj Xe—t) OG(X ), X, 1) . (2-6)

Each representation of th&(x;,x,,t njight have a different behavior, but every

term in this stacking operation reaches its maxinvaae at timd = 0, which means all
contributions add constructively around= 0, whereas before or after time zero,
uncorrelated contributions will stack out. In fatte re-creation of a sharp peak after time
reversal on amN-elements array can be viewed as an interferermeeps between thé
outputs ofN matched filters [Fink, 2006]. If we only look atethime around = 0,
equation (2-6) indicates that the reconstructedadigt the focal spot is the time reversed

version of the original source wavelet modulatedigymatched filter.

2.2 A Simple Numerical TRA Experiment
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To help illustrate this TRA process, | design aouwstic numerical experiment. |
start with a velocity model that is purely acoustid inspired by the logo of my lab, the
Earth Resources Laboratory, as shown in Figure Ph2 model consists of 8 layers
including a low velocity zone. A point source wah asymmetric wavelet, as shown in
Figure 2-3a, is placed at the location indicatedH®yyellow star in Figure 2-2. A series
of receivers that form a circular array are deptbgerrounding the source as indicated by
the triangles in Figure 2-2.

Figure 2-4 shows the signals recorded by the recearray, which clearly

| | | | 5400

4800
Azimuth

4200

3800

3400

3000

2500

2200
Figure 2-2: Acoustic velocity model used in the muital TRA experiment. The model
was inspired by the logo of the Earth Resource®tatbry. The yellow star denotes the
position of the source and a circular array of nemrs are deployed, as indicated by the
triangles.
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demonstrates the complexity of the acoustic wavpagation within the medium. The

azimuth on the horizontal axis indicates the ambgieveen a receiver in the array and the
east-most receiver, counterclockwise. These trackserve as the data for the back-

propagation. During the forward propagation periad,series of snapshots of the
wavefield captured at different time are also saasdshown in Figure 2-5.

| then time-reverse the recorded signals, re-injeeim at the corresponding
receivers, and watch the back-propagating wavefigilelop. The entire back-
propagation can be divided into three periods sgpdrby “time-zero” — the time when
the focus forms.

(1) Before “time-zero”: signals are injected into the medium from theitpms
where they are recorded, with the time axis revker8ewavefield starts to develop from
the individual receivers, which can be understaoterms of Huygens’ Principle. Figure
2-6 shows a series of snapshot taken during thiegantil the focus is formed, which is
shown in the last panel. If only looking at the wheld inside the receiver array and
comparing it to Figure 2-5, we can see that snapstioring the back-propagation are
very similar to the ones in the forward propagatextept that we need to watch them
backwards in time. Also notice that during the bpopagation, the energy excited from
the receiver array not only propagates inward$éofvcus but also creates an outgoing
wavefield that propagates away from the receivers @dissipates into the surrounding
medium. An absorbing boundary is used in this nicakexperiment to guarantee those

outgoing waves do not bounce back into the recamelosed domain.



42 CHAPTER 2

Time (s)

Figure 2-3: (a) Source wavelet. (b) Signal recodeat the source position during the
back-propagation. (c) A time reversed version dppfatted on top of (b).
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Figure 2-4. Seismograms recorded by the receivarmngl the forward propagation
period. The azimuth indicates the angle betweerEts-most receiver and individual
receiver in the circular array counterclockwiseshswn in Figure 2-2.
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Figure 2-5: Snap shots of the wavefield capturethduhe forward propagation period
at different time steps.

(2) At “time-zero” : the energy from the receiver array is concerdrate the
position where the original source is located,tasas in the last panel of Figure 2-6. As
indicated in equation (2-6), the recovered sighdha source is the time-reversed version
of the original source wavelet. To demonstrate,tie can extract the time series
recorded at the source position, assuming we prgcaiver there, during the back-
propagation period, as shown in Figure 2-3b. klé&ar that the recovered signal at the
focus point is simply the flipped version of theusme wavelet, as shown in Figure 2-3a.

This can be better observed in Figure 2-3c, whezeplot the time-reversed version of
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Figure 2-6: Snap shots of the wavefield capturednduhe back-propagation period at
different time steps until the “time-zero” when tloeus is formed (the last panel).

the source wavelet in blue on top of the recovergdal at focus in red. The two signals
match each other very well. We can observe somd smsmatches at tips on both ends
of the wavelets, which could be due to (a) the tlehimaximum frequency that the
numerical solution can resolve, or (b) the envelop¢éhe matched filter caused by the
limited number of elements in the array.

(3) After “time-zero” : time does not stop when the focus forms, ancetiexgy
that concentrates at the source position cannodjgappear from the medium. Because
there is no energy sink in the medium, the focussergy has to continue propagating.
But this time, it is propagating outwards from theal point. Continuing from Figure 2-6,

Figure 2-7 shows snapshots of the wavefield thaticoes propagating after time-zero,
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which is shown in the first panel in Figure 2-7 asdhe same shown in the last panel in
Figure 2-6. Comparing Figure 2-7 to the snapsha@ptwred during the forward
propagation in Figure 2-5, we find that they aren@dt identical. By focusing the
wavefield from several locations at the boundarg afiedium onto a specific point inside
the medium, one effectively creates a pseudo soarddat specific point. Berkhout
[1997] refers to this adocusing in emissionThis pseudo source illuminates the
surrounding area from the advantage point of tive cetum (in this case the focal point)
just as if an actual source excited at the foctiss & extremely useful in that as long as
one can measure the focusing operators directly wtery easy to redatum the signal
measured at a boundary to somewhere inside theumedi will discuss in the next
section how to use the measured signals themsas/dse focusing operators in order to

effectively create such a pseudo source at thed pmsat.
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Figure 2-7: Snap shots of the wavefield capturednduhe back-propagation period at
different time steps after the “time-zero” when fbeus is formed (first panel).

2.3 Extensions of TRA — Redatuming

2.3.1 Limited Aperture and VSP Geometry

In physical TRA experiments, the wavefield fromaaise inside a medium is measured
on a boundary surrounding that medium. The recowadefield is time reversed and
sent back into the medium from the locations of dhniginal recordings. The result of

such an experiment is that the wavefield collafgsetso-focuses) back at the location of
the source [Fink, 1999]. If the measurements aréenma only part of the boundary, then
the geometry corresponds to what is called a TineeeRsed Mirror (TRM) in the

literature.
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In earth applications, such as earthquake mongoand active exploration
surveys, we generally deal with TRM, in which thwee reversal operator is only applied
on a limited aperture, thus apparently limitingdsquality [Fink, 2006].

The earthquake monitoring system is a typical TR, in which the source is
inside the earth and the monitoring stations ugu@lister and occupy only a very limited
area on the earth’s surface. Larnedital. [2006] has demonstrated that with a global
station distribution and the power of supercommtdre TRA experiment can be tested
at a much larger scale. They applied the TRA toSheatra-Andaman earthquake (26
Dec. 2004) and showed that seismic wave energyfecased on the correct location of
the earthquake. In situations where only sparsearks are available, such as reservoir
monitoring systems, it is necessary to study hosvlitmited aperture could affect focus
quality. In Chapter 3, | will discuss this issuemiore detail using a field example.

In the area of active exploration surveys, TRMIsasery common. In Vertical
Seismic Profile (VSP) acquisition geometry, as smow Figure 2-8a, the sources are
typically on the surface and the receivers areaeal inside a borehole that penetrates
into the earth. In this case, the sources on thfasa form the TRM; however, it is
impractical to form a contour of sources that caetgll enclose the borehole. To mimic
a TRA experiment, as shown in Figure 2-1, we catke reciprocity to exchange the
sources and receivers. After this exchange, thengegg mimics a Reverse VSP (RVSP)
acquisition (Figure 2-8b) with a collection of shygathers acquired from many receivers
on a part of an enclosing contour at surface dwmtenhole sources. With this data set it

is straightforward to apply the retro-focusing cepis of TRA/TRM.
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Figure 2-8: lllustration of (a) VSP and (b) RVSPgasition geometry. In the VSP
geometry, the sources are fired on the surfacdofyedtars) and the receivers are located
along a borehole inside the medium (red triangles}he RVSP geometry, the sources

and receivers are swapped.
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2.3.2 Constructing Green’s Function

As described in previous numerical TRA demonstrgtim order to create a
pseudo source at the focal spot, it is crucialaiwextly estimate the focusing operator, or
the extrapolation operator, which is the Greenixfion between the source and receiver

G(x;,x,,t) (Figure 2-1). Once we calculate the focusing dperawe are able to

redatum the signal measured at a boundary to tteg $pot inside the medium, such that
it appears to have a pseudo source sitting atrigenal focal point. Typically, however,
the calculation of this Green’s function involvessl of complexity. Therefore, instead of
using the exact Green’s function, we could useréiterded signal itself as @ampirical
Green’s functiorfLi and Toks6z, 1993]. In that sense, similar ¢uation (2-5), we use

the recorded signaf(x;,x,,t 3 which is equivalent ta(x,,x;,t Yue to source-
receiver reciprocity — as the back-propagation afjoerinstead of the actual Green’s
function G(x, X;,t ). We may then express the wavefield that would Heen measured
at the original source location as a convolutiothefrecorded wavefornr(x,x,,t gnd
its time reversed versiom(x ;,X¢,~t )

S, (1) =r(x;,X,~t) G(X,, X, 1)
=1 (X, X, t) Or(Xg,X;,t)
=[s(-t) O G(x,,x,,~t)] O[s(t) O G(x,,x,1)] '
=[s(-t) O s(t)] O[G(x,,x,,~t) OG(X,,X,1)]

(2-7)

By replacing the actual focusing opera®gx,,x;,t with the recorded waveform, we

can accomplish the back-propagation of the energsn fthis receiver to the source

location with only one complication (compare thghti hand side of equation (2-5) and
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(2-7)): we end up with the autocorrelation of thiggimal source function convolved with
the autocorrelation of the Green’s function. THuspnly performing its autocorrelation,
it is easy to redatum any trace from its recoraeation to the original source location.

Equation (2-7) illustrates how to back-propagatngle recorded trace from its
receiver location to the source location using ¢hgpirical Green’s function. We must
now perform this same task for all recorded tramethe contour that encloses the source.
This is a simple matter of summing up the autodatians for all individual receivers of
a common source:

S(t) = Z’s‘j (t)

J

=[s(-0) 0 s()] 0 Y[, X,,—1) 06X, X, 0] (2-8)

Comparing the right hand side of equation (2-6) @i8l), theempirical Green’s function
allows us to recover the autocorrelation of theioal source wavelet around time-zero
instead of the exact original source time functi®y. using theempirical Green’s
function we dramatically reduce the computational effdrthee back-propagation into
simple autocorrelation operations. However, thegwe pay for this reduction is that we
lose all the phase information in the recoveredaligwvhich is now a zero-phased signal.
Although obtaining the correct source wavelet sBlfjuires the phase information, the

autocorrelation of the original source functioreitss(—t) 0 s(t), has already provided

us with valuable information in kinematic imagingpplems.

In addition, as discussed in the previous sectafter the focus is formed, the
causal part of the recovered signal is equivalethée signal recorded by a receiver that is
located at the focal spot. From this perspective causal part of the recovered signal can

be seen as the zero-offset Green’s function betweenriginal source and itself; that is
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G(xs,xs,t)+G(xs,xs,—t)~%ZG(x. X, t) O G(X;, X, t) . (2-9)

j? s

This result is equivalent to the one derived byeotltesearchers [Derods al, 2003;
Wapenaaet al, 2005] from a seismic interferometry approach.
The zero-offset methodology can be extended toniezero-offset case by

noting that the wavefield between any two pointg,and x;, in the medium can be

obtained with an expression similar to equatio®)@berode et al, 2003]:
G(X 5, Xg,t) + G(X , X5, 1) ~£ZG(X1 Xant) DG(X,, X5, 1) (2-10)
7

Similar to the acoustic Green function represeoitatin Wapenaar and Fokkema
[2005], expression (2-10) forms the basis of saisredatuming. Derodet al. [2003]

give an excellent derivation of this expressiongdasn physical arguments.

2.3.3 Redatuming with VSP Dataset

Seismic redatuming is the process of extrapolatiegvave field measured at one
datum to a new datum, usually at a greater depthdifilonal redatuming methods
[Berryhill, 1979, 1984] use a wave equation modgkhgorithm and a velocity model to
numerically extrapolate the recorded data to a wetwm. These methods typically
attempt to regularize a field dataset recorded angged surface with a variable near
surface velocity to a datum that is at a depthwelte surface and with a much simpler
velocity field.

Recently, various novel redatuming methods haven lpFeposed based on the
principles of Time Reversed Acoustics (TRA) andrsetreceiver reciprocity [Wapenaar

and Fokkema, 2005]. The key departure from tradtionethods is that the recorded
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traces themselves are used as extrapolation opgratch that pseudo sources can be
created inside the medium. The earth’s response fin@ source to receiver is completely
eliminated, making it useful for acquisition geone= where the source and receivers are
at different datums, as in VSP or RVSP geometry.

The Green'’s function reconstruction principles bardirectly applied to the VSP
problem, forming the basis of VSP redatuming methagly. Consider a walk-away VSP

(WVSP) geometry with sources, at the surface and a receivey in the borehole, as

shown in Figure 2-8a. As mentioned above, we caoki@ reciprocity to exchange the
sources and receivers, which creates an effectis@®Rfrom our WVSP dataset. Keeping
our original notation, we now want to retro-foche twavefield to the downhole receiver
(which is the shot location in terms of RVSP). Qmureceiver reciprocity states that

G(X 4, X;,t) =G(X;,X,,t) . This means that the zero-offset Green’s functainthe
downhole receiver is given as equation (2-9)

G(Xar X p 1) +G(X 0, X0, t) = D G(X 5, X, 1) DG(X 4, X 1), (2-11)

which is the sum of the autocorrelations of theeobsd traces.

If instead of a delta function source, we have r@veational band-limited source,
denoted as(t ,)the zero-offset signaki (x ,,X,,t) — created by redatuming the original
sources at the surface back to the borehole racéieation — is then given as the

autocorrelated source wavelet convolved with theadzero-offset Green’s function:

H (X5, Xa,t) =[S() O S(-1)] 0> G(X 5, X;,t) O G(Xp, X, ,~t)
] . (2-12)
=[s(t) O s(-t)] U G(X, X a,1)
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The representation foH(x,,X,,t) gives only kinematically correct results

[Wapenaar and Fokkema, 2005], which are quite aabéptfor imaging applications
since we are interested in creating an image otk impedance contrast reflectors.
(To obtain a true-amplitude representation of equaf2-12) is still an ongoing research
area [Mehtaet al, 2007].) A zero-offset section is created by gatigerall the
autocorrelated and summed common receiver gathers.

Essentially, the correlation-and-summation operatemlatums each of the surface
sources to the location of each receiver in theelhale, without having to perform
velocity analysis or moveout corrections. This gaxcretro-focuses the sources to each
receiver location, creating a trace from an effextioincident source and receiver pair in
the borehole. The same principle can be extendextetate downhole, non-zero offset
(prestack) traces. Just as in surface seismic mgagiethods, the migration results using
non-zero offset (prestack) data will show a signifidaprovement over those using zero
offset (poststack) data only. This is because thezero offset data contain reflections
from many different directions, allowing a more cdete image to be reconstructed.

For a non-zero-offset case, the redatumed nonaféset signal between two
receivers x, and xg; , H(X,,Xg,t) , contains the autocorrelated source wavelet

convolved with the actual non-zero-offset Greeniscfion:

H (X5, Xg,t) =[s(t) O s(-t)] 0> G(X 5, X;,t) O G(Xg,X;,~t)
i : (2-13)
=[s(t) O s(-)] 0 G(X , X, 1)
Repeating equation (2-13) for each combination @frthole receivers creates

the redatumed, downhole common shot gather. Thedféset case can then be viewed
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as a special case of the non-zero offset whereatbgoints,x, andx;, in the medium

are coincident.

Equation (2-13) forms the foundation of the redatgmoperation, which is
implemented by summing cross-correlations of tlepease from sources on one datum
(usually at the surface) recorded by receivers aother datum (usually in the
subsurface). The result is the extraction of a nataskt as if each receiver had also been
a source. The result for each receiver pair camtegpreted as the Green’s function
between the two receiver locations. In this way, tee nedatuming methods are based
on the same principles as seismic interferometrnag@haar and Fokkema, 2006]. In
contrast to traditional redatuming methods, TRA-dasslatuming has the potential to
overcome the complexities of the overburden withmaing to know its properties, as
pointed out by Bakulin and Calvert [2004]. Anothewportant application is the imaging
of salt-dome flanks (Willis et al, 2005, 2006, Luad 2007), which will be discussed in

detail in Chapter 4 and Chapter 5.

2.3.4 Difference with Reverse Time Migration

Reverse Time Migration (RTM) is an imaging methbdtthas been well developed in
the literature during the past 20 years [Whitmda&83; Baysakt al, 1983; Levin, 1984;
Hellmanet al, 1986]. However, it is important to understand tieaterse time migration
is distinctly different from TRA-based redatumindthaugh both are built upon the
notion of time symmetric properties of the wave a&@n. TRA-based redatuming is a
much more recent development coming from the médiv@ laboratory environments in
the past few years, and only now starting to be agpio seismic data. It is a way of

collapsing acoustic energy back to the source lmcatt does not perform any imaging.
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It is actually a way of redatuming, or retro-foausi a recorded wavefield back to the
original source location.

RTM uses a numerical modeling scheme, such a® faifterences or Kirchhoff
extrapolation, to implement running the wave equetbmckward in time, and then
invokes an imaging condition to create the migragedtion. The entire process consists
of two operations: (1) a wave equation propagatioa ofcorded wavefield, and (2) an
application of an imaging condition. For prestackv&se Time Depth Migration, there
are actually two propagated wavefields. One is therdedl shot record, which is
propagated backward in time, and the other is ahsyict shot record, which is
propagated forward in time. An imaging conditiorajplied to corresponding snapshots
of these wavefields, which amounts to a multiplmati(or division) of the back-
propagated shot record and the forward modeled relcotd. The propagation steps are
accomplished by finite difference or other numdrineodeling techniques. For this
method to work at all, the velocity field of the nne@d must be known very well.

In contrast, TRA redatuming does not require thisvdedge. The velocity of the
medium and sometimes even the locations of thawerseare not required. In physical
experiments, the measured wavefield is re-injecisck bnto the rock/medium and the
energy retro-focuses to the source location. Impmatational analysis, the back-
propagation is accomplished by invoking reciproaiyd performing the appropriate
auto- and cross-correlations. No velocity informati® required, no modeling software is
used, and no imaging step is performed in the uedialg.

Redatuming only creates new pseudo shot gathersw¥itbh one can further

apply any imaging algorithms to obtain a final iraagf the structure. In fact, for the salt
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flank imaging application discussed in chaptersndl &, we frequently apply RTM

imaging algorithms after redatuming to achieveraage of the target.
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Chapter 3
Applications to Earthquake Location

3.1 Earthquake Location

In this study we investigate the applicability dietTime Reversed Acoustics (TRA)
technique, and thus the whole waveform of the recbsiignal, to earthquake locations.
The basic concept involved in TRA is the fundamersgginmetry of time reversal
invariance -- injecting the recorded signal, wittn¢i running backwards, can focus the
wavefield to the source. TRA has emerged as an impiotechnique in acoustics with
applications to medicine, underwater sound, and no#mgr disciplines.

In the previous chapter, | show with a 2D acousiicleh that by putting receivers
completely surrounding the source, we are able kiege a very good focusing at the
original source location. But can we still achigaod focusing in an elastic world using
complete receiver coverage? With advances in modservoir surveillance techniques,
massive monitoring array deployment is becomingsibs, which provides a good
environment to implement TRA source location metimopgractice. However, even in the
most aggressive reservoir monitoring network, it impossible to have stations

completely cover all the boundaries of a field. $lwo questions emerge: what happens
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when we only have partial receiver coverage, and wghtite minimum requirement for

TRA to be working effectively?

In this section, | experiment with different receivverage on a 3D model to
further investigate TRA'’s retro-focusing propertiessng a full elastic model that is based
on an actual reservoir monitoring network in a Mel@astern oil field. Various issues
involved in the TRA earthquake location techniqué e discussed using the synthetic

model data. At the end of the section, | will test technique using real data acquired in

that field.

m)

South <= -> North (k

West <- —> East (km)
Figure 3-1: Map view of the field with faults (bladke) and stations marked, blue
triangles denote the surface stations in one netanckred squares denote the wellhead
in another network, in which five boreholes are usedeploy downhole receivers. Area
enclosed by the green dashed line is shown in a &peetive in Figure 3-2.
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3.1.1 Field Description

A map view of the field in a local coordinate systenshown in Figure 3-1.
There are two sets of networks in this field — oneleployed on the surface with 7
stations marked as blue squares, while the othardeswnhole network consisting of 5
boreholes and 8 stations in each, at a depth rah§&0 m to 1200 m. Most recorded
microseismic events are located at a depth rangé08fm to 1300 m. | will focus

primarily on the area where the downhole networkrissent, as marked by the green

dashed line in Figure 3-1.

Figure 3-2: A 3D view of the field model showing theef boreholes in the second
monitoring network. The cubes on the surface detiwevellhead location as shown in
the red squares in Figure 3-1. Black lines drawpidié of the five observation wells and
purple dots indicate the position of downhole reeey A P-wave velocity model is
shown in the background which consists of 14 layers.



60 CHAPTER 3

A 3D view of the area enclosed by the dashed lindasva in Figure 3-2 in the
same coordinate system, in which the path of the finonitoring wells (black line) and
location of downhole stations (purple dots) are atsoked.

The velocity model (indicated by the color layar$-igure 3-2) used in this study
is provided by the company operating the field. Aldyer elastic model was built based
on their best knowledge of the field. The model disiens are 3.5 km in West-East
direction (X) by 2.0 km in South-North direction (YYy B.0 km in depth (Z), as shown in
Figure 3-2. The corresponding P- and S-wave velquitjiles are shown in Figure 3-3.

(The S-wave velocity is obtained by scaling the Reeveelocity using a constant Vp/Vs

Depth (km)
!

Ve

Velocity (km/s)

Figure 3-3: Velocity profile used in the synthedied field experiments. P-wave velocity
is plotted in blue and S-wave velocity in red.
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ratio.)

3.1.2 Retro-Focusing Properties

It is critical to discover whether TRA also worksan elastic world. Figure 3-4a
shows a “perfect” source-receiver setup for a TRAeexpent using the model depicted
in Figure 3-3, in which six panels of receiver areag deployed to completely surround
the volume of the monitored area: one top panethensurface (top blue dots), 4 side
panels with downhole stations along the well (blued)pand one bottom panel buried at
a given depth (bottom blue dots). Given this idedlig, if a source is excited inside the
volume (red dot), can TRA back-propagate the reabrdalti-component seismograms
at all stations and retro-focus to the originalrseuocation? If TRA works with elastic
waves, the next question is how to configure the toang system to implement this
technique with the minimum required elements. The tymcal ways of deploying
reservoir surveillance are surface monitoring eteti (Figure 3-4b) and downhole
monitoring stations (Figure 3-4c). Which systenmisre effective for implementing the
TRA technique? What is the focal resolution? How fan ¢he monitoring stations be
separated and remain effective? All these questiothde addressed by the following
experiments.

| start with the ideal scenario as shown in Figuda3n which a single source is
centered in the XY plane at a depth of 1 km. A 15HX&ievavelet is used as the source
time function. The receivers are distributed arodihe volume forming an enclosed
monitoring surface, which consists of one array @$-15 stations, on the surface at
100 m spacing, another such array buried at a defpkm at 100 m spacing, and 90

vertical boreholes separated by 100 m between beigiy wells with a stream of 27
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levels in each well (100 m spacing between the twel&vThe receiver/well spacing is
chosen to be less than half the predominant wagtierAlthough this complete and
dense receiver coverage is not feasible for ast@alieservoir surveillance setup, | will
start with it to show what could be achieved with sactiense array distribution. The
results from this experiment will also serve aslibachmark for later tests, in which the
density of stations and wells will be reduced in ordeexamine how receiver density
impacts the retro-focusing quality.

In this experiment, a point source is excited at ltication indicated by the red
dot in Figure 3-4a. All the receivers record thesgEmograms for a period of time such
that both P and S waves can be captured. (The §yemethis case is mostly due to the
P-to-S conversions occurring at layer interfaces later section, | will also demonstrate
the retro-focusing capability using a slipping taud which a large amount of shear
energy is directly generated by the faulting medrar) Figure 3-5 shows a section of

recorded traces for this forward propagation andife3-6 shows the 3C seismogram

Figure 3-4: Source and receiver setup for TRA réiousing experiments in which a
single source (red dot) is located at the centethef XY plane at depth of 1km: (a)
complete receiver coverage with both surface statidop plane), downhole stations
(side planes), and buried stations (bottom plafi®);only surface receivers are used,
which is a 30 by 15 stations array; (c) only the doala receivers are used, which
contains 90 wells with 27 levels in each well.
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recorded by the left-most receiver in the middl@gleof Figure 3-5. Then, all of the
seismograms (without gating for different phases)tane-reversed and injected back at
the receiver locations as sources. At the end ofripet signal (ie. at the original time-
zero), snapshots of the wavefield at three orthdgplames are captured, as shown in
Figure 3-7. A clean and clear focal spot is obsemethe original source location. A
close look at the focal shape in different plartesas that the focus is well resolved as a

symmetric sphere and its position is nicely comsé@ in all three directions.

Center Well of Left Array

Center Receiver Line of Top Array

Center Well of Right Array
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Figure 3-5: Recorded 3C seismograms during the falvpropagation period. (a) X
component (West-East); (b) Y component (South-Noftt))Z component. In each row,
the left panel shows traces recorded by statiorisarcenter well of the left array plane
(X=4, Y=4), the middle panel shows traces recordestatfons along the center receiver
line on the top array plane (Y=4, Z=0), the righnhpl shows traces recorded by stations
in the center well of the right array plane (X=%54).
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Figure 3-6: The 3C seismograms recorded by therieftt receiver in the middle panel of
Figure 3-5: (a) X component, (b) Y component, andZ(cpbmponent.
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Figure 3-7: TRA results for the single source expent with complete receiver coverage
(Figure 3-4a). (a) 3D view of the three snapshotgsandicated by different colors and
numbers; (b) snapshot in XZ plane; (c) snapshot irpMde; (d) snapshot in XY plane.
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Measurement of Retro-focusing Quality

Two quantitative measurements, borrowed from thee@n@ocessing community,
are designed to check the quality of TRA'’s retrodf&ing property.

The first index measures the correlation coefficiith respect to a benchmark
output, which is achieved using the complete ar@yerage as shown in Figure 3-7. It
verifies the accuracy of the focusing operator, isndefined as:

= -[DXDD[F (X) a IE] [ﬂFref (X) - ﬁref ]dX
\/J-DXDD[F(X) ~FI7dx q-DXDD[Fref () - IEref 17 dx ’

(3-1)

where F . (x ) is the output of the benchmark experiment (FigBfé), F(x) is the

ref
output of a new experiment, albddenotes the output domai@.reaches maximum (+1)

when F(x ) is identical to the referende., (x ; andC reaches minimum (1) wheR(x )
is opposite to the referende, (x . )

The second index measures the Peak Signal to lRaise (PSNR) of the output
of an experiment. It provides a score which indisdtew easy and confident one can

locate the focal spot, and is defined as:

MPSNR= 20l0g,,| MG | (3-2)

ﬁ ijDDn n’ (x)dx

where the numerator denotes peak amplitude of gguguand the denominator denotes
the overall noise level in the same out.is a sub-domain of the total output domain

D, which is composed of pixels whose amplitude is lggn a specific threshold.

n(x) = F(x|XDD ) andN is the total number of samples in dom&p The threshold is

chosen in this study as the half the peak ampli{@d8) of the output. A noise level at
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5% of the peak amplitude givddPSNR= 26dB; a noise level at 10% of the peak
amplitude givesPSNR= 20dB. In an extreme situation where the whole enadilled
with random noise, thBIPSNRscore is about 10dB. Performing this measuremenh®
benchmark output (Figure 3-7) gives a score of #8,38.7 dB, and 35.9dB for XY, XZ,
and YZ planes.
Surface Stations vs. Downhole Stations:

Two commonly used monitoring setups are surfacessand downhole stations.
The surface monitoring setup is shown in Figure 3-#bwhich stations are only
deployed at the surface of the reservoir. | refigaprevious experiment for this scenario
and the results are shown in Figure 3-8. We obsiratealthough the focal spot is still
well resolved in the XY plane, side lobes and oth&faats are present along the depth
axis as shown in both XZ and YZ plane. This is exgettecause no downhole receivers
are used in this scenario such that there is lesst@int on the vertical direction
compared to the idealized complete coverage. Thediklation coefficients are very
high in this scenario — 0.93, 0.92, and 0.89 fer Xy, XZ, and YZ planes — indicating a
high fidelity of the location. The coefficients dess than 1.0 due to the loss of aperture.
It is also interesting to see in the XY plot thag fiocal zone is elongated along the Y
direction. This elongation is caused by the morarsp receiver coverage along the Y
direction compared to the one along the X diregtiance a better constraint is received
along the X direction. The MPSNR scores are also Wegh — 34.9dB, 36.2dB, and
32.6dB for the XY, XZ, and YZ planes — demonstratamgeasily identifiable focal spot.

The downhole monitoring setup is shown in Figure 3idevhich only downhole

receivers are deployed along a line inside the Hmlee The same experiment is
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performed and the results are shown in Figure 818.encouraging to observe a focusing
effect that is almost identical to the results frtme benchmark scenario as shown in
Figure 3-7. The correlation coefficients are 0@B8, and 0.97 for the XY, XZ, and YZ
planes, showing an almost identical result compaoethe benchmark scenario. The
MPSNR scores are also higher than the surface statienario at 35.7dB, 38.5dB, and
35.6dB for the XY, XZ, and YZ planes, which means wetgr background of the

reconstructed wavefield exists thanks to the momaraus receivers deployed downhole.
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Figure 3-8: TRA results for the single source expent with surface receivers only
(Figure 3-4b). Snapshots in (a) 3D view; (b) XZ ptaieg YZ plane; (d) XY plane.
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Figure 3-9: TRA results for the single source expent with downhole receivers only
(Figure 3-4c). Snapshots in (a) 3D view; (b) XZ plaeg YZ plane; (d) XY plane.
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Effect of Surface Station and Borehole Density

The number of receivers used in the above expetsnenfar beyond any
practical reservoir monitoring system. A natural sfign is whether the good retro-
focusing quality can be preserved when decreasstalien coverage. The following two
experiments with sparse networks are designed to aiisejuestion.

The first experiment uses only surface stationsamn array identical to the
previous experiment, as shown in Figure 3-10a: 3Qfbgtations with a spacing of 100
m (less than half wavelength). The surface arrag s4irst reduced to 10-by-6 (Figure
3-10b) with a spacing of 300 m (about one wavelengtid then further reduced to a
very sparse network of a 4-by-3 array (Figure 3-Mith a spacing of 900 m in the X
direction and the 700 m in Y direction (larger tHamvavelengths). The corresponding
results are shown in Figure 3-11 and Figure 3-18peetively, and the correlation
coefficients are calculated. Comparing these reswith the one shown in Figure 3-8, it
is obvious that although a sharp focus is stillesbable in the XY plane, the artifacts
(upward arcs on both side of the focus due to wan fiesidues) in both the XZ and YZ
planes increases dramatically. These artifacts dcanderfere with other sources if

multiple sources are present.

7 3
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(c) 4-by-3 array.
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Figure 3-11: TRA results for the single source expent with a 10-by-6 surface receiver
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The second experiment uses downhole stations ohly.9D-well network shown
in Figure 3-13a with 100 m well-to-well distance (laben half wavelength) is first
reduced to a 32-well (Figure 3-13b) system with acsgaof 300 m (about one
wavelength) and the results are shown in Figure 3Alith this number of wells, very
good focusing of the original source remains desgight artifacts on the XY plane and
little evidence of a space aliasing effect on the a6 YZ plane. Then the number of
wells is further reduced to a 10-well (Figure 3-18g¥tem with a spacing of 1000 m
(larger than 2 wavelengths) and the results arevshm Figure 3-15. We can see
significant artifacts in the XY plane (similar to kg 3-12d), although TRA is still
capable of creating an energy spike at the origgnalce location. On the other side, the

focusing quality in the two vertical planes is befieeserved, in contrast to Figure 3-12b

and c.

Figure 3-13: Source and receivers setups with @ffenumber of surrounding boreholes
in the single source TRA experiments: (a) 90 welene as in Figure 3-4c; (b) 32 wells;
(c) 10 wells.
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The correlation coefficients and MPSNR scores faséhtwo experiments are
summarized in Figure 3-16.

Both indexes decrease when receiver coverage shttkough the focal spot
can still be easily identified in all the singleusce experiments. In the surface-station-
only experiments, the quality change in all thresnps is synchronous. In the downhole-

station-only experiments, the focusing quality e two vertical planes (blue and black

Single Source: Surface Stations Single Source: Downhole Stations

2D Correlation Coefficient
2D Correlation Coefficient

L L L L O L L L L
Complete Dense Normal Sparse Complete Dense Normal Sparse

Single Source: Surface Stations Single Source: Downhole Stations

——xY| i i
15F +XZ ........ _________ .........
—e—Y7 | ; :

Complete Dense Normal Sparse

10

Complete Dense Normal Sparse

Figure 3-16: TRA retro-focusing quality for diffetereceiver setups in the single source
experiments: (a) 2D correlation coefficients forfaoe-station-only experiments, (b) 2D
correlation coefficients for downhole-station-onlyperiments; (c) MPSNR score for
surface-station-only experiments, (d) MPSNR scorg fiownhole-station-only
experiments. The horizontal axis in all plots irades different receiver setups, where
“Complete” corresponds to Figure 3-4a, “Dense” cgponds to Figure 3-4b and Figure
3-4c, “Normal” corresponds to Figure 3-10b and Fegs-13b, and “Sparse” corresponds
to Figure 3-10c and Figure 3-13c.
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line in Figure 3-16b) are well preserved acrosshalscenarios, but the quality in the XY

plane behaves similarly to surface-station-onlyegkpents. The MPSNR scores in the
downhole-station-only experiments for all three pwmre higher than the scores in the
surface-station-only experiments, indicating that tdownhole-station network is better

than the surface-station network, especially inasituns where only a sparse network is
available.

TRA Resolution:

To test the capability of TRA to resolve multipleustes close to each other, |
design the following experiments in which an arrayl bfby-5 point sources are scattered
at the same plane at a depth of 1 km, as showmgurd-3-17a. The sources are separated
one wavelength apart to ensure the separation &l fggots. | repeat the previous
experiments with different receiver coverages: catgptoverage (Figure 3-17a, also as
the benchmark case), surface stations only (Figut&b), and downhole receivers only

(Figure 3-17c). The correlation coefficients and MMPSNR score for three planes are

also calculated in each case.

Figure 3-17: Source and receiver setups for TRAofitcusing experiments in which
multiple sources (red dot) are spread in XY plangeg@th of 1km: (a) complete receiver
coverage with both surface stations, downhole stati@and buried stations; (b) only
surface receivers are used, which is a 30-by-1%ostatrray; (c) only the downhole
receivers are used, which contains 90 wells with 2&l$ein each well.
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Figure 3-18: TRA results for the multiple sourcepaerxment with complete receiver
array (Figure 3-17a). Snapshots in (a) 3D view; (B)pkane; (c) YZ plane; (d) XY plane.
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Figure 3-20: TRA results for the multiple sourceparxment with downhole receivers
only (Figure 3-17c). Snapshots in (a) 3D view; (b) pdne; (c) YZ plane; (d) XY plane.

With complete receiver coverage (Figure 3-17a), rdmallts (Figure 3-18) show
excellent separation of focal spots in all threenpk with a small amount of artifacts. If
only using the surface array, the focal spots lithaée planes become smeared, although
they are still distinguishable (Figure 3-19). Astie single source case, if only using
downhole receivers, the focusing results (Figuré@B&e very close to the ones shown
by complete receiver coverage (Figure 3-18).

Things become more interesting when the receivesitieis decreased. In the
first experiment, only a surface array is used,thatnumber of receivers is reduced from
30-by-15 (Figure 3-21a) to 10-by-6 (Figure 3-21ésults shown in Figure 3-23), and
further to 4-by-3 (Figure 3-21c, results shown ingufe 3-24). The correlation

coefficients with respect to the benchmark (Figuw#83 and MPSNR scores in three
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planes are summarized in Figure 3-27a and c. Tédtseshow that the fewer surface
stations, the poorer the quality of the focal spotthe case where the station spacing is
close to one wavelength, which is also the separatfiamo nearby sources, the focal
spots are still distinguishable in spite of thehaiglevel of artifacts. In the case where
only a 4-by-3 receiver array is used, the artifactshe XY plane are significantly greater
due to the spatial aliasing; thus the focal spogsiadistinguishable. In the XZ and YZ
plots, the depth of the source plane is impossibldetermine due to the fact that little
constraints are imposed along the depth axis. Edpemn the XZ plane, the wavefront

artifacts would result in incorrect focal depthnterpreted with the maximum energy.

Figure 3-21: Sources and receivers setups with rdiftesurface arrays (a) 30-by-15
array, same as in Figure 3-17b; (b) 10-by-6 arfey4-by-3 array.

Figure 3-22: Sources and receivers setups withrdiffenumber of boreholes: (a) 90
wells, same as in Figure 3-17c; (b) 32 wells; (c)vEls.
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In the second experiment, only the downhole receareay is used, but the
number of wells is reduced from 90 (Figure 3-22a32 (Figure 3-22b, results shown in
Figure 3-25), and further to 10 (Figure 3-22c, hssshown in Figure 3-26). The
correlation coefficients and MPSNR scores in thremngs are summarized in Figure
3-27b and d. In this set of results, we also obsanggnificant drop in the focusing
guality when the number of well decreases. The attifare much fewer in the vertical
planes than in the horizontal planes, giving leasedainty in depth determination.
However, the resolution in the horizontal plane &dlsoomes very poor in the case where
only 10 wells are used, and it is almost imposgiblgiscriminate different sources.

In summary, the surface station array has the ddgarof achieving better lateral
resolution of the TRA focus, although the uncertainf the depth determination
increases with sparse station distributions. The takenstation array provides better
constraints on the depth determination and alsofdidg good lateral resolution when
the wells are close together. The station separ#bioa cost-effective network is related
to the closest distance between two neighboring evént the other hand, both networks
have the capability of resolving a single event withited artifacts. In the following
section, | will show this capability in a field dagaample where only 5 boreholes with 8

levels of receivers in each well are used.
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Multiple Sources: Surface Stations Multiple Sources: Downhole Stations
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Figure 3-27: Retro-focusing quality for differentapes in the single source TRA
experiments: (a) 2D correlation coefficients forfaoe stations only experiments, (b) 2D
correlation coefficients for downhole stations oelperiments; (c) MPSNR score for
surface stations only experiments, (d) MPSNR sdaore downhole stations only

experiments. The X axis in both plots indicatesrdeeiver coverage, where “Complete”
corresponds to Figure 3-17a setup, “Dense” corredpdao Figure 3-17b and Figure
3-17c setups, “Normal” corresponds to Figure 3-2bbl &igure 3-22b setups, and
“Sparse” corresponds to Figure 3-21c and Figur@@s2tups.
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Focus on Faults

Previous examples show a very good focus using atmofEc point source, which
generates P energy mostly. An interesting topic isthdr the same TRA retro-focusing
feature is also applicable in sources generatilog af shear energy, such as a fault. We
use a moment tensor source mechanism, definedebstiitke @), dip (0) and rake 4 ),

to simulate a planar faulting [Aki and Richards, @98hearer, 1999], as shown in Figure

3-28.

Strike

7

Figure 3-28: A planar fault defined by the strikedadip of the fault surface and the
direction of the slip vector.

The forward experiment shown in Figure 3-4a is atpa with an exception that

the point source is replaced by a moment tensacepwhich represents a planar fault of
@=0=A=45" . Figure 3-29 shows a section of recorded tracestter forward

propagation and Figure 3-30 shows the 3C seismoggaanded by the left-most receiver

in the middle panel of Figure 3-29.
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Figure 3-29: Recorded 3C seismograms due to aesdtig fault during the forward
propagation: (a) X, (b) Y, and (c) Z component. Th#, Imiddle, and right panels
correspond to the same receiver line as in Figtse 3
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Figure 3-30: The 3C seismograms recorded by tliarlest receiver in the middle panel
of Figure 3-29: (a) X, (b) Y, and (c) Z component.




84 CHAPTER 3

Comparing Figure 3-29 to Figure 3-5, we observe #haignificant amount of
shear energy released by the slipping fault isuragdtby the receiver array. The recorded
signals are then back-propagated assuming a dowstailen-only setup as shown in
Figure 3-4b. To better interpret the results, wet phe resulting P-wave field (Figure
3-31) and S-wave field (Figure 3-32) by taking theetgence and curl of the velocity
fields. We can observe focal spots in both P-wawk Sswave results, although the S-
wave results clearly have a better focus, which aébably due to the fact that the strike-
slip fault source mechanism generates shear ermkmgynantly. The MPSNR scores of
the S-wave results are 36.1dB, 38.7dB, and 35.2dBhi® XY, XZ, and YZ planes,
respectively. In comparison, the MPSNR scores ofPtveave results are 30.3dB, 33.1dB,

and 33.0dB for the XY, XZ, and YZ planes, respectively
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Figure 3-31: Retro-focused P-wave field in the caka slipping fault with downhole
receivers only (Figure 3-4c). (a): 3D view; (b) Xzapk; (c) YZ plane; (d) XY plane.
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3.1.3 Field Data Test
In this section, | will show an example using acfiigld monitoring geometry as well as
data recorded for one of the microseismic evertig. actual station distribution is shown
in Figure 3-2. A total of 5 wells are scattered ia field with 8 levels of stations in each
well. Although the density of stations is far lesartlihe worst case discussed in previous
section, we are able to achieve fairly good sougcevery.

A synthetic test with such a sparse network is peréar before the real data
experiment, in which a single source is introduced a 5.5 km, Y =4 km, and Z = 0.75

km. The recorded 3C seismograms are shown in Figt88. The traces within each

Y053_1
Y080_1
Y279 _1
Y385_1
Y425_1

Y053_1
Y080_1
Y279 _1
Y385_1
Y425_1

Y053_1
Y080_1
Y279 _1
Y385_1
Y425_1

Time (s)

Figure 3-33: Synthetic 3C seismograms simulatedgugie actual downhole monitoring
network. Traces are grouped according to the wedltions (see Figure 3-1). Each well
has 8 levels of stations. (a) X components; (b) Y poments; (c) Z components.



APPLICATION TO EARTHQUAKE LOCATION 87

panel are grouped according to the well positiare (igure 3-1 for reference). | then
perform the same back-propagation operation asewiqus experiments to this dataset.
The snapshot of the wave field at the time of faogiss shown in Figure 3-34. 1t is

encouraging to see a clear focal spot at the @igiaurce location (the empty diamond
in Figure 3-34b), given we only use 40 stations iwélls. As shown by previous

experiments (see Figure 3-15), for a single soproblem, one can still achieve a clear
focus even with very sparse well coverage, altholngiet are a significant number of
wave front artifacts in the XY plane, which is also @table in this example as shown

in Figure 3-34b.
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Figure 3-34: TRA focusing results for a synthetitadat created using the actual field
monitoring network. The source is located at (X=5mb, r=4.0 km, Z=0.75 km), as
indicated by the empty diamond. The TRA back-propiagas able to achieve a clear
focus on the correct source location. Wave frontesrare observable due to the limited
receiver coverage (see Figure 3-15 for a similéecef. (a) 3D view with two cross-
sections passing through the focus; (b) 2D map ueXM plane at depth of 0.75 km.
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A tetrahedral geophone configuration is used fohdacel of station in the field
[Jones and Asanuma, 2004a; , 2004b]. This posea eaimplexity in directly importing
the raw data into the TRA process. To avoid the dacgy of converting the tetrahedral
geophone system into an orthogonal system, we u$e tbe vertical component
recordings from each level. The seismograms froreelected event (X=5.482 km,
Y=4.189 km, Z=0.729 km) are shown in Figure 3-35.sThvent has been located
independently by other techniques and is showneabldtk diamond in Figure 3-36b.

We run the TRA process for this event and the tesare shown in Figure 3-36.
Although the wavefield is not as clean as the onevaha Figure 3-34, we are still able
to identify the maximum energy spot in the snapsasily. Calculation of the MPSNR
score for the field data test gives a 29dB valuechvifalls between the “normal”’ case
and “sparse” case as shown in Figure 3-16d. The fmat is measured at X=5.400,
Y=4.225, Z=0.690. As shown in the 2D map view in Fig@r86b, the focal spot
identified by TRA is consistent with results from etHocation algorithms, given the
uncertainty of those location algorithms (aroun®-2800 m). The maximum value in
Figure 3-36b (indicated as red bulb next to theklshamond) is about 2 times larger than
the other possible peaks (indicated by the cyanlesy, which shows again that the focal

spot is significant to be located in contrast toeotside peaks.
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Figure 3-35: Vertical component recording for a mgeismic event occurred in the field.
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Figure 3-36: TRA focusing results for a real micissgc event. The source position
located using independent study is at (X=5.482 km4.189 km, Z=0.729 km), as
indicated by the black diamond. The TRA focus isated at (X=5.400, Y=4.225,
Z=0.690). (a) 3D view with two crosssections passirrgugh the focus; (b) 2D map
view in XY plane at depth of 0.690 km. Cyan circleditates other possible amplitude
peaks at the time of focusing.
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3.2 Focal Depth Estimation

Source depth is an important parameter for detengiivhether a seismic event is an
earthquake or an explosion. For deep events (>3Df&oal depth can be determined
from time differences between the primary phaseS) Rnd surface reflected phases (pP,
sP, sS, pS) which are frequently called depth phabkeshe case of shallow events, the
surface reflected phases are often buried in thla<of P and S waves. The scattered
coda waves become particularly problematic forrsgievents at regional distances. In
this section we propose a new approach, based on fORAetermining the source depth
of shallow events.

In the previous section, we have demonstrated tRak principles allow us to
back-propagate the recorded seismogram given a gaoth model. By analyzing the
energy distribution within the medium at time-zense can then locate the earthquake.
This back-propagation operator requires an inteosmputational effort. In some
situations where the lateral location of the eardkguis well constrained while the depth
is poorly determined, one can greatly simplify teck-propagation operator with the
help of theempirical Green’s functioflLi and Toks6z, 1993]. In this section, we will first
introduce the methodology of this approach and destnate it with a simple numerical
experiment. Then we test this method with recordings several events whose focal
depths were determined independently. Results shaiv ttie approach can provide
reasonable estimation of focal depth of shallownevdrom seismograms recorded at
regional distances. The method was found to be simmpbust, and possibly capable of

automation in the future.
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3.2.1 Methodology

Source depth determination methods have been aortiamp area of research for many
years. Langston and Helmberger [1975] created Lisgjoroximate expressions based
upon generalized ray expansions for modeling thg®, and sP arrival times and
amplitudes at teleseismic distances. Multi-chamnel adaptive beam forming have been
used to identify and decrease the uncertainty ah® pP events [Kemerait and Sutton,
1982]. Wavelet filtering for denoising and modeséed predictions of travel time step-out
have been used to improve the signal strength anhicty of identifying the depth
phases [Murphyet al, 1999]. Spectral, cepstral, and cepstral F-statisethods have
also been used to infer the time delays betweepPR,and sP phases from periodic
notches in the amplitude spectrum [Alexander, 1®8@)neret al, 2002; Kemerait and
Sutton, 1982; Reiter and Shumway, 1999]. Howeverskallow crustal events in areas
with significant scattering recorded at regionakalses, the depth phases are buried in
the coda of the body waves and cannot be visudbytified. In these cases, current
methods are described by most authors as not befiegtive at identifying these
obscured depth phases.

In this section we will present an approach to estirthe focal depth with a
combination of the TRA technique and thmapirical Green’s functiofiLi and Tokso6z,
1993]. The methodology is based on the zero-offseen’s function that | discussed in
Chapter 2.2.1 — that is, the causal part of thewexed signal is equivalent as the signal
recorded by a receiver co-located at the pseudocequosition. From this perspective,
the causal part of the recovered signal can be asdhe zero-offset Green’s function

between the original source and itself:
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G(x, X 1) + G(X , X ,~t) =%ZG(XJ- X, 1) OG(X;, X, t). (3-3)

In fact although TRA can recover most of the sigaifit information near the origin time
when the source is fired, the data also containshallrecorded reflections that would
have been observed at the source location froscatterers or reflectors in the medium.
In other words, the recovered signal at the sowcation is the signal that would have
been recorded if there had been a receiver coddaatthe source location. And equation
(3-3) shows that to recover those reflections dubeégseudo source, one can simply run
auto-correlations of the seismograms recorded dube original source and then stack

them.

3.2.2 Demonstration with Synthetic Propagator

For accurate event source depth estimates it i®ntapt to determine the source time
history and subsequent delay times associated hatlpP paths. To illustrate focal depth
determination by autocorrelation of the seismogramwes use a simple 1-D example as
shown in Figure 3-37. The P and pP ray paths aregppately overlapping except for

the near source side. We can assume the pP reflealso passes through the source

Stations

Source I z=At[V/2

Figure 3-37: Schematic showing seismograms from allastr seismic source that
contains both P and pP codas captured at the @gtations.
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region; hence, if we put a collocated receiver at gburce position, it will record the
initial spike fired by the seismic event and it valso record another spike that is caused
by the free surface reflection after some time yleda. By assuming an averaged

velocity value, we can estimate the depth of thesmasz= At [V, /2, which implies

another assumption that the pP raypath is alsangaisrough the original source. This
assumption is more valid with large source-statistadces.

Since the P and pP ray paths are approximatelgdhee, we can formulate the
problem in the time domain as a single propagator & doublet source (P and pP) as
shown in top left panel of Figure 3-38. We calculdte seismogram by convolving the

source with a given Green'’s function (middle lefhpbof Figure 3-38) as the propagator

_W,,W \/VWW_

| |
| |
| |
. . L . . . . L . I L I | |
0 1 2 3 4 5 6 7 8 9 10 -10 8 €6 4 -2 0 2 4 6 8 10
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Figure 3-38: Synthesis of the autocorrelation d? and pP trace. The top left trace
shows the source function with P at one second arat fRee seconds. The middle left
traces represents the propagator (i.e. Green’stitum)c The bottom left trace is the

“recorded” waveform given by the Green’s function walmed with the source function

plus random noise. The right trace shows the auteledion of the recorded trace (in
blue) and its Hilbert transform derived envelopediaen). The red vertical lines show
the correct time delay of 2 seconds.
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and adding white noise, as shown in the bottom laftep of Figure 3-38. Then we
calculate the autocorrelation function shown in thlee line in the right panel.
Computing the envelope from the Hilbert transforntha autocorrelation eliminates the
polarity differences between the phases. The greenshows the Hilbert transform-
derived envelope with secondary peaks att2 seconds (shown by the red lines) which
are caused by the surface reflected pP raypathedrtinquakes, pP may be of the same or
opposite polarity relative to P, depending on theree mechanism and the distance or

azimuth of the station.

3.2.3 Test on Real Events

We have chosen five earthquakes events to teshétieod on real events.

Event #1 occurred at Au Sable Forks, NY on Apr™",22002 with a ML
magnitude of 5.3 and a catalogue depth of 11 kgurgi 3-39 shows the regional map of

the event and the station distribution, and Fig+4 shows the recorded seismograms at

266° 268° 270° 27 274 276° 278" 280° 2827 284° 286°  288° 200°

Figure 3-39: Map of North central and Eastern posiof the USA showing the station
coverage (triangles) and epicenter location (btag f Event #1 at Au Sable Forks, NY
- 2002, Apr. 20. ML = 5.3 and catalog depth is 11km
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selected stations. Figure 3-41 shows the autoe@tiwek of recorded seismograms in blue
for each regional station and the sum of all theetations in red. Figure 3-41 also shows
the Hilbert envelope of the stacked autocorrelatiam the solid black line. Clearly
evident is the source pulse at zero lag and sepeakl corresponding to the pP event at a
time delay of 3.7s. This gives an estimated foagtd of 10.2km using an average P
velocity of 5.5km/s [Hughes and Luetgert, 1991]. Juantify the uncertainty in picking
this second peak, the “full width at half maximu(FWHM) is measured, as marked by
the green line in Figure 3-41, which gives a depiige of 8.8km ~ 11.8km. Note that
here we only count in the uncertainty due to the $obe picking. Many other factors,
including the uncertainty of the velocity and theoe induced by assuming pP raypath
goes through the original source, need to be cersidin order to do a full uncertainty
analysis. Also note that the velocity values wedusethis study are taken from regional
velocity models rather than a 1-D global velocitgdal. The purpose of using regional
velocity models, which is assumed to be more ateutan the 1-D global model, is to

reduce the uncertainty due to the velocity.
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Figure 3-40: Seismograms recorded at selectedstator Event #1.
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Figure 3-41: TRA analysis for Event #1. Autocortigla of recorded seismograms are in
blue and the sum of autocorrelations is in red. Hibert envelope of the stacked
autocorrelations is shown in black. The peak ofg¢beond peak is at 3.7s and the green
line indicates the FWHM (3.2s ~ 4.3s). Taking a Bvev velocity of 5.5km/s, the
estimated focal depth is 10.2km with a confiderasege of 8.8km ~ 11.8km.

Event #2 is located in Turkey and occurred on &€, 2000. It had a reported
Mb magnitude of 4.6 and the catalogue depth wasdfixt 10 km, which is the nominal
value assigned to all very shallow events. Figuré23shows the station coverage

throughout Turkey and Figure 3-43 shows the comedmg recorded waveforms. The
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autocorrelation analysis is shown in Figure 3-4de Teflected depth phase shows a time
delay of 2s, which corresponds to a depth of 4.5 ksing an average P wave velocity of
4.5 km/s. The FWHM range is 3.1 km ~ 5.3 km. Altbuwe do not have an
independent confirmation of this measurement, tfenewas very shallow and the “felt

zone” was confined to a small area.

Figure 3-42: Map showing the station coverager{gies) and epicenter location (blue
star) of Event #2 in Turkey occurred on 24 Dec.®(@b = 4.6 and catalogue depth is
fixed at 10km.
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Figure 3-43: Seismograms recorded at selectedstator Event #2.
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Figure 3-44: TRA analysis for Event #2. Autocortigla of recorded seismograms is in
blue and the sum of autocorrelationsis in red. Hikert envelope of the stacked
autocorrelations is shown in black. The peak ofgbeond peak is at 2.0s and the green

line indicates the FWHM (1.4s ~ 2.4s). Taking a Bvev velocity of 4.5km/s, the
estimated focal depth is 4.5km with a confidenceyeaof 3.1km ~ 5.3km.
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Event #3 occurred at Yorba Linda, California orptS&°, 2002. It had a ML
magnitude of 4.8 and catalogue source depth okin3Figure 3-45 shows the map of
southern California and the epicenter and statistrildution. Figure 3-46 shows the
recorded seismograms from selected stations. Ttex@uelation analysis is shown in
Figure 3-47, in which the second peak at a lag twhed.3 s for the depth phase
corresponds to a focal depth of 9.7 km, using araged P-wave velocity of 4.5 km/s.

The FWHM range of this estimation is 8.4 km ~ 1kn&

- ||
245°

240° 2417 242 243°

Figure 3-45: Map of southern California showing #pcenter and station locations for
Event #3, Yorba Linda, CA on 3 Sept 2002. ML=4.8 aatalogue depth is 7.3 km.
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Figure 3-46: Seismograms recorded at selectedssator Event #3.
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Figure 3-47: TRA analysis for Event #3. Autocortigla of recorded seismograms is in
blue and the sum of autocorrelations is in red. Hikert envelope of the stacked
autocorrelations is shown in black. The peak ofgbeond peak is at 4.3s and the green
line indicates the FWHM (3.8s ~ 4.8s). Taking a Bvev velocity of 4.5km/s, the
estimated focal depth is 9.7km with a confidenceyeaof 8.4km ~ 10.8km.
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Event #4 occurred at Bingol, Turkey on May 2003, with a Mw magnitude of
6.4. Figure 3-48 shows the seismogram recorde@latted stations in the teleseismic
distance range, and Figure 3-49 shows the autdatiar analysis for those stations. The
depth phase appears with a time delay of abous.6Using a crustal P wave velocity of
4.5 km/s gives a focal depth of 13.7 km, with a FM/lFange of 9.5 km ~ 18.9 km. Li
and Toks0z [2004] studied this event in detail, ngsiteleseismic and regional
seismograms and local strong motion records. Tlemd the predominant moment
release occurred at 12 km. The Harvard moment tesadotion listed the depth as 15 km.

These are all close to the value obtained fronTfRA autocorrelation analysis.
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Figure 3-48: Seismogram for Event #4, recorded ed¢csed stations at teleseismic
distance. Event occurred at Bingol, Turkey on 1 M893, with a Mw magnitude of 6.4.
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Figure 3-49: TRA analysis for Event #4. Autocortiela of recorded seismograms is in
blue and the sum of autocorrelations is in red. Hilbert envelope of the stacked
autocorrelations is shown in black. The peak ofgbeond peak is at 6.1s and the green
line indicates the FWHM (4.2s ~ 8.4s). Taking a Bvav velocity of 4.5km/s, the
estimated focal depth is 13.7km with a confiderasgge of 9.5km ~ 18.9km.

Event #5 is located in near Berkeley, Californiggufe 3-50 shows the location
for this California event recorded on the Berklestwork. The event is listed as a 3.53
ML magnitude event with a source depth of 8.4 kngufe 3-51a shows the vertical
component of the recorded seismograms and Figus2 8hows the autocorrelation
analysis for the P wave coda. The peak at 1.8 &srthe pP phase, which indicates a
source depth of 4.4 km given a P-wave velocity .6f im/s (FWHM range of 3.8km ~
5.5km).

We also conduct a limited study of the S wave agglag this event. Figure 3-51b
shows one horizontal component of the recordedrsmjsams, and Figure 3-53 shows

the autocorrelation of the S-wave coda, in which peak at 3.4 s reveals the sS phase.
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Using a S-wave velocity of 2.6 km/s, the estimdtazhl depth is 4.3 km, which is quite

consistent with the pP derived value. The FWHM gaisgd.0km ~ 4.8km.

40"
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Figure 3-50: Map of showing the epicenter locaflolne triangle), station locations (red
triangles) and ray paths (black lines) for Eventl#bated near Berkley, CA.
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Figure 3-51. Seismograms recorded at selectedosgatfor Event #5: (a) vertical
components; (b) horizontal components.
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Figure 3-52: TRA analysis for P-wave coda of Ev#&t Autocorrelation of recorded
seismograms is in blue and the sum of autocoroglatis in red. The Hilbert envelope of
the stacked autocorrelations is shown in black. gdek of the second peak is at 1.8s and
the green line indicates the FWHM (1.5s ~ 2.2skiff@a P wave velocity of 5.0km/s,
the estimated focal depth is 4.4km with a configerange of 3.8km ~ 5.5km.
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Figure 3-53: TRA analysis for S-wave coda of Ev#it Autocorrelation of recorded
seismograms is in blue and the sum of autocorogiatis in red. The Hilbert envelope of
the stacked autocorrelations is shown in black. péak of the second peak is at 3.4s

and the green line indicates the FWHM (3.1s ~ 3.Tgking a S wave velocity of
2.6km/s, the estimated focal depth is 4.3km witorfidence range of 4.0km ~ 4.8km.

Table 3-1 shows a summary of the depths for alletents studied. The source
depths estimated by our analysis are very consistiéim those reported. On all but one of
these events, the pP phase is not evident on th@gram because it is obscured by the
coda energy. Even on the autocorrelations of idda seismograms, it is very difficult
to identify the pP phase. It seems to require tlie TRA method of stacking all the
autocorrelations to pull out the fully back-propteghtrace with the surface reflected
energy. Further verification of this methodologging the P wave trains of numerous

earthquake and explosion events is needed.
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Table 3-1: Summary of focal depth of 5 studied ¢évestimated using TRA analysis.

Event# Location Depth Reported Depth Calculated fiom TRA
1 Au Sable Forks, NY 11 km 11 km (8.8 km ~ 11.8 km)
2 Turkey 10 km, nominal 4.5 km (3.1 km ~ 5.3 km)*
3 Yorba Linda CA 7.3 km 9.4 km (8.4 km ~ 10.8 km)*
4 Bingol, Turkey 12 & 15 km 13.5 km (9.5 km ~ 1&9)*
5P Berkeley, CA (pP coda) 8.4 km 4.4 km (3.8 km5-5n)*

5S Berkeley, CA (sS coda) 8.4 km 4.3 km (4.0 km8-kdn)*

In summary, we proposed an alternative approactedan the concept of TRA
and theempirical Green’s functiofior determining the focal depth of shallow eveiiy.
applying TRA, one can back-propagate recorded seisignals into the medium from a
boundary surrounding the source and recover theceaignal. By using the empirical
Green’s function, the back-propagation procedures wgeatly simplified into an
autocorrelation operation. The autocorrelationhef source signal can be recovered by
summing all the autocorrelations of the recordensegrams at the stations. This
recovered signal will show a significant peak ainge delay that corresponds to the free
surface reflection. By determining this time delag can estimate the focal depth,
assuming an averaged velocity above the sourcae¥ed this methodology on five real
seismic events. The focal depth values estimatéth UBRA analysis are close to the
depth value provided by other independent studéesomplete uncertainty analysis

would help us to better understand the advantaggdiraitations of this method.

" The depth range only reflects the error due totihre picking of the side lobe. A more complete
uncertainty analysis is necessary to provide a meaningful depth range.
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Chapter 4
Applicablility to Salt Flank Imaging

4.1 Introduction

In this chapter | will move on to the positive (sal) time domain of the TRA process
and discuss another application, salt dome flardgimg. An accurate image of reservoir
sediment structures at the flank of a salt domeery important for computing reserves
estimates and production development planning. gintgasubsalt sediments in the deep
water Gulf of Mexico (GOM) requires seismic methadsich handle distortions caused
by complex salt tectonics. There are many variagtiaf prestack depth migration
methods to handle seismic data, including KirchliGifay and May, 1994; Bevc, 1997],
beam based [Hill, 1990, 2001; Sanhal, 2000; Gray, 2005] and reverse time [Baysdal
al., 1983; Hokstacet al, 1998; Biondi and Shan, 2002]. Proper handlingquofing ray
energy would help image the salt overhang [Hatleal, 1992; Xu and Jin, 2006] and
build a more accurate salt model [Siddieti al, 2003; Wanget al, 2006]. Typical
imaging projects require multiple passes of migrativelocity analysis and model
building in order to handle complex salt overburd®me problem facing deep GOM

imaging objectives is that with surface seismicad#tere is only limited velocity
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resolution remaining at the depths of many suljgialys. Wanget al. [2005] describe
how the limited range of illumination angles in pesubsalt targets reduces the
corresponding migration velocity analysis to nealypoststack level. In addition, the
complex overburden, e.g., a salt canopy, decredkssination quality and makes
velocity model building difficult [Guittonet al, 2006]. Walkaway Vertical Seismic
Profile (WVSP) data has the ability to increase ftleguency bandwidth, i.e., resolution,
and decrease uncertainty by removing half of thensie raypath, which otherwise would
have to travel back to the surface receivers. Hawngwestack depth migration of WVSP
data suffers the same need for iterative velocibgleh building as surface seismic data.

In single-well imaging methods, data are acquiresinf a position physically
closer to the reservoir. By locating both the searand receivers in the same borehole,
the seismic energy has a shorter distance to trvehe target and thus will have
reflections with simpler raypaths; therefore sirfyptig the complexity of the wavefield
and potentially enhancing the signal to noise ratimustic logging tools have been used
to image features less than 20 m from the well hdignby, 1989; Fortiret al, 1991,
Coateset al, 2000]. More powerful downhole sources have beseduto attempt to
image farther away from the borehole [Magdral, 1997; Daleyet al, 2000]. Tests of
single-well methods have shown promise, but maylibgted by the power and
directivity of downhole sources.

Redatuming of a WVSP dataset is a relatively newcept which attempts to
mimic the single-well imaging method by moving netiatically the surface VSP
sources to be as if they were located in the bdeelith the receivers. Conventional

redatuming methods [Berryhill, 1984] could be u$mdthis process but would require a



APPLICABILITY TO SALT FLANK IMAGING 111

detailed velocity model of the overburden (e.ge #alt canopy) in order to backward
propagate the prestack data to the new datum @siigchhoff integral formulation or
finite-difference modeling algorithm.

Recent advances in seismic interferometry theome rehown that redatuming
may be performed using simple cross correlatioribauit the use of any velocity model.
This new approach is a generalization of sevelataée technologies: acoustic daylight
imaging [Claerbout, 1976; Rickett and Claerbout9d]9 time-reversed acoustics [Fink,
1999, 2006], seismic interferometry [Schusteal, 2004; Schusteet al, 2003; Derodge
et al, 2003; Snieder, 2004; Wapenaar, 2004; Wapenetaral, 2005], and Virtual
Sources [Bakulin and Calvert, 2004; Calvetrtal, 2004]. All of these techniques employ
the time symmetry of the wave equation togetheh vgiburce-receiver reciprocity to
estimate the impulse response between two passtedvers. This allows the redatuming
process to use the extracted impulse responserémnG function) instead of a modeled
response based upon an iteratively derived velocdgel.

In this chapter, we propose a strategy to imageliaflank and its associated
abutting sediments through an overburden salt camoih the help of redatuming. The
foundation of this redatuming strategy is the Gigdunction reconstruction, which |
have described in detail in the “Extension of TR#€ction in Chapter 2. Given two

stations inside a mediunx,, andx;, if we record all the response at these two statio

due to an array of sources completely surroundiegniedium, then by cross-correlating
recorded signals and stacking, one can recondtradBreen’s function between the two

stations. In mathematic terms, I(x,,x,t) and G(x;,x,t) be the Green’s functions

recorded ax, andXxg, respectively, due to a source at the boundatlyefmedium, then
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the Green’s function recorded at, due to a source at,, G(X,,Xg,t), can be

approximated as the summed cross-correlations:

G(X 0, Xg,~t) + G (X, Xg, 1) = [ G(x,,%,1) O G(Xg,X,~t)dX (4-1)

This simple operation allows us to “move” the seuftom a medium boundary to
locations within the medium. Combining with the adees on techniques such
deviated/horizontal drilling and downhole receideployment, it allows us to look much
closer into the medium without complex model analyBakulin and Calvert [2004] and
Bakulin et al.[2007] show examples of redatuming surface souxcesceivers in a near-
horizontal well just beneath the overburden. Thag/rhe an excellent way to remove the
overburden artifacts on time lapse seismic imagihglies to detect the changes in
reservoir properties. Others have applied variatimnseismic interferometric redatuming
to move surface sources into vertical or near eativells [Willis et al, 2005; Willis et
al., 2006; Luet al, 2006; Hornbyet al, 2006; Hornby and Yu, 2007; Bakuliet al,
2007; Mateevat al, 2007a]. Bakuliret al.[2007] point out that due to the ray geometry,
the redatumed pseudo shot records capture reffscfrom structures located somewhat
parallel to the borehole: vertical salt flanks ih@ar vertical wells, and horizontal beds for
near horizontal wells. For structures perpendictdahe wellbore, the reflected energy is
limited to a small area intersecting the well. Tdetails of the mathematical description
and discussion of seismic interferometric redatgmimay be found in many places
[Schuster et al, 2004; Snieder, 2004; Wapenaar, 2004; WapenaafFakkiema, 2005;
Korneev and Bakulin, 2006; Willi®t al, 2006; Ly et al, 2006].

In section 4.2, I'll demonstrate the performanceal ampabilities of applying

redatuming to salt flank imaging on synthetic atisuseismic data from a GOM style
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model. In this strategy, we first redatum the stefahots from a WVSP survey to be as if
the source and receiver pairs had been locatetlerborehole at the positions of the
receivers. This process creates effective down$iode gathers by completely moving the
surface shots through the salt canopy without arowkedge of the overburden velocity
structure. The resulting shot gathers are condifietass complex since the WVSP ray
paths from the surface source will be shortenedmaaded to be as if they started in the
borehole, then reflected off the salt flank regemmd finally captured in the borehole.
Since this process can be automated and perforuneklly it could be performed in the
field, during acquisition, in near real time. Aftezdatuming, we may apply multiple
passes of prestack migration from the referencendaif the borehole. In our example,
the first pass migration, using only simple veiticalocity gradient model, reveals the
outline of the salt edge. A second pass of revense-prestack depth migration using the
full, two-way wave equation, is performed with apdated velocity model that now
consists of the velocity gradient and the salt doffee second pass migration brings out
the dipping sediments abutting the salt flank beeatese reflectors were illuminated by
energy that bounced off the salt flank forming mragic reflections. As with the
redatuming step, the first pass of prestack mignatould easily be performed in the
field, as the data is collected, with a simple e#lomodel and first-arrival Kirchhoff
migration algorithm. In this fashion, the apertared data quality can be checked and
could be used in making drilling decisions. In thigrget-oriented strategy, the
computationally fast redatuming process eliminstesneed for the traditional complex

process of velocity estimation, model building, ateffative depth migration to remove
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the effects of the salt canopy and surroundinglmuelen. This may allow this strategy to
be used in the field, in near real time.

In section 4.3, | further extend this strategy ittie elastic world by studying its
performance on synthetic elastic seismic data feosame GOM model. In the acoustic
scheme the Green functions between receiver latatian be estimated by summing the
cross-correlations of the pressure observed attbeaeceivers and excited by sources at
the surface. An approximate representation forGheen’s function between two passive
receivers in an elastic medium has been deriveWhpenaar & Fokkema [2006]. This
representation serves as the basis of our elastiense. In its simplest form,
elastodynamic interferometry can be cast in terfna sum of correlations of both P-
wave source and S-wave source potentials. Heneeremuires the individual responses
to P- and S-wave sources. In order to approximiage theoretically required source
potentials, here we replace single sources at shol position by a source-pattern
defined by an 8-point-stencil for 3D or 4-pointsaté for 2D. In practice, it is in
principle possible to decompose the data with agssing step (see [Wapenaar and
Berkhout, 1989], for example). This allows us tedstigate how the redatumed result is
built up by the individual P- and S-wave source tgbations and different velocity
receiver components in the borehole. We test ocastiel redatuming scheme on data
simulated with an elastic finite difference algbnt. We extract elastic, multicomponent,
Green’s functions between receiver locations iredi®al borehole, from data recorded
using P- and S-wave sources at the surface. Thefiglls are redatuming into four parts:

two related to the P-wave potential, and another telated to the S-wave potential.
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These parts are migrated separately and form fudgpendent images of the reservoir

providing a more complete elastic description @f tbcks.

4.2 Acoustic Modeling

4.2.1 Model Description
I will first illustrate the processing strategy mgia synthetic, acoustic example. We

create a 2-D data set representing a multi-levékaveay VSP for the model shown in

25m
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VSP Well

Salt Canopy

Depth (km)

- Sediment Velocity Gradient
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Figure 4-1: Walkaway VSP acquisition geometry fayathetic GOM model composed
of a simplified vertical velocity gradient and amleedded overhanging salt dome (SD-I)
together with a second salt canopy nearby (SDAhe yellow stars indicate the
locations of the shots and the red triangles addbtations of the receivers. Note that not
all 399 shots are shown (extending from -7.5 to & laterally), and not all 161
receivers are shown (extending from 0.5 to 4.5 kndepth). The color bar shown is
applicable for all figures in the text containingelocity model.
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Figure 4-1. The model is composed of a simplifieQNG vertical velocity gradient, an
embedded overhanging salt dome (SD-I) together svhlt canopy nearby (SD-I1). The
velocity gradient and values are taken from the EASEG salt dome model which
represents typical GOM velocities [Aminzadehal, 1997]. Both salt domes have a P-
wave velocity of 4480 m/s. The background veloggydescribed bw(z) = vp + Kz,
wherev is the velocity in m/sz is the depth in metersy is the velocity of the top layer
(Vo = 2200 m/s) and K is the velocity gradiet£ 0.4 §"). Six reflectors are introduced
on top of thev(z) gradient as 15%-higher velocity spikes and thiecwors dip up
towards the salt dome flank. Taking the well headttee origin, the walk away line
consisting of 399 shots extends at the surface fform km to +2.5 km and the shot
interval is 25 m. The receivers are placed in tbesbole from a depth of 0.5 km to 4.5

km at a 25 m interval (total 161 receivers).

-7 -6 -5 -4 -3 -2 -1 0 1 2
Offset (km)

Figure 4-2: Image obtained from a conventional Kivaff prestack depth migration of a
synthetic surface seismic data set using the efaetard velocity model shown in
Figure 4-1.
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Figure 4-2 shows an image obtained from a conveatidirchhoff prestack
depth migration of a synthetic surface seismic d&tausing the exact forward velocity
model shown in Figure 4-1. In this image, we cam that even with the exact forward
velocity model, the conventional surface seismi@adaigration has trouble to unveil the
salt flank of the SD-I. For field data it would alsequire several iterative prestack depth
migrations to achieve a velocity model that claséhe true forward model.

This model creates four imaging challenges: Thst f& the complicating effect of
the salt canopy upon the seismic energy reachimgviil and subsequently the salt flank.
Figure 4-3 shows a snapshot of the wavefield foroael (a) without the salt canopy, and
(c) with the salt canopy. The corresponding commsbat VSP records are shown in
Figure 4-3 b and d. It is clear that the salt gndas dramatically changed the
wavefront that is marching forward to illuminateetbalt flank. The redatuming process
should remove this effect.

The second is the diverse range of structural dipthe salt flank. The vertical
salt flank is parallel to the borehole and shouél relatively easy to image. The
horizontal portions of the layering are perpendicub the well bore and will be very
difficult to image away from the well. This is lztse the energy from downhole shots
does not reflect back to the borehole from the Zworial layers, except when they

intersect the well.
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The third challenge is the vertical velocity vawat which imparts strong
“lateral” velocity variation (2.6 to 3.9 km/s) fromhme perspective of the downhole shot
gathers. Here a prestack depth migration will priygeandle the asymmetric ray paths.

The fourth challenge is the up dipping curvatureghaf layering at the salt dome
edge. The energy reflected from this portion & kayer subsequently bounces off the
salt edge, and therefore is multiply reflectedslaswn in Figure 4-4a, and will not image

with a one-way migration algorithm. A reverse-timepth migration algorithm which

-6 -4 -2 0 2 1.5 2 25 3 3.5
Offset (km) Time (s)

Figure 4-3: (a) Snapshot of wavefield at time = Buperimposed on corresponding
model without the salt canopy. (b) Common shot Y&¢drd for the model without the
salt canopy. (c) Snapshot of wavefield at time s uperimposed on corresponding
model with the salt canopy. (d) Common shot VS¢ome for the model with the salt
canopy. Notice the large distortion in arrival tsnand amplitudes caused by the salt
canopy.
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uses the two-way wave equation will overcome tlallenge by back propagating the
bounce off the salt correctly, as shown in Figu#b4and described below.

To image the salt dome edge (SD-I) and the corretipg abutting sediments,
and address the four challenges listed above, ropoged strategy consists of two parts:
(1) redatum the surface source into the borehole,(2) perform two passes of migration
on the redatumed shot records. This two-step psougstrategy is illustrated in Figure

4-5 using a flow chart. In the next two subsectjongill explain each of these two parts.
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- —

Back Propagated
. Reflection

Forward
Model Shot

Figure 4-4: (a) Cartoon showing the ray paths oftiple reflections of the prismatic

reflections. (b) Cartoon showing the migration @m®xto image the prismatic reflections.
The shot is forward modeled (dashed line). The ndmmb wavefield is back-propagated
(solid line) using the full 2-way wave equation wainiallows bounces off the salt
interface. An image is formed when the forward skdime coincident with the back-

propagated wavefield.
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( START REDATUMING )

v

Pick a downhole receiver pair, A and B.
—» Choose B as the redatumed source and A
as the receiver.

v

Extract corresponding common receiver
gathers from the dataset.

WVSP Dataset
Sorted as common
receiver gathers.

L 4
( See Figure 5a See Figure 5b
Common receiver Common receiver
gather A. gather B. < START MIGRATION )

{ v v

Loop over all shots in gather:
For each shot, cross-correlate trace from A —»
with trace from B.

v v

( See Figure 6a See Figure 9b

Migrate redatumed shot records
with simple velocity model (Figure 9a).

Resulting correlograms. First pass migrated image.

l v

Stack all the correlograms. Pick salt edge from first pass result.
9 ’ Make updated velocity model (Figure 10a).

See Figure 6b i

- Reverse time migration with 2-way wave
Redatumed trace as if recorded at A due to equation using updated velocity model.
a redatumed source at B.

All the receiver pairs processed?

See Figure 10b
Yes.

L1

Redatumed Dataset
Sorted as redatumed
shot gathers.

Go to next downhole receiver pair.

Second pass migrated image.

|

< END REDATUMING > ( END MIGRATION )

Figure 4-5: Flow chatrt illustrating the two partsoor proposed strategy: redatuming and
migration.
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4.2.2 Acoustic Redatuming

The first part applies redatuming to the WVSP tsacéhis will create new
effective shot gathers which are as if both thersggiand receivers were located in the
borehole. To do this, we sort the WVSP data intmm@mn downhole receiver gathers.
Next we select one of the actual downhole recelveations to be an effective source
location. Then we select another actual downhoteiver location to be an effective

receiver location. Two representative common daaineceiver gathers at depths of 2

Depth =2 km Depth =3 km

Time (s)
Time (s)

-6 -4 -2 0 2 ' -6 -4 -2 0 2
Offset (km) Offset (km)

Figure 4-6: Common downhole receiver gathers athdepf (a) 2 km and (b) 3 km.
Horizontal axes denote the offset of the correspanshot for each trace.
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km and 3 km, are shown in Figure 4-6. At the lowesel, operations on these two
common-receiver gathers illustrate the basic bogdilocks of the redatuming process.
Suppose we want to estimate a recording of anteféeshot located at a depth of
2 km by an effective receiver at a depth of 3 kne We these two common receiver
gathers from the original WVSP corresponding to desired effective shot location
(Figure 4-6a) and the effective receiver locatiBig(re 4-6b). There are a pair of traces,
one trace from each of these two common-receiviiregs, corresponding to each surface
shot. Each of these pairs of traces is cross-ae@l The horizontal axes in both
common-receiver gathers shown in Figure 4-6 detlweshot offset for each trace. We

start with the left-most shot offset at -7.5 km.e\&ktract the corresponding traces from

-25
(b)
! __2
I __1_5
e __1

I __0_5

_—-i..__o

Time (s)
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Lo 105
_g; ..... -1
. S, 115
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Figure 4-7: (a) Correlograms created by cross-tating corresponding traces from
Figure 4-6a and b; (b) estimate of the recordecktdue to an effective shot located at 2
km depth and a receiver at 3 km depth obtaineddnksg all the traces in Figure 4-7a.
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the common receiver gathers at depths of 2 km flaftel) and 3 km (right panel).
Cross-correlating these two traces gives one aigeltrace, or correlogram, which is
shown as the left-most trace in Figure 4-7a. Weaéfhis operation for all shot offsets in
this set of common receiver gathers which fillshia rest of the traces in Figure 4-7a. All
the correlograms are stacked together to produsege trace shown in Figure 4-7b.
This single stacked trace becomes our estimatbeofdcorded trace due to an effective
shot located at 2 km depth and a receiver at 3égpothd The positive lags (causal portion)
of the single stacked trace becomes our estimatigeafecorded trace due to an effective
shot located at 2 km depth and a receiver at 3 &gpthd|\Wapenaar and Fokkema, 2006].
This trace is shown at a depth of 3 km in Figur@ad4-which represents the complete
redatumed shot record.

To estimate the traces for the next downhole receitfset, we keep the common
receiver gather corresponding to the effective dboation (at 2 km) and choose the
common-receiver gather for the new desired effectaceiver location. We then repeat
the set of corresponding correlations as descrdi®Ve. By doing this for all receiver
depth levels, we create an effective common dowenbbbt gather, such as in Figure 4-8a.
This mimics a shot gather collected by the downhetziver array due to a downhole
source firing at the location that we choose tdHmeeffective source location (at 2 km).
For comparison, we show in Figure 4-8b the actoatrmon shot gather modeled with a

true source at a depth of 2 km, which we definthasenchmark case.
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Figure 4-8: Common downhole shot gathers obtaia¢dy redatuming WVSP data to
be as if there were an effective source at a depthkm, and (b) by placing an actual
source at a depth of 2 km (benchmark case).

Comparing Figure 4-8a and b, we observe that tikesemon shot gathers are
similar, except that our redatumed downhole shthiega include some spurious events
(indicated by red arrows in Figure 4-8a) not présenthe actual downhole record.
Wapenaar and Fokkema [2006] describes these ewsntghost” events which are
created by violations of the interferometric asstions about complete source coverage,
high frequency approximations and wavefield sepamatPart of these spurious events
comes from the acquisition aperture, which is lgdito only surface shots. Although
contaminated by these spurious events, the malactieins off the target salt flank

(events which arrive after 0.75 sec) are presert.al§¥0 observe that in Figure 4-8b, the
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linear downgoing event (indicated by a blue arr@aining off of the first arrival at a
depth of 1 km at time of 0.4 s is nearly abserthenredatumed traces (Figure 4-8a). This
event is the downgoing specular reflection offted tinderside of the flat laying sediment
layer crossing the borehole location at a depth &m. The omission of this energy is
due to the fact that not very much of this enegggxcited by a surface source. An actual
downhole source creates upgoing energy which ieateld back downward when it
encounters layers intersecting the borehole. dsigh the theory for migration, to be
more correct we should put sources (or receiverg)ptetely surrounding the area we
wish to image. If this were possible, we would Ieao reconstruct these down going
reflections. (Van Maneet al. [2005] used this concept of sources all aroundntioeel
for efficient simulation of wave propagation). Hewer, since this is not practical for
field scale surveys we must evaluate the effethisflimited aperture on the final results.
We observe that only the surface shot locationghercorrelogram panel (Figure
4-7a) with events showing a zero time slope, oothrer words a stationary phase point,
contribute to the stacked trace (Figure 4-7b). Tostrate this concept we use a
conceptual VSP model shown in Figure 4-9 containengingle reflector and two
receivers. In Figure 4-9a, we select Receiver lietdhe redatumed shot (or virtual source)
location. The corresponding specular reflectiompdor Receiver m on the reflector is
shown as point y. Each stationary phase point encibrrelogram panel reveals the
corresponding surface shot location (Shot i) froficl the seismic ray passed through
the redatumed shot location (Receiver k), then bedroff the specular reflection point
(y) of the interface, and was captured at the baleehmeceiver (Receiver m). Rays

starting at surface shots which do not pass thrdlgbe three points (k, y and m) create
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Figure 4-9: Diagram showing a ray path generatingtaionary phase point in the

correlograms. Receiver k is the location of theateched shot and Receiver m is the
location of the redatumed receiver. (a) Contribgitia the stationary phase point is the
ray from Shot i, which travels through the redatdmbot (Receiver k) location, bounces
off the specular reflection point y, and is captulyy Receiver m. (b) Shot j does not
contribute to the stationary phase point becausedtatumed source, at Receiver k, is
illuminating point z on the reflector, while Receivm is recording energy from point x

on the reflector.

the dipping portions of the correlograms and doauottribute to the final stacked trace.
For example in Figure 4-9b, the ray passing throRgheiver k from Shot j illuminates
point z on the reflector, while the reflected eryargcorded at Receiver m is from point x
on the reflector. The events will correlate, bull wot be at the minimum travel time for
the specular reflection point for a source at Resrek being recorded at Receiver m, so
they will not be enhanced in the final stacked dra&/e can see from this diagram that
surface sources need to be used so that all reflesriergy from the target to be imaged
comes from rays that pass through the boreholey afraeceivers twice: once coming
into the array as the illuminating energy, and oomeing back as reflected energy from

the target formations.
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To obtain a complete redatumed downhole surveyrepeat this for all possible
effective downhole source locations. Note thatreeo to redatum a surface shot to be in
the borehole, we do not have to apply velocity ysialor complicated processing (such
as statics or NMO corrections). In fact, there ace model dependent processing
parameters required to move the surface shotshetdorehole. We do not even need to
know that there is a salt canopy complicating thgaths of the energy. For the acoustic
case, this feature allows the redatuming methodoltwy be performed in a fully
automated fashion that requires virtually no hureffort, except, for example, quality
control edits.

The final step of the redatuming process is to @rephe data for migration. The
redatumed shot gathers contain artifacts, describede, which would contaminate the
migration. Many of these artifacts arrive before threct arrivals. It is easy to eliminate
these by simply applying a mute which removes daharyg up to and including the direct
arrivals on the redatumed downhole shot gatherg h@le not explored other methods
of removing artifacts which occur later in time i records yet.

This redatuming methodology gives kinematicallyreot results [Wapenaar and
Fokkema, 2005], which is acceptable for structuralging applications. In this paper we
investigate the acoustic case — for elastic enadgljtional steps are needed to handle the
multi-components. For example, the three componetitsneed to be rotated into the
proper orientation facing the salt flank. For sgnatphic and time-lapse applications more
work is needed to ensure correct relative amplgude

The success of the redatuming step is determinechdwy much energy is

reflected off the reflectors near the salt flankd azaptured by the receivers in the
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borehole. Because we are trying to image underrtbatisalt overhang, this is generally
only possible in a medium with a generally incragsi(z) vertical velocity profile. In

other geometries and velocity regimes, other smhstiare possible. For example, Bakulin
and Calvert [2004] successfully capture the reitectenergy and imaged horizontal

reflectors using a horizontal well.

4.2.3 Imaging with Iterative Migrations

The second part of our strategy is to perform tasses of depth migration. The
first pass defines the salt edge geometry anddbensl pass refines the image to capture
the sediments. We have experimented with both Kwméhand reverse-time depth
migration algorithms. For the first pass it is pbksto use either method. However, we
found that the sediment images are only obtainabileg a reverse-time algorithm which
employs the two-way wave equation. This is becdlisesediments are only illuminated
by prismatic reflections [Cavalca and Lailly, 200%jhich are created by energy which
has bounced off the salt and then reflected bys#tkments, and vice versa. In prestack
reverse-time migration both the shot and recordadewfields are extrapolated, and zero
lag correlations between the wave fields form timage. To save CPU time and disk
space, we used an analytically derived travel-tiai#e for the forward propagated shot
wave-field simulation. We used the full wave eqoatio back propagate the redatumed
field data. Using a travel-time table is reasonatilece our velocity model for the
forward shot is a simple, lineafz) gradient function. However, we will image onlglh
of the prismatic reflections — those that boundetloé salt first — and will not capture

those that bounce off the sediment first.
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For the first pass of migration, we need a genszdlimigration velocity model.
To image and define the salt edge from the redadusi®t position, only the target
oriented, background velocity between the saltkfland the borehole is required, which
does not include the salt, as shown in Figure 4-T@a spatial uncertainly introduced by
using only a generalized velocity field between shé and borehole is considerably less
significant than for the entire path from the soef@o the salt, which would have needed
the complicated salt canopy.

We applied the same reverse time prestack deptratiag to both the redatumed
common-shot gathers and the actual modeled downlcol@mon shot gathers
(benchmark case). Figure 4-10b shows the migratedé using the redatumed data and
Figure 4-10c shows the migrated image of the bemackmncase. The image from the
redatumed data is able to recover most of the exddie in a similar fashion to the
migrated benchmark results. Meanwhile both imatiesiinate very little of the dipping

sediments.
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Once the salt edge is delineated by the first passigration, we need to update
our velocity model to include the salt for the set@ass of migration. In practice we
would do this by picking the interface between #adt and the background from the
migrated image. However, we have not attemptedtwadly pick the salt edge from our
first pass migrations. Instead, by using the acsadtl edge (Figure 4-11a), we show the

best result that might be possible.

Depth (km)
Depth (km)
Depth (km)

o] 1 2
Offset (km) Offset (km) Offset (km)

Figure 4-10: (a) Velocity model used in the firsisp of migration with only the simple

V() vertical velocity gradient; (b) migration resufi®m reverse-time prestack depth
migration of the redatumed data; (c) migration hssfiom reverse-time prestack depth
migration of the data created with downhole sourged receivers (benchmark case).

(Velocity color bar is shown in Figure 4-1.)
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Figure 4-11: (a) Velocity model used in the secpads of migration which includes the
salt dome that could be defined in the first péissmigration results from reverse-time
prestack depth migration of the redatumed datamigyation results from reverse-time
prestack depth migration of the data created withvrthole sources and receivers
(benchmark case). (Velocity color bar is showniguFe 4-1.)

For the second pass, we apply the reverse-timendagration (which uses the
two-way wave equation) to both the redatumed datd bBenchmark data. These
migration results are shown in Figure 4-11b ancespectively. Because we include the
salt dome in the velocity model and are using bvialve equation algorithm, we are able
to catch the energy that bounces off the salt flané illuminates the sediments. These
second pass images show very good delineation thf the dipping sediments and the
salt edge. Some new artifacts, the large wavelesg#dows in front of the salt edge,
have crept into the image. These artifacts caredaaed with further refinement of the
migration algorithm or post-processing of the datdén high pass spatial filter [Yooat
al., 2004; Fletcheet al, 2005; Guittonet al, 2006].

Comparing the results of the first pass of migratior both the benchmark and

the redatumed cases (Figure 4-10b and c), botharttegedges of the bottom half of the
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salt dome with about the same quality. Howeverthenupper half of the salt dome, the
undersides of the salt crenulations are much bekdined in the benchmark image
(Figure 4-10c). This is because the actual dowanlsaurce has a better chance to
illuminate the underside of the salt and have #weivers capture the reflections. The
redatumed shot records (Figure 4-8a) most likeffessi from a lack of aperture in the
original WVSP. The sediment events have nearlysimae amount of clarity on both the
benchmark and redatumed images, with the benchoaa having slightly better quality.

The second pass of migration (Figure 4-11), whisbsuthe salt dome velocity in
the migration model, shows somewhat improved imadebke salt interface. However
the greatest improvement is seen in the sedim@&ds: the sediment interfaces are
distinguishable for up to 0.75 km away from the sdige until the dip of the sediments is
nearly flat. At that distance the acquisition getiym does not seem to capture reflections
from horizontal events, except immediately aroulmel borehole. Thus the redatuming
step followed by two passes of reverse-time migrahas been able to capture the salt
edge and dipping sediments. The reverse-time ngrdias been able to utilize the
multipath arrivals, which have bounced off the salge, to make this improvement.

The two-step processing strategy eliminates thel fi@emany iterative steps of
prestack depth migration in order to build the eglomodel for the overburden. These
steps have been replaced by the redatuming prosbgs) takes about ten percent of the

total computational effort for the proposed strgteg

4.2.4 Comparison to WVSP Migrated Image
Instead of hand picking the outline from the fipstss migration results in this

example, we used the exact outline of the salt dedge in the velocity model for the
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second pass of migration. Obviously, for field data would have had to digitize the
edge. However, the outline of the salt dome edgm the first pass of migration is well
imaged and would not be very different from theatxaodel. So we believe our final
results are representative of the best that coaledpected but would not be too far from
what is possible. We show that by moving the sigrfshots into the borehole and closer
to the target area near the salt dome, higher omsgration algorithms, using key
multiple reflections, can be employed because tliaets induced by the uncertainties
of the velocity model have been greatly reduced.

The issue that remains is whether a conventioredtack depth migration of the
original WVSP data set would produce a comparahbge. To answer this question, we
perform a reverse-time, prestack depth migratiothefWVSP using the correct velocity
model containing the salt canopy but with the slaine removed, as shown in Figure
4-12a. In order to build this migration model fastwal field data, multiple passes of
prestack depth migration of surface seismic dathrandel building would need to be
performed to first define the top of the salt canaggnd then the base of the salt canopy.
Figure 4-12b shows the WVSP migrated result usiegdorrect velocities for the left
side of the model. As with the redatumed reshk, $alt edge is imaged well, but the

sediments near the salt are missing.
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Figure 4-12: (a) Velocity model used in the firaisp of WVSP migration which assumes

that we already have a good knowledge of the salogy (SD-II); (b) migration results
from reverse-time prestack depth migration of theS® data. (Velocity color bar is

shown in Figure 4-1.)
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Figure 4-13: (a) Velocity model used in the sec@ads of WVSP migration which
includes both the salt canopy (SD-1l) and the dalhe (SD-I) that could be defined in
the first pass; (b) migration results from revetisge prestack depth migration of the
WVSP data. (Velocity color bar is shown in Figuré.}
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Figure 4-14: Comparison of second pass migratisaltg of (a) the redatumed data, and
(b) the WVSP data.

We next apply a second pass of depth migratioléoWVSP using the correct
velocity model containing the salt dome (Figure3&)l The final migrated result is
shown in Figure 4-13b. The migrated WVSP imagenfieigure 4-13b and the migrated
image of the redatumed VSP from Figure 4-11b aottqd side by side in Figure 4-14
for easier comparison. Overall we see that bothhous have imaged most of the salt
edge very well. However, the undersides of the Wegions on the top half of the salt
dome are not very clear on either section. The W\iGRBge has reproduced the
sediments reflections all the way across the sectiod up to the salt edges. The
redatumed result captures the horizontal portiothefsediments only extremely close to
the borehole, but obtains a reasonable image difhpng portion near the salt.

In this section we have described a strategy téopara short cut approach to

image the sediments and salt edge around a sak flaough a complex overburden
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using a WVSP data set. Traditionally, depth migmatutilizes numerous iterations of
migration, velocity estimation, and model buildinghe short cut of redatuming the
WVSP data, which is equivalent to the situation rghan effective downhole survey
would have been collected with shots and receiuers single borehole, allows us to
ignore all of the velocity issues associated with tverburden. We have not discussed
the velocity estimation issue for the simpléz) background velocities used in our
migrations. We believe that having relocated aamfe of reference to be from the
borehole perspective, the image uncertainty asssatiwith velocity errors have been
greatly reduced since the distance from the welebim the salt flank is typically
comparatively small. Also, we have not attempteddtually pick the salt edge from our
first pass migrations to build the model for them® pass migration. Instead we show
the best that might be possible by using the actakledge. Obviously, the success of
this method on actual field data will depend oradguality, field acquisition parameters
including aperture, source and receiver spacingvedisas the actual geometry of the salt
bodies. Another aspect is the extension of thishowto 3D. Images created from the
redatumed shots are intrinsically contained witiie plane of the surface shots and the
receivers in the well. A 3D image volume, therefazan be created from a sequence of
2D images from selected ranges of surface shots &@BD VSP survey. | will discuss

this in details in Chapter 5 with a 3D field expeeint.

4.3 Elastic Modeling

So far, the development of interferometric redangmschemes has focused on acoustic

applications of redatuming the P or S wavefieldasagely. But, even in this case, the
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estimation of the dynamic part of the interferontetesult is not yet fully understood.

Schuster and Zhou [2006] review various interfersmmeredatuming schemes and
conclude that they differ in the way schemes wetgbss correlations. (In fact, the

schemes also differ in the way the data is windosethuted before cross correlation.)
In their derivation of elastodynamic Green’s fuontirepresentations, Wapenaar and
Fokkema [2006] point out some causes for ampliteders. For acoustic structural

imaging, these amplitude errors are usually acbéptdn some imaging applications

accurate handling of (relative) amplitudes in nogthponent data is very important. One
use of multicomponent data in this context is tlegetmination of the direction of

reflections in (3D) VSP imaging with polarizationaysis (see Chapter 5 for a 3D field
example). This fact has sparked some interest mst@lynamic interferometric

redatuming and how it affects the data.

In previous section, | introduced a processingtetna for imaging salt-dome
flanks and dipping sediments in the acoustic medapproximation. In that model study,
the only wavefield quantity involved in redatumiagd migration is pressure. However,
multicomponent data offers the possibility to estralastic parameters which are
becoming very important in characterizing complegervoirs. We would expect that a
full elastodynamic redatuming procedure would be@atde of constructing a more
complete reservoir image since it would use all ponents of the wavefield. However,
the handling of elastic data in seismic explorat®ohas not yet become routine.

One approach to understanding the entire waveisetd decompose it into the P
and S wave contributions. Wavefield-based decomipaspf the elastic wavefield is

based on the notion that in a homogeneous isotrepiicd the displacement can be
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represented as a superposition of scalar P-andv8 patentials. It is therefore possible
to separate these contributions by applying cud divergence (spatial differentiation)
operators to the data. While Wapenaar and Berk[i®&9] and Holvik and Amundsen
[2005] implement this in a processing step, thetigpalerivatives may also be
implemented in the field by deploying specially ideged arrays of geophones
[Robertsson and Muyzert, 1999; Robertsson and £2002].

In this section, we apply the redatuming methodglogtlined in previous section
to elastic data. In the acoustic scheme the Greenstion between receiver locations
can be estimated by summing the crosscorrelatibriseopressure observed at the two
receivers which is excited by a series of sourcesha surface. An approximate
representation for the Green’s function between {passive) receivers in an elastic
medium has been derived by Wapenaar and Fokken@%].20his representation serves
as the basis of our elastic scheme. In its simjitest, elastodynamic interferometry can
be cast in terms of a sum of correlations of botvaRe source and S-wave source
potentials. Hence, one requires the individual sesps to P- and S-wave sources.
Draganovet al. [2007] recently followed a similar approach witppaoximate shear
sources in a laboratory experiment. In order ta@gmate the source potentials required
by the theory, we replace single sources at eashpisition by a source-pattern defined
by an 8- point-stencil for 3D, or a 4-point-sterfoit 2D. (In principle, it may be possible
to perform this decomposition of the data withdue Elaborate field effort, but only
using a processing step as shown by Wapenaar aktid@e [1989].) This allows us to
investigate how the redatumed result is built ughey individual P- and S-wave source

contributions and different velocity componentstad receivers in the borehole.
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4.3.1 Implementation Methodology

A general representation of the elastic Green’stion between two locations in an
elastic medium can be derived using the elastigprecity theorem of the time-
correlation type [de Hoop, 1995]. However, we stdth the approximate result from the
analysis of Wapenaar and Fokkema [2006] for theaekbn of the elastodynamic

response between two points,and X, in a domair2 (farfield approximation):

Gy (Xa:Xg, 1) + Gri (X0, X 1) =

2 y ,
IOV §XDQpr'g(XA'X't) D Gq:g(XB)Xi u_t)dX . (4'2)

2 . .
* pV §XDQGp'f(XA’X’t) N qulf/ (XB,X,_t)dX

Here we follow a similar notation convention foetblastodynamic Green’s function as

used by Wapenaar and Fokkema [2006]. The qua@tm(xA,XB,t) on the left hand

side of equation (4-2), denotes the causal timealor@reen’s function, representing the
particle velocity impulse response (denoted bysiingerscripv) recorded ak ,, due to a
force-type source (denoted by the superséyippplied atx, . The subscriptp andq are
the corresponding component indices ranging frono 13. The right hand side is
composed of two terms. The first term is a sumro$s-correlations (operatdf denotes
the convolution) of observed particle velocity>gtand x, due to P-wave sources at
position x on a surface. The second part is similar, but due to S-wavercasu of
different polarizations. We usg to denote the P-wave potential, apidto denote the S-
wave potential. The subscript O indicates the simgimponent of the P-wave source and

the subscripk represents different components of the S-wavecsoldiranges from 1 to

3). Note that these two parts do not contributeallguo the reconstructed Green’s
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function. The weights of the two parts are reldtedr andVs, which are the P-wave and
S-wave propagation velocity of the medium outsiole domain boundar§2 (assuming
homogenous and isotropic). In practice, this assiompmay or may not be valid.
However, for structural imaging applications if pritinematically correct results are
expected, we can use an approximai#/s ratio as the weights in equation (4-2).
Equation (4-2) states that the Green’s function ismtime-reversed version of a

medium betweerx, and x; can be obtained by summing the cross-correlatmins

responses measured &t and x, from sources ak on the surfaceQ. In various

applications of seismic interferometry, the natoir¢he actual sources and their locations
differ. In “daylight imaging” (see Draganast al. [2006], for example), the sources are
assumed to be uncorrelated white noise on an anbjtrshaped boundary in the
subsurface, while the receivers are at the surfacthis case, one extracts reflection re-
sponses from transmitted waves. In solid-Earthnsgiisgy, energy can come from the
interaction of ocean waves with the continentalstrisources are therefore mostly
confined to the (close vicinity of) the Earth’s faaoe. With receivers also at the surface,
one mainly extracts surface waves from the croslations (see Shapiet al. [2005],

for example). In some applications in active (exaliomn) seismology, the sources are at
the free surface, while receivers are placed iora hole [Bakulin and Calvert, 2005; Lu
et al, 2006; Willis et al, 2006]. The benefit of this particular applicatican be
understood in terms of Huygens’ principle as exgedsin the Kirchhoff integral: by
focusing the wave field from several sources onspecific point in the subsurface, one
creates an effective (secondary) source at thatitot (Berkhout [1997] refers to this as

focusing in emission). The secondary source illates the target from the vantage point
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of the new datum (in this case the bore hole). Bsasnring the focusing operators
directly, one does not have to assume a velocityehar apply statics.

In order to use equation (4-2) we need the respohBe and S-wave sources. In
principle, the data from 3C sources and 3C recsiwgy be decomposed by a processing
step [Wapenaar and Berkhout, 1989] to obtain thesgonses. However, for our purpose,
we may construct artificially P- and S-wave souresponses. We can then apply
equation (4-2) directly to estimate the Green’scfion between two receivers in the
borehole. We implement this by replacing a singlarse at each shot positionby a
source pattern on an 8-point-stencil for 3D or fapstencil for 2D.

The particle displacement in a solid can be decamgpoas follows [Aki and
Richards, 1980]:

u=0b+0x¥ (4-3)

In a homogeneous, isotropic sol@, and¥ represent the P-wave potential and

S-wave potential respectively. Hence, by measuthmg divergence and curl of the
wavefield, one can measure independently the P avage contributiond’® and
OxOx¥ [Robertsson and Muyzert, 1999].We follow Wapenaiad Berkhout [1989]
and define the P- and S-wave potentials as follows:

0,9=-Co,v, (4-4)
and

0\ = ~HEym0 Vs (4-5)
whereC =A+2u andA and 4 are Lameé parameters,,,, is the alternating tensor with

Elo3 = Egpp = Egy = 513 = 50 = —E13, =1. NOte we consider now the particle velocity

V, =0,U,.
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Next, letG".! denotes the particle velocity observed in theirection, excited

,N

by an impulsive point force in thedirection. Then, from equation (4-4) and (4-5), we

have,

Gr8(Xar X, 1) = =C(X)0,Gri 1, (Xas X,1) (4-6)
and

Gk (Xas X, 1) = =1(X)€,4,0, Gy, (Xa, X, 1) (4-7)

Here the derivatives are taken with respect tosthece coordinatg. Note also,
that the material properties at the source locatimnneeded. Approximating the first-
order spatial derivatives using central differendhe particle velocity due to a P-wave
source and the patrticle velocity due to an S-waece can be approximated by setting
off 3C force sources on an 8-point-stencil for 3Dshown in Figure 4-15(a) or a 4-point-
stencil for 2D as shown in Figure 4-15 (b). Consitethe 3-D case, each positians
surrounded by point sources, numbered with thekietad superscripg, atx'®, s=1..8
(see Figure 4-15 (a)]. In practice, one may decaapthe wavefield if a dense
distribution of 3C vibrators is available. Howeveere we create artificially P and S-
wave sources. Using central differences, the cpdrator acting (acting at the source

position) in equation (4-7) can be approximate@8inas follows:
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En0 Gm (Xas X,1) =

L {( ZG;; (XA’X[S]’t) - ZG#]; (XA’X[S]’t)j

4L s=56,78 s=1234

_( ZG;’;(XA’X[S]’U_ ZG;’;(XA’X[S]’UJ} k=1

s=34,78 s=12,56

_LH 2. (X~ 3G (xA,xN,t)j

4L s=24,68 s=1357

_( ZG;Y,I(XA’X[S]’U_ ZGrl:uf (XA,X[S],t)]II, k=2

s=34,78 s=1256

iH 2. G (X, = 3 Gs (¢, X9 ,t)j

4L s=2,4,68 s=1357

—( D Gl (XX )= > Gl (xA,x[S],t)] , k=3
s=5,6,7,8 s=1234

(4-8)
Although a P-wave source can be implemented diiterewe choose to combine

the already measured responsesdimalar way as for the S-wave source:

anGr\;’,L (Xa, X 1) =
[ Zettkaio- Sartex)

s=24,68 s=1357

2. Gz (X X,0) - ZG;:;(XA.XISI,QJ - 49)

+
s=5,6,7,8 s=1234

( G (0, x19,1) - ze;',;<xA.x[31,t>j}

s=34,78 s=125,6
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(a) (b)

Figure 4-15: Illustration of (a) the 8-point-stdrshooting pattern for 3D acquisition and
(b) the 4-point-stencil shooting pattern for 2D.

The response due to an effective P-wave sourgdsathen obtained by the sum
of components and sources as prescribed by equ@ti®nand multiplied by the factor
C(x) [see equation (4-6)]. The response due to an efee@-wave source at is then
obtained by the sum of components and sources esxrped by equation (4-8) and

multiplied by the factoru(x [see equation (4-7)].
Once we have the responsgg?(x,,x.t), Gy% (X, x,t), Gy¢(xg,x,t), and
G;;‘O”(XA,x,t), we can sum them as in equation (4-2). The resula redatumed

multicomponent data set with receivers and effeciibrce sources in the borehole.
In 2D case, we will only use the stencil point 1,32 and 4 (Figure 4-15b) to
compute the P-wave constituent equation (4-6) am@&\& constituent equation (4-7), in

which “p” only takes value of 1 and 3, anki’‘only takes value of 2.

4.3.2 Elastic Redatuming
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We now apply elastic redatuming as prescribed hyaton (4-2) to a synthetic 2D
WVSP multicomponent dataset created using the #iegpiGulf of Mexico (GOM) salt
dome model shown in Figure 4-16. The model is caadoof a simplified GOM
vertical-velocity gradient, an embedded overhangsadf dome together with a salt
canopy nearby. The velocities and gradient arentdkem the EAGE/SEG salt dome
model which represents typical GOM velocities. Bsdiit domes have a P-wave velocity
of 4480 m/s and S-wave velocity of 2580 m/s. Theklgeound velocity is described by
V(2) = Vo + K z whereV is the velocity of the top layeWgo = 2200 m/s an®/sp= 1270
m/s) andK is the velocity gradient( = 0.4). Six reflectors are introduced on top af th
V(2) gradient as 15-% higher velocity spikes [Siddjatial, 2003]. The reflectors dip up
towards the salt dome flank. The receivers (triesghre placed in the borehole from a
depth of 0.5 km to 4 km at 25 m intervals. ThesstarFigure 4-16 represent the center (
of each shooting pattern.

Each source pattern consists of a 4-point-stencié isquare shape around the
center, as shown on the left of Figure 4-15. Therwal between two adjacent centers of
the source pattern is 25 m and the edge lengtigb@nt-stencil square Is= 10 m. Our
aim is to extract from the conventional WVSP, aadat as if it were acquired with both
sources and receivers in the borehole. To thisvemdirst create the synthetic data and
then use these data as input for the redatumintipelfield, it would be difficult to create
a pattern that generates purely S waves or P wal@msever, an explosive source is a
practical approximation of a P wave source andHrreason our examples of the partial
Green function obtained from just the P-wave saurgave significance for practical

situations.
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Figure 4-16: Walkaway VSP acquisition geometry dosynthetic GOM elastic model
composed of a simplified vertical velocity gradiemd an embedded overhanging salt
dome (SD-I) together with a second salt canopy medED-Il). The yellow stars
indicate the locations of the shots and the rexhtjlies are the locations of the receivers.
Note that not all 399 shots are shown (extendiognfr7.5 to 2.5 km laterally), and not
all 161 receivers are shown (extending from 0.%.& km in depth). The color bar
shown is applicable for all figures in the text taoning a velocity model.

To understand the value of the full elastic date,performed three experiments.
In the first experiment we created the elastic W\s8R/ey data needed for applying full
redatuming method in equation (4-2). In the secexygeriment, we created elastic data
with downhole sources and receivers which provitiesreference as what would be the
theoretically best result possible from redatumiAgd, in the third experiment, we

created an acoustic WVSP dataset, to provide aemfe for pure acoustic redatuming.

As explained above, to estimaﬁ%',; (XA, X5,t), we need the particle-velocity responses
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due to P- and S-wave sourc&f(x,,x,t) , Gyi(x,,xt) , Gy§(xg xt) , and
G;;‘f (Xg,X,t), which we generated with equation (4-8) and (4&8)explained above.

Figure 4-17 shows the results of the simulationttué different components for a

particular source position. The panels in FigurE7ddepict individual components of the

Green’s tensoG, (X ,,X,t) and G;;‘ﬁ’(xA,x,t). The configurations are schematically

depicted in the insets between the figures.

Figure 4-17a shows the patrticle velocity measuteda f@orizontal receiver in the
bore hole, due to a P-wave source at the surfadeFagure 4-17b shows the particle
velocity measured at a vertical receiver in theelduole, due to the same P-wave source.
Figure 4-17c shows the particle velocity measured horizontal receiver in the bore
hole, due to an S-wave source at the surface anad-#4-17d shows the particle velocity
measured at a vertical receiver in the bore hale, v the same S-wave source. Note,
that the individual components in these figures maytain both P- and S. In theory, the
medium in a small area around the source is assumdie homogeneous and the
wavefield is in principle pure P or S only in tlasea. The salt dome and reflectors may
thus cause conversions, resulting in mixing of Rd &-waves in data from only one
source type. These data serve as the input fordtiatuming. Figure 4-18a shows a
modeled common shot gather where we have used ahddey pure force source applied
in the x-direction at a depth of 1.5 km. So, wetnmexiatum the data sets created with
surface shots and downhole receivers in order tichrthe downhole source results, one

of which is shown in Figure 4-18a.
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We now extract from these constituents the Greaation G,V,j; (X5, Xg,t). TO do
so, we first select one of the actual down-holeiremr locations to be an effective source
location, for example, a receiver at depth of 1b, k; = (x,y,1500, and select the
corresponding common receiver gather (that istrales measured at this receiver, for
different sources at the different surface locatiaB, ¢ (xs,x,t), and G;¥ (Xg,x,t)).
Then we select another actual down hole receiveation to be an effective receiver
location, for example, a receiver at depth of 3 km,=(x,y,3000, and select the

corresponding common receiver gath@f(x,,x,t) andG_ % (x,,x,t)]. A succession

of pair wise traces from the same surface shotasse correlated and summed with a

weight based on the back- groudg/VVsratio. The result is a set of correlogram, one for

Offset (km) ' Offset (km)

Time (s)
Time (s)

Time (s)

-6 -4 -2 0 2 -6 -4 -2 0 2
Offset (km) Offset (km)

Figure 4-17: Common receiver gathers for a receatedepth of 2 km: (a) the x-
component and (b) the z-component of the partieleoity; (c) the P-wave constituent

HZ' (%, Xa,t) and (d) the S-wave constitueHt);’ (%, X,,t) . Horizontal axes denote
the offset of the corresponding shot for each trace
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each shot offset. Next, the correlogram is stadilealt is, a sum is performed over all

sources) and one trace is obtained. This tradesigstimate of the desired Green function:

Gy (XarXg,t).
To estimate another trace for another receivertdutne same effective source
located at the depth of 1.5 km, we keep the comraoceiver gather corresponding to the
effective source location (at 1.5 km) and seleet tbmmon receiver gather for a new
desired effective receiver location. We then repleatset of corresponding correlations,
summations and stacking operations as describedgeal®y doing this for all receiver
depth levels, we create the effective common dowle-khot gather, as shown in Figure

4-18b This mimics a shot gather of the x-comporparticle velocity collected by the

downhole receiver array due to a down- hole fom&ree directed in the x-direction at
the location that we choose to be the effective@iocation (1.5 km)GlV"lf (XA, Xg,t).
The effective shot gather shown in Figure 4-18balso be seen as a weighted sum of
two wave fields, one contributed by the P-wave seuand the other contributed by the
S-wave source. If we denote ldy;; the first term of equation (4-2) and blg/;; the
second term (even though we use the same symbuds mate that these terms do not
exactly correspond to the scalar portentials dedfimeequation 4-3), then Figure 4-18c
and Figure 4-18d represedt)) and W,;", respectively.

Comparing the actual downhole shot, Figure 4-18a the redatumed result,
Figure 4-18b, we observe that these common shdétegatare similar. However, our
redatumed downhole shot gather includes some smudgents not present in the actual

downhole record. Part of these spurious eventslaeeto the acquisition aperture which

is limited to only surface shots. Another possibdason for the seemingly spurious
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events may be that the P to S amplitude ratio neagifferent in the correlated results,
such that some (S-wave) events may seem more proeduin the interferometric
Green’s function. This problem of the proper refatweights of the P- and S- wave
contributions is just one of the difficulties in astic interferometry. Although
contaminated by these spurious events, the mdectieins off the target salt flank (that
is, events which arrive after 0.4 sec) are preséfd.also observe that in Figure 4-18a,
the three linear downgoing events coming off of thiet arrival are absent in the
redatumed gather Figure 4-18b. These events aréaotlvagoing specular reflections off
of the under side of the horizontal sediment bouedacrossing the borehole location.
The omission of this energy is due to the fact tiwatvery much of this energy is excited
by a surface source. An actual downhole sourcaesegpgoing energy which is reflected
back downward. Just as in the theory for migrationbe more correct we should put
sources completely surrounding the area we wisimt@ge. If this were possible, we
would be able to reconstruct these down going cafles. However, since this is not
practical for field scale surveys we must evalubheeeffect of this limited aperture on the
final results. van Maneet al.[2006] did use this concept of sources all arotimedmodel

for efficient interferometric simulation of waveqmagation.
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Time (s)

Figure 4-18: Common downhole shot gathers for d kluated at depth of 1.5 km: (a)
obtained by a downhole horizontal force source \é&xdeceiver pairs (benchmark case);
(b) obtained by full elastic redatummed responsénarizontal force source and Vx
receiver, which is equivalent to the weighted sum(e) and (d); (c) the P-wave
contribution to (b); (d) the S-wave contribution(by.
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Figure 4-19: Four components of the full elastispanses: (Left) actual common
downhole shot gathers at depth of 1.5km; (Right@atiive shot gathers obtained from
the redatumming the WVSP dataset.

In Figure 4-19, we compare the actual down holg ghthers (panels in the left

column) and the redatumed shot gathers (panelshenright column) for all four

components of the elastic response, in WhTf{ﬂ (XA, Xg,t) is shown in Figure 4-19a
and b,Gy5 (X,,Xg,t) is shown in Figure 4-19c and @3 (X,,Xg,t) in Figure 4-19e
and f, andG;'lf (XA, Xg,t) in Figure 4-19g and h. Looking at these elastspoases, we

observe the redatuming methodology described abppeoximates the actual downhole
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elastic responses quite well. In particular, weenthtat the artifacts mostly consist of
dipping linear events. If we image the data, as bal shown later, these artifacts are
suppressed due to destructive interference duigg itnaging operation, while the
reflection hyperbolas from the salt dome flank stonstructively to produce the image.
To obtain a complete redatumed downhole surveyrepeat the elastodynamic
redatuming for all possible effective down-hole meulocations. In the end we obtain
new effective shot gathers which approximate a s#atavith both the sources and
receivers located in the bore hole. Note that kheorto redatum the shot to be in the
borehole we do not have to apply velocity analgsicomplicated processing (such as
statics or NMO corrections). In fact, with the eptten of a constanvp / Vsratio term,
there are no model dependent processing paranretprsed to move the surface shots
into the bore hole. This feature allows the redatgmmethodology be performed in a

fully automated fashion that requires virtu- ally muman effort.

4.3.3 Imaging and Discussion

We use as a base reference case the prestack uhegthated image created from

redatumed shot gathers from an acoustic model, slmwigure 4-20a. Recall that in this

case, the pressure field is measured and useth&wimg. In this result we clearly see the
salt edge and much of the sediment layers.

The ultimate migration algorithm would seem to e ahat is fully elastic and
uses all components of the wavefield simultaneoustpwever, this is actually
problematic since it would allow for conversionween all wave types at all time steps,
everywhere in the model. Without the correct valoenodel and/or special damping,

many serious artifacts (e.g. converted wave meiipivould be created at the formation
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boundaries. A more practical approach is to migesteh component separately with a
single velocity type, i.e. P-wave or S-wave. Weaefare prestack depth migrate each of
the four components of the elastic responses sebgras if each were an acoustic wave
field with the appropriate P- or S-wave velocity.

As noted in the previous section, equation (4-3)resses that the shot gather

shown in Figure 4-18b can be seen as a superpositiovo parts: a field due to the P-

wave source®y, (Figure 4-18c) and a field due to the S-wave sau);' (Figure

4-18d). Since the salt flank is almost verticag tomponent of the P- wave contribution

CDX"lf has the greatest sensitivity to P reflectionsabfthe salt edge. On the other hand,

W' should have better sensitivity to S reflectiormfrthe horizontal reflectors such as

the beddings at the well bore. Our strategy isejpasately migrate these contributions
using the appropriate velocities.

In order to prepare the redatumed panels for majratwve mute the acausal
(before zero time) events and the direct arrivafser muting, we apply Kirchhoff pre-
stack depth migration to redatumed downhole pselmbd gathers like in Figure 4-18c

and Figure 4-18d. The result of migrating and staglall the redatumed horizontal

v, f

component P wave record®,;, , is shown in Figure 4-20b. The velocity model uged

only the backgroun¥p(z) of the medium (without the salt or reflectorspr@paring our
reference acoustic result, Figure 4-20a, and tlastie component, Figure 4-20b, we see

that the migrated image from{'lf shows good delineation of the salt flank and part

the dipping sediments. However, it does not imagehorizontal bedding at the well bore.
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Meanwhile, there is slightly more noise in Figur2@b, which may be due to some P-to-
S converted energy in the redatumed shot-panelabeid with the wrong velocity

Figure 4-20c is the migrated result from the vethc propagating S wave

v, f

componentW/;", using the S wave velocity/gz), of the background velocity model

(without the salt or reflectors). Here, we captomy the horizontal beds near the
borehole and is missing the near vertical salt-dtamk.

In Figure 4-20d we show the result of migrating Hugizontally propagating S-

v, f

wave componentW¥;, , with the S-wave\Vgz), background velocity model. In this

component, the source is acting vertically, crephiarizontally propagating S waves, and
the receiver is recording the vertical motion. Hiere, we expect that this S-wave

contribution is more sensitive to the vertical eefbrs. Indeed, the salt flank and part of
the dipping sediments are imaged clearly in thaltek addition, because we use shear
waves, the image of the salt flank has higher apegsolution than to the image shown in

Figure 4-20b using P waves.

Finally, we show in Figure 4-20e the results of maimg the vertically

propagating P—Wavesgbg',; , Which is mostly sensitive to horizontal reflectorThe

combination of these images with proper weights igpic of ongoing research. Still, it is
clear that the proper combination of Figure 4-2@0 &igure 4-20e should result in an
image similar to the one in Figure 4-20a.

The process of performing elastic redatuming of tbeorded wavefields has
allowed us to create four different realizationgted subsurface. Two images provide P-
wave reflectivity and two provide S-wave reflectyviNone of these contains the same

information. Taken together they paint a more catgppicture of the subsurface than is
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possible from any one of them. The images creatad these four components will be
sensitive to different aspects of ambient noisen&dion fractures and fluid properties,
and background velocity fields. More than ever,spé&ntists and engineers need a more
complete description of the reservoir. Elastic peaters provide another dimension of
information not currently available from simple Rwe data. These images will
potentially provide a rich source of information aogment our existing conventional
VSP technology.

Our methodology includes a simple-minded acquisi@ffort to collect in the
field the required spatial derivatives of the waelels. Additional effort should be
devoted to replace this step with a numerical deumstion step. However, this
decomposition step requires a spatially homogenemas-surface region which may
limit its applicability. Alternatively, the additial field effort to collect the spatial
directives of the P wavefield may be unnecessaspime cases since an explosive source,

for example, is a likely to be a good representatiba P-wave source.
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Figure 4-20: Migrated salt dome flank images oladirfrom (a) the redatummed

acoustic responses in a pure acoustic model, éstielredatummed shots of P-wave

contribution from the response pair of fx force meuand vx receiver migrated with P
wave velocity, (c) elastic redatummed shots of Sevaontribution from the same

response pair as (b) migrated with S wave velo¢dy,elastic redatummed shots of S-
wave contribution from the response pair of fz éospurce and vz receiver migrated

with S wave velocity, (e) elastic redatummed shaftd-wave contribution from the
same response pair as (d) migrated with P waveiglo
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Chapter 5

Salt Flank Imaging — Field Experiment

Continuing from the synthetic analysis, in this ptea, | will apply the salt flank imaging
strategy to a field experiment. We applied sevstaltegies of TRA-based redatuming
followed by prestack depth migration to a field 43P dataset. The data consists of
15,632 surface shots acquired in concentric ciralesut the well head containing 29
(live) subsurface geophones. The salt flank gegmietrthe vicinity of the well is a
complex 3D structure which is only partially defihen surface seismic images. Since
most published virtual source methodologies to tiatee been 2D in nature, we create a
3D directional imaging strategy where the surfac@PVshots are grouped into 10°
wedges based on the shot to geophone azimuth. Waeotate the horizontal geophone
components within each wedge to create inline cormapts pointing from the center of
the wedge to the center of the receiver array. M&ve the vertical components
unchanged. We exclude shots on the west side aduhaey and those with offsets less
than 10,000 ft (3,048 m) as they are not likelgteate reflections off the salt flank. We
perform several tests varying the effective apertwy including various combinations of

wedges in the redatuming. This process effectigtdgrs the illumination direction of the
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virtual source. The best images seem to be obtaised) virtual sources we create from
a small range of azimuths (or small number of wejlgéach of these migrated volumes
contains resolved images of the salt flank in alsargular swath with a small vertical
extent. We cut and paste together a series of theBeesolved image swaths to form a
westward-looking 3D image of the salt flank. Thhe virtual shot gather created from
one of the wedges contributes only to a small aargewath of the full output 3D image.
Images created from the vertical component of nmoappear to have better signal to
noise ratios than those from the inline componeédditional increases in image
resolution are obtained from an application of epdeconvolution of the redatumed
traces. The limited number of geophone levelsiatstthe quality of the final image to a
narrow, 300 meter high portion of the salt flankeTdistance from the receiver array to
the salt flank extracted from the final image i®@a640 meters. This is about 80 meters
farther than the distance interpreted from surfasegsmic data. The TRA-based
redatuming methodology is particularly approprifmiesuch a complex problem because
it does not require any knowledge of the velocitycture between the surface shots and
the downhole receivers and the salt flank reflexti@re easily seen on the resulting
virtual shot gathers. In contrast, prestack depigrating the raw VSP records does not

produce any identifiable salt flank image.

5.1 Field Description

This field data study is part of a research propcMIT Earth Resources Laboratory
funded by Shell International Exploration and Prtehn Inc. The purpose is to explore

and apply new implementations of the virtual sourethodology [Bakulin and Calvert,
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2004, 2006; Bakulinet al, 2007; Mateevat al, 2007b] to complex problems such as
salt flank imaging.

The field 3D VSP data used in this study was aeguby Shell Oil Company in
the deep water Gulf of Mexico during the summer&0Che objective of analyzing this
field data is to test the effectiveness of imagingalt dome flank at this field from a 3D
VSP survey, as well as to develop and enhanceirexiD interferometric redatuming
methodologies to more properly use 3D and 3 compuo(®&C) data to image a 3D
structure from single well. How to handle both 3Bda3C datasets are topics on the
forefront of current virtual source research.

The acquisition geometry is shown in Figure 5-&iBD perspective, where the
white area denotes the interpreted salt structutled area of interest. The well (shown in
the green line) was drilled vertically to a depth1®@,000 ft (3,658 m). It then was
deviated (at about 35°) and continued on subpatallthe salt flank. The VSP data was
recorded by an array of thirty 3-component (3C)eneers (shown in yellow triangles)
spaced 100 ft (30.5 m) apart, sitting close tolibtom of the well at measured depth
ranging from 16,150 to 19,050 ft (4,923 to 5,806 fif)e total aperture of the receiver
array along the well is 2,900 ft (884 m). The 3DP/Survey consisted of total 15,632
shots (shown as red dots). The shots were fir@dspiral pattern around the well head to
a maximum offset about 20,000 ft (6,000 m). A mapwof the geometry is shown in
Figure 5-2 where light gray area marks the salt,oora dots denotes the shot locations
and green triangles indicate the positions of kemei The acquisition spiral geometry is
defined with reference to the well head. Howevbg images we will create will be

referenced from the downhole geophone positiors fa€ilitate the imaging process, we
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define a local coordinate system in which the pasiK-axis points East, the positive Y-
axis points North and the positive Z-axis pointswapl. The origin of the local
coordinate system is chosen to be the center ofateiver array. Notice that the local
coordinate system displayed in Figure 5-2 acceesutite fact that the well head, which
is the center of the spiral of surface shot locegjds not the center of our coordinate
system.

Figure 5-3a shows a surface seismic section thaetses the field through two
salt structures, as indicated by the line AA’ igliie 5-2. Note that the bottom of the
leftmost salt is fairly well imaged, but its rigtiénk is poorly imaged. Figure 5-3b shows
the detailed interval velocity model for depth inmag including the interpreted salt
structure, of the same traverse. It is seen from rttodel that the receiver array is

positioned nearly parallel to the interpreted #atk.
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el

Figure 5-1: Salt structure geometry in a 3D viewhil®/ areas are the interpreted salt
bodies, the green line denotes the well path, t#léow triangles show the receiver
locations, and red dots are the locations of serémts.
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Figure 5-2: Map view of the acquisition geometryaitocal coordinate system. Dashed-
dotted line shows the traverse of the cross sexgsbown in Figure 5-3.
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Figure 5-3: (a) Traverse (AA’ in Figure 5-2) of fage seismic data in the area of interest;
(b) Velocity profile of the same traverse showirg tinterpreted salt dome. In both
images, blue line on the surface marks the extansidhe VSP shot range and the red

triangles denote the location of receivers.
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5.2

Imaging Methodology

The specific acquisition geometry for this fielddathe complex structure of the salt pose

several challenges to imaging the salt dome flahichwwe describe next.

Small Receiver Aperture: The receiver array used is state-of-the-art ishadfe
settings, but has many fewer receivers than theed in the synthetic examples
in our previous studies. As a result, the migratethial source images will also
have a much smaller aperture. Figure 5-4 drawshansatic picture of how to
image the salt flank using turning rays from VSBtshWhile the virtual source
method is a wave-based concept, it is easier i the process in terms of
rays. For a ray to contribute to the final imageeeds to start from a surface shot,
pass one of the receivers, hit and be reflectedhbysalt flank, and then be
captured by other receivers. This limits the illnated imaging area by the
receiver array size and geometry as well as bgllo¢ locations.

Multicomponent Data: The 3C data need special handling before beind fmse
redatuming and imaging. Ideally, we would like tuate the 3C data acquired
such that one component is pointing towards thieflsalk in order to capture the
direct specular reflections from the salt interfate do that properly, we need to
determine the receiver orientations since they rbaypointing in arbitrary
azimuths in the borehole.

3D Geometry: The 3D geometry of the salt poses another conmtpleXihe
receivers form a crooked line in 3 dimensions. &##8d energy from all azimuths

is captured by the receiver array. Just as in sarggismic data acquired with a
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single line of receivers, it is very difficult toetermine the 3D spatial location
from which the reflected energy originated. To datest published virtual source
redatuming methodologies are based on 2D geomidtssnpy and Yu, 2007; Lu
et al, 2007; Willis et al, 2006]. Reflections are expected to come fromaiglo
contrasts located in a (typically vertical) 2D pacontaining the shot and the
receiver. Since both the acquisition geometry dreddalt flank voliate this 2D
plane assumption, we need to be clever and traptuce the reflected salt flank
reflections by searching for them in portions o thownhole geophone records
from surface shots. The virtual source redatumipgration can be considered a
beam steering operation that could be used to nergtally illuminate in different
subsurface directions.
To achieve the objective of imaging the 3D salhklawe proposed the following

directional (steered) imaging strategy, as showkigure 5-5:

(2) Pick a (first) direction pointing from the midipt of the downhole receiver array

(defined as the origin in our local coordinate sgsttoward the expected salt edge as the

(first) preferred imaging direction.

(2) Define a wedge of shots on the surface sudhthigaline connecting the center of

this wedge and the local coordinate system orige, the midpoint of the receiver array)

is aligned with the preferred imaging direction.

3) Rotate the horizontal components of all recsivte be inline with the preferred

imaging direction — aligned with the midpoint ofcegver array and the center of shot

wedge.
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4) Redatum the rotated, inline components intoroye virtual shot gathers, which
are likely to illuminate the salt edge along thefprred imaging direction chosen in first
step.

(5) Perform 3D prestack depth migration on theuaktsource (redatumed) shot
gathers from this specific wedge into a 3D imagiotume which is limited to an area
around the salt flank. In the output migrated vadrdue to the ray path considerations
described above, only the angular swath along tieéeped imaging direction will
contain the specular reflections from the salt.

(6) Repeat (1) through (5) for all possible preddrimaging directions. In this case
since the a priori knowledge of the salt model (iFgg5-5) shows that the salt edge is
concaved towards the south-east direction, we @hdlos preferred directions ranging
from —85° to +25° with respective to the east, eaith an angular separation of 10° and
a wedge width of 10°. (We will give details of thisa later section below).

(7) Combine all the migrated volumes into a finalaging volume by taking a
volume swath about the preferred direction fromheagrated volume — assuming that
the best image quality within each migrated volummealong the preferred imaging

direction.
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Figure 5-4: Schematic illustration (side view) dfetimaging geometry showing the
effective imaging aperture and stationary refletio
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Figure 5-5: Schematic illustration (map view) shiogvthe directional imaging strategy.
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Before the imaging can begin, we perform two pvepssing steps. The first step
enhances the signal to noise ratio of the datappyyang an appropriate band pass filter
and marking traces with exceptional high noise leweth a dead trace flag. The second

step estimates and verifies the geophone orientasong first arrival hodogram analysis.

5.3 Preprocessing

5.3.1 Noise Abatement
Unlike noise-free synthetic data, field data camtanany sources of noise. Figure 5-6a
shows a typical common receiver gather with a ingdft good signal-to-noise ratio in
which the main events stand out clearly from thekgeound noise. Its spectrum, shown
in Figure 5-6d (blue line), also shows a nice sidgpaad approximately from 3Hz to 35Hz.
In contrast, Figure 5-7a shows a typical commoreix@r gather that contains a
significantly higher noise background. By lookingita corresponding spectrum shown
in Figure 5-7d (blue line), we find that there ipe@ak in the spectrum around 50Hz,
whose origin is unknown, but may be related totelssd power generation interference.
We also find a broad band of energy at a highequeacies (60 to 100 Hz). In order to
equalize the spectra for all shots and reduce wkatxpect is noise, we filter all shots to
a common bandwidth of 3-35 Hz.

For gathers with relatively good signal-to-noisgia (Figure 5-6a), the filter
operation depresses the background noise levélaagnsin Figure 5-6b. For gathers with
larger noise, we are able to significantly improle signal-to-noise ratio by applying the

band-pass filter as shown Figure 5-7b.
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Although filtering can help to improve the data iyathere are traces where the
background noise is so large that the signal &llyobbscured. Those traces need to be
eliminated before use in the redatuming processkidésv that before the direct arrival,
the geophones are basically recording the ambieisenTherefore, assuming the noise
level during that period of time is unchanged stetally for the whole trace, we can
automatically scan for traces with high level otkground noise by analyzing the first 2
seconds (before the earliest direct arrival) ofherace. We calculate the root mean
square amplitude for that 2-second portion of trimeall three components and plot
them in histogram as shown in Figure 5-8.

From the histogram, we see that most traces hameise level less than 50
normalized units. Those traces having noise lelglser than 50 we mark as dead traces

in our database and are not used in subsequerdgsiag steps.

5.3.2 Geophone Orientation

In order to properly rotate the horizontal compdeeme need to determine the geophone
orientation. The well is deviated in this surveyievhprovides an advantage in orienting
the geophones. Each VSP tool level is equipped withimbaled geophone package.
Each gimbaled assembly is manufactured so thattgraigns the vertical (z) component
phone automatically. In a well that is deviatede tiorizontal (H1 and H2) phones are
manufactured to align themselves so that one hat@@omponent is oriented within the
plane of well deviation. The other horizontal coment is supposed to be aligned
orthogonal to that [Hardage, 2000]. While these tAee nominal specifications for the

tool, it is still necessary to verify that this rhanism is working properly.



SALT FLANK IMAGING — FIELD EXPERIMENT 171

Time (s)

200 T

1001~

Amplitude

i B ; n I | | | |
100 110 120 130 140 150

0 10 20 30 40 50 60

0
70 80
Frequency (Hz)

Figure 5-6: (a) A common receiver gather with neily good signal to noise ratio; (b)
the same gather after apply a band-pass filtela &@hgle raw trace in blue and its filtered
version in red plotted on top of each other; (& skacked spectrum of the raw gather in

blue compared to the stacked spectrum of the didtgrather in red.
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Figure 5-7: (a) Another common receiver gather watlatively bad signal to noise ratio;

(b) the same gather after apply a band-pass filtdra single raw trace in blue and its
filtered version in red plotted on top of each oil{d) the stacked spectrum of the raw
gather in blue compared to the stacked spectrutmedfiltered gather in red.
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Figure 5-8: Ambient noise level histogram for (&) €bmponent, (b) H2 component, and
(c) Z component. Notice that the horizontal compasg¢H1 and H2) have many traces
with noise levels over 90.

We use a hodogram analysis to verify the predioredominal orientation of the
VSP sondes by plotting the particle motion of tlmstfarrivals on the H1 and H2
geophones for shots at multiple azimuths [DiSienal, 1981].

The method is illustrated in Figure 5-9, in whitle black lines indicate the world
coordinates (relative to North/South and East/W#sth the viewpoint of a particular
receiver (the “origin”), and the blue and red linadicate the unknown but physical
geophone coordinates (H1 and H2). A hodogram aisalgssumes that the media
between the shot and receiver are isotropic aredadly homogeneous in the crossline
direction such that the ray travels from the slothte receiver in a vertical plane that

passes through both the shot and the receiveh@gnsin Figure 5-10. When a shot is
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fired at surface (yellow star), the ray is expectediravel along the inline direction
marked with gray line. From the receiver side,nié@lots the particle motion (black dots)
of the first arrival, which will be the direct P-wa arrival, it should align with the inline
direction. Therefore, in practice, we first scafpot the particle motion of the first 1-2
cycles of the signal in H1 versus H2 coordinatésenTwe can fit a least squares line
across these points. The angle of the best-fitdhmuld be equal to [shot azimuth + angle
between H1 and Easf){. Knowing the shot position in world coordinatedls us the
shot azimuth, i.e. the inline direction. The angddween H1 and Eadi)(is then given by
[best-fit line angle — shot azimuth].

The assumption that the media between the shotetever are isotropic and
laterally homogeneous in the crossline direction baeak down especially for rays
which pass through a salt dome, as it may drabticdlange the inclination and/or
orientation of the ray path. This in return systeoadly biases the estimated orientation.
In this field experiment, from Figure 5-3 we cam $leat on the west side of the well rays
will encounter salt while on the east side they miicounter only the sediments. Thus the
shots on the east side of the survey will allow arenaccurate determination of the
geophone orientations.

An example of the hodogram analysis is shown imféd-11, in which we plot a
series of hodograms corresponding to various shimbwdhs for one of the receivers.
Each hodogram has been rotated to align the meh$use motion fit to be inline (or
parallel) with that shot position and the receiagay. The field recorded horizontal axes
are shown by the H1 (blue) and H2 (red) lines. {3ba geophone package in the field

were somehow “magically” oriented north/south aldtévest, the H1 axis (blue line)
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would point north/south and the H2 axis (red lim®uld point east/west. It is clear from
Figure 5-11 that this is not the case. Over mbgt@hodograms, the H1 axis (blue line)
is tilted north-north-west and the H2 axis (reck)irs tilted east-north-east.

Closer inspection reveals that the hodograms fotssbn the east side show
consistent orientation of the H1 and H2 axis. Hesvethose shots on the west side show
less consistency. For each receiver, we use thege®rientation of the H1 axis for all
shots analyzed on the east side as its estimatedtation. The results are shown in
Figure 5-12 together with the nominal orientatidratt is determined by the well
trajectory. From Figure 5-12, we find that mostloé receiver orientations are consistent
with the nominal orientations. This verifies thhetgeophone alignment mechanism is
working fairly well for this field dataset.

There are a couple of receivers whose orientattmsiot match the nominal
orientations. For receivers #1, #6 and #7, we laobgs data quality (signal to noise)
problem; hence our estimated orientations for th@seivers are not believed to be
accurate. Receivers #11 and #12 also show smaihtds, which could be an error
introduced by the kink of the well trajectory sirtbe well changed the deviation angle at
those positions. Overall, the hodogram analysisifiger the nominal geophone
orientations are accurate and so we will use thenerwwe rotate the horizontal

components to create our desired inline direction.
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Figure 5-9: Cartoon showing a hodogram analysisstonate geophone orientation in a
3D VSP survey. Black dots indicate X&Y particle @eiky from the first arrival on a
record. We measure the direction of particle motielative to the horizontal axes (H1
and H2) using relative field coordinates as thdamg + shot azimuth. Since we know
the azimuth of the shot azimuth from the field getnyy we can determing, which
allows us to orient the horizontal geophones netatid north and south.
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Figure 5-10: lllustration of a ray traveling fromsarface shot to a downhole receiver
within a vertical plane. This makes the assumptie media are isotropic and laterally
homogeneous in the cross line direction.
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Figure 5-11: Example of a hodogram analysis for i@oeiver and a ring of shots on the
surface. Stars indicate the shot locations for ¢heresponding hodograms. In each
hodogram, the blue line denotes the H1 axis andetthdine denotes the H2 axis.
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Figure 5-12: Map view of the receiver orientatiehsomparison between the well path
determined orientation (the nominal orientationd #me hodogram estimated orientation.
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5.4 Imaging Results

Now we apply our proposed directional imaging smgt We first define a series of
wedges that cover a range from —90° to +30° witdpeetive to east and have distance
from the center of the array larger than 10,00@®8 m) as shown in Figure 5-13. The
direction from the center of each wedge to the ereot receiver array is defined as the
preferred imaging direction of that wedge. The @mefd imaging directions are 10°

separated from each other and the wedge width 9s wBich results to a total of 12

6000

4000

2000

South <= —=> North (m)

-2000

-4000

-6000

-6000 -4000 -2000 0 2000 4000 6000
West <- -> East (m)

Figure 5-13: Map view of the 12 wedges chosen tadasl in the directional imaging.
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preferred imaging directions.

We choose this azimuth and distance coverage basethe following two
reasons:
Q) The previously interpreted salt structure byelSIiFigure 5-1, Figure 5-2 and
Figure 5-5) shown in map-view, is a concave saltklfacing to the southeast. A 3D ray
tracing study, also performed by Shell (courtesyldoferrandis), shows that the shot
locations on the surface at about 6 km away froenwkll at an azimuth of about —35°, as
shown in Figure 5-14, will provide optimal energy treating down hole virtual sources
which will reflect off the salt flank. . Since is ia complex 3D structure, choosing an
azimuth range from —90° to +30° gives us additiodamination directions that will
most likely be able to capture the salt flank egeagd produce a more complete image
of the salt flank.
(2) From the ray tracing study, it is not probatilat we will have rays which have
actually fully turned and are propagating back tairmhe surface. Figure 5-14 shows that
the rays will be traveling nearly horizontal. Thessarly horizontally propagating rays
will illuminate the steeply dipping salt flank atiten reflect back into the receiver array.
Waves which are multiply reflected or scatteredrfrthe sediment or other salt bodies
can also contribute to the illumination of the ddhk. These events will arrive much
later in time on the VSP records. However, a fullual source redatuming process will
fold them back into the virtual shot gather at greper temporal and spatial position.
Energy from surface shots that have short sourecedeiver offsets will most likely not

be able to bend and illuminate the salt flank. ¢éerthese shots will not add salt flank
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reflection signal to the redatumed virtual soureghgrs. Therefore we omit shots that
have offsets smaller than 10,000 ft (3048 m) inrdd&atuming process.

We choose the wedge width to be 10° so that therem@ough shots (250 ~ 350
shots) within each wedge to perform the redatumpgration without losing the azimuth
resolution. We will discuss the effect of choostifferent wedge width on the imaging
result in later sections.

The work flow we use is shown in Figure 5-15. Thainmdifferences between this

flow and the one we have used previously for mddéa is as follows:

Virtual

Ll Source
> i

Figure 5-14: 3D ray tracing study to find surfabetsocations such that a virtual source
can be created at the top of the receiver arraghwhiuiccessfully records reflections off
the flank by the receiver array. The most succéssftface shot locations are located
about 6 km southeast of the well. (Courtesy ofejrandis, Shell.)
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(1)

(2)

In our dataset, one receiver was dead (receive} &t@ is omitted in the
processing. Some of the traces have been taggetad” due to high levels
of identified noise. It is not unusual, therefotieat for one particular shot
recorded on a trace by receiver A there is notreesponding good trace from
receiver B. As we loop through all the shots fagien pair of receivers, in
order to perform cross-correlation between theesagve need to make sure
only shots that have valid traces for both receiee processed.

We want to rotate the horizontal components betfoeg are cross-correlated.
The rotation operation needs to be performed tkacdrace. Within one
wedge, all the traces need to be rotated and aignéhe preferred imaging
direction of that wedge. We only rotate the hortabmomponents. In future
work it is possible to include the vertical componhm the rotation, given that

the incident ray paths are not fully oriented ia tiorizontal plane.

As in all of our synthetic model analyses, we hawe applied any mutes (gates) to

the preprocessed VSP records before the virtualceoredatuming is applied. Other

studies [Bakulinet al, 2007] show the effect of applying mutes to redacdacts but it

requires human interaction to pick the muting gate.
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Figure 5-15: Flow chart illustrating the virtualusoe redatuming process for the field
data.
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Redatuming each VSP component (inline, crossling \ertical) individually, we
create pseudo-3C prestack virtual common shot gatiee each wedge. Note that the
redatuming process described above does not caeatenplete elastodynamic Green’s
function between virtual sources and receiversu@igh-16 shows an example of the
redatumed shot gathers for a virtual source locatethe top of the receiver array.
Several observations can be made in this figure.

Q) The two horizontal components of the originatadare rotated to be aligned with
the preferred imaging direction — one is the inlooenponent and the other is the cross-
line component. As expected, most of the energyefbee shifts onto the inline
component (Figure 5-16a) which should contain tten® SV energy. Any unlikely SH
energy should appear on the cross line componegur@ 5-16b). The cross line
component should also contain any out of planeecgtins coming from the side
directions. The vertical component is unalterednfrithe original dataset since nothing
was done to it.

(2) The vertical components of the redatumed slatihegs appear to have the best
signal to noise ratio compared to the inline arabs#line components. This matches what
we observed in the raw data.

3) We observe a possible reflection event appearetoth inline component and
vertical component across several wedges (Figutéab-wedges #5 through #10, 16c-
wedges #4 through #12). This event occurs at aréumdecond.

4) On the inline component, which is nominally g directly at the salt flank,
this reflection event starts to appear from wedgdgazimuth = —75°) and its amplitude

increases. Wedge #6 (azimuth = —35°) and wedgazih(th = —25°) seem to have the
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largest amplitude for that event. On subsequengegdhe amplitude of the event starts
to decrease. This observation is consistent wighShell 3D ray tracing study shown in
Figure 5-14. In their study, the shots around a#imof —25° contribute the most

reflected salt flank energy in the creation of ¢ireual sources.

Figure 5-17 shows a complete set of virtual shaheyas for wedge #6 which has
an azimuth -35°. The upper panel (a) shows the comshot gathers from the top half of
the receiver array. The lower panel (b) shows thineys from the bottom half of the
receiver array. Again, we see the same reflecti@ntethat is in Figure 5-16. We also
observe that as the “virtual source” moves to loreeeivers, the event starts to fade in
amplitude and then disappear. The reason is retat¢de limited imaging aperture as
shown in Figure 5-4 and Figure 5-14. If the “viltsaurce” is sitting at the top of the
receiver, the reflection off the flank can still pessibly recorded by the lower receivers.
However, if the “virtual source” is sitting at teiddle or lower part of the array, the
chance that the reflections still be captured Ineoteceivers becomes small. This is due
to the model studies that indicate that the soueceiver offsets are not far enough to
produce turning rays which pass through the loveeeivers and are directed upward
toward the salt flank.

Some other portions of the salt flank will be oetktfrom the final image due to
the 3D variation in orientation the salt flank Ifse Waves which pass through the
receiver array may reflect off the salt flank idieection away from the receivers and not
be captured. Some of this energy could have plgdséen captured by a second receiver
string in another well if it were available andtmsnented. The captured energy would

then be available to help image additional portiohthe salt flank.
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Figure 5-16: Redatumed pseudo -3C shot records &ibrwedges for a virtual source
located at the first receiver: (a) inline; (b) gdme; (c) vertical.
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Figure 5-17: Complete common set of virtual shahges for wedge #6: (a) receivers 1
through 15, (b) receivers 16 through 30. Note reel6 was a dead, and receiver 26 has
poor data quality and was omitted from redatumingcess, hence both are shown as
empty gathers. The red star shows the locatioheo¥/irtual source.
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We then perform Kirchhoff prestack depth migratminthese redatumed virtual
shot gathers. The migration volume is defined aslse around the receiver array. A 3D
view of the migration volume is shown in Figure &-1n which the interpreted base of
salt from surface seismic is also plotted. A mapwviindicating the orientation and
camera viewing angle is shown in the bottom rigither. The velocity is assumed to be
constant at 9000 ft/s (2743 m/s) within the mignatvolume according to the surface
seismic velocity analysis and borehole sonic logults (Although the algorithm is
implemented as a depth migration, using a constelacity forces the migration to be
equivalent to a time migration for this case.) T¢mnstant velocity value used for
migration reflects the fact that the rock velodtiill not vary much within the small
migration volume. In contrast to the convention&P/migration which requires the full
velocity field, the virtual source methodology omgquires local velocity which could be
determined with less uncertainty. As we did inslgathetic examples in previous studies,
we mute early time artifacts and extraneous agivathe redatumed shot gathers. In this
study we experiment with several mutes. Figure Sli@ws a comparison of the same
image plane migrated using two different muteshef tedatumed shot gather. In Figure
5-19a we mute only the direct arrival in the redagd shot gathers while in Figure 5-19b,
we mute everything except for a time window of §e8ond around the visible reflection
event that we identified on the shot gather. Wessnthat the salt flank reflection is well
identified in both images. From now on, we will prghow the results using the second
mute. In addition, as stated above the virtual gfadhers for receivers 16 through 30
contain little or no energy from the identified legftion event. Therefore, we exclude

those shot gathers from the migration.



SALT FLANK IMAGING — FIELD EXPERIMENT 187

For each wedge, corresponding to a specific predleimaging direction (Figure
5-5), we migrate the corresponding redatumed Jighat gathers into this volume. From
the migrated output volume, we cut out a volumecihs pie-shaped slice in map view
which extends vertically through the entire image.grhis “preferred image volume” is
centered at the preferred imaging direction withiéth of 10° (as shown on the left side
of Figure 5-5). We extract the corresponding preféimage volume from each migrated
volume. We then combine them into a final imageuwwt, which should cover the
azimuth range as shown by the blue dashed lin@sedlarea on the left side of Figure
5-13. Figure 5-20 shows a series of vertical plangsfrom the final image volume at
four imaging directions (as indicated by the gréee marked in the bottom right corner

map view) which are most likely to produce reflecsalt flank energy.
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Base Salt

-625.
X
West < East

Figure 5-18: Geometry of the output migration voum 3D view. The interpreted salt
bottom is also plotted in purple. The origin is tenter of the receiver array. A map
view is shown in the bottom right corner to indedahe orientation of the volume in
which the camera direction is marked by the yeléyeball.
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Figure 5-19: Vertical cut along a preferred imagutigection of the imaging volume
migrated using the inline component of the redatlisieot gathers after (a) muting the
direct arrival only, and (b) muting everything egta window around the event.
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Figure 5-20: Migrated images cut along four prefdnmaging directions using the inline
component of the redatumed virtual shot gathems fitte corresponding single wedges.
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We plot these vertical image planes in a 2D viepeatfor better interpretation,
as shown in Figure 5-21. From the migrated imapappears that the salt reflection is
dominant at azimuths between —35° and —45° frorh #adso appears that the reflection
is about 640 m away from the center of the arraynaasured on Figure 5-21c. This is 80
m farther than the surface seismic interpretedisatface.

To validate this result, we put a simple point sratwhere the maximum
amplitude is observed in Figure 5-21c and thentrage to estimate the arrival time of
the reflection due to the scatter. These timesnaaeked by red dashed lines in Figure
5-22. We see that the estimated arrival time andenuut due to the point scatter falls
right on top of reflection event we observed onrédatumed virtual shot gathers.

We also experiment to enhance the sharpness aesiodt by applying a spiking
deconvolution operator on the redatumed shot gatieéore applying the migration
operator. Figure 5-23 shows the same series oicakplanes cut from the final image
volume obtained by including the spiking deconvidlutoperator into the workflow.
Comparing these images to the images in Figure,5a20 observe that the spiking
deconvolution operator effectively improves theotagon of the salt flank reflection,

which could help to interpret the position of tladt £dge.
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Figure 5-21: Corresponding images from Figure 2tshin a 2D view. Also plotted are
the salt edge (purple line) and the intersectionnudge plane with the receiver plane
(blue line).
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Figure 5-22: Arrival time of reflection due to angle point scatter plotted (in red) over
the set of upper 16 redatumed virtual shot gathers.

We next use the vertical component for imaging @uedcorresponding results are
shown Figure 5-24 for the four vertical cut plarméshe same imaging direction as in
Figure 5-20. The salt reflection appears agairhatsame position as indicated by the
results migrated using the inline components. Edu25 shows results of including the
spiking deconvolution operator. We can again selen@novement of the sharpness of the

reflection event.
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Figure 5-23: Migrated images cut along four prefdnmaging directions using the inline
component of the redatumed virtual shot gathemn ftloe corresponding single wedges
with spiking deconvolution applied.
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Figure 5-24: Migrated images cut along four prefdrimaging directions using the
vertical component of the redatumed virtual shahges from the corresponding single
wedges.
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Figure 5-25: Migrated images cut along four prefdrimaging directions using the
vertical component of the redatumed virtual shahges from the corresponding single
wedges with spiking deconvolution applied.
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5.5 Discussions

5.5.1 Effect of Stacking Neighboring Wedges
We have arbitrarily constructed our wedges of shmise 10° wide and to contain about
200-300 surface shots. A question arises as td sh@uld be the appropriate size of
these wedges. Since no rotation is applied to #mecal components, the virtual source
redatuming followed by migration is linear. That te say that we can add the
individually redatumed and migrated wedges togetbesimulate a larger wedge. Thus
we can combine the traces going into the final ienmgany order. On the other hand, in
the tests we have shown, each inline horizontaktfeom a single wedge is created using
a single horizontal rotation angle determined fribve midpoint of the wedge. Since the
correct rotation angle for traces added to the werdgincreasingly incorrect as we
increase it angular size, this process is not ftintave add neighboring wedges to
simulate increasing the size of the wedge. Howewer, expect that if the angular
separation of wedges is small then the processbeithimost linear. If we stack together
migrated images created from different wedgesrdtegion of the horizontal components
will be only slightly different. Obviously, as tivedth of the wedge gets large it becomes
increasingly unacceptable. In this section we labktacking the output from individual
wedges. In the next section we look at increagiegvedge width directly.

In the previous section, we migrate redatumed &irsthot gathers for each wedge
into a volume and then look at the vertical pladen@ the imaging direction
corresponding to that specific one wedge. As dsedsabove, we can also stack

migrated volumes from more than one imaging dicec(wedge). For example, for the
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preferred imaging direction of —35°, we could che tvertical plane from the single

migrated volume corresponding to the —35° wedge @brresponds to the results shown
in previous section.). We can also add to that enagume two other migrated volumes

corresponding to the two neighboring wedges, giargyb-stack of images from —45°, —
35° and —25°, and then cut the vertical plane atsdme direction (—35°). The question is
whether making the aperture wider by stacking meeelges will produce a sharper,

better resolved image.

Figure 5-26 shows the imaging result at directidn-85° from different sub-
stacked volumes migrated using the inline componéttie redatumed shot gathers. The
wedges that are stacked are marked in green andpeview of the volume at the bottom
right corner. It appears that stacking more wedgés the imaging volume does not
improve the final image but degrades the sharpaessclarity of the salt reflection.
Figure 5-27 shows the imaging result at directidn-85° from different sub-stacked
volumes migrated using the vertical component efrédatumed shot gathers. The sub-
stack degradation on the vertical component seenie tless when compared to inline
component. However, the salt reflection appeaisdse resolution as more wedges are
added together.

For completeness, we have repeated these testy sfmking deconvolution on
virtual shot gathers for the inline components iguFe 5-28 and the vertical components

in Figure 5-29. As before, the sharpest resolusdound from the single wedge images.



204 CHAPTER 5

~ | .
Vertical slice IIRecelvers
cut at -35° I| (upper hglf
i | behind slice)

! | .
Vertical slice » ||Recelvers

cut at -35° . || (upper half
/ [ behind siice)
. |
) |




SALT FLANK IMAGING — FIELD EXPERIMENT 205

. | .
Vertical slice . IIRecelvers
[(upper half

||' behind slice)

cut at -35°

el | i
Vertical slice - IlRecelvers
cut at -35° [(upper half

|| behind slice)

Sl
-1.00e+09350e+003

Figure 5-26: Vertical plane cut at imaging direntiof —35° in sub-stacked volumes
migrated using inline component: (a) —35° wedgey;offl) —45°, —35° and —25° wedges;
(c) -55°, —45°, -35°, —25° and —-15° wedges; (df;-655°, —-45°, —35°, —25°, —=15° and —
5° wedges.



206 CHAPTER 5

e | .
Vertical slice . IIRecelvers
cut at -35° I| (upper hglf
| behind slice)

| ' | )
Vertical slice nJ [Receivers
cut at -35° || (upper half
|| behind slice)

|
|




SALT FLANK IMAGING — FIELD EXPERIMENT 207

I 71
| ) y

e | )
/ I| Receivers

Vertical slice -
cut at -35° || (upper he_1|f
I || behind slice)

| .
Vertical slice ' IIRecelvers
cut at -35° [(upper half

| behind slice)

Figure 5-27: Vertical plane cut at imaging direntiof —35° in sub-stacked volumes
migrated using vertical component: (a) —35° wedgg;qb) —45°, —35° and —25° wedges;
(c) -55°, —45°, -35°, —25° and —-15° wedges; (df;-655°, —-45°, —35°, —25°, —=15° and —
5° wedges.
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Figure 5-28: Vertical plane cut at imaging direntiof —35° in sub-stacked volumes
migrated using inline component after applying smikdeconvolution: (a) —35° wedge
only; (b) —45°, —=35° and —25° wedges; (c) —55°,°+4835°, —25° and —15° wedges; (d) —
65°, -55°, —45°, —35°, —25°, —15° and -5° wedges.
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Figure 5-29: Vertical plane cut at imaging direntiof —35° in sub-stacked volumes
migrated using vertical component after applyiniisg deconvolution: (a) —35° wedge
only; (b) —45°, —=35° and —25° wedges; (c) —55°,°+4835°, —25° and —15° wedges; (d) —
65°, -55°, —45°, —35°, -25°, —15° and —5° wedges.
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5.5.2 Effect of Increasing Wedge Width
To further determine the optimal size of the wedgesse, we look at increasing the size
of a single wedge itself. We increase the wedgethwigtadually while keeping the
preferred imaging direction unchanged. We startveit10° wedge centered at —35°,
rotate H1 and H2 components into inline (along }3&Ad cross-line components,
redatum shots that falls into that wedge, and negtiae redatumed virtual shot gathers.
This result is the one shown in previous sectidmeriTwe increase the wedge width to
20°, 30°, 40°, 50°, and 60°, and repeat the abanagying processes. The comparisons of
the results are shown in Figure 5-30 for inline poment and Figure 5-31 for vertical
component. By increasing the width of the wedge, dutput results from the inline
components appear to have more artifacts and nwse.nrAs we found before when we
stacked the wedges in the previous section, thg&eddth seems to have less impact on
the vertical component image, which is probably ttuthe reason that the vertical is has
not been rotated in this experiment and hence tlsere directivity involved in this
component.

From these studies, it appears that for this datagparately redatuming and
migrating a series of 10° wedges provides the g€srmages of the salt flank reflection.
By merging together small angular swaths of thesévidually processed wedges into a

3D volume we obtain the best quality images.



SALT FLANK IMAGING — FIELD EXPERIMENT 213

(a) Wedge width of 1(

Vertical slice ey IReceivers
cut at -35° |(upper ha_llf
i || behind slice)

"L
=1.00e+0d350e+003

(b) Wecge width of :0°

' |||Receivers
|I(upper half
( | behind slice)
A\ -

\

200. =
Vertical slice
cut at -35°
1S
4 0.000

-900. "\
o~

%

So(/[ 0.000

) v

I P ’
-1.00e+00350e+003




214

CHAPTER 5

(c) Wecge width of 0°

Vertical slice
cut at -35°

Vertical slice
cut at -35°

IIReceivers
[(upper half
|| behind slice)

"L
=1.00e+0d350e+003

|

|||Receivers
[(upper half
| behind slice)

I P ’
-1.00e+00350e+003




SALT FLANK IMAGING — FIELD EXPERIMENT 215

(e) Wedge width 050°

Vertical slice IReceivers
cut at -35° I(Upper ha_llf
: || behind slice)

"L
=1.00e+0d350e+003

(f) Wecge width of (0°

" N / A l
/—a..__

| .
Vertical slice |IReceNers
cut at -35° [(upper half
i | behind slice)

e
~ =)
e (4
T -'.."-’- & X
-1.00e+00350e+003

Figure 5-30: Images at —35° in migrated volumesigishe shot gathers created from
inline components of surface shots located withimeage of angle: (a) —30° to —40°; (b)
—25° to —45°; (c) —20° to —50°; (d) —15° to —-5%) £10° to —60°; (f) —5° to —65°.
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Figure 5-31: Images at —35° in migrated volumesigishe shot gathers created from
vertical components of surface shots located wishivedge of angle: (a) —30° to —40°; (b)
—25° to —45°; (c) —20° to —50°; (d) —15° to —-5%) £10° to —60°; (f) —5° to —65°.
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5.5.3 Comparison to Prestack VSP Migration Results

We next compare the virtual source images to thaulte obtained from more
conventional 3D prestack depth migration of theppreessed VSP data. We first select
the sets of shots we wish to use for the migratfiagure 5-32 shows the wedges we used
for the virtual source analysis numbered from 11% The wedges used for the VSP
migrations are shown in darker orange. Figure S{88vs a bandpass filtered VSP record
from the center of each of wedges 1 through 12.s@eit is difficult to identify the salt
flank reflections in this raw data section in castrto the virtual source gathers in Figure
5-16 where the salt reflection is clearly separated

We migrated two different sets of VSP data, onexgishots within wedges #5
through #8 defined in Figure 5-32, and the othex @sing shots within wedge #0. Wedge
#0 is new for this study and is defined as shoth wifsets less than 5,000 ft (1524 m)
and azimuths between —90° and +30°. Wedge #0 slppaldde a mostly vertical view of
the sediments, whereas the other wedges may prthedsalt flank imaging.

To perform a VSP migration, we first create a 1@isent velocity model by
averaging two velocity profiles extracted from tredocity model of the field provided by
Shell as shown in Figure 5-34. We used a 1D velqmitfile to simplify the migration
process which would have required large quantdfesisk space to store the travel time
tables or snap shots of the wave field if we hasedua 2- or 3D velocity field. It also
demonstrates the value of the virtual source teldigyowhere we only require a single
velocity to image the salt flank for this datasBten we apply conventional Kirchhoff
prestack depth migration using this 1D model andgenthe 3D volume around the

downhole geophones.
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Figure 5-32: Map view of the wedges used in the Wi8§ration — far offset wedge #5,
#6, #7, #8 and near offset wedge #0.

For wedges #5 through #8, we migrate each wedgaatety, and show them in
Figure 5-35. Then we stack all the 4 wedges togethd show the result in Figure 5-36a.
As a comparison, the migration result using onlgirnefset shots in wedge #0 is shown
in Figure 5-36b. In Figure 5-35 and Figure 5-36hage added green volumes which are
thresholded values from the 3D image. They shavhilghest amplitude reflections in
the migrated volume, indicating the lateral exteinthe imaged sediments. The migrated

VSP images in Figure 5-35 and Figure 5-36, havkedaio image the salt edge, but

provide images of sediments next to the well.
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If we believe our virtual source derived images tbé salt flank, then the
reflections of the salt flank must be containethie raw VSP records. With more careful
muting (or gating) and f-k filtering it may be pdds to extract the salt reflections from
the raw records and then migrate them with conweati prestack depth migration.
However, the value that we see from the virtuakrseprocess is that none of this careful
muting or filtering is needed in order to image ®edt flank and you don’t need a

velocity model for the overburden.



222 CHAPTER 5

#1: az=-85 #2. az=-75 #3: az=-65 #4: az=-55 #5: az=-45 #6: az=-35

(@) %
35
@ =
@
£
l_
145
#8: az=-15 #9: az=-5 #10: az=5 #12: az=25
=
Q
£
S
i — 7- - - ; — - - d 5
5 15 25 5 15 25 5 15 25 5 15 25 5 15 25 5 15 25
Receiver Receiver Receiver Receiver Receiver Receiver
#1: az=-85 #2. az=-75 #3: az=-65 #4: az=-55 #5: az=-45 #6: az=-35
() 3 E— 3
)
[o]
£
l_
=
(0]
E
'_
= = : e S
5 15 25 5 15 25 5 15 25 5 15 25 5 15 25 5 15 25
Receiver Receiver Receiver Receiver Receiver
(C) #1: az=-85 #2. az=-75 #3: az=-65 #5: az=-45 #6: az=-35
3 : = = — 3

5 15 25 5 15 25 5 15 25 5 15 25 5 15 25 5 15 25
Receiver Receiver Receiver Receiver Receiver Receiver

Figure 5-33: VSP common shot gathers from all wedge a shot at the center of each
wedge: (a) H1; (b) H2; (c) vertical.
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Figure 5-34: (a) Velocity model along a traverseoas the field. Two vertical profiles
are extracted at positions marked by the blue addlashed line. (b) Velocity profiles at
the two extracted position (in blue and red) areldfierage (in black) are used as the 1D
velocity model to create the travel time tableW&P migration.
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Figure 5-35: Traverse across the receivers in tigrated volume using the vertical
component of the raw VSP data for shots locatediwivedge (a) —-50° and —40°, (b) —
40° and -30°, (c) —30° and —-20°, (d) —20° and —¥0%otal of about 300 shots are
migrated in each wedge.
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Figure 5-36: Comparison of traverse across theiverein the migrated volume using
the vertical component of the raw VSP data for shotated (a) at far offset larger than
10 kft and azimuths from -50° to —10°, (b) at nefiset less than 5 kft and azimuths
from —90° to +40°.
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5.6 Summary and Recommendations

In the chapter we detail the results of our TRAdomhsedatuming and prestack depth
migration of a field 3D VSP data for imaging thestean side of the salt dome flank.
With band pass filtering and trace killing we afldeato increase the overall signal to
noise ratio of the data. We verify that the hontzd components are oriented within a
reasonable tolerance of the nominal specificatiftnsthe gimbaled geophone array.
Simple ray tracing and hodogram analyses showathigtthe east/southeast shots should
contribute reflected energy off of the salt donamkK to the redatumed shot records.

Twelve wedge shaped bins of shot gathers on thihs@ast side of the field are
created which are defined to be 10 degrees wide negpect to the surface expression of
the midpoint of the receiver array. In additidme twvedges only contain shots which are
over 10,000 ft away from the surface expressioth@fimidpoint of the receiver array.

We use a Kirchhoff prestack depth migration devetbm-house to migrate the
redatumed shot gathers. This algorithm was prelyjoused to migration the synthetic
data with great success. However, because the tinigngelocity chosen for this dataset
is a constant 9,000 ft/sec, which is sufficientbcarate in this study, the migration is
equivalent to a prestack time migration.

The effectiveness of each data preparation step apeiture selection is
performed by first redatuming the selected shot$ then prestack depth migrating the
resulting redatumed virtual shot gathers. Testswvsheduced migration artifacts are
obtainable by applying a two-sided mute which isedathe salt flank reflection on the

redatumed gathers. Several aperture tests are/righ reveal that the best images are
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obtained by restricting the contribution of eachdge of shot gathers to the imaging
space in the 3D output volume in a similar 10° veedg the opposite side of the down
hole receivers from the shot gathers. The finageis then created by merging the
results from the migration of each wedge separafelytheir corresponding 10° output
wedges.

Tests show that separate migrated images fromnthree ihorizontal and vertical
components yield similar quality images of the $alhk. Given a vertical salt flank, if
the ray paths from the shots were in fact trulyizantal at the depth of the receiver array,
then we would have expected that the inline hotelamage would be far superior to the
vertical component image. There would be no P-venargy on the vertical component
for rays arriving horizontally. Since this is nehat we observe, then the shots in this
survey are still too close to produce full upwarching ray energy. This also means that
the deeper geophones will not be capable of besed as virtual sources since they will
not be able to “emit” energy upwards to be evemjuaptured by the upper receivers.

We find that increased resolution of the migratethge can be obtained by
performing spiking deconvolution on the redatumetual shot gathers before migration.
In this study we use a simple algorithm to impletrtte deconvolution. More advanced
methods may show further improvements. Even betigults may be obtainable if the
spiking deconvolution is applied before the redatgstep.

The final migration shows that the salt flank isdted about 640 m away from
the receiver array. This is about 80 m farther yafram the borehole than was
previously interpreted from the surface seismi@dathis result is very consistent with

previous study at the same field given uncertantie positioning of steep events from
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surface seismic data. The best image seems to b&58noutput image slice. This
corresponds to the predicted best illuminationaiom. However, the image is limited in
the vertical extent to be about 300 m tall. Thkisa small because of the limited aperture
of 29 downhole geophones. Significantly betteohgson and a larger vertical image
would likely be possible if there were 60 or momwihole geophones. This additional
aperture will further reduce the migration sweepd artifacts in the image. Simple ray
tracing from the receiver array to the measuredflsalk distance in the migrated image
and back to the receiver array overlays on thetoeded shot records which confirms the
validity of the image.

As a final test, we prestack depth migrate the @88 from their original shot
locations using a simple 1D velocity model. Thegrated VSP images produce good
horizontal sediment reflections but fail to reproduthe salt flank obtained from the
redatumed virtual shot records. In some ways ithjgerplexing because both methods
start with exactly the same input data — the VSR stcords. However, the difference is
the requirement for the full velocity field frometsurface down to the salt dome for the
prestack migration of the VSP data. It may still gmessible to mute and filter the VSP
records to isolate the salt flank reflection enerdyith this additional work an improved
image of the salt flank might be obtainable froregpack depth migrating the carefully
processed VSP records. On the other hand, theureddt virtual source records only
require a simple model of the velocity field frotretreceiver array to the salt flank (a
distance of only about 700 m) and no specializegnaucessing or f-k velocity filtering.

From this study we make three suggestions for éutdmtual source surveys for

salt flank imaging. First, it seems probable thatnumber of surface VSP shot locations



230 CHAPTER 5

could be drastically reduced. In order to image shlt flank near the well bore, only
shots collected in a spread of azimuths on thensadti side of the salt dome need to be
collected (e.g. wedges 3-10 in Figure 32). Of cewrdraditional VSP near the well bore
and/or a walk above VSP is always important to aeqtor velocity determination.
Second, additional geophone levels need to beatetleto allow for a larger imaging
aperture. This could either be from a longer @mwody, or a short array which is moved
and the survey re-shot. Third, a more complete anagght be obtained with data
recorded in additional monitoring wells. These iaddal VSP records could be
collected in side tracks of the same well. In meages there may not be a nearby well to
increase the image quality. But there is always ¢hance of increasing the vertical
aperture by moving the receiver array and re-shgatine survey. For this survey, the
reduced number of surface shot positions would haedably paid for the effort of

moving up the tool to get more geophone levels.
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Summary

The objective of this thesis is to investigate dpplications of Time Reversed Acoustics
(TRA) to two problems: locating seismic sources amdging subsurface structures. The
basic concept in TRA is the time symmetry embedaethe wave equation. In TRA
experiments, one first records the sound wave duorward propagation at an enclosed
boundary surrounding the medium, and then reingbetsecorded time-reversed signal at
the boundary. The energy will back-propagate thinotlte medium and focus on the
original source location.

The back-propagation time frame can be divided th® acausal time domain
(before focus) and the causal time domain (afteusp separated by the “time-zero”,
which is the time when the focus is formed. Theuaehtime domain denotes the period
during which the time-reversed waves injected theomedium are back-propagating and
forming the focus. In the causal time domain, theused energy accumulated at “time-
zero” will act as a pseudo source at the focal.dpdevelops a wavefield that propagates
in a positive time axis as if there were a physsmirce at that focal point. Studying the

acausal process of TRA enables us to locate theesosuch as an earthquake, inside a
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medium. The causal domain allows us to create a detwm through the TRA-based
redatuming operators, which is the key to bypassiogiplex overburdens without
knowledge of its properties, and then imaging thbssrface structures, such as salt
flanks.

We demonstrate TRA's focusing characteristics at&l applicability for
earthquake location using a synthetic 3D elastidehthat is abstracted from an actual
reservoir field. A point source is first excited the location inside the field. All the
receivers record the 3C seismograms for a periotneé that is long enough for the
generation of both P and S waves. Then, the seismeg(without gating for different
phases) are time-reversed and injected back atetteaver locations as sources. At the
end of the input signal, snapshots of the wavefeetl captured and interpreted. Results
show a clean and clear focal spot at the origioakee location. Different monitoring
schemes are tried to test the TRA focusing qualitgt resolution. Then we experiment
using real data acquired in the same field. Boslulte show that TRA is able to resolve
the source location with sparse monitoring statievithin the tolerance of artifacts. The
station separation for a cost-effective networkelsted to the closest distance between
two neighboring events. A meaningful future worktms application is to develop a
complete uncertainty analysis tool for locationngsTRA techniques. The sensitivity of
the retro-focusing with respect to the velocitytpdyation needs to be investigated to
fully demonstrate the capability of this techniqltels also interesting to study whether
this technique can be extended to a tele-seismaie $¢ which the stations are typically

clustered irregularly on the surface.
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In some circumstances where the lateral locatiorthef earthquake is well-
constrained while the depth is poorly determinate oan estimate the focal depth with
little effort by using TRA combined with thempirical Green’s functionThis is
particularly valuable in focal depth estimation #brallow earthquakes where the primary
phase and surface related phases are usually mmixkd coda wave. Using tlenpirical
Green’s functionsimplifies the back-propagation procedure into aroeorrelation
operation. The autocorrelation of the source sigaal be recovered by summing all the
autocorrelations of the seismograms recorded amnthr@tor station array. This recovered
signal will show a significant peak at a time dethgit corresponds to the free surface
reflection. By determining this time delay, we a@stimate the focal depth assuming an
average velocity above the source. We test thifioaeiogy on five real seismic events.
The focal depth values estimated using TRA analgses close to the depth values
provided by other independent studies. Future worthis application includes a more
elegant and complete uncertainty analysis of thienated focal depth by incorporating
the errors in the velocity model and in the metlassumptions. It would also be
interesting to perform the field test with muchgar sample events such that a statistical
fithess of the method can be obtained.

By extrapolating seismic data to a new datum instiesurface, the effects of the
complex near-surface region can be minimized. Thingsigal measurement of the wave
field at the new datum allows for the introductiminovel redatuming techniques, based
on the principles of TRA and source receiver rempy. We present an acoustic
redatuming strategy for imaging the salt dome flaviken there is an obscuring salt

canopy present in the immediate area. The firsp si€ the strategy performs a



234 CHAPTER 6

redatuming of a walk-away VSP data set so that i effective downhole shot
gathers. Redatuming the shots allows us to moveerspective closer to the salt flank.
Then we apply two passes of prestack depth migrafilhe use of a reverse-time
algorithm, using the two-way wave equation for sleeond pass, allows us to image both
the salt dome edge and the dipping sediments. nfdétbod is target oriented and is at
least three times faster than a comparable imagfitogt on the original walk-away VSP
data. It also eliminates the need for iterative tdemigrations to reveal the complex
overburden. The final image we obtain of the sdfjecand the dipping sediments, while
not as complete as the walk-away VSP results, gesva short cut method to obtain a
comparable image. As with all migration algorithntise proposed method requires an
adequate acquisition aperture to capture the satiedand sediment reflections. The
accuracy of the final image is also dependent @ abcuracy of the target-oriented
velocity model just as with other migration algbnts.

We then modify this acoustic redatuming method iamajing method for elastic
data. Because the solution is posed in terms otfigd potentials, spatial derivatives of
the P- and S-wave fields are approximated dirdnylyadditional field acquisition effort.
The redatuming step is cast as a sum of the cotiviis from P- and S-wave sources.
We apply this methodology on a 2D elastic model posed of a simplified Gulf of
Mexico vertical velocity gradient and an embeddedrbanging salt dome. Our results
show that the reconstructed elastic responses betwewnhole receivers are a good
approximation of the actual elastic responses pbthby putting of sources in the bore
hole. By applying acoustic migration on single cam@nts of the entire elastic response,

we obtain four independent images of the salt flandl sediments. These four images
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provide full P- and S-wave characteristics of tleservoir, providing new reservoir
analysis tools. Additional work on wavefield sepgema may allow a reduction in field
effort to a more conventional P- and S-wave actjarseffort.

We apply this TRA-based redatuming strategy foddwby prestack depth
migration to a 3D field VSP dataset provided by IEh#@ernational Exploration and
Production Inc. The data consists of 15,632 surfdmds acquired in concentric circles
around the well head containing 29 (live) subswfgeophones. The salt flank geometry
in the vicinity of the well is a complex 3D struotuwhich is only partially defined on
surface seismic images. We create a 3D directivnaging strategy where the surface
VSP shots are grouped into 10° wedges based onuHzibetween the shot and the
geophone. Then we rotate the horizontal geophongonents within each wedge to
effectively steer the illumination direction of tipseudo source created by the TRA-
based redatuming. The limited number of geophoneldeestricts the quality of the final
image to a narrow, 300 meter high portion of thie 8ank. The distance from the
receiver array to the salt flank, extracted from final image, is about 640 meters, which
is about 80 meters farther than the distance it from surface seismic data. The
TRA-based redatuming methodology is particularlyprapriate for such a complex
problem because it does not require any knowleddleeovelocity structure between the
surface shots and the downhole receivers. In auidithe salt flank reflections are easily
seen on the resulting virtual shot gathers. Inrestt prestack-depth-migrating raw VSP

records does not produce any identifiable salkfiamage.
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