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Abstract

In this work, we calculate various nucleon structure observables using the fundamental theory of quarks and gluons, QCD, simulated on a lattice. In our simulations, we use the full QCD action including $N_f = 2 + 1$ dynamical quarks in the $SU(2)$ isospin limit. We compute the nucleon vector and axial vector form factors as well as the generalized form factors, and analyze the nucleon charge, magnetization, and axial radii, anomalous magnetic moment, and axial charge. In addition, we compute quark contributions to the nucleon momentum and spin.

Our calculation is novel for three reasons. It is a first full QCD calculation using both sea and valence chiral quarks with pion masses as low as $m_\pi = 300$ MeV. We develop a method to keep systematic effects in the lattice nucleon matrix elements under control, which helps us to obtain a better signal-to-noise ratio, to achieve higher precision and to test the applicability of low-energy effective theories. Finally, we compare the results from lattice QCD calculations with two different discretization methods and lattice spacings, with the rest of the calculation technique kept equal. The level of agreement between these results indicates that our calculations are not significantly affected by discretization effects.
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Chapter 1

Introduction: Nucleon Structure

Since the early days of hadron physics it has been known that the proton and neutron are not point-like particles, as indicated by the deviation of their magnetic moments from the Dirac equation values [Ste33]. Generally speaking, the non-elementary magnetic moments mean that there are circulating currents inside nucleons. Elastic $e - p$ and $e - n$ scattering experiments showed that their spatial electric charge distribution is also not point-like. Extensive studies of the quark density and helicity inside protons and neutrons at SLAC, Fermilab, CERN and DESY resulted in the understanding that quarks contribute only some part to the boosted nucleon momentum and spin, and also contribute only a negligible part of its mass. The rest must be carried by gluons, which are thus essential and separately relevant degrees of freedom inside a nucleon.

A new generation of dedicated experiments are planned or already underway to further explore the structure of the nucleon, including COMPASS [A+07], HERMES [A+99, KN02], CEBAF at Jefferson Lab, PANDA at FAIR [Gia10], MAMI [Are06], RHIC Spin [Vog04] and others. These experiments aim at higher levels of precision in measuring nucleon form factors, as well as mapping out the three-dimensional structure of the nucleon and resolving the long-standing “spin crisis” puzzle [A+88b], or the origin of the nucleon spin.

There is definitely a need for a theory which could explain such a rich and complicated system as a nucleon. Such a theory should be able to make predictions about
nucleon structure and constrain phenomenological analyses of experimental data. A vital example demonstrating the need for theory constraints is generalized parton distribution functions (GPDs) [Die03], which describe the contents of a boosted nucleon (see also Sec. 1.3). The GPDs $F^q$ can be measured in inelastic scattering experiments through their convolutions with parton scattering kernels $\hat{T}$

$$\text{amplitude} \sim \int d\xi \hat{T}(\frac{x}{\xi}) F^q(x, \xi)$$

and thus are not accessible directly. Dependence of GPDs $F^q(x, \xi, t)$ on its kinematic variables can reveal the full three-dimensional structure of the nucleon. However, to extract physics information from such measurements, one has to assume some functional form for the GPDs (see, e.g., Ref. [DFJK05]) inevitably introducing model dependence into experimental results. Although quite a few phenomenological models explaining certain aspects of nucleon structure have been proposed, none of them is able to solve all of the nucleon puzzles consistently. Apparently, one has to use the fundamental theory of strong interactions, quantum chromodynamics (QCD), to fully understand how nucleons and other hadrons are formed from the elementary particles, quarks and gluons.

Quantum chromodynamics has been successful in explaining high-energy processes where asymptotic freedom permits perturbative treatment of scattering events. However, the low-energy phenomena such as confinement, spontaneous chiral symmetry breaking, the light hadron spectrum and hadron structure definitely require non-perturbative methods. Numerical calculations on a lattice have proven to be the only viable tool so far to extract quantitative predictions from non-perturbative QCD. Although currently there are certain limitations in this approach, such as finite volume, finite ultraviolet cutoff and difficulties in making the pion of simulated QCD as light as the real-world pion, all these obstacles can, at least in principle, be overcome using more powerful computers. For example, recently the Budapest-Marseille-Wuppertal lattice QCD collaboration reported the first successful calculation of hadron spectrum using full QCD with three dynamical flavors [D+08]. It would be fair to say that the
current predictive power of lattice QCD is limited by available computing resources, and eventually, as they advance, more accurate calculations with smaller systematic errors will be possible.

Lattice QCD is a solution of quantum field theory in Euclidean space on a discrete lattice. The transition to Euclidean space is required to make all particles "virtual" in the sense that their correlators decay exponentially along any direction. Because there are no massless particles in the spectrum of QCD, this system may be simulated in a finite box with the size limited from below by the inverse mass of the lightest particle, the pion. To study hadron structure on a lattice, one computes matrix elements of local operators between single-hadron states. For example, charge and magnetization distributions in the nucleon are extracted from the vector current; quark and gluon contributions to the nucleon momentum and angular momentum are extracted from the energy-momentum tensor. Computations with local twist-two operators that are related to the Mellin moments of the parton distribution functions (PDFs) provide theoretic constraints which complement experimental measurements. In principle, using lattice QCD methods one can "measure" any local operators that are inaccessible experimentally and fill in the gaps in our picture of nucleon properties.

Although applying brute-force calculations to lattice QCD may help to improve its results, in practice only a combination of advanced error-reduction methods and increased computer time might lead to good quantitative predictions. The main reason for this is that lattice QCD is a Monte-Carlo simulation, and the associated stochastic variation decreases only as $\sigma \sim \frac{1}{\sqrt{N}}$, where $N$ is the number of stochastic samples. At the same time, the computational cost of each sample increases drastically with the linear size of the box and with decreasing quark masses. In addition, the size of Monte-Carlo ensembles necessary to suppress noise may vary depending on the quantity being computed. For example, in the baryon spectrum calculations many cancellations occur that aggravate their stochastic variation. This effect is even worse in the calculations of hadron structure because one has to compute three-point correlators as opposed to two-point correlators for the hadron spectrum. The development of methods to extract the answer with small stochastic uncertainty, and to
set a bound on lattice QCD-specific systematic bias constitutes a major part of this work.

In this work we study nucleon structure observables using the most advanced and systematic bias-free lattice QCD framework, calculations which only recently became feasible. To produce reliable results from lattice QCD, one has to solve a number of problems. First, as will be discussed in Chapter 2, the simulation of fermions on a lattice is difficult because simple discretizations of the fermion action break chiral symmetry. Chiral symmetry is essential if one wants to preserve the original symmetries of the theory and connect the results of simulations to low-energy effective theories such as chiral perturbation theory (ChPT). Also, it reduces dramatically the lattice-specific systematic effects, or lattice artifacts, such as unphysical mixing between operators relevant to the hadron structure. A number of approaches have been devised to avoid chiral symmetry breaking on a lattice. However, all of them increase the cost of simulations significantly. The second problem is that light quarks and, correspondingly, light pions are expensive to simulate. In addition to purely numerical handicaps, one needs larger spatial volume to preserve long-range meson dynamics. Moreover, the Monte-Carlo update is more difficult because lighter fermions produce more rigid "feedback" on the color gauge field and finer and more accurate calculations are required. Finally, as mentioned above, the stochastic variation of lattice QCD calculations grows as the pion mass decreases. All these difficulties limit the current simulations with chiral quarks\(^1\) to pion masses \(m_\pi \gtrsim 300\) MeV and finite volume \(\lesssim (3.5\) fm\(^2\).

Because of the high cost of realistic lattice QCD simulations, we focus on reducing the uncertainty as much as possible and extracting precise results for nucleon structure by fully utilizing the statistics available from the existing lattice QCD ensembles \([A+08a, B+09, B+01]\). For example, we have been able to compute the nucleon electromagnetic structure with a remarkable precision for pion masses \(m_\pi \gtrsim 300\) MeV and finite volume \(\lesssim (3.5\) fm\(^2\).

\(^1\) Lattice QCD is a rapidly changing field, which progresses at least as fast as computing resources. The cited limitations applied in 2007 to the generation of the gauge configurations used in this work. Lattice QCD results for nucleon structure presented here are up-to-date since they require significant additional calculations.
to 300 MeV [S+10]. Currently, lattice QCD simulations are performed in the isospin limit \( m_u = m_d \equiv \bar{m} \ll m_s \), and the electromagnetic interactions of quarks are neglected. We used these results to check existing predictions from Chiral Perturbation Theory with the conclusion that ChPT (at least, to the approximation order used) is not applicable in this range of the pion masses. In addition, it is very reassuring that we are able to reach the precision of existing experiments, albeit with the up and down quark masses still being too heavy for a direct comparison. Furthermore, by comparing the results from several different lattice QCD methodologies, we check whether QCD discretization has any effect on the lattice QCD predictions. Fair agreement between mixed quark action [B+10] and unitary chiral quark action [LHP, S+10] shows that lattice QCD gives consistent results.

The rest of this chapter is devoted to the discussion of some of the nucleon structure observables which we compute from lattice QCD and compare to experiments and other theoretical models. In Chapter 2 we briefly describe and compare the ways to implement QCD on a lattice, and discuss their respective advantages and potential problems. Chapter 3 is an overview of the methods to create nucleon states on a lattice and control related systematic effects. Good control over systematic effects allows one to reduce stochastic errors without inducing systematic bias. Since the operators computed on a lattice require renormalization, we performed such renormalization nonperturbatively and describe the methods we used in Chapter 4. Chapter 5 summarizes the most physically interesting results:

- Nucleon vector form factors for the space-like momentum transfer \( 0 \leq Q^2 \leq 1 \text{ GeV}^2 \), nucleon charge and magnetization mean squared radii, anomalous magnetic moments.

- Nucleon axial form factors, nucleon axial charge and axial r.m.s. radii.

- Quark contributions to the nucleon momentum, as well as quark spin and orbital angular momentum contributions to the spin of the nucleon.

- Nucleon generalized form factors (GFFs) for \( u \) and \( d \) quarks corresponding to
moments of generalized parton distributions, revealing the
dependence of the latter on their kinematic parameters.

Wherever possible, we apply chiral extrapolation formulas to obtain the values at the
physical pion mass $m_\pi \approx 140$ MeV which is a factor 2 less than the lightest mass in
our simulations.

1.1 Electromagnetic structure

Electromagnetic form factors characterize fundamental aspects of the structure of
protons and neutrons. In particular, they specify the spatial distribution of charge
and magnetization. For nonrelativistic systems the electric and magnetic Sachs form
factors $G_E(Q^2)$ and $G_M(Q^2)$ (see Eqs. (1.2,1.3)) would just be Fourier transforms
of the charge and current densities. A probabilistic interpretation of the Dirac and
Pauli form factors $F_1(Q^2)$ and $F_2(Q^2)$ (See Eq. (1.1)) can be obtained from a two-
dimensional Fourier transformation to impact parameter space in the infinite mo-
mentum frame [Bur00, Bur03]. At high momentum transfer, the elastic form factor
specifies the amplitude for a single quark in the nucleon to absorb a very large mo-
momentum kick and share it with the other constituents in such a way that the nucleon
remains in its ground state instead of being excited. It thus describes the onset of
scaling [BF75, BJY03] and the scale at which quark counting rules become applicable,
which is an unresolved theoretical question in nonperturbative QCD. Given the con-
stantly improving experimental measurements of form factors and their fundamental
significance, it is an important challenge for lattice QCD to calculate them accurately
from first principles.

The nucleon Dirac and Pauli form factors, $F_1(Q^2)$ and $F_2(Q^2)$, respectively, are
defined as follows for each quark flavor ($q$):

$$
(P', S' | \bar{q} \gamma^{\mu} q | P, S) = U(P', S') \left[ \gamma^{\mu} F_1^q(Q^2) + i \sigma^{\mu\nu} \frac{q_{\nu}}{2M_N} F_2^q(Q^2) \right] U(P, S),
$$

(1.1)

where $U(P, S)$, $\bar{U}(P', S')$ are the initial and final nucleon spinors; $S$, $S'$ are the corre-
sponding spin vectors; the momentum transfer is $q = P' - P$ with $Q^2 = -q^2 \geq 0$; and $M_N$ is the nucleon mass. The Sachs form factors $G_E(Q^2)$ and $G_M(Q^2)$ are defined by

$$G_E(Q^2) = F_1(Q^2) - \frac{Q^2}{(2M_N)^2} F_2(Q^2), \quad (1.2)$$
$$G_M(Q^2) = F_1(Q^2) + F_2(Q^2). \quad (1.3)$$

Finally, it is useful to define isoscalar and isovector form factors as the sum and difference of proton and neutron form factors as follows:

$$F^{v}_{1,2}(Q^2) = F^{p}_{1,2}(Q^2) - F^{n}_{1,2}(Q^2) = F^{u}_{1,2}(Q^2) - F^{d}_{1,2}(Q^2) \equiv F^{u-d}_{1,2}(Q^2), \quad (1.4)$$
$$F^{s}_{1,2}(Q^2) = F^{p}_{1,2}(Q^2) + F^{n}_{1,2}(Q^2) = \frac{1}{3} \left( F^{u}_{1,2}(Q^2) + F^{d}_{1,2}(Q^2) \right) \equiv \frac{1}{3} F^{u+d}_{1,2}(Q^2), \quad (1.5)$$

where, according to Eq. (1.1), $F^{p,n}_{1,2}$ are the form factors of the electromagnetic current in a proton and a neutron, respectively:

$$V^u_{em,p} = \frac{2}{3} \bar{u} \gamma^\mu u - \frac{1}{3} \bar{d} \gamma^\mu d, \quad V^u_{em,n} = -\frac{1}{3} \bar{u} \gamma^\mu u + \frac{2}{3} \bar{d} \gamma^\mu d. \quad (1.6)$$

Although proton and neutron form factors contain both connected diagrams, calculated in this work, and disconnected diagrams, which are currently omitted, the disconnected diagrams do not contribute to the isovector form factors $F^s_{1,2}$. Hence, we will devote particular attention in this work to the isovector form factors.

Precise experimental measurements of the set of all four nucleon form factors remains challenging, and the field is marked both by significant recent developments and open questions. Although the most straightforward measurement is $F_1(Q^2)$ for the proton, the slope at very small values of $Q^2$ remains controversial. Phenomenological fits to experimental form factors [FW03, AMT07] appear to be inconsistent with analyses based on dispersion theory [H+76, MMD96, BHM07], with phenomenological fits yielding larger Dirac radii. Hence, a new generation of precision measurements of form factors at low momentum transfer is currently being undertaken at Mainz [Ber08]. In addition, a recent measurement of the proton charge radius using the Lamb shift in the $\mu p$ system [P+10] disagrees with the earlier results, which may be an indica-
tion that not all the theoretical corrections in these experiments have been assessed and confirmed. Spin polarization experiments \[\text{[M+98, P+01, G+02, G+01, P+05]}\] yielded results for \(F_2(Q^2)\) significantly different from traditional measurements based on Rosenbluth separation, and there is a consensus that two-photon exchange processes contribute much more strongly to the backward cross section used in Rosenbluth separation than to polarization transfer [AMT07]. However, there are not yet precise theoretical calculations of two-photon exchange that fully resolve the discrepancy between the two experimental methods, and hence experiments using positron scattering, for which the relative contribution of the two-photon term changes sign, are being prepared [A+04a, OLY09]. Neutron form factors are more uncertain than proton form factors because of the need to know the nuclear wave function to go from experimental scattering results from deuterium or \(^3\text{He}\) to a statement about the neutron form factor. Over the years, nuclear models and theoretical calculations have been refined, but it is still a challenge to provide a definitive estimate of the uncertainty in the claimed neutron form factors extracted from nuclear targets. Given the level of precision to which we aspire in lattice calculations, systematic uncertainties in isovector and isoscalar form factors are not necessarily negligible. In the future when lattice calculations reliably include precise calculations of disconnected contributions, it may well be that lattice calculations play a role in guiding the resolution of some of these experimental questions.

In Section 5.1 we present our results for the momentum dependence of the nucleon vector form factors \(F_1(Q^2)\) and \(F_2(Q^2)\), their r.m.s. radii

\[
\langle r_{1,2}^2 \rangle = -\frac{6}{F_{1,2}} \frac{dF_{1,2}}{dQ^2}
\]

and the nucleon anomalous magnetic moment \(\kappa = F_2(0)\). We apply chiral perturbation theory to extrapolate the Dirac and Pauli r.m.s. radii to the physical point. However, such extrapolation is difficult because these quantities diverge in the chiral limit.
1.2 Axial form factors

Electroweak probes such as (anti)neutrinos interacting with quarks via chiral currents give access to the nucleon axial structure [BEM02]. The nucleon axial structure is characterized by the nucleon axial form factors,

\[
\langle N(P', S')|A^{\mu}|P, S\rangle = \bar{U}(P', S') \left[ \gamma^{\mu} G_A(Q^2) + \frac{(P' - P)^{\mu}}{2M_N} G_P(Q^2) \right] \gamma^5 \tau^a U(P, S),
\]

where \( A^{\mu} = \bar{q} \gamma^{\mu} \gamma^5 \tau^a q \) is the non-singlet axial current. \( G_A(Q^2) \) is called the nucleon axial form factor and \( G_P(Q^2) \) the induced pseudoscalar form factor at the momentum transfer \( Q^2 = -(P' - P)^2 \). On a lattice we work in the isospin-symmetric limit with \( M_n = M_p = M_N \), and study the proton matrix elements of the isovector current \( A^3^{\mu} = \bar{u} \gamma^{\mu} \gamma^5 u - \bar{d} \gamma^{\mu} \gamma^5 d \) which measures the correlation between the spin and isospin distributions inside a nucleon.

In experimental measurements, the form factor \( G_A(Q^2) \) in the range \( Q^2 \lesssim 1 \text{ GeV}^2 \) is usually parameterized phenomenologically with a dipole formula,

\[
G_A(Q^2) \approx \frac{g_A}{(1 + Q^2/M_A^2)^2},
\]

where the dipole parameter \( M_A \) is called the axial mass. In the forward limit \( Q^2 = 0 \) the axial form factor gives the nucleon axial charge \( g_A = 1.1267(3) \) [A+08b] which is known precisely from measurements of neutron \( \beta \)-decay lifetime.

There are two methods to measure the nucleon axial form factor \( G_A(Q^2) \) for \( Q^2 \neq 0 \). One method is based on (anti)neutrino scattering off protons [A+88a], deuterons [K+90] or nuclei [KLN+69]. In the other method, \( G_A(Q^2) \) is determined from charged pion electroproduction off protons (e.g., Ref. [B+73]). The resulting world averages for the axial masses are

\[
M_A = 1.026(21) \text{ GeV} \quad \text{neutrino scattering},
\]

\[
M_A = 1.069(16) \text{ GeV} \quad \text{pion electroproduction},
\]
which disagree by \(\approx 4\%\), which is approximately \(1.6\sigma\) deviation with their errors. The axial mass is connected to the mean-squared axial radius, defined through the low-energy behavior of the axial form factor, assuming the dipole form (1.8) holds for \(Q^2 \to 0\)

\[
G_A(Q^2) = g_A(1 - \frac{1}{6}\langle r_A^2 \rangle Q^2 + \mathcal{O}(Q^4)), \quad \langle r_A^2 \rangle = -\frac{6}{G_A(0)} \frac{dG_A(Q^2)}{dQ^2} \bigg|_{Q^2 = 0} \tag{1.9}
\]

From the two experimental values above, one can extract the axial radius,

\[
\sqrt{\langle r_A^2 \rangle} = 0.666(14) \text{ fm} \quad \text{neutrino scattering,}
\]

\[
\sqrt{\langle r_A^2 \rangle} = 0.639(10) \text{ fm} \quad \text{pion electroproduction}
\]

The induced pseudoscalar form factor \(G_P(Q^2)\) is expected to receive its dominant contribution from a pion pole, which reflects the pion-mediated coupling of nucleons to the axial current:

\[
G_P(Q^2) = \frac{4M_N F_\pi g_{\pi N}}{m_\pi^2 + Q^2} + \mathcal{O}(Q^0). \tag{1.10}
\]

where \(g_{\pi N} = g_{\pi N}(Q^2 = -m_\pi^2)\) is the pion-nucleon coupling constant in \(N \to \pi N\) processes and \(F_\pi \approx 93\) MeV is the pion decay constant. Because of the chiral Ward identity the induced pseudoscalar form factor is not independent of the axial form factor [BKM94]. This fact is reflected in the Goldberger-Treiman relation

\[
g_A = \frac{g_{\pi N} F_\pi}{M_N}, \tag{1.11}
\]

which must hold precisely in the chiral limit and approximately for \(m_\pi \neq 0\) up to \(\mathcal{O}(m_\pi^2)\) corrections from ChPT. Additionally, from ChPT one can find \(\mathcal{O}(Q^0)\) correction to Eq. (1.10) [BKM94, BEM02]:

\[
G_P(Q^2) = \frac{4M_N F_\pi g_{\pi N}}{m_\pi^2 + Q^2} - \frac{2}{3} g_A m_N^2 \langle r_A^2 \rangle + \mathcal{O}(Q^2, m_\pi^2), \tag{1.12}
\]

and this formula is believed to describe \(G_P\) well for small momentum transfer \(Q^2\).

The induced pseudoscalar form factor can be determined experimentally from
ordinary muon capture (OMC) $\mu + p \rightarrow \nu_{\mu} + n$ in a $\mu p$ “atom” at the low fixed momentum transfer $Q_{\text{OMC}}^2 = 0.88m_{\mu}^2$. However, because of systematic difficulties the uncertainty is quite large, constituting $\approx 30\%$ [BEM02]. In radiative muon capture (RMC) experiments, where an additional photon is emitted, it is possible to study timelike momentum transfer values up to $Q^2 = -m_{\mu}^2$, which are very close to the pion pole. However, such events are strongly suppressed by the branching ratio. Analyses based on the hypothesis of pion pole dominance give values for $G_P(Q^2 = Q_{\text{OMC}}^2)$ [J+96, W+98, BF89] that are about 50\% larger than expected from theory and determined from OMC.

Another way to determine the form factor $G_P(Q^2)$ is pion electroproduction. The results [C+93] for the $Q^2$-dependence of $G_P$ agree with pion-pole dominance, but the precision is not sufficient to separate the pion pole contribution from chiral perturbation theory corrections in the spirit of Eq. (1.12). Currently, the induced pseudoscalar form factor remains the least known of all electroweak nucleon form factors [BEM02], which makes its theoretical investigation very important.

1.3 Generalized form factors

Generalized parton distributions (GPDs) unify and extend the notions of nucleon parton distributions and nucleon elastic form factors, the principal quantities that provide information on nucleon structure [Die03]. Compared to the ordinary parton distribution functions (PDFs), which simply count the partons with a given longitudinal momentum and polarization, GPDs parameterize scattering amplitudes in which a parton acquires some momentum from external particle(s), both in longitudinal and
transverse directions. At the same time, compared to the elastic form factors, the GPDs reveal how the nucleon charge and magnetization are distributed over partons with different longitudinal momentum fraction. As mentioned before, GPDs depend on the three kinematic parameters, $x$, $\xi$, and $t$, and experimental study of GPDs can potentially provide a three-dimensional image of hadron structure [Bur00]. Also, knowledge of parton distribution in the transverse plane gives access to the orbital angular momentum (OAM) of partons.

An attractive feature of the generalized parton distributions is that they occur in a range of different processes, e.g. deeply virtual Compton scattering [A+01, S+01, C+03, A+05], wide-angle Compton scattering and exclusive meson production, in addition to the classic processes that probe the forward parton distributions and form factors. The challenge of GPDs lies in their more complex structure—each generalized parton distribution is a function of three parameters rather than just one, and different experimental processes provide different constraints on their form. Typically only convolutions of these functions in the $x$ variable are experimentally accessible.

In this work we concentrate on the valence quark GPDs of a nucleon. The GPDs are defined through matrix elements of bi-local light cone quark operators,

$$
\mathcal{O}_q(x) = \int \frac{d\lambda}{2\pi} e^{2i\lambda x} \bar{q}(-\lambda n) \gamma^\mu \mathcal{W}(-\lambda n, \lambda n) q(\lambda n),
$$

(1.13)

$$
\mathcal{O}_q^5(x) = \int \frac{d\lambda}{2\pi} e^{2i\lambda x} \bar{q}(-\lambda n) \gamma^5 \gamma^\mu \mathcal{W}(-\lambda n, \lambda n) q(\lambda n),
$$

(1.14)

where $n$ is a light-cone vector, $n^2 = 0$, and $\mathcal{W}$ is the light-cone Wilson line connecting points $\pm \lambda n$:

$$
\mathcal{W}(-\lambda n, \lambda n) = \mathcal{P} \exp \left[ -ig \int_{-\lambda}^{+\lambda} d\alpha \ n \cdot A(\alpha n) \right]
$$

The matrix elements of the operators (1.13,1.14) between single-nucleon states are
parameterized according to their Lorentz tensor structure \cite{Die03}:

\begin{align}
\langle P', S' | O_q | P, S \rangle &= \bar{U}(P', S') \left[ \gamma^5 H^q(x, \xi, t) + \frac{i \sigma^{\mu} n_\mu q_\alpha}{2M_N} E^q(x, \xi, t) \right] U(P, S), \quad (1.15) \\
\langle P', S' | O_q^5 | P, S \rangle &= \bar{U}(P', S') \left[ \gamma^5 \tilde{H}^q(x, \xi, t) + \frac{n \cdot q}{2M_N} \gamma^5 \tilde{E}^q(x, \xi, t) \right] U(P, S), \quad (1.16)
\end{align}

where the frame-independent Lorentz scalars $H^q, E^q$ are the unpolarized and $\tilde{H}^q, \tilde{E}^q$ are the corresponding polarized generalized parton distributions. In this work we do not analyze the so-called transversity distributions $H^q_t, E^q_t$, which are discussed in a different publication \cite{Bra09}. The parameters in Eqs. (1.15,1.16) are the average longitudinal momentum fraction of the struck parton $x$, the longitudinal momentum transfer fraction $\xi = -n \cdot q/2 = (P - P') \cdot n/(P' + P) \cdot n$ and the total momentum transfer squared $t = -Q^2 = q^2$, where $q = P' - P$.

Since lattice calculations deal with operators and matrix elements in Euclidean space, a direct computation of non-local light-cone operators is not possible. Instead, to facilitate the lattice calculations one takes $x^{n-1}$-moments of Eqs. (1.15) and (1.16), yielding a tower of local operators whose matrix elements can be related to the corresponding moments of $H, E, \tilde{H}$ and $\tilde{E}$. In this study, we will compute matrix elements of the following local generalized currents,

\begin{align}
(O_q^{[\gamma^i]})^{[\mu_1 \cdots \mu_n]} &= \bar{q} \gamma^i [\gamma^5] i \bar{D}^{\mu_2} \cdots i \bar{D}^{\mu_n} q, \quad (1.17)
\end{align}

Curly braces around indices represent the symmetrization of the Lorentz indices $\mu_1 \cdots \mu_n$ and the subtraction of traces over pairs of these indices. The symmetric derivative is defined as $\bar{D} = \frac{1}{2}(\bar{D} - \bar{D})$.

Taking the $x^{n-1}$-moments of the GPDs we define the generalised moments

\begin{align}
H^n(x, \xi, t) &\equiv \int_{-1}^{1} dx \, x^{n-1} H(x, \xi, t), \quad \tilde{H}^n(x, \xi, t) \equiv \int_{-1}^{1} dx \, x^{n-1} \tilde{H}(x, \xi, t) \\
E^n(x, \xi, t) &\equiv \int_{-1}^{1} dx \, x^{n-1} E(x, \xi, t), \quad \tilde{E}^n(x, \xi, t) \equiv \int_{-1}^{1} dx \, x^{n-1} \tilde{E}(x, \xi, t). \quad (1.18)
\end{align}

The non-forward nucleon matrix elements of the local operators, Eq. (1.17), can in
turn be parametrized according to their Lorentz structure in terms of generalized form factors (GFFs) $A_{nm}(t)$, $\tilde{A}_{nm}(t)$, $B_{nm}(t)$, $\tilde{B}_{nm}(t)$, and $C_{nm}(t)$, for $n = 1, 2, 3$

\[
\langle P', S'|O^{\mu_1}|P, S \rangle = \tilde{U}(P', S') \left[ \gamma_{\mu_1} A_{10}(t) + \frac{i\sigma_{1}^{\mu_1\alpha}q_\alpha}{2m} B_{10}(t) \right] U(P, S),
\]
\[
\langle P', S'|O^{(\mu_1\nu_2)}|P, S \rangle = \tilde{U}(P', S') \left[ \bar{P}^{[\mu_1\gamma_2]} A_{20}(t) + \bar{P}^{[\mu_1\gamma_2]} \frac{i\sigma_{2}^{\mu_2\alpha}q_\alpha}{2m} B_{20}(t) \right.
\]
\[\left. + \frac{q^{[\mu_1\nu_2]} q_\alpha}{m} C_{20}(t) \right] U(P, S),
\]
\[
\langle P', S'|O^{(\mu_1\nu_2\nu_3)}|P, S \rangle = \tilde{U}(P', S') \left[ \bar{P}^{[\mu_1\nu_2\gamma_3]} A_{30}(t) + \bar{P}^{[\mu_1\nu_2\gamma_3]} \frac{i\sigma_{3}^{\mu_3\alpha}q_\alpha}{2m} B_{30}(t) \right.
\]
\[\left. + q^{[\mu_1\nu_2\gamma_3]} A_{32}(t) + q^{[\mu_1\nu_2\gamma_3]} \frac{i\sigma_{3}^{\mu_3\alpha}q_\alpha}{2m} B_{32}(t) \right] U(P, S),
\]

(1.19)

for the vector operators and

\[
\langle P', S'|((\gamma^5)^{\mu_1})|P, S \rangle = \tilde{U}(P', S') \left[ \gamma_5 \gamma_{\mu_1} \tilde{A}_{10}(t) + \frac{q^{[\mu_1]} \gamma_{5\nu_2}}{2m} \tilde{B}_{10}(t) \right] U(P, S),
\]
\[
\langle P', S'|((\gamma^5)^{\mu_1\nu_2})|P, S \rangle = \tilde{U}(P', S') \left[ \bar{P}^{[\mu_1\gamma_2]} \gamma_{5\nu_2} \tilde{A}_{20}(t) + \frac{q^{[\mu_1\nu_2]} \gamma_{5\nu_2}}{2m} \tilde{B}_{20}(t) \right] U(P, S),
\]
\[
\langle P', S'|((\gamma^5)^{\mu_1\nu_2\nu_3})|P, S \rangle = \tilde{U}(P', S') \left[ \bar{P}^{[\mu_1\nu_2\gamma_3]} \gamma_{5\nu_2} \tilde{A}_{30}(t) + \frac{q^{[\mu_1\nu_2\nu_3]} \gamma_{5\nu_2}}{2m} \tilde{B}_{30}(t) \right.
\]
\[\left. + q^{[\mu_1\nu_2\nu_3]} \gamma_{5\nu_2} \tilde{A}_{32}(t) + q^{[\mu_1\nu_2\nu_3]} \frac{i\sigma_{3}^{\mu_3\alpha}q_\alpha}{2m} \tilde{B}_{32}(t) \right] U(P, S)
\]

(1.20)

for the axial vector operators. Here we have defined the average nucleon 4-momentum $\bar{P} = (P' + P)/2$. By comparing these expressions with the $x^{n-1}$-moments of Eqs. (1.15,1.16) and using Eq. (1.18), one finds that the $\xi$-dependence of the moments of the GPDs is merely polynomial[Die03],

\[
H^{n=1}(\xi, t) = A_{10}(t), \quad E^{n=1}(\xi, t) = B_{10}(t),
\]
\[
H^{n=2}(\xi, t) = A_{20}(t) + (2\xi)^2 C_{20}(t), \quad E^{n=2}(\xi, t) = B_{20}(t) - (2\xi)^2 C_{20}(t),
\]
\[
H^{n=3}(\xi, t) = A_{30}(t) + (2\xi)^2 A_{32}(t), \quad E^{n=3}(\xi, t) = B_{30}(t) + (2\xi)^2 B_{32}(t),
\]

(1.21)
and

\begin{align*}
\hat{H}^{n=1}(\xi, t) &= \hat{A}_{10}(t), & \tilde{E}^{n=1}(\xi, t) &= \tilde{B}_{10}(t), \\
\hat{H}^{n=2}(\xi, t) &= \hat{A}_{20}(t), & \tilde{E}^{n=2}(\xi, t) &= \tilde{B}_{20}(t), \\
\hat{H}^{n=3}(\xi, t) &= \hat{A}_{30}(t) + (2\xi)^2 \hat{A}_{32}(t), & \tilde{E}^{n=3}(\xi, t) &= \tilde{B}_{30}(t) + (2\xi)^2 \tilde{B}_{32}(t),
\end{align*}

(1.22)

\begin{align*}
\cdots
\end{align*}

In the forward limit of Eqs. (1.15,1.15) with \( \vec{P} = \vec{P}' \), we obtain the well-known parton distribution functions,

\begin{align*}
q(x) &= H^q(x, \xi = 0, t = 0), & \Delta q(x) &= \tilde{H}^q(x, \xi = 0, t = 0).
\end{align*}

(1.23)

It is interesting that in the case \( \xi = 0 \) and arbitrary \( t = q^2 \), that is when the momentum transfer is limited to the transverse direction, the GPDs and the corresponding GFFs can be interpreted as distributions in both longitudinal momentum and transverse position in the infinite longitudinal momentum frame [Bur00].

Taking together Eqs. (1.18,1.21,1.22) and Eq. 1.23 and setting \( t = 0 \) will similarly yield the PDF moments

\begin{align*}
\langle x^{n-1} \rangle_q = H^n(0, 0) = A_{n0}(0), & \quad \langle x^{n-1} \rangle_{\Delta q} = \tilde{H}^n(0, 0) = \tilde{A}_{n0}(0).
\end{align*}

(1.24)

Note also that for \( n = 1 \) from Eqs. (1.19,1.20) we recover the nucleon vector and axial form factors introduced in Sec. 1.1 and 1.2,

\begin{align*}
F_1^q(Q^2) &= A_{10}^q(Q^2), & G_A(Q^2) &= \tilde{A}_{10}^{u-d}(Q^2), \\
F_2^q(Q^2) &= B_{10}^q(Q^2), & G_{\rho}^q(Q^2) &= A_{10}^{u-d}(Q^2).
\end{align*}

On a lattice, we compute the set of polarized and unpolarized generalized form factors for \( n = 1, 2, 3^2 \) and present our results in Sec. 5.5. In particular, the results for

\footnote{Computing the generalized form factors with \( n > 3 \) currently presents a difficulty because of stochastic noise. The GFFs with \( n > 4 \) on a lattice will mix with lower-dimensional operators because of broken rotational symmetry, see Sec. 2.4.}
these form factors allow us to make predictions on the transverse size of the nucleon, the dependence of GPDs on the "skewness" parameter $\xi$ and on the validity of some phenomenological Ansätze for the functional form of GPDs. More importantly, the access to the energy-momentum tensor through $n = 2$ moments of GPDs allows us to compute quark contributions to the nucleon spin and momentum, and we present our findings in Sec. 5.4.
Chapter 2

QCD on a lattice: Overview

In this chapter we describe the methodology of simulating QCD on a lattice. Since there are many reviews of lattice QCD basics in the literature, e.g., [MM, Rot05], we only briefly discuss its formulation and simulation in Sec. 2.1. While lattice QCD reproduces well many non-perturbative phenomena, such as confinement, chiral symmetry breaking, and the hadron spectrum both qualitatively and quantitatively, using it for precise calculation of hadron structure still remains a challenge. In particular, one has been limited to pion masses significantly heavier than the physical value, and only recently the simulations close to or at physical pion mass have begun [D+08]. In addition, the nucleon structure calculations may be affected by systematic effects arising from a particular way to implement the theory on a lattice, of which the most important one is the explicit chiral symmetry violation of lattice fermion actions. Both these problems arise from the fundamental difficulty in regulating any chiral fermion theory on a lattice [NN81]. We discuss different fermion action choices in Sec. 2.3.

Another problem in lattice calculations is that the lattice breaks rotational symmetry. The consequences of such symmetry breaking for nucleon structure calculations are discussed in Sec. 2.4.
2.1 Lattice gauge theory

Lattice gauge theories are formulated on a discrete Euclidean space-time grid. The purpose of introducing a grid is twofold. First, a lattice serves as an ultraviolet regulator with a cutoff $\Lambda_{\text{lat}} = a^{-1}$ where $a$ is the lattice spacing. For free fields, the highest energy mode has momentum $p_{\text{max}} \sim \pi/a$. Such modes behave as $\phi \sim (-1)^x$, where $x$ is a coordinate, and may potentially introduce lattice-specific artifacts because they are not smooth. Therefore, the energies of states studied on a lattice should be limited to $E \ll \pi/a$. Second, lattice quantum field theories formulated on a discrete Euclidean lattice can be simulated on a computer analogously to Statistical Mechanics systems.

The calculations consist in computing the Feynman path integral numerically,

$$Z = \int \mathcal{D}A_\mu \mathcal{D}\psi \mathcal{D}\bar{\psi} e^{-\int d^4x \left( \frac{1}{4g^2} (F_{\mu\nu})^2 + \sum_f \bar{\psi}_f(D(m_f)\psi_f) \right)}$$

(2.1)

where $D(m_q)$ are fermion operators for each quark flavor. Then, computing v.e.v.’s of various field operators and their correlators,

$$\langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) \rangle = \frac{1}{Z} \int \mathcal{D}A_\mu \mathcal{D}\psi \mathcal{D}\bar{\psi} \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) e^{-\int d^4x \left( \frac{1}{4g^2} (F_{\mu\nu})^2 + \sum_f \bar{\psi}_f(D(m_f)\psi_f) \right)}$$

(2.2)

one can study the spectrum of states and their matrix elements for various operators, e.g. vector charge density and energy-momentum tensor.

It is important to note that the parameters one can control while solving gauge theory in this way are the same parameters that are present in the original theory, and no model approximations are made. For QCD, they play the role of the bare coupling $\alpha_s$ and quark masses $m_f$ in the lattice regularization. Doing a series of calculations at various parameter values, one can tune the parameters so that some selected set of computed physical observables match their experimental values.
2.1.1 Formulation of QCD on a lattice

In his pioneering work, Wilson [Wil74] showed how to quantize gauge field theory on a discrete lattice in Euclidean space-time preserving exact gauge symmetry.

The first step is to convert QCD to Euclidean space-time using the Wick rotation

\[
\begin{align*}
  x^0 &\equiv t &\rightarrow -ix_4 &\equiv -i\tau \\
p^0 &\equiv E &\rightarrow ip_4 \\
\langle N(t)\bar{N}(0) \rangle &\rightarrow e^{-E\tau}
\end{align*}
\]  

(2.3)

Note that all the correlators decay exponentially and the problem may be solved in a finite box of size \( L \gtrsim \text{const} \cdot \frac{1}{m_0} \) where \( m_0 \) is the lightest excitation above the vacuum state.

Scalar and fermion fields are naturally represented by variables \( \phi_x \) or \( \psi_x \) specified at each site. To transcribe the gauge field potential\(^1\) \( A^a_\mu(x) \) to lattice variables we note that a scalar field \( \phi(x) \) in a non-trivial representation of the gauge group picks up a "color phase"

\[
\phi(x) = \mathcal{P} e^{-i \int_x^y dx \cdot (A^a \lambda^a)} \phi(y) = \mathcal{W}(x, y)\phi(y)
\]  

(2.4)

when moved along a contour \( C(x, y) \), see Fig. 2-1(a). Therefore, it is natural to specify a gauge potential variable on each link of a lattice and treat it as an elementary gauge transporter between the two lattice sites it connects:

\[
U_{x,\mu} = \mathcal{W}(x, x + \hat{\mu}) = \mathcal{P} e^{-i \int_x^x+\hat{\mu} dx \cdot (A^a \lambda^a)}.
\]  

(2.5)

---

\(^1\) Note that we include a factor \( g \) into the definition of the gauge potential \( A^a_\mu(x) \), so that \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + i [A_\mu, A_\nu] \) with \( F_{\mu\nu} = F_{\mu\nu}^a \lambda^a \) and \( A_\mu = A^a_\mu \lambda^a \).
This transcription is automatically gauge invariant,

\[ \phi'_y = \Omega_y \phi_y, \]
\[ \mathcal{W}'(x, y) = \Omega_x \mathcal{W}(x, y) \Omega_y^\dagger, \]
\[ \phi'_x = \Omega_x \mathcal{W}(x, y) \Omega^\dagger_y \cdot \Omega_y \phi_y = \Omega_x \phi_x, \]

where \( \Omega \) is a local gauge transformation. In addition, this construction naturally incorporates non-perturbative fields in the sense that gauge potential is now represented by a group element instead of an algebra element. Because of this representation, instantons and other topological configurations can be and have been studied numerically on a lattice, see, for example, Refs. [ILS+86, B+91, GPGASvB94].

To finalize quantization of gauge field theory on a lattice, one has to use some form of discretized action \( S = S_g[U] + S_F[U, \psi, \bar{\psi}] \) and compute a Feynman path integral,

\[ Z = \int \mathcal{D}U \mathcal{D}\psi \mathcal{D}\bar{\psi} e^{-S_g[U] - S_F[U, \psi, \bar{\psi}]}, \tag{2.6} \]

where integration over \( \mathcal{D}U \) is understood as the integration with the Haar measure and \( \mathcal{D}\psi \mathcal{D}\bar{\psi} \) is the Grassman integration over fermion fields. We postpone the discussion of possible choices of lattice gauge and fermion actions to Sec. 2.2 and Sec. 2.3, respectively. One important thing to notice though is that a lattice action must
approximate the continuum action,

\[ \mathcal{L}_{\text{lat}} = \mathcal{L}^{(4)} + a \mathcal{L}^{(5)} + a^2 \mathcal{L}^{(6)} + \ldots \]  

(2.7)

with the higher-order discretization terms \( a \mathcal{L}^{(5)} + a^2 \mathcal{L}^{(6)} + \ldots \) vanishing in the continuum limit \( a \to 0 \). A good discretization of the continuum action must suppress the contribution of the first correction terms \( \mathcal{L}^{(5)}, \mathcal{L}^{(6)} \) to the Lagrangian to guarantee fast approach to the continuum limit.

2.1.2 Numerical simulation

Over the years, simulating QCD on a lattice has developed into a highly technical field. For comprehensive overviews of algorithms and related theory, interested readers are referred to Refs. [MM, Rot05, Gup97] and references therein. In this section we briefly discuss the main obstacles preventing lattice QCD theorists from making predictions exactly at the physical values of all the parameters.

The lattice version (2.6) of Feynman integrals (2.1, 2.2) is computed by the Monte-Carlo method as a statistical average over a set of gauge field configurations \( \{U_{x,\mu}\} \) that sample the distribution of the action \( e^{-S} \). This set may be generated using the Metropolis accept-reject algorithm.

One important remark concerns the simulations of dynamic fermions \( \{\psi_f, \bar{\psi}_f\} \) which are integrated implicitly using the rules of Grassman variable integration,

\[ \int \mathcal{D}U \mathcal{D}\psi_f \mathcal{D}\bar{\psi}_f e^{-S_f[U]} - \bar{\psi}_f M_f \psi_f \to \int \mathcal{D}U \det M_f e^{-S_f[U]} \].  

(2.8)

Computing the determinant \( \det M_f \) exactly is a formidable task. Instead, this determinant is estimated using "pseudofermion" fields \( \phi, \phi^\dagger \),

\[ \det M_f \to \int \mathcal{D}\phi^\dagger \mathcal{D}\phi e^{-\phi^\dagger [M_f]^{-1} \phi} \]  

(2.9)

and the inverse of the operator \( M_f \) arises because of different statistics of fermions and pseudofermions.
The fact that one has to invert the lattice Dirac operator \( M_f \) is the main reason why simulating QCD with dynamical fermion fields is very expensive. Basically, for each step of the Metropolis accept-reject algorithm, one has to solve the equation

\[
M_f \psi = \chi
\]  

(2.10)

many times, which is a very expensive task. Inverting the lattice Dirac operator is also required for computing correlators involving quark fields, i.e. any hadron correlator. This fact can be illustrated with the simplest case of a quark propagator, which, according to (2.8), is equal to

\[
\langle \bar{\psi}_x \psi_y \rangle = \int \mathcal{D}U \mathcal{D} \bar{\psi}_f \mathcal{D} \psi_f \psi_x \bar{\psi}_y e^{-S_g - \bar{\psi}_f M_f \psi_f} \rightarrow \int \mathcal{D}U \left[ M_f \right]_{xy}^{-1} \det M_f e^{-S_g[U]}. \tag{2.11}
\]

Correlators of composite fields such as hadrons must be evaluated according to Wick contraction rules and may require computing separate solutions of Eq. (2.10).

Below we summarize the main factors contributing to the cost of solving QCD on a lattice.

1. The light quark mass is so far the most difficult obstacle to overcome. The lattice Dirac operator \( M_f \) in Eq. (2.10) has a bad condition number as the quark mass approaches zero, and its inversion demands significant computational resources.

2. Finite lattice volume presents a difficulty because increasing the linear size of the box entails increase of the number of lattice sites to the fourth power.

3. A lattice spacing should be small enough to suppress the discretization effects. Smaller lattice spacings, or denser grids, evidently lead to increased computational complexity, if one keeps physical volume fixed.

Presently, lattice QCD calculations approach the physical pion mass. Chirally-symmetric fermions, however, are more expensive to simulate on a lattice, and so far

\footnote{A quark propagator is a gauge-dependent quantity. Computing the lattice ensemble average in Eq. (2.11) requires gauge fixing. We discuss the quark propagator merely for the illustration purpose.}
thorough studies have been performed only for $m_\pi \gtrsim 300$ MeV and current simulations are performed with the pion masses down to $m_\pi \approx 180$ MeV. An approximate scaling formula used recently [RBC07] predicts simulation costs with chiral fermions in fixed physical volume

$$\text{Cost} \sim \left(\frac{L}{m_\pi}\right)^5 \cdot \left(\frac{\text{fm}}{a}\right)^7 \cdot \left(\frac{\text{MeV}}{m_\pi}\right),$$

(2.12)

where $L$ is the box dimension, $a$ is the lattice spacing and $m_\pi$ is the pion mass. Although superficially it seems that the cost depends on the pion mass much weaker than on the box size or the lattice spacing, finite volume effects require increasing the box size $L$ with decreasing $m_\pi$ as $L \sim 1/m_\pi$.

One must also take the continuum limit $a \to 0$ to get rid of discretization effects. Practically, one has to perform simulations at a few values of $a$ and extrapolate the results to $a \to 0$. Fortunately, with properly chosen chiral fermion action, the limits $a \to 0$ and $m_\pi \to 0$ are independent [A+08a], and chiral extrapolations may be performed independently of taking the continuum limit.

\section*{2.2 Discretization of gauge action}

Because the gauge action must be gauge-invariant, it can be built only from closed loops $\mathcal{W}(x, x)$ [Gup97]. The simplest gauge action consisting of $1 \times 1$ lattice Wilson loops, so-called “plaquettes” (see Fig. 2-1(b)),

$$S \sim \sum \text{ReTr}(1 - U^P)\quad U^P_{x, \mu\nu} = U_{x, \mu} U_{x+\hat{\mu}, \nu} U_{x+\hat{\nu}, \mu} U_{x, \mu\nu}^{-1},$$

(2.13)

approximates the continuum gauge action up to $\mathcal{O}(a^2)$ corrections, which can be seen from the Taylor expansion of a plaquette $U^P_{x, \mu\nu}$,

$$U^P_{x, \mu\nu} = 1 - ia^2 F_{\mu\nu} - \frac{a^4}{2} (F_{\mu\nu})^2 + \mathcal{O}(a^6) + \cdots,$$

(2.14)
where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + i [A_\mu, A_\nu]$ and $F_{\mu\nu}$ and $A_\mu$ are matrices representing elements of the algebra of the gauge group.

$$S_g[U] = \frac{2}{g^2} \sum_x \sum_{\mu < \nu} \text{Re} \text{Tr} (1 - U_{x,\mu\nu}^P) \to \frac{1}{4} \int d^4 x (F_{\mu\nu})^2, \quad a \to 0 . \quad (2.15)$$

To bring the lattice theory closer to the continuum, one can eliminate the effect of the $O(a^6)$ terms in the expansion (2.14). This can be done by combining $1 \times 1$ (plaquettes) and $1 \times 2$ (rectangles) Wilson loops (see Fig. 2-1(b))

$$S_{g,\text{imp.}}[U] = \frac{2}{g^2} \sum_x \left[ (1 - 8c_1) \sum_{\mu < \nu} \text{Re} \text{Tr} (1 - U_{x,\mu\nu}^P) + c_1 \sum_{\mu \neq \nu} \text{Re} \text{Tr} (1 - U_{x,\mu\nu}^R) \right] \quad (2.16)$$

with coefficients chosen so that the leading nontrivial term in Eq. (2.14) reproduces the continuum action term $\sim (F_{\mu\nu})^2$. The value of the parameter $c_1$ can be fixed from the Taylor expansions of $U^P$ and $U^R$ Wilson loops. Such gauge action is called Symanzik, or tree level, improved gauge action.

However, the tree-level Symanzik improvement does not take into account quantum fluctuations. The optimal value of $c_1$ must be computed either perturbatively [Iwa85] or non-perturbatively [dF+00], with the criterion that the couplings $c_1$ and $c_2 = 1 - 8c_1$ stay on the same trajectory $c_1(c_2)$ under renormalization or blocking, i.e., with changing the cutoff scale $\Lambda = a^{-1}$. Such choice guarantees faster approach to the continuum limit and restoration of the rotation symmetry even on coarse-grained lattices [HN94].

### 2.3 Discretization of fermion action

#### 2.3.1 Chiral symmetry on a lattice

As mentioned before, one wants to preserve as many symmetries as possible in lattice formulation of QCD. One important symmetry is the chiral symmetry of quarks. Unfortunately, when fermions are regularized on a lattice, chiral symmetry can be
preserved only at the expense of introducing so-called *doublers* [NN81]. On a 4D hypercubic lattice, one obtains $2^4 - 1 = 15$ additional fermion species with *naive* discretization of the Dirac operator,

$$\mathcal{D}_{\text{naive}} = \sum_{\mu} \gamma_\mu \nabla_\mu + m,$$  \hspace{1cm} (2.17)

in which the continuum derivatives are replaced with the finite differences $[\nabla_\mu \psi]_x = \frac{1}{2a}(\psi_{x+\hat{\mu}} - \psi_{x-\hat{\mu}})$. These species appear as poles of the Dirac operator (2.17) at the wave numbers $k_\mu = \{0, \frac{\pi}{a}\}$ with $k^2 \neq 0$.

Evidently, one must have the correct number of fermion species in order to have the correct QCD low-energy dynamics. Below in this section, we will discuss the methods to amend this problem. However, one must realize that this problem has no simple solution, and avoiding the *no-go theorem* [NN81] either breaks chiral symmetry explicitly (Section 2.3.2) or is expensive (introducing additional dimension, Section 2.3.3). Other solutions, so-called *overlap fermions* [NN93], are currently even more expensive and prohibit dynamical fermion simulations unless the volume is unphysically small.

Despite the difficulties involved, it is important to preserve the chiral symmetry of fermion action for a number of reasons. First and foremost, it is the fundamental symmetry of the QCD Lagrangian, which is spontaneously broken by QCD vacuum structure. In order to guarantee the correct chiral dynamics, our simulations must reproduce this feature. Second, chiral symmetry prevents occurrence of some discretization error terms in a Lagrangian. For example, an $O(a)$ term in a fermion action cannot be chirally symmetric because of its mass dimension, and must disappear provided the Lagrangian does not contain any *hard* chiral symmetry breaking terms. Therefore, lattice QCD with a chirally-symmetric Lagrangian will be automatically $O(a^2)$ improved. Third, in a chirally-symmetric lattice theory, renormalization

---

$^3$ In fact, the theorem proved in Ref. [NN81] states that *any* regularization of chiral (Weyl) fermions must break one of the following conditions: (1) invariance under gauge symmetry, (2) different number of left- and right-handed fermion species, (3) correct ABJ anomaly or (4) action being bilinear in the Weyl field.
and mixing of operators built of quark fields are significantly simpler.

2.3.2 Wilson fermions

In agreement with Eq. (2.7), one may add irrelevant terms to the lattice QCD Lagrangian that will disappear in the continuum limit. Wilson [Zic77] suggested a solution to the fermion doubling problem by adding a dimension five operator

\[ a \delta \mathcal{L}^{(5)}_{\text{Wilson}} = -a r \bar{\psi} \Delta \psi, \]

where \( \Delta \) is a lattice Laplacian. Doubler fermion poles appear at the wave numbers \( k_\mu \sim \frac{1}{a} \) in a naive lattice fermion propagator (2.17), and the term (2.18) lifts the doubler degeneracy so that their energy is \( \sim \frac{1}{a} \) and they decouple from the only physical propagator pole at the wave number close to \( k_\mu = 0 \). With the commonly used value \( r = 1 \), the final form of the Wilson action is

\[ S_{W} = \frac{1}{a} \bar{\psi} \left[ (am_q + 4) \delta_{xx'} - \sum_\mu \left( \frac{1 - \gamma_\mu}{2} U_{x,\mu} \delta_{x + \mu, x'} + \frac{1 + \gamma_\mu}{2} U_{x-\mu, \mu} \delta_{x-\mu, x'} \right) \right] \psi_{x'}. \]

\[ (2.19) \]

The Wilson fermion action is easy to simulate on a lattice and many calculations with heavy pion masses have been performed with it. As the pion mass goes down, simulations become more expensive (with any fermion action) because of the cost of inverting the Wilson-Dirac operator, although the Wilson action (2.19) is still significantly cheaper than chirally-invariant actions (see Sec. 2.3.3).

However, the term (2.18) breaks the chiral symmetry explicitly. This term generates \( \sim \frac{1}{a} \) additive correction to the quark mass, so that the bare quark mass must be tuned to cancel this effect. Also, the Wilson action has \( \mathcal{O}(a) \) discretization effects and requires calculations with very small lattice spacing values to keep systematic errors under control. A way to get rid of \( \mathcal{O}(a) \) effects while keeping only one fermion species [SW85] is to add another dimension five operator,

\[ S_{SW} = S_{W} - \frac{i a C_{SW}}{4} \bar{\psi}_x \sigma_{\mu \nu} F_{\mu \nu} \psi_x \]

\[ (2.20) \]
with $C_{SW} = 1$ from tree-level perturbative analysis. This additional, so-called Clover, term is site-local and adds negligible incremental cost to simulations with the Wilson-Clover action. With careful tuning, about an order of magnitude reduction of systematic effects is possible [EHK98].

This type of action allowed the BMW collaboration to succeed in calculating the hadron spectrum from lattice QCD [D+08]. We perform initial calculations for several pion masses using gauge configurations generated by the BMW collaborations (see Appendix A.3) and report preliminary results in Sec. 5.1 and Sec. 5.3.

### 2.3.3 Domain wall fermions

The domain wall fermions (DWF) [Kap92] and its variation [Sha93] is a method to simulate chirally-symmetric fermions on a lattice with finite lattice spacing at the expense of introducing an additional discrete dimension $s$, sometimes misleadingly called a “flavor” dimension:

\[
S_{DW} = \bar{\Psi} D_{DW} \Psi = \bar{\Psi}_{x,s} \left[ + \delta_{ss'} [D_{W} (-M_5)]_{xx'} + \delta_{xx'} [D_{\perp} (m_q)]_{ss'} \right] \Psi_{x',s'} ,
\]

(2.21)

where $D_{W}$ is a Wilson fermion operator

\[
[D_{W} (-M_5)]_{xx'} = 4 - M_5 - \sum_{\mu} \left[ \frac{1 + \gamma_{\mu}}{2} U_{x',\mu} \delta_{x'-\mu,x} + \frac{1 - \gamma_{\mu}}{2} U_{x,\mu} \delta_{x+\mu,x'} \right],
\]

and $D_{\perp}$ is a finite-difference “differential” operator in the fifth dimension with a defect at $s = 0$,

\[
[D_{\perp} (m_q)]_{ss'} = \begin{cases} 
  m_q P_{+} \delta_{L_5-1,s'} - P_{-} \delta_{1,s'} , & s = 0 , \\
  -P_{+} \delta_{s-1,s'} - P_{-} \delta_{s+1,s'} , & 1 \leq s \leq L_5 - 2 , \\
  -P_{+} \delta_{L_5-2,s'} + m_q P_{-} \delta_{0,s'} , & s = L_5 - 1 ,
\end{cases}
\]

where $P_{\pm} = \frac{1 \pm \gamma^5}{2}$. 
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Because the action is asymmetric with respect to left-handed and right-handed fermions, the light boundary states that appear at $s = 0$ and $s = L_5 - 1$ are left- and right-handed, respectively. These chiral modes are thus separated in the fifth dimension and do not interact with each other. The physical chiral 4D fermion fields are related to the 5D fermions as

$$q_R = P_+ \Psi_{L_5-1}, \quad q_L = P_- \Psi_0,$$

$$\bar{q}_R = \bar{\Psi}_{L_5-1} P_-, \quad \bar{q}_L = \bar{\Psi}_0 P_+,$$

The chiral symmetry is exact (up to the mass term $\sim m_q$) in the limit of infinite extent of the fifth dimension, $L_5 \to \infty$, at which the boundary states can decay completely in the bulk in the 5th direction. Because of the $\sim m_q$ mass term in $D_\perp$, right- and left-handed modes can “talk” to each other with the term

$$\mathcal{L}_m \approx m_q [\bar{q}_R q_L + \bar{q}_L q_R].$$

However, in practice one has to limit the extent of the fifth dimension (an often used value is $L_5 = 16$), and carefully tune the other parameters such as $M_5$ and gauge field parameters to maximize the localization of chiral modes at the boundaries. The residual interaction of left- and right-handed modes is parameterized as additional “residual” quark mass,

$$\delta \mathcal{L}_m \approx m_{\text{res}} [\bar{q}_R q_L + \bar{q}_L q_R].$$

and can be extracted as using an analog of PCAC relation for 5D fermions, see below. Because the interesting states are boundary states decaying exponentially in the 5th dimension away from the walls, the residual mass, with careful choice of parameters is decaying as $m_{\text{res}} \sim e^{-a L_5}$ with $L_5$.

Essentially, the domain wall operator (2.21) is a 5D Wilson operator with a defect in the fifth dimension. Similarly to Wilson fermions, the domain wall fermions have $U(1)_V$ symmetry that generates the 5D conserved current that, after the summation
over $s$ provides the 4D vector current

$$\mathcal{V}_{x,\mu} = \sum_s \left[ \bar{\psi} x + \bar{\psi} x, s \frac{1+\gamma\mu}{2} U_{x,\mu}^\dagger \psi_s - \bar{\psi} x, s \frac{1-\gamma\mu}{2} U_{x,\mu} \psi_s + \bar{\psi} x + \bar{\psi} x, s \right]$$ (2.25)

We are, however, more interested in the (partially) conserved axial current that is constructed by the transformation [B+02]

$$\delta_A \psi_{x, s} = i \epsilon_{x, s} \psi_{x, s}, \quad \delta_A \bar{\psi}_{x, s} = -i \epsilon_{x, s}\bar{\psi}_{x, s}$$

and $\epsilon_{x, s}$ has opposite signs in the “left-handed” $0 \leq s < L_5/2$ and “right-handed” $L_5/2 \leq s < L_5$ halves along the 5th dimension,

$$\epsilon_{x, s} = \begin{cases} 
-\epsilon_x, & 0 \leq s < L_5/2, \\
+\epsilon_x, & L_5/2 \leq s < L_5,
\end{cases}$$

The axial current is then

$$A_{x,\mu} = - \sum_{0 \leq s < L_5/2} A_{x,\mu, s} + \sum_{L_5/2 < s < L_5} A_{x,\mu, s},$$ (2.26)

where $A_{x,\mu, s} = \left[ \bar{\psi} x + \bar{\psi} x, s \frac{1+\gamma\mu}{2} U_{x,\mu}^\dagger \psi_s - \bar{\psi} x, s \frac{1-\gamma\mu}{2} U_{x,\mu} \psi_s + \bar{\psi} x + \bar{\psi} x, s \right]$.

Computing the divergence of such current, we arrive at the Ward identity

$$\nabla_{\mu} A_{x,\mu} = \sum_{\mu} (A_{x,\mu} - A_{x-\bar{\mu},\mu}) = 2m_q [\bar{q} \gamma^5 q]_x + 2J_x^{5q}$$ (2.27)

where $\nabla_{\mu} A_{x,\mu} = \sum_{\mu}(A_{x,\mu} - A_{x-\bar{\mu},\mu})$ is a lattice vector field divergence and

$$J_x^{5q} = -\bar{\psi} x_{L_5/2-1} \frac{1-\gamma_5}{2} \psi_{x,L_5/2} + \bar{\psi} x_{L_5/2} \frac{1+\gamma_5}{2} \psi_{x,L_5/2-1}.$$ (2.28)

The second term in Eq. (2.27) plays a role of residual mass mentioned before. Its modifies the bare quark mass $m_q \rightarrow m_q + \mu_{\text{res}}$ according to Eq. (2.24) and it can be
estimated from its matrix elements including the pion,

$$m_{\text{res}} = \frac{\langle 0 | J^5 q | \pi \rangle}{\langle 0 | \bar{q} \gamma^5 q | \pi \rangle}$$

(2.29)

Similarly, because the axial current (2.26) satisfies the Ward identity (2.27), its renormalization constant $Z_A \equiv 1^4$ and it can be used to renormalize the local axial current $[\bar{q} \gamma_{\mu} \gamma^5 q]_x$. One usually computes the following ratio using the

$$\frac{Z_A}{Z_{\Lambda}} = \frac{\langle 0 | A_0 | \pi \rangle}{\langle 0 | \bar{q} \gamma_{\mu} \gamma^5 q | \pi \rangle}.

(2.30)

### 2.3.4 Mixed action

Simulating dynamical fermions is expensive because one has to invert the fermion operator many times to generate the next sample of a Monte-Carlo sequence. Therefore, using chiral fermions described in Sec. 2.3.3 can be prohibitively expensive. At the same time, cheaper actions that break chiral symmetry allow one to accumulate substantial statistics. Thus, the MILC collaboration have generated large ensembles at light pion masses and large spatial volumes [B+01] using so-called Asqtad improved staggered quarks [B+98, OT99, OTS99], which are now freely available to the lattice community.

It is natural to assume that the type of valence quark action has more influence on the nucleon observables than the type of sea quarks. For example, the valence quark-bilinear operators will have the symmetry governed by the symmetry of valence quarks, and must renormalize accordingly at least at one-loop level. Therefore, a hybrid scheme of calculations, in which we simulate chiral valence quarks in the gauge background with the inclusion of non-chiral sea quarks, is advantageous, because we combine the symmetries of chiral valence quarks and the availability of non-chiral sea quarks.

We have performed extensive calculations with mixed action where sea (dynamical) quarks are staggered Asqtad quarks and valence quarks are chiral (Domain Wall).

---

4 See also the discussion in Sec. 4.1.3.
The summary tables of the ensembles used are collected in Appendix A.2. Because the operators we compute are constructed from valence, hence chirally-symmetric, quarks, we use the same renormalization procedures as in the Domain Wall calculations, e.g., Eqs. (2.29,2.30).

Low-energy theory analysis, however, is generally more complicated because one has to use so-called Partially-Quenched Chiral Perturbation Theory (PQChPT) to take into account the difference between valence and sea quark actions in the lattice theory. Doing so would require tracking the dependence of lattice QCD results on both sea and valence quark masses separately, which is computationally demanding. Instead, since we do not focus on any aspects of PQChPT, we tune the Domain Wall valence quark masses to reproduce the pseudoscalar meson mass for each value of Asqtad quark mass. Then we use the conventional chiral perturbation theory to analyze our results and extrapolate them to the physical pion mass. One must be aware, however, that the low-energy constants extracted from such hybrid lattice QCD calculations may not be directly related to calculations with unitary quark action (in which $S_{F,\text{sea}} \equiv S_{F,\text{valence}}$), thus making simultaneous chiral fits with Domain Wall results impossible.

2.4 Rotation symmetry on a lattice

Introducing a discrete space-time grid breaks the $O(4)$ symmetry, the rotation symmetry of 4D Euclidean space. It has been shown that rotation symmetry is restored in long-range lattice QCD; one can also choose an action discretization that reduces rotation symmetry breaking [HN94]. However, short-range effects such as operator mixing generally cannot be avoided because the rotation symmetry is reduced from the continuous group $O(4)$ to the discrete hypercubic group $H(4)$, which leads to complicated operator renormalization and mixing.

This statement can be illustrated with tensors on a lattice. In the continuum, tensors of any rank $n$ constitute a direct sum of irreducible representations of the rotation group $O(4)$. All (symmetric traceless) tensors belong to different representations of
the $O(4)$ group, which protects them from mixing with each other. There are infinitely
many irreducible representations of $O(4)$. On the contrary, all tensors on a hypercu-
bic lattice are sums of a finite number of irreducible representations of $H(4)$ [G+96a]:
4 one-dimensional, 2 two-dimensional, 4 three-dimensional, 4 four-dimensional, 4 six-
dimensional, and 2 eight-dimensional. For example, the $O(4)$ vector corresponds to
the $4_1$ representation. Tensors of rank $n = 2$ and $n = 3$ are [Dol00]

$$(4_1)^{\otimes 2} = 1 \cdot 1_1 \oplus 1 \cdot 3_1 \oplus 1 \cdot 6_1 \oplus 1 \cdot 6_3,$$
$$(4_1)^{\otimes 3} = 4 \cdot 4_1 \oplus 1 \cdot 4_3 \oplus 1 \cdot 4_4 \oplus 3 \cdot 8_1 \oplus 2 \cdot 8_2.$$

One important consequence of the rotation symmetry breaking is that the number
of operators that can be calculated on a lattice is limited. For example, the twist-
two operators (1.17) discussed in Sec. 1.3 can be computed only up to some rank,
because the remnant $H(4)$ symmetry does not discriminate higher-rank operators
from low-rank operators.
Chapter 3

Nucleon Matrix Elements on a Lattice

In this chapter, we describe the methodology of computing nucleon structure observables on a lattice. This chapter is based on the analysis performed in [S+10] where the nucleon electromagnetic form factors were calculated, but the methodology is applicable to any hadron three-point correlator calculation. We begin with the discussion of nucleon creation and annihilation operators in Sec. 3.1. In the fundamental theory we are simulating, the correlation functions may contain any physical states permitted by the symmetries, not just nucleons. Hence, to keep systematic errors under control it is essential to choose nucleon operators properly.

To extract the nucleon form factors reliably, we have to compute large sets of nucleon three-point correlators. In Section 3.2 we summarize the common method [BDHS] to minimize the number of required quark propagator inversions. We also present a general method to derive the required valence quark field contractions and illustrate it with an appropriate example.

The nucleon (generalized) form factors are extracted from the nucleon matrix elements by solving overdetermined systems of equations, see Sec. 3.3. Finally, in Section 3.4 we discuss our methodology to set bounds on the contamination from the excited states accompanying a nucleon on a lattice.
3.1 Creating nucleon states on a lattice

Nucleon matrix elements \( \langle N | O | N \rangle \) are computed on a lattice from the three-point correlators of nucleon fields \( N, \bar{N} \) and the operator \( O \). Thus, we have to introduce appropriate nucleon interpolating fields that create and annihilate the nucleon states on a lattice.

In the Euclidean quantum field theory all on-shell states are exponentially decaying with the (Euclidean) time, and heavy states decay faster than light ones. Hence, the propagation in Euclidean time can be thought of as a filter selecting the lightest (ground) state from a set with given quantum numbers. However, for the precise calculations to be possible, the nucleon field operator must be as close as possible to the “ideal” one, creating ground states with little admixture of excited states.

3.1.1 Basic nucleon operator

First of all, the nucleon interpolating field should possess correct spin (reduced to the hypercubic group representations), isospin, parity and be a color singlet. Starting from the nonrelativistic quark model wave function for an \( I = \frac{1}{2}, S = \frac{1}{2} \) baryon \( N^{\text{NRQM}}_I = \epsilon^{abc} u^a_i [u^b_i d^c_i - u^b_i d^c_i] \), one has a relativistic generalization [D+02] using bispinors

\[
N_\alpha(u, u, d) = \epsilon^{abc} u^a_\alpha (u^b)^T C \gamma_5 d^c
\]  

(3.1)

where \( C = \gamma_4 \gamma_2 \) and \( \gamma_5 = \gamma_1 \gamma_2 \gamma_3 \gamma_4 \). However, such a generalization is not unique. In particular, one may drop the lower (antiquark) components completely without significant reduction of the overlap with a nucleon ground state [Gra92] by using the projected quark fields

\[
q_P = \frac{1 + \gamma_4}{2} q.
\]

(3.2)

Such a choice may be beneficial for the two reasons discussed below.

One reason is that it automatically projects the nucleon operator (3.1) on the positive-parity component, thus removing the negative-parity partner of the nucleon

\[\text{[Footnote]}\]

Here and below we use Euclidean conventions for gamma-matrices, \( \gamma^\dagger_\mu = \gamma_\mu \).
(corresponding to the ground state with \( I(J^P) = \frac{1}{2}(1^-) \), \( N(1535) \) \([A^+08b]\)) from the state at rest and also reducing its component in the state moving with small velocity \( \frac{v}{c} = \frac{E}{m} \ll 1 \). The degree of this suppression in a moving nucleon state can be estimated from the ratio of the upper and lower bispinor components in the Dirac plane wave \( u_p, (\not{p} - m)u_p = 0 \):

\[
\frac{|u^-_p|}{|u^+_p|} = \frac{|(1 - \gamma_4)u_p|}{|(1 + \gamma_4)u_p|} = \frac{\sqrt{E - m_N}}{\sqrt{E + m_N}} \approx \frac{|\vec{p}|}{2m_N},
\]

(3.3)

and for a realistic lattice computation with \( (am_N) \sim 0.5 \) and \( (a\vec{p}) = \frac{2\pi}{L} \approx 0.2 \) (for \( L = 32 \)) the suppression of the negative-parity state amplitude is \(|\langle N^-|N\rangle| \approx 0.2\).

The other reason to use the projected quark fields in Eq. (3.1) is that such projection reduces the number of Dirac operator inversions required to compute nucleon correlators. For example, computing a general hadron two-point correlator requires solving the Dirac equation for each of the \( N_s \cdot N_c = 12 \) components. If the projection (3.2) is used, only six of these components participate in the nucleon field and thus the cost of the calculation is reduced by a factor of two.

In the discussion of baryon two- and three-point correlators below we will use the following convenient parameterization of baryon operators [Ren04]:

\[
B_\delta(u, u, d) = e^{abc}f_{\alpha\beta\gamma\delta}u_\alpha^a u_\beta^b d_\gamma^c
\]

(3.4)

where \( f_{\alpha\beta\gamma\delta} \) is the spin tensor determining the quantum numbers of the field \( B \). From Eq.(3.1) with parity-projected quarks, for the nucleon operator we have

\[
f_{\alpha\beta\gamma\delta}^N = (\frac{1 + \gamma_4}{2})_{\alpha\delta}(\gamma_1 \gamma_3 \frac{1 + \gamma_4}{2})_{\gamma\beta} = (\frac{1 + \gamma_4}{2})_{\alpha\delta}S_{\gamma\beta},
\]

(3.5)

where \( S_{\gamma\beta} = (\gamma_1 \gamma_3 \frac{1 + \gamma_4}{2})_{\gamma\beta} \).
For completeness, we add the expression for the antibaryon field:

\[ \bar{B}_\gamma = (N)_\delta^\dagger (\gamma_4)_{\delta\delta'} = (f_{\delta\gamma}^B u_\alpha u_{\beta d\gamma})_\delta^\dagger (\gamma_4)_{\delta\delta'} \]

\[ = f_{\delta\gamma}^B \bar{B}^\dagger \gamma' \bar{\gamma}' \gamma \gamma' \gamma \gamma' (\gamma_4)_{\delta\delta'} \]

\[ (3.6) \]

where \( f_{\delta\gamma}^B \) and the antisymmetrization over the color indices is implied.

\[ (3.7) \]

3.1.2 Suppression of excited states

The operator in Eq. (3.1) creates a superposition of states with the same quantum numbers. Let \( |\Psi\rangle = C^{-1/2}N|\Omega\rangle \) denote the normalized state obtained by the action of the nucleon interpolation field on the vacuum, and \( |n\rangle \) denote the \( n \)th eigenstate of the system. In addition to the nucleon ground state, there are nucleon excited states as well as multiparticle (scattering) states, for example \( \pi + N \) with the pion in a p-wave to preserve positive parity. These states contaminate the relevant ground-state nucleon signal and introduce systematic bias to the nucleon matrix elements being computed. According to the transfer matrix formalism, the contributions of different states to the three-point function are

\[ \langle N(t_3)O(t_2)N(t_1) \rangle = C \sum_{n,m} \langle \Psi|n\rangle \langle n|O|m\rangle \langle m|\Psi\rangle e^{-E_n(t_3-t_2)-E_m(t_2-t_1)}, \]

\[ (3.8) \]

In principle, one can rely on the Euclidean time propagation to filter out wrong states since they have higher energy, \( E_n > E_0, n \geq 1 \). However, doing so requires increasing the distance in the corresponding three-point correlation functions. The ratio of the signal to stochastic noise in the case of a nucleon falls off with distance as [Lep]

\[ \frac{\text{signal}}{\text{noise}} \sim e^{-(m_N-m_\pi)t}. \]

\[ (3.9) \]

We have two objectives while choosing the nucleon interpolating fields appropriate for accurate lattice calculations of hadronic matrix elements. The first one is to...
minimize the overlap with excited states \( (1 - |\langle 0 | \Psi \rangle|^2) \). Since we cannot construct the nucleon ground state precisely without knowing its structure, which itself is studied in this work, we can only attempt to suppress excited states as much as possible using some general assumptions. So, it is reasonable to assume that quarks in the ground state are smoothly distributed over the size of the nucleon. As we do not know these distributions precisely, we approximate them with spatially smeared quark fields and construct the nucleon interpolating field from them. Our second objective is to minimize the fluctuations arising from the nucleon interpolating field itself. Such fluctuations arise because extended (smeared) quark fields must be constructed in a gauge-covariant way, thus entangling the gauge noise into the nucleon fields.

The extended (smeared) quark fields are created with some smooth kernel \( K(x) \),

\[
\tilde{q}(x) = \int dx K(x - x') q(x'),
\]

(3.10)

where \( q(x) \) is regular quark field, and the smeared nucleon field is then

\[
\tilde{N}(x) = N(\tilde{u}(x), \tilde{\bar{u}}(x), \tilde{d}(x)).
\]

(3.11)

Note that a nucleon field has the serious limitation that spatial quark wave functions in the state created with it are independent, i.e. the 3-quark state wave function is factorizable into the spatial distributions of separate quarks. We will discuss an attempt to overcome this limitation in Sec. 3.1.3.

While different choices for the kernel \( K(x - x') \) are possible, for example, using wave functions from non-relativistic potential models [PS], the one whose use is most wide spread is the Wuppertal [G+89, G90], or equivalently, Gaussian form,

\[
\tilde{q}(x) = \left[ (1 + \frac{\sigma^2}{4N} \Delta)Nq \right](x),
\]

(3.12)

where \( \Delta \) is the gauge-covariant spatial Laplacian. This form is very easy to implement on a lattice in a gauge-covariant way and it is hard to outperform in terms of suppression of excited states [PS]. Another advantage is that Gaussian smearing has
effectively only one parameter, the width $\sim \sigma$, while the number of iterations $N$ is chosen so that (3.12) is numerically stable. Finally, this construction is spherically-symmetric after averaging over a gauge configuration ensemble, which corresponds to an $S$-wave distribution of quarks inside the nucleon, and suppresses any states in which quarks have non-zero orbital angular momentum. Again, it is not given that quarks in the nucleon are only in the $S$-wave state, but it is reasonable to assume that in the nucleon ground state quarks have less angular momentum than in nucleon excited states.

The first objective of optimizing the nucleon operator is met by using smeared propagators and treating the r.m.s. radius of the smearing kernel as a variational parameter,

$$r_{\text{rms}} = \langle r^2 \rangle^{1/2} = \left[ \frac{\int d^3 x |\vec{x}|^2 |q(x)|^2}{\int d^3 x |q(x)|^2} \right]^{1/2}. \quad (3.13)$$

It is clear that the point-like nucleon field $N_x = N(u_x, u_x, d_x)$ may have significant overlap with various excited states in the spectrum. For example, if the quark wave function is too narrow, it will have significant overlap with wave functions having nodes and corresponding to radially-excited nucleon-like states. In the other extreme case, if the quark wave function is too wide, because of its tails it is likely to have significant overlap with states including pion(s). Clearly, there must exist an optimal value for the width of the quark wave function or, equivalently, r.m.s. radius (3.13).

To attain our second objective of minimizing the fluctuations arising from the source itself, it is highly advantageous to perform so-called APE smearing of the gauge links [FPPT85] used in generating the source on the time slice of the source. In each iteration of APE smearing, each link is replaced by a linear combination of itself and the sum of staples within that time slice, and projected back onto $SU(3)$ as follows

$$U_{x,i}^{(N)} = \text{Proj}_{SU(3)} \left[ U_{x,i}^{(N-1)} + \beta \sum_{j \neq i}^3 U_{x,j}^{(N-1)} U_{x+j,i}^{(N-1)} U_{x+i,j}^{(N-1)} \right], \quad (3.14)$$

where $U^{(0)}$ is the original field and $U^{(N_{\text{APE}})}$ is used in the covariant Laplacian in
Applying the APE smearing has the effect of suppressing ultraviolet fluctuations of the gauge field and thus reducing the noise in the operators constructed with it. At the same time, this procedure is gauge-covariant and thus does not require any gauge fixing to build extended color fields.

A simple measure of the noise introduced by the gauge field into the nucleon field is its fractional fluctuation \( \frac{\delta O}{O} = \frac{\left(\langle O^2 \rangle - \langle O \rangle^2 \right)^{\frac{1}{2}}}{\langle O \rangle} \), where \( O \) is the norm of the state \( \langle 0 | \tilde{N} | \Omega \rangle \) created by the nucleon field. Figure 3-1(b) shows the dramatic effect that the APE smearing has on reducing these fluctuations for both lattice spacings. Since the incremental benefit of successive smearing becomes small beyond 25 smearing steps, we have chosen to use 25 steps throughout. Note that for the largest number of Wuppertal smearing steps, this reduces the noise by a factor of more than 5 in each case.

We can control the r.m.s. radius (3.13) of smeared sources through the smearing parameters, however, only the r.m.s. radius has physical sense. Because the APE smearing smooths the gauge links, the r.m.s. radius for given Gaussian smearing parameters increases slightly with the number of APE smearing steps. We performed a scan of the parameter region shown in Fig. 3-1(a).

In lattice gauge theories for which one can construct a transfer matrix and quarks and antiquarks are properly normal ordered at zero time separation in the quark propagator [Lus77], the source may be optimized straightforwardly by maximizing the overlap between the normalized state created by the action of the source \( |\Psi^{(r)}\rangle = C^{-1/2} \tilde{N}^{(r)} |\Omega\rangle \), where the source \( \tilde{N}^{(r)} \) has r.m.s. radius \( r \), and the normalized ground state of the nucleon \( |0\rangle \). Denoting the momentum projected normalized eigenstates of the nucleon by \( |n\rangle \) and their energies by \( E_n \), the momentum projected two-point correlation function may be expanded:

\[
C^{(r)}(t) = \int d^3x \langle \tilde{N}^{(r)}(x, t) \tilde{N}^{(r)}(0, 0) \rangle = C \sum_n \left| \langle \Psi^{(r)} | n \rangle \right|^2 e^{-E_n t},
\]

where \( C \) is an unknown normalization constant. Since one can directly measure the
(a) R.m.s radius (3.13) of Wuppertal-smeared (3.12) sources as a function of the coefficient $\alpha = (4N/\sigma^2 - 6)^{-1}$ and the number of smearing steps $N$.

(b) Fractional variation of the nucleon state norm created with operator (3.11).

Figure 3-1: Scan of the Wuppertal and APE smearing parameter space.

correlation function at zero time separation

$$A^{(r)} = C^{(r)}(0) = C \sum_n |\langle \Psi^{(r)}|n \rangle|^2,$$

(3.16)
and reliably fit the large $t$ behavior of the correlation function to extract the ground state contribution

$$B^{(r)} = C \left| \langle \Psi^{(r)} | 0 \rangle \right|^2 ,$$  \hspace{1cm} (3.17)

the probability that the source contains the nucleon ground state may be calculated by

$$P^{(r)} = \frac{B^{(r)}}{A^{(r)}} = \left| \langle \Psi^{(r)} | 0 \rangle \right|^2 .$$  \hspace{1cm} (3.18)

For domain wall fermions, which do not have a local transfer matrix, we consider the following generalization of Eqs. (3.16-3.18), which compares the ratio of the correlation function and the extrapolated ground state contribution at time $t$ instead of time $t = 0$:

$$A^{(r)}(t) = C^{(r)}(t) ,$$  \hspace{1cm} (3.19)

$$B^{(r)}(t) = C \left| \langle \Psi^{(r)} | 0 \rangle \right|^2 e^{-E_0 t} ,$$  \hspace{1cm} (3.20)

$$P^{(r)}(t) = \frac{B^{(r)}(t)}{A^{(r)}(t)} ,$$  \hspace{1cm} (3.21)

This ratio, $P^{(r)}(t)$, ranges from the overlap $P^{(r)}$ at $t = 0$ to 1 in the limit $t \to \infty$. We expect that for small $t$, it is still a good measure of the presence of excited state components in the source and should have a maximum close to the maximum in $P^{(r)}$. This expectation is borne out in the case of Wilson fermions, and we note that this criterion gets even better as the lattice spacing decreases. Since we are only interested in the dependence of $P^{(r)}(t)$ on the r.m.s. radius $r$ and the absolute normalization for $t \neq 0$ has no physical significance, it suffices to calculate the following ratio for large $t_0$

$$\frac{C^{(r)}(t_0)}{C^{(r)}(t)} \xrightarrow{t_0 \to \infty} \frac{C \left| \langle \Psi^{(r)} | 0 \rangle \right|^2 e^{-E_0 t_0}}{C^{(r)}(t)} = P^{(r)}(t)e^{E_0(t_0-t)} .$$  \hspace{1cm} (3.22)

For each value of $t$, it is convenient to normalize the curve such that its maximum value is unity. Hence, defining the r.m.s. radius at the maximum as $r^*$, our final
criterion for optimizing the smearing is the ratio

\[ R^{(r)}(t) = \frac{C^{(r)}(t_0)/C^{(r)}(t)}{C^{(r^*)}(t_0)/C^{(r^*)}(t)}. \]  

(3.23)

Equation (3.23) has the computational advantages that all oscillating terms in the time dependence of the correlation functions cancel out of the ratios and that jackknife or bootstrap resampling analysis enables accurate measurements on small ensembles.

![Graphs showing source optimization criterion vs smeared source r.m.s. radius](a) Coarse Domain Wall lattice, \( m_\pi = 328 \) MeV  
(b) Fine Domain Wall lattice, \( m_\pi = 297 \) MeV

**Figure 3-2:** Source optimization criterion (3.23) vs smeared source r.m.s. radius (3.13).

Figure 3-2 shows the primary result of the calculation for both lattice spacings. The solid curves are splines passing through the mean values to guide the eye. For the coarse lattice, the ratio \( R^{(r)}(t) \) is calculated at six values of the number of Wuppertal steps, \( N = 10, 20, 30, 50, 70, 100 \), corresponding to r.m.s. radii, \( r = 2.07, 2.89, 3.51, 4.46, 5.19, \) and \( 6.06 \) lattice units respectively. We chose \( r^* = 4.46 \) fm and calculated bootstrap error bars using 32 configurations. Instead of normalizing at a single value of \( t_0 \) as in Eq. (3.23), the errors in the ratios in Fig. 3-2 were further reduced by normalizing to an exponential fit to each correlation function in the region \( t = [6 - 12] \). These results are completely consistent with those of a single \( t_0 \), but display the shape of the maxima more precisely. Note that for all four values \( t = 1, 2, 3 \), and 4, the curves are accurately determined and the ratio \( R^{(r)}(t) \) has a maximum at approximately the same point, \( r = 4.0 \), corresponding to \( N = 40 \). Thus, we believe our optimization criterion is robust and statistically accurate for domain
wall fermions.

For the fine lattices, the ratio \( R^{(r)}(t) \) is calculated at 5 values of the number of Wuppertal steps, \( N = 30, 50, 70, 100, \) and 150, corresponding to r.m.s. radii \( r = 3.76, 4.77, 5.56, 6.51, \) and 7.77 lattice units respectively. We chose \( r^* = 5.56, \) normalized by exponential fits to each correlation function in the region \( t = [6 : 12], \) calculated error bars with jackknife resampling method, and only included \( t = 1 \) and 2 to avoid making the graph confusing due to the larger error bars. The maximum occurs at approximately \( r = 6.0 \) lattice units, corresponding to 84 Wuppertal smearing steps. This result appears reasonable, since assuming a constant r.m.s. radius in physical units would imply that the r.m.s. radius on the coarser lattice of 4.0 lattice units would scale to \( 4.0 \times 0.114/0.084 = 5.4 \) lattice units on the present lattice, and the pion mass on the finer lattice is somewhat lighter.

Table 3.1: Parameters for optimal sources as defined in Eq. (3.14) and (3.24).

<table>
<thead>
<tr>
<th>lattice</th>
<th>APE smearing</th>
<th>Wuppertal smearing</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a ) [fm]</td>
<td>( A = 1/\beta )</td>
<td>( N_{\text{APE}} )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>0.114</td>
<td>0.3509 2.85 25</td>
<td>3 5.026 40</td>
<td>4.0</td>
</tr>
<tr>
<td>0.084</td>
<td>0.3509 2.85 25</td>
<td>3 7.284 84</td>
<td>6.0</td>
</tr>
</tbody>
</table>

We summarize the final parameters for optimal sources used in this work in Table 3.1. The definitions of Wuppertal smearing in different parameterizations are given by

\[
\psi(x, t) = \left( 1 + \alpha \sum_{i=1}^{3} \left[ U(x, i)\delta_{x+i,y} + U^\dagger(x - \hat{i}, i)\delta_{x-i,y} \right] \right)^N \delta_{y,0} = \left( 1 - \frac{\sigma^2 \nabla^2}{4N} \right)^N \delta_{y,0}
\]

\[
\equiv \left( 1 - \frac{3\sigma^2}{2N} \right)^N \left( 1 + \frac{\sigma^2/4N}{1 - 3\sigma^2/2N} \sum_{i=1}^{3} \left[ U(x, i)\delta_{x+i,y} + U^\dagger(x - \hat{i}, i)\delta_{x-i,y} \right] \right)^N \delta_{y,0}
\]

(3.24)

and the parameters are related by

\[
\alpha = \frac{\sigma^2/4N}{1 - 3\sigma^2/2N}, \quad \sigma^2 = \frac{2N\alpha}{3\alpha + 1/2}.
\]
3.1.3 Composite nucleon operators

In the conclusion of this section, we discuss a method to tune the nucleon interpolating field [PS] that could potentially perform better than those discussed in Sec. 3.1.2. This method is not used for calculations in the present work, however, it may be vital for the future studies.

As pointed out after Eq. (3.11), its main disadvantage is that the quark wave functions are independent. A simple way to improve this is to construct a “composite” nucleon operator

\[ \hat{N}(x) = \sum_i \alpha_i N\left(\tilde{u}^{(A)}(x), \tilde{u}^{(B)}(x), \tilde{d}^{(C)}(x)\right), \]  

(3.25)

where \(\{A, B, C\}_i\) denote the combinations of different types of spatial smearing of the quark fields. Then, our goal is to tune the smearing combinations \(\{A, B, C\}_i\) and their coefficients \(\alpha_i\) so that the interpolating field creates a state which is orthogonal to a number of the lowest excited states\(^2\).

In principle, one can combine Gaussian smeared quarks (3.12) with different width parameters. However, a series of Gaussian-smeared nucleon operators tends to create states which are very close to being “collinear” in the Hilbert space. For example, if the nucleon operators smeared with two different values \(\sigma_1\) and \(\sigma_2\) create states

\[ \hat{N}_1|\Omega\rangle = A(|0\rangle + \alpha_1|1\rangle) + \text{other exc. states}, \]

\[ \hat{N}_2|\Omega\rangle = B(|0\rangle + \alpha_2|1\rangle) + \text{other exc. states}, \]  

(3.26)

with the main contamination given by the state \(|1\rangle\) and \(\alpha_1\) is close to \(\alpha_2\), the linear combination of these states canceling the \(|1\rangle\) state will be very noisy. Instead, one can try adding node(s) to the quark wave functions used in Eq. (3.11) to create a different superposition of \(|0\rangle\) and \(|1\rangle\) states and combine it with one of Eq. (3.26). Further, a number of such operators constitutes a basis of states in which the orthogonalization

\(^2\) We emphasize that one has to suppress the excited states that are separated by the smallest gap from the ground state. The rest of the contamination will be suppressed by the evolution factor \(e^{-\Delta E_{0,\Omega}t}\).
procedure is more stable and reliable, especially when noisy lattice data are used for source optimization.

For example, if some potential model is taken as a crude description of a nucleon, the simplest form one may try is

\[ \tilde{N}(x) = A N\left(\tilde{u}^{(0)}, \tilde{d}^{(0)}\right) + B \left[ N\left(\tilde{u}^{(1)}, \tilde{d}^{(0)}\right) + N\left(\tilde{u}^{(0)}, \tilde{d}^{(1)}\right) + N\left(\tilde{u}^{(0)}, \tilde{d}^{(0)}\right) \right], \]

(3.27)

where \( \tilde{q}^{(0)} \) is the spherically-symmetric ground state wave function (without nodes) of a quark in some model potential and \( \tilde{q}^{(1)} \) is the first excited state (with one node). By tuning \( A \) and \( B \) one may obtain better overlap with the ground state than by tuning the first term alone.

As a preliminary study, we compute an \( 8 \times 8 \) two-point nucleon correlator matrix \( \langle \tilde{N}_i(t)\tilde{N}_j(0) \rangle \) corresponding to eight different nucleon operators at the source and the sink using the BMW ensemble,

\[ \begin{align*}
\tilde{N}_0 &= N\left(\tilde{u}^{(0)}, \tilde{d}^{(0)}\right), \\
\tilde{N}_1 &= N\left(\tilde{u}^{(1)}, \tilde{d}^{(0)}\right), \\
\tilde{N}_2 &= N\left(\tilde{u}^{(0)}, \tilde{d}^{(1)}\right), \\
\tilde{N}_7 &= N\left(\tilde{u}^{(1)}, \tilde{d}^{(1)}\right),
\end{align*} \]

(3.28)

where \( \tilde{q}^{(0)} \) is the Gaussian-smeared quark field (3.12) and \( \tilde{q}^{(1)} \) is the same profile with the covariant Laplacian applied,

\[ \tilde{q}^{(1)} = \Delta \left[ \left(1 + \frac{\sigma^2}{4N} \right)^N \tilde{q} \right](x). \]

(3.29)

Applying the Laplacian to the Gaussian distribution should produce a profile with a node, as indicated by the free-field case

\[ \Delta e^{-\frac{r^2}{2\sigma^2}} = \frac{r^2 - 3\sigma^2}{\sigma^4} e^{-\frac{r^2}{2\sigma^2}}. \]

65
Analyzing the data using traditional variational method [LW90], we extract eigenvalues of the $8 \times 8$ correlator matrix with the sources and sinks (3.28) described above. We show the results in Fig. 3-3 for both Gaussian $\oplus \Delta$-Gaussian smearing and $|0\rangle \oplus |1\rangle$ states in the linear potential. It is notable that in both methods we obtain very similar results, and they do not improve the overlap compared to the factorizable nucleon operator with the optimal choice of the smearing parameters. This may be explained by potentially suboptimal choice of basis in Eq. (3.28), and further study is required to clarify this.

An additional important observation from Fig. 3-3 is that the gaps between the ground state and the excited states are significant and are of the order of the mass of the ground state so that $m_{exc} \sim m_N$. This result is reassuring because it indicates that our operators create little or no admixture of “scattering” $N + \pi$ states which may have much smaller energy gaps from the ground state. This observation will be used in the discussion in Sec. 3.4.
3.2 Three-point correlators on a lattice

3.2.1 Quark-bilinear operators

Computing three-point correlators of nucleons with quark-bilinear operators on a lattice

\[ C_{3pt}^{\Gamma}(x, y) = \langle N(x) \bar{q} \Gamma q \rangle (y) \bar{N}(0) \]  

(3.30)

requires pairing all quark fields with antiquark fields in all possible ways and substituting lattice quark propagators for each pair. There are two types of contractions, connected and disconnected (see Fig. 3-4). Disconnected contractions give non-trivial contributions because the quark loop in Fig. 3-4(b) is evaluated in the presence of the gluon background that connects this loop with the valence quark lines by virtual gluon exchanges.

![Figure 3-4: Wick contractions of quark fields in three-point correlators.](image)

The disconnected contribution is very hard to calculate. Generally, one needs to compute momentum-projected correlators and thus has to sum over the position \( y \) in Eq. (3.30). Doing so requires inverting the Dirac operator for all the \( L_s^3 \) lattice sites in the spatial volume. Although there is some progress in such computations (most notably, see Refs. [D+09, BCS09a, BCS09b]), they are still limited to heavy pion masses and non-chiral fermions.

It is worth noting that the calculation of disconnected contractions is crucial for
such problems as the strange quark content of the nucleon, quark spin contributions to the nucleon spin and, in general, any isosinglet nucleon structure observables or observables associated with one specific flavor. Computing connected contractions gives the complete result only for flavor-nonsinglet contributions, for example, the axial charge and the isovector form factors. However, even if advanced techniques or resources to compute the disconnected contractions become available, one will still have to reduce the noise in MC simulations and contaminations from excited states. Therefore, in this work we focus mostly on isovector observables as a test case to understand the precision that is possible to achieve, and lay the foundations for complete nucleon structure calculations in the future.

3.2.2 Connected three-point quark correlators

In our calculations we use the so-called sequential source method [BDHS]. The sequential source method in this work is motivated by the same reason as in Ref. [H+08, D+02]: it allows one to compute quark-bilinear operators with any Dirac matrix insertion in Eq. (3.30) as well as covariant derivatives. However, when using the sequential source method, one has to fix the time locations of the nucleon source and sink, thus making studying the systematic dependence on the source-sink separation prohibitively expensive. Thus, a separate study of this potential source of systematic effects is necessary, see Sec. 3.4.

Inversion of the Dirac operator on a lattice is a costly procedure, and, unless one uses special stochastic estimator techniques [D+09], one can only compute a small number of fermion propagators $x \leftarrow y$ where $y$ is a fixed point on a lattice:

$$[\mathcal{D}^{-1}]_{\alpha\beta}(x, y) = \langle q_a^\alpha(x) \bar{q}^\beta_b(y) \rangle, \quad (3.31)$$

In addition, one can use the so-called $\gamma_5$-hermiticity of Dirac operators, $\gamma_5 \mathcal{D} \gamma_5 = \mathcal{D}^\dagger$ (the conjugation is applied to all the pairs of "indices", spin, color and coordinate),
to obtain the propagator \( x \leftarrow y \) where \( x \) is a fixed point:

\[
[\mathcal{D}^{-1}(x, y)]_{\alpha\beta}^{ab} = \left[ \gamma_5 \mathcal{D}^{-1}(y, x) \gamma_5 \right]_{\alpha\beta}^{ab}. \tag{3.32}
\]

Every lattice propagator (3.31) or (3.32) requires 12 inversions of the Dirac operator \( \mathcal{D} \) on a lattice to compute all the combinations of spin and color indices.

The main idea of the sequential propagator method is to represent the three-point correlator (3.30) as a trace of the product,

\[
C_{3pt}^{q\ell}(x, y) = \text{Tr}_{\text{spin, color}} \left[ S_{q}^{N\bar{N}}(0; x) \mathcal{D}^{-1}(x, y') U(y', y) D^{-1}(y, 0) \right], \tag{3.33}
\]

where \( U(y, y') \) is the product of the gauge links along some path \( y \rightarrow y' \) \(^3\) and \( S_{q}^{N\bar{N}}(0; x) \) is the sequential source for the pair of a nucleon source and a sink at points \( 0 \) and \( x \), respectively. On a lattice, one successively computes the forward propagator \( \mathcal{D}^{-1}(:, 0) \) \(^4\), the sequential source \( S_{q}^{N\bar{N}}(0; x) \), the backward propagator \( S_{q}^{N\bar{N}}(0; x) \mathcal{D}^{-1}(x, :) \) and, finally, the three-point function(s) \( C_{3pt}^{q\ell}(x, y) \).

A sequential source \( S_{q}^{N\bar{N}} \) depends on a particular type of the nucleon interpolating field, the source and sink locations, the nucleon polarization matrix, and the quark flavor \( q \). One may think of a sequential source as a two-point correlator with one of the valence quark lines in Fig. 3-4(a) cut to insert an operator. Symbolically, one can express a sequential source as

\[
[S_{q}^{N\bar{N}}(0; x)]_{\alpha\beta}^{ab} = \Gamma_{\text{pol}} \left\langle (\delta \tilde{N}_\delta(x)) \cdot (\delta \tilde{q}_\delta^a(0) \tilde{N}_\delta(0)) \right\rangle, \tag{3.34}
\]

where the angular brackets \( \langle \cdots \rangle \) denote (connected) contractions of the remaining valence quarks. One usually computes three-point correlators with a momentum-projected sink, summing \( S(0; x) \) over \( \vec{x} \) with an appropriate phase factor \( e^{-i\vec{p}\cdot\vec{x}} \), and

---

\(^3\) These link paths allow one to construct the finite differences approximating covariant derivatives on a lattice. Computing the three-point correlators with the full set of link paths up to some length ("building blocks") was first used in Ref. [Ren04] and allows efficient computation of a number of point-split quark-bilinear operators in a single run.

\(^4\) The dot "\( \cdot \)" here and below denotes any point on the lattice. Thus, \( \mathcal{D}^{-1}(\cdot, 0) \) is a lattice "vector" of fermion matrices.
using the fact that doing so commutes with the rest of the computation of three-point functions.

If the nucleon interpolating fields are constructed from smeared quark fields one has to apply the smearing kernel from Eq. (3.10)

- to both sides of the lattice quark propagators $U$ and $D$, $Q(x, y) \to \tilde{Q}(x, y) = \int dx' dy' K(x - x') Q(x', y') K(y' - y)$
- and to the sequential source, $S(0; x) \to \tilde{S}(0; x) = \int dx' S(0; x') K(x' - x)$.

Finally, to illustrate the sequential source method, we derive explicitly the expression for the sequential source $S_{du}^{np}$ corresponding to the matrix element $\langle n|d\Gamma u|p\rangle$ between proton and neutron states. Since we are working in the isospin limit, this matrix element is equivalent to the $(u - d)$ combination of the proton matrix elements,

$$S_{du}^{np} = S_{uu}^{pp} - S_{dd}^{pp}. \quad (3.35)$$

This derivation is useful for calculations with so-called twisted boundary conditions (TwBC) in which the spatial boundary conditions on a lattice are non-trivial and different for the $u$ and $d$ quarks allowing one to have fractional (with respect to the lattice momentum quantization) momentum transfer values $Q^2 = -(P' - P)^2$.

We use the definition for the proton and neutron interpolating fields as

$$p = N(u, u, d), \quad n = N(d, d, u). \quad (3.36)$$

The variations of the proton and neutron fields with respect to the quark fields are equal to

$$\frac{\delta}{\delta \bar{u}_a} \bar{p}_\delta = \epsilon^{abc} \left[ \bar{f}_{a\beta\gamma\delta} + \bar{f}_{b\alpha\gamma\delta} \right] \bar{d}_\gamma^c u_\beta^b,$$

$$n^{\gamma'} \frac{\delta}{\delta d_\alpha^{\gamma'}} = \epsilon^{c'b'c'} \left[ f_{a'\beta'\gamma'\delta'} + f_{b'\alpha'\gamma'\delta'} \right] d_{\beta'}^{b'} u_{\gamma'}^c.$$

Substituting the above expressions into Eq. (3.34) and using $f_{a\beta\gamma\delta} = (\frac{1 + \gamma_5}{2})_{a\delta} S_{\gamma\beta}$ and
\[\frac{1 + \gamma_4}{2} \Gamma^{Pol} = \Gamma^{pol} \frac{1 + \gamma_4}{2} = \Gamma^{pol},\]

we get

\[\left[ S^{a\bar{b}}_{du}(0; x) \right]_{\alpha\alpha'}^{aa'} = \Gamma^{pol}_{\beta\delta} \varepsilon^{a'b'c'} \varepsilon^{abc} \left[ f_{a'' \beta ' \gamma ' \delta '} + f_{\beta ' \alpha ' \gamma ' \delta '} \right] \left[ \tilde{f}_{\alpha \beta \gamma \delta} + \tilde{f}_{\beta \alpha \gamma \delta} \right] \left( - U_{\gamma ' \delta '}^b D_{\beta ' c'}^c \right) \]

\[= \varepsilon^{a'b'c'} \varepsilon^{abc} \left[ \Gamma^{pol}_{\alpha \alpha'} (SU)_{\beta \gamma}^{bc} (DS^*)_{\beta \gamma}^{bc} + (SU \Gamma^{pol})_{\beta \alpha}^{ba'} (DS^*)_{\beta \alpha}^{ba} - (SU S^*)_{\alpha \beta}^{a'b} (\Gamma^{pol} D)_{\alpha \beta}^{ab} + (SU \Gamma^{pol} DS^*)_{\alpha \beta}^{a'b} (DS)_{\alpha \beta}^{ab} \right],\]

where \( U = \langle u_x \bar{u}_0 \rangle = \Phi_u^{-1}(x, 0) \) and \( D = \langle d_x \bar{d}_0 \rangle = \Phi_d^{-1}(x, 0) \).

We leave it to the reader to check that the relation (3.35) holds.

### 3.2.3 Composite sources

In this section we would like to summarize briefly the problems of computing three-point functions with the composite sources discussed in Sec. 3.1.3. As we have described in Sec. 3.2.2 one must plan carefully the order of computing quark propagators and contracting them into two- and three-point correlators to maximize the useful output of a calculation. Generally, with simple ("factorizable") sources one has to compute one forward propagator and, separately, one backward propagator for each flavor and sink position (or, equivalently, sink spatial momentum). The parity projection \( \frac{1 + \gamma_4}{2} \) further reduces the number of inversions by a factor of two.

However, if one constructs a nucleon state with a composite nucleon operator, each term in Eq. (3.25) requires the calculation of a separate full set of inversions and contractions multiplying the cost by an integer factor. It is remarkable that the composite nucleon sink does not require additional computations except for smearing and computing contractions in the sequential sources \( S_q^{(i)} \).

Thus, the most effective strategy is to use a composite nucleon sink and a simple nucleon source. Unfortunately, such approach will result in asymmetric plateaus even for forward matrix elements which are usually the "gold-plated" quantities computed on a lattice. One needs to implement a convoluted fitting procedure to extract nucleon matrix elements from such plateaus that takes into account the fact that the data points closer to the sink are more credible than those closer to the source.
In practice, however, calculations with an asymmetric source-sink pair may be the only reasonable choice to study the nucleon form factors at non-zero momentum transfer. According to the recent study in Ref. [LCE+10], optimal source parameters may depend on the momentum of a nucleon state. However, in the present calculations momentum projection is performed for sink and operator locations while the position of a source is fixed and thus contains all possible momenta. Hence, it is impossible to tune both the source and the sink to suppress the most dangerous excited states. Instead, tuning of the sink can be performed at each sink momentum separately with negligible additional cost required for separate smearing of quark propagators.

### 3.3 Form Factors

#### 3.3.1 Transfer matrix expressions

In order to calculate nucleon matrix elements, we compute the three-point polarized nucleon correlators involving the vector current, along with the two-point correlators [H+08]:

\[
C_{2pt}(t, P) = \sum_{\vec{x}, \vec{y}} e^{-i\vec{P} \cdot \vec{x}} \sum_{\alpha\beta} (\Gamma_{pol})_{\alpha\beta} \langle N_{\beta}(\vec{x}, t) \bar{N}_{\alpha}(0, 0) \rangle,
\]

\[
C_{3pt}^{\mathcal{O}}(\tau, T; P, P') = \sum_{\vec{x}, \vec{y}} e^{-i\vec{P} \cdot \vec{x} + i(\vec{P}' \cdot \vec{P}) \tau} \sum_{\alpha\beta} (\Gamma_{pol})_{\alpha\beta} \langle N_{\beta}(\vec{x}, T) \mathcal{O}(\vec{y}, \tau) \bar{N}_{\alpha}(0, 0) \rangle
\]

where \(N_{\beta}, \bar{N}_{\alpha}\) are the lattice nucleon operators; \(\langle \Omega \mid N_{\alpha}(x) \mid P, \sigma \rangle = \sqrt{Z(P)} J^{(\sigma)}_{\alpha}(P)e^{-iP \cdot x}\), with \(Z(P)\) parameterizing the overlap with the nucleon ground state; \((\Gamma_{pol})_{\alpha\beta} = \frac{1+i\gamma_5}{2} \frac{1-i\gamma_5}{2}\) is the spin and parity projection matrix\(^5\); and \(\mathcal{O}\) is the operator in ques-

\(^5\) In this subsection, we use Euclidean \(\gamma\)-matrices, \((\gamma^\mu)^\dagger = \gamma^\mu, \{\gamma^\mu, \gamma^\nu\} = 2\delta^{\mu\nu}\).
In the transfer matrix formalism, these correlators take the form

\[ C_{2\text{pt}}(t, P) = \frac{Z(P)e^{-Et}}{2E} \text{Tr} \left[ \Gamma_{\text{pol}} \left( i\not{P} + M_N \right) \right] + \text{excited states}, \quad (3.39) \]

\[ C_{3\text{pt}}(\tau, T; P, P') = \frac{\sqrt{Z(P') \cdot Z(P)} e^{-E'(T-\tau) - E_T}}{2E' \cdot 2E} \times \]

\[ \times \text{Tr} \left[ \Gamma_{\text{pol}} \left( i\not{P'} + M_N \right) \Gamma(P', P) (i\not{P} + M_N) \right] + \text{excited states}, \quad (3.40) \]

where \( E \) and \( E' \) are the ground state energies of the initial and final nucleon states and \( \Gamma(P', P) \) is the vertex corresponding to an operator \( O \),

\[ \langle N(P', S')|O(0)|N(P, S)\rangle = \bar{U}(P', S')\Gamma(P', P)U(P, S), \quad (3.41) \]

which is parameterized with corresponding form factors, e.g. Dirac and Pauli form factors for the electromagnetic current operator. Excited state contributions have generally similar forms with different \( Z \)-factors, vertices and higher energies \( E_{\text{exc}} > E \). The systematic effects related to them will be discussed in Sec. 3.4.

Equations (3.39,3.40) describe the evolution of an on-shell particle with energy \( E = \sqrt{P^2 + M_N^2} \) with the Euclidean time. After the Wick rotation, the Euclidean 4-momentum \( P \) must have an imaginary time component, resulting in

\[ P^{\text{Euc}} = (P, -iE) = (P, -i\sqrt{P^2 + M_N^2}). \quad (3.42) \]

Note that the polarization matrix \( (i\not{P} + M_N) \) constructed with Euclidean \( \gamma \)-matrices (3.43) directly corresponds to the polarization matrix \( (\not{P}^{\text{Mink}} + M_N) \) constructed from Minkowski 4-momentum and \( \gamma \)-matrices,

\[ (\gamma_{1,2,3})^{\text{Euc}} = i(\gamma_{1,2,3})^{\text{Mink}}, \quad (\gamma_4)^{\text{Euc}} = (\gamma_4)^{\text{Mink}}, \quad (\gamma_5)^{\text{Euc}} \equiv \Gamma(15) \equiv (\gamma_1\gamma_2\gamma_3\gamma_4)^{\text{Euc}} = (\gamma_5)^{\text{Mink}} \quad (3.43) \]

\[ i\not{P}^{\text{Euc}} \equiv i(\sum_i P_{i}^{\text{Euc}} \gamma_i^{\text{Euc}}) = \not{P}^{\text{Mink}} \equiv (P\gamma_\mu)^{\text{Mink}} \equiv (E\gamma^0 - \not{P}^{\text{Mink}} \cdot \gamma^{\text{Mink}}) \quad (3.44) \]
3.3.2 Nucleon matrix elements

In order to extract nucleon matrix elements (3.41) we combine lattice nucleon correlators (3.39, 3.40) into the usual ratio of three- and two-point correlation functions [H+08], which we find useful to write in a convenient and illuminating new form as follows. First, we define two ratios, a normalization ratio, $R_N$, and an asymmetry ratio, $R_A$,

$$R_N \equiv \frac{C_{3pt}^O(\tau, T; P, P')}{\sqrt{C_{2pt}(T, P)C_{2pt}(T, P')}}$$

$$R_A \equiv \sqrt{\frac{C_{2pt}(T - \tau, P)C_{2pt}(\tau, P')}{C_{2pt}(T - \tau, P')C_{2pt}(\tau, P')}}.$$  (3.46)

The physical matrix element is then given by the product

$$R^O \equiv R_NR_A = \frac{C_{3pt}^O(\tau, T; P, P')}{\sqrt{C_{2pt}(T, P)C_{2pt}(T, P')}} \sqrt{\frac{C_{2pt}(T - \tau, P)C_{2pt}(\tau, P')}{C_{2pt}(T - \tau, P')C_{2pt}(\tau, P')}} \sum_{S, S'} \frac{(U(P, S)\Gamma_{pol}(P', S')) \cdot (P', S')|O|P, S)}{\sqrt{2E(E + M_N) \cdot 2E'(E' + M_N)}}.$$  (3.47)

The normalization ratio $R_N$ has the property that all the lattice-dependent overlap factors $Z$ for the ground state cancel out, which motivates its name, and in the case of forward matrix elements $P = P'$ it yields the final result for the corresponding matrix element. The asymmetry ratio $R_A$ compensates the asymmetric exponential $\tau$ dependence of the three-point correlator, thus motivating its name. In the absence of excited states, it would be equal to $\exp[-(E' - E)(\tau - T/2)]$ and in the forward case, $P' = P$, this ratio is trivial and equal to one, $R_A(\tau)|_{P'=P} \equiv 1$. In the general case, $P' \neq P$, this ratio is still identically one in the center of the plateau, $\tau = T/2$, and by construction possesses the following symmetry around the plateau center: $R_A(T - \tau) = 1/R_A(\tau)$.

The limits $\{T, \tau, T - \tau\} \to \infty$ should be taken to get rid of excited state contaminations. In practice, this requires adopting a value of source-sink separation $T$ large enough so that the excited state contributions to Eq. (3.47) are negligible com-
pared to the other sources of errors and using only points that are close to the center of plateaus. We will explicitly explore the contributions of excited states to $R^O$ in Sec. 3.4, where the decomposition into the product $R_NR_A$ will prove extremely useful.

Table 3.2: A set of momentum combinations satisfying $|p_i| \leq 1$ for the high precision form factors.

| # | \langle \text{out} | \text{in} \rangle | Q^2 [\text{GeV}^2] |
|---|-----------------|-----------------|
| 1 | \langle 0, 0, 0 | 0, 0, 0 \rangle, \langle -1, 0, 0 | -1, 0, 0 \rangle | 0.0 |
| 2 | \langle 0, 0, 1 | 0, 0, 0 \rangle, \langle -1, 0, 0 | 0, 0, 0 \rangle | 0.203 |
| 3 | \langle -1, 0, 0 | -1, 0, 1 \rangle | 0.204 |
| 4 | \langle 0, 0, 0 | 1, 1, 0 \rangle | 0.391 |
| 5 | \langle -1, 0, 0 | -1, 1, 1 \rangle | 0.395 |
| 6 | \langle -1, 0, 0 | 0, 0, 1 \rangle | 0.422 |
| 7 | \langle 0, 0, 0 | 1, 1, 1 \rangle | 0.568 |
| 8 | \langle -1, 0, 0 | 0, 1, 1 \rangle | 0.626 |
| 9 | \langle -1, 0, 0 | 1, 1, 0 \rangle | 0.844 |
| 10 | \langle -1, 0, 0 | 1, 1, 0 \rangle | 1.048 |

In order to obtain the most precise information on the form factors, one may constrain the in- and out- lattice nucleon momenta to have components $0, \pm 1$. A list of such momentum combinations (one representative for each group with respect to spatial symmetry) is given in Table 3.2, together with the corresponding momentum transfer values $Q^2$ for the fine Domain Wall lattice with $m_\pi = 297$ Mev. Higher momentum components are subject to stronger finite lattice spacing effects, i.e., discretization errors and dispersion relation deviations from the continuum expression. There is also an indication (see Sec. 3.4.1) that such states have larger excited state contaminations.

### 3.3.3 Overdetermined analysis of form factors

The nucleon matrix elements computed in Sec. 3.3.2 are parameterized by linear combinations of form factors. These form factors depend only on Lorentz-invariant momentum transfer $Q^2 = -(P' - P)^2$. At any fixed $Q^2$, there is usually a set of nucleon matrix elements corresponding to different in- and out-momenta and/or operator components, e.g., the four components of the vector current. Hence, for this
usual case of multiple matrix elements, one can extract form factor values by solving an overdetermined system of equations. This is best demonstrated with the vector current form factors, Dirac $F_1$ and Pauli $F_2$,

$$
\Gamma^\mu (P', P) = F_1(Q^2) \gamma^\mu + F_2(Q^2) \frac{i \sigma^{\mu \nu} q_\nu}{2M_N}, \quad q = P' - P, \quad Q^2 = -q^2. \quad (3.48)
$$

Transforming the above expression to Euclidean space and substituting it into Eq. (3.40) and then Eq. (3.47) and neglecting the excited states, we obtain an overdetermined system of equations for the form factors $F_{1,2}(Q^2)$:

$$
A_{\alpha 1} F_1 + A_{\alpha 2} F_2 = R_{\alpha}, \quad (3.49)
$$

where $\alpha$ is a composite index specifying the component of the current, "$\mu$", and the initial and final nucleon momenta. The right-hand side in Eq. (3.49), $R_{\alpha}$, is a set of matrix elements evaluated using Eq. (3.47) from nucleon correlators computed on a lattice.

We find the solution of the overdetermined system (3.49) from a linear fit, which minimizes the functional

$$
\mathcal{F} = \sum_{\alpha \beta} (A_{\alpha 1} F_i - R_{\alpha}) C^{-1}_{\alpha \beta} (A_{\beta 2} F_j - R_{\beta}), \quad (3.50)
$$

where $C_{\alpha \beta}$ is the estimation of the covariance matrix of $R_{\alpha}$,

$$
C_{\alpha \beta} = \frac{1}{N - 1} \left( \langle \langle R_{\alpha} R_{\beta} \rangle \rangle - \langle \langle R_{\alpha} \rangle \rangle \langle \langle R_{\beta} \rangle \rangle \right), \quad (3.51)
$$

with the double brackets denoting an ensemble average. Using the covariance matrix is crucial because the lattice correlation functions are often correlated.

Since the estimated covariance matrix may be ill-determined, it can introduce uncontrollable errors into the extracted form factors. In general, a covariance matrix is notoriously difficult to estimate reliably in statistical analyses. To make sure the linear fitting gives correct result, we repeat the analysis with only the diagonal elements of
the covariance matrix $C_{aa}$, which is equivalent to an uncorrelated linear fit. The comparison of these two schemes is presented in Fig. 3-5, for a fine Domain Wall lattice with $m_\pi = 297$ MeV. We find that the form factors determined with the uncorrelated fit (“uncorr”) are consistent with the results from the correlated fits (“full”).

The overdetermined system (3.49) contains a subclass of equations which have an exactly zero left-hand side: $A_{ai} = 0$, $i = 1, 2$. The computed lattice value of the right-hand side $R_\alpha$ is not required to be zero identically. In an uncorrelated fit, such equations decouple and do not contribute to the solution. In contrast, the correlated fit result depends on the r.h.s. of such equations because of the correlation matrix, and thus utilizes the input from lattice calculations better. In addition, by fitting the equations with a vanishing left-hand side, we check the symmetries of the electromagnetic vertex (3.48) statistically. Figure 3-5 also shows the agreement of the full overdetermined system solution (“full”) and the system without zero left-hand side equations (“non-zero”), confirming the consistency of our analysis.
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Figure 3-5: Comparison of the nucleon isovector form factors extracted from the full overdetermined system, only nonzero equations, uncorrelated fit the system with averaged equivalent equations (avg-equiv), for the momentum combinations listed in Tab. 3.2. These types of analysis are also described in the text.

The dimension of the overdetermined system may be large, especially when many momentum combinations are included. For example, the most precise point for $Q^2 > 0$ corresponds to the matrix element $(0,0,0|V^\mu(0)|1,0,0)$. Including all $V^\mu$
components, together with spatial rotations and reflections gives 48 equations, only 16 of which are nonzero. It is useful to combine all the nucleon matrix elements for each fixed $Q^2$ into equivalence classes based on the spatial (rotational and reflection) symmetry. We adopted the following heuristic equivalence criteria\(^6\) for three-point functions:

1. The momenta of in- and out-states must be equivalent under the spatial symmetry.

2. The corresponding coefficients $A_{\alpha i}$ in Eq. (3.49) must be equal up to an overall sign.

3. The components of the current operator must be both temporal or both spatial and both real or both imaginary parts of a matrix element.

Blocking the three-point correlators within equivalence classes is advantageous for two reasons. First, this reduces the dimension of the system of equations (3.49) and the covariance matrix we need to estimate, and we note that blocking strongly correlated values improves the covariance matrix condition number. Second, we may block the three- and two-point correlators separately before computing the ratio (3.47). Doing so improves the ratio method in Eq. (3.47) by reducing the fluctuations of the denominator because of the two-point correlators. We compare the form factor extraction results using this method ("avg-equiv") to other methods in Fig. 3-5 and find that this averaging does not introduce any systematic errors.

The main method we use to extract the final set of the form factors is the correlated fit to the reduced (i.e., the system with no equations whose left-hand side is zero) overdetermined system with blocked equivalent equations.

\(^6\) We did not classify the matrix elements according to the hypercubic lattice symmetry. Instead we use the relations derived in the continuum theory. Thus these criteria may be thought of as numerical means to improve the condition number of a linear system we need to solve.
3.4 Role of excited states

The lattice matrix elements may have systematic bias due to the excited and/or unphysical oscillating states [SN07, LBO+08, OY08] present in two- and three-point correlators. The oscillating states appear because there is no transfer matrix for the *Domain Wall* action [SN07]. To control it, we solve the overdetermined system separately for each location of the operator and examine the plateau for the extracted form factors. Examples are shown in Fig. 3-6. Because of the tuning of the quark sources, the contributions from contaminating states to the matrix element plateaus close to their centers are suppressed and very small.

![Figure 3-6: Nucleon isovector form factor plateaus for the lightest $m_\pi = 297$ MeV ensemble.](image)

Analyzing plateaus is usually reduced to observing that they have little curvature from decaying “tails” from the source and the sink. This method has two problems. First, there is no figure of merit that could tell us if a particular plateau is good enough to be credible. Second, the form of the plateau provides little information about contributions which are not tail-like but are suppressed by the total separation between nucleon operators, $\sim e^{-\alpha T}$, $T = t_{\text{snk}} - t_{\text{src}}$.

A method to ensure that excited state contaminations present no problem is to compute three-point correlators with a number of different separations $T = t_{\text{snk}} - t_{\text{src}}$. However, doing so requires proportional increase in the cost of the calculations. In addition, the discrepancy between the results with different separations $T$ can
be hidden by larger stochastic errors at larger $T$, and one will have to quote the uncertainties from the calculation with the largest separation, thus making precise, small separation calculations useless.

Instead of comparing different separations $T$, we analyze the lattice data at a fixed separation to understand how big the excited contaminations are. In Section 3.4.1 we estimate such contaminations from a simple model and in Section 3.4.2 we fit the plateaus directly.

### 3.4.1 Two-state model

To put quantitative bounds on excited state contributions to the matrix elements, we study first the excited states in the nucleon correlators. The nucleon two-point correlation functions have less stochastic variation and thus can provide very precise information on the presence of states other than ground. For example, with our current statistics the parameters of a fit with three states can be constrained very well:

$$C_{2pt}(t; P) = Z_0(P)e^{-E_0t} + Z_1(P)e^{-E_1t} + (-1)^t Z_{osc}(P)e^{-E_{osc}t}, \quad Z_{0,1} > 0,$$

(3.52)

where $Z_0$, $Z_1$, and $Z_{osc}$ denote the overlaps of the nucleon interpolating field with the ground, the first excited and the unphysical oscillating states, respectively. Having estimated the energy gap $\Delta E_{10}(P) = E_1(P) - E_0(P)$ and the magnitude of the contamination $Z_1(P)/Z_0(P)$, one can put bounds on the excited state contribution to the matrix elements computed from the two- and three-point lattice nucleon correlators.

The ratio formula (3.47) for physical matrix elements has two factors: $R^{V'} \equiv R_N R_A$. Excited states can potentially contribute to either one. First, we study the asymmetry ratio, $R_A$, defined in Eq. (3.46). As was pointed out above, this factor compensates the asymmetric $\tau$ dependence in $R_N$, and in the absence of excited states it would be equal to $\exp[-(E' - E)(\tau - T/2)]$. Although this factor involves different two-point functions, their excited state contributions appear to cancel each other to a large extent, as shown in Fig. 3-7. Figure 3-7(a) shows the ratio of $R_A$ to
the exponential result in the absence of excited states

\[
\frac{R_A(\tau)}{e^{-(E' - E)(\tau - T/2)}} = \sqrt{\frac{C_{2pt}(T-\tau,P)C_{2pt}(\tau,P')}{C_{2pt}(T-\tau,P')C_{2pt}(\tau,P)}}
\]

(3.53)

where \((E' - E)\) in the denominator is determined by the best fit to \(R_A\) in the range \(3 \leq \tau \leq 6\). The fact that this ratio is unity within 1% over the plateau in the range \(3 \leq \tau \leq 9\) indicates that excited state contributions are negligible. Furthermore, Figure 3-7(b) shows the effective ground state energy difference

\[
\delta E^{\text{eff}}(t) = \log \left[ \frac{C_{2pt}(t, P')}{C_{2pt}(t + 1, P')} \right] \frac{C_{2pt}(t, P)}{C_{2pt}(t + 1, P)}
\]

(3.54)

which in the absence of any excited state contaminants, would simply be \(\delta E^{\text{eff}}(t) = (E' - E)\). For comparison, the values of \(E' - E\) determined above are plotted on the same graph, and agree nicely in the fiducial range \(2 \leq \tau \leq 10\). Thus, we neglect small contaminations from this factor.
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(a) Ratio \(A(\tau)\) in Eq. (3.53)  (b) Effective energy difference (3.54) in lattice units and the fit values of \(E' - E\) used in panel (a)

Figure 3-7: Illustration of remarkable cancellation between contaminations in all \(\vec{P}' \neq \vec{0}\) and \(\vec{P} = \vec{0}\) two-point correlators.

Second, we estimate the contribution to \(R_N\) defined in Eq. (3.45) assuming only
one excited state and no oscillating term\footnote{We neglect the contribution of oscillating states because they decay even faster than excited states.}:

\[
C_{3\text{pt}}(\tau, T) \approx C_{3\text{pt}}(\tau, T) \left[ 1 + \frac{Z_1}{Z_0} \frac{O'_{\psi 1}}{O'_{00}} e^{-\Delta E \tau} + \frac{Z'_1}{Z'_0} \frac{O'_{10}}{O'_{00}} e^{-\Delta E' (T-\tau)} + \frac{Z'_1Z_1}{Z'_0Z_0} \frac{O'_{1'1}}{O'_{0'0}} e^{-\Delta E' (T-\tau)-\Delta E \tau} \right],
\]

\[
\frac{C_{3\text{pt}}(\tau, T)}{\sqrt{C_{2\text{pt}}(T)C'_{2\text{pt}}(T)}} \approx \left( \frac{C_{3\text{pt}}(\tau, T)}{\sqrt{C_{2\text{pt}}(T)C'_{2\text{pt}}(T)}} \right) \times \left[ 1 + \frac{O'_{\psi 1}}{O'_{00}} \delta R_{10}(\tau) + \frac{O'_{10}}{O'_{00}} \delta R'_{10}(T - \tau) + \frac{O'_{1'1}}{O'_{0'0}} \delta R_{10}(\tau) \delta R'_{10}(T - \tau) - \frac{1}{2} (\delta R_{11} + \delta R'_{11}) \right],
\]

where

\[
\delta R_{10}(\tau) = \sqrt{\frac{Z_1^{(t)}}{Z_0^{(t)}}} e^{-\Delta E^{(t)} \tau}, \quad \delta R_{11}(\tau) = \sqrt{\frac{Z_1^{(t)}}{Z_0^{(t)}}} e^{-\Delta E^{(t)} T} = \left[ \delta R_{10}^{(t)}(T/2) \right]^2,
\]

and we have expanded Eq. (3.45) assuming that $\delta R_{11}^{(t)} \ll 1$. The value of the suppression factor $\delta R_{10}^{(t)}(\tau)$ is shown in Fig. 3-8. Its values are estimated using parameters $Z_{0,1}$, $E_{1,0}$ from the fit using Eq. (3.52), and the errors are computed using the jackknife procedure. It is remarkable that $\delta R_{10}^{(t)}(\tau)$ falls off steeply with $\tau$. As a result, its contribution can be easily detected and removed by fitting the plateau with

\[
R^0(\tau) \approx C_0 + C_1 e^{-\Delta E \tau} + C_1' e^{-\Delta E' (T-\tau)}.
\]

From Fig. 3-8 one may estimate the last two terms in the contamination formula (3.55), suppressed by $\delta R_{11}^{(t)}$ and $\delta R_{10}(\tau) \delta R'_{10}(T - \tau)$. If one assumes further that the excited state matrix elements are at most of the same order as the ground state matrix elements, $\frac{O'_{\psi 1}}{O'_{00}} \ll 1$, the effect of the last two terms in Eq. (3.55) is well below 1%. It is also worth noting that higher momentum matrix elements with $\vec{p} = (0, 0, 2)$ may contain substantially larger contamination, as compared to lower momentum matrix elements.
Such matrix elements are excluded from our analysis.

![Figure 3-8: Suppression factor for the excited state contributions $\delta R_{10}(\tau)$ (3.56), as estimated from fitting the two-point function.](image)

### 3.4.2 Plateau fits

Finally, we compare the form factors extracted using the plateau average with those from fitting the $\tau$ dependence to Eq. (3.57). Because of the uncertainty in the two-point correlator fitting parameters, we perform fits for a range of mass gaps $\Delta M_N = 0.4$, 0.6 and 0.8 (see also Sec. 3.1.3), which bracket the fitted values from different fitting ranges and fitting with or without the oscillating term in Eq. (3.52). The energy gaps $\Delta E$ for the $\tilde{P} \neq 0$ states are computed using the continuum dispersion formula $E = \sqrt{M_N^2 + \tilde{P}^2}$ for both the ground and the excited states. The result is statistically independent of the mass gap value used (see Fig. 3-9) and is stable when fitting inside the region $2 \leq \tau \leq 10$. The complete consistency between conventional plateau averages and results from the analysis with excited state contaminants separated from the physical ground state contribution clearly indicates the absence of systematic errors from excited state contaminants in our present results.

In addition, we also compare the results of the calculations with two different source-sink separations, $T = 12$ and $T = 14$. We expect that the noise from the coherent sink technique [B+10], if any, is worse for the larger $T$, for which an unwanted adjacent sink is closer. Hence, in the case of $T = 14$, we have used independent backward propagators to check that this is not a problem. The typical plateaus for
Figure 3-9: Comparison of the isovector nucleon form factors extracted from plateau averages and from fitting plateaus to the formula (3.57). Results are computed on a fine Domain Wall lattice with $m_\pi = 297$ MeV, with $T = 12$ and $T = 14$ Euclidean time separations. Horizontal axis corresponds to momentum combinations listed in Tab. 3.2.

Figure 3-10: Comparison of $F_1^{u-d}$ plateau using coherent backward propagators with $T = 12$ and independent backward propagators with $T = 14$. The momentum transfer $Q^2$ corresponds to $\langle 000|011 \rangle$.

$T = 12$ and $T = 14$ separations computed on a subset of the fine Domain Wall lattice with $m_\pi = 297$ MeV ensemble are shown in Fig. 3-10 and they demonstrate agreement within statistics. The results (plateau averages) for the vector form factors for different momentum transfer $Q^2$ with separations $T = 12$ and 14 are also compared in Fig. 3-9 above. The agreement of results using two different separations and techniques directly indicates that our method does not suffer from the systematic
effects due to excited states or the coherent propagator technique [B+10].

Summary

The procedure summarized above enables construction of states on a lattice that reproduce the nucleon ground state to the precision necessary for computing nucleon matrix elements. We find out that nucleon excited states and states with wrong quantum numbers can be suppressed by a combination of methods, and the parameters can be tuned for each gauge configuration ensemble. In addition, we can estimate and set an upper bound on the systematic errors coming from excited states. Finally, we point out that development of additional techniques to create nucleon states on a lattice may be required as lattice calculations approach the physical pion mass.
Chapter 4

Renormalization of Lattice
Quark-Bilinear Operators

In this section we discuss how the nucleon structure observables calculated on a lattice should be renormalized before comparing with experimental results. Generally, it requires matching between lattice and continuum calculations quark correlators. In Section 4.1 we discuss some general aspects of renormalization of lattice observables. We mention briefly the renormalization using lattice perturbation theory in Sec. 4.1.1, and proceed to the nonperturbative renormalization methods in Sec. 4.2, which is used as the main method in this work. We present the details of matching between continuum and lattice observables in Section 4.3, and analyze possible sources of systematic bias arising from this matching. The final numbers for lattice renormalization coefficients are collected in Appendix C.

4.1 General aspects of renormalization

4.1.1 Linking lattice calculations and experiment

Lattice QCD is a gauge theory regularized by the introduction of a space-time lattice, making path integrals finite-dimensional. Generally an operator constructed on a lattice requires renormalization since their computed matrix elements are bare values
with fixed ultraviolet cutoff determined by the inverse lattice spacing $\Lambda_{\text{lat}} = a^{-1}$. To make comparisons to experimental values possible, one has to convert these values to an appropriate renormalization scheme, which is usually the $\overline{\text{MS}}$ scheme at the scale $\mu^2 = (2\text{GeV})^2$ widely used in phenomenology.

One possible approach to this problem is to compare perturbative calculations in lattice and continuum theories. While the perturbation theory in continuum QCD is well-developed and boasts calculations up to four loops, the perturbative computations in lattice QCD are much more complex. So far, most of lattice perturbative calculations are limited to one loop. This limitation is especially bad because one usually has a rather small ultraviolet cutoff; current lattice simulations are performed with lattice spacing values $a^{-1} \lesssim 4$ GeV. One might worry that the strong coupling $\alpha_S$ at this scale is large, and the convergence of lattice perturbation calculations is expected to be slow, invalidating one-loop calculations. In addition, it is very hard to estimate the systematic effects due to perturbative series truncation $[B^+10]$.

The convergence of perturbative renormalization factors may be improved by the tadpole improvement of perturbation theory $[LM93]$. For example, the one-loop perturbative renormalization factors were computed for mixed action calculations $[Bis05]$. Below in this chapter we will compare the calculation in Ref. $[Bis05]$ to the nonperturbative calculation (see Sec. 4.4).

4.1.2 Mixing of lattice operators

Under renormalization, different lattice operators can mix with each other. In this section we discuss what consequences this mixing may have for our calculations and how it can be avoided.

Firstly, there is physical mixing between flavor-singlet quark and gluon contributions to the nucleon structure observables, e.g., nucleon momentum, angular momentum and structure functions. In the DGLAP evolution equations this corresponds to the mixing of quark and gluon distribution functions, if the former are not protected by conservation laws$^1$. For proper renormalization of the quark contribution

---

$^1$ This is not the case for the isovector components, e.g. $u(x) - d(x)$ which is protected by the
to the nucleon structure the gluon counterpart which mixes with it must also be computed. However, because of the stochastic noise associated with fluctuations in the gluon field, the gluon contributions requires roughly the same computational resources as disconnected diagrams and therefore have been neglected in this work. Therefore, presently we have to neglect the mixing of quark and gluon observables. The uncertainty because of quark-gluon mixing is relevant only to isosinglet quark observables. Since the isosinglet channel has also uncertainty from the disconnected contractions (see Sec. 3.2), we find it useful to concentrate on isovector observables, which do not have such complications, and treat the results for isoscalar observables as approximate.

Secondly, the lattice regularization reduces the rotational symmetry, as was discussed in Sec. 2.4. This results in irreducible "spin" representations of $SO(4)$ breaking up into a finite number of representations of the hypercubic group $H(4)$ [G+96a]. If operators of different spins and/or dimensions have components in the same $H(4)$ representation they can mix; this mixing is unphysical and a pure lattice artifact. In our study, we compute the matrix elements of twist-2 operators, which are the series of operators with growing dimension and spin. In the continuum, these operators are protected from mixing because they belong to different representations of $SO(4)$. On a lattice, however, the number of representations of the lattice "rotation group" $H(4)$ is finite, and the higher-dimensional operators will imminently mix with lower-dimensional operators. The mixing coefficient is necessarily dimensionful and determined by the lattice cutoff $\Lambda_{\text{lat}} = a^{-1}$ and it diverges in the continuum limit [BBCR95, G+96b] prohibiting reliable calculation of higher-dimensional operators on a lattice [G+96a]. Practically, we are limited to computing the twist-2 operators up to dimension $d = 6$. For the operators with $d \leq 6$ we have to choose carefully the $H(4)$ representations to avoid mixing [D+02, H+03].

In principle, it is possible to find the mixing coefficients nonperturbatively and subtract the lower-dimensional contributions as was done in Ref. [G+05a].
4.1.3 Special cases of lattice renormalization

In some special cases the renormalization of lattice operators is not required or is very simple. For example, in the computation of vector form factors one can use the forward value of the Dirac form factor as the renormalization factor. Because the vector current is conserved, the total charge $g_V = F_1^{\text{ren}}(0)$ is determined by the number of valence quarks. Thus, renormalizing the vector current $\bar{q}\gamma^\mu q$ is trivial:

$$\langle N| J_{\text{ren}}^\mu |N \rangle = \frac{Q_{\text{val}}}{F_1^{\text{lat}}(0)} \langle N| [\bar{q}\gamma^\mu q]_{\text{lat}} |N \rangle,$$

(4.1)

where $Q_{\text{val}}$ is the total charge of the valence quarks in the state $|N\rangle$. Although we say that the vector current is conserved, its particular lattice representation may still have multiplicative renormalization. There is, of course, the true conserved current generated by the $U(1)\gamma$ symmetry of the action, but it usually involves fermion fields from several lattice sites, i.e., it is not site-local, and it is inconvenient for numerical reasons. Instead of it, one usually employs the site-local current $\bar{\psi}_x \gamma^\mu \psi_x$ and renormalizes it with Eq. (4.1).

In the case of Wilson(-Clover) fermions, the conserved current has the form

$$V_{x,\mu}^{\text{Wilson}} = \bar{\psi}_{x+\hat{\mu}} U_{x,\mu}^\dagger \frac{1 + \gamma_\mu}{2} \psi_x - \bar{\psi}_x U_{x,\mu} \frac{1 - \gamma_\mu}{2} \psi_{x+\hat{\mu}},$$

(4.2)

for which one may directly check using the equations of motion for $\psi$ following from Wilson(-Clover) action (2.19,2.20) that its divergence is zero,

$$(\nabla_\mu V_\mu)_x = \sum_\mu [V_{x,\mu} - V_{x-\hat{\mu},\mu}] = 0, \quad \text{[eqn. of motion]} \tag{4.3}$$

and the correlators with this current operator satisfy the corresponding Ward identity. Using the Ward identity for the conserved current, one can show that $Z_V \equiv 1$ in the lattice gauge theory with Wilson(-Clover) fermion action. As we will see below in Sec. 4.2, in the nonperturbative renormalization method one can extract the quark field renormalization $Z_\psi$ using the fact that the conserved current is not renormalized.
Another important case of renormalization is the 5D partially-conserved axial current of domain wall fermions. As we have seen in Sec. 2.3.3, one can construct the axial current $A_i$ which is partially conserved. This current should also satisfy the corresponding Ward identity and have no renormalization, $Z_A \equiv 1$. However, because of an effect of the residual mass, this equality is not satisfied identically \cite{Sha07}. In Ref. \cite{A+08a} this effect was analyzed and it was found that $|Z_A - 1| \lesssim 1\%$. For our current level of precision of results discussed in Chapter 5 such accuracy is definitely adequate.

4.2 Nonperturbative approach to renormalization

The main idea of nonperturbative renormalization is to compute the Green functions of operators and quark fields both in the continuum and lattice field theory with the same renormalization condition. Since the $\overline{\text{MS}}$ scheme is tied with dimensional regularization and cannot be realized on a lattice, a special (modified) momentum subtraction-like scheme is used for transformation from the lattice to the continuum.

This scheme, called RI'-MOM \cite{MPS+95}, has been well described in the literature \cite{MPS+95, B+02}. In addition to fixing the external bare quark and operator momenta, one fixes the Landau gauge. Both these conditions are easy to implement on a lattice. The matching coefficients between RI'-MOM and $\overline{\text{MS}}$ schemes in the continuum field theory have been computed with 3 loops of perturbation theory \cite{Gra03a}. Thus, the final matching between the operators renormalized in RI'-MOM and $\overline{\text{MS}}$ schemes is straightforward, and will be discussed in Sec. 4.3.

In this section we summarize the nonperturbative renormalization method and illustrate it with the calculations on a Domain Wall ensemble configurations.
4.2.1 Rome-Southampton method

First, we summarize our conventions for the renormalization coefficients:

\[ \mathcal{O}_R(p) = Z_\mathcal{O}(\mu, a)\mathcal{O}_{\text{lat}}(a), \]  
\[ \psi_R(p) = \sqrt{Z_\psi(\mu, a)}\psi_{\text{lat}}(a), \]  
\[ m_q^R = Z_m(\mu, a)m_{q, \text{lat}}(a). \]

Note that these definitions agree with [Gra03a, Gra06] for operator and renormal-
ization constants \( Z_\mathcal{O} \). This choice also agrees with the conventions adopted in the
initial [MPS+95] and subsequent works on the nonperturbative renormalization in
lattice QCD.

To find the nonperturbative renormalization constants for lattice operators, one
has to compute on a lattice their amputated correlators with quark fields following
the prescription of RI'-MOM-scheme. In this scheme, the in- and out-quarks have
the same off-shell momentum\(^2 \) \( p = p' \) determining the scheme scale, \( \mu^2 = p^2 \). It is
understood that the scale is in the window \( \Lambda_{QCD}^2 \ll \mu^2 \ll \Lambda_{\text{lat}}^2 = a^{-2} \) because, on one
hand, the scale must be above the non-perturbative regime and, on the other hand,
low enough to suppress discretization errors. As we will see in Sec. 4.4, sometimes
such a window does not exist.

\(^2\) Note that in such a scheme the operator insertion momentum is zero. This may lead to ill-
behaved correlators, for example, pseudoscalar density \( \bar{q}\gamma_5 q \) [S+09]. In this work we neglect such
effects because we renormalize only the twist-two Wilson operators.
One proceeds by computing the following Fourier-transformed correlators:

\[ S^{\text{lat}}(x, p) = \sum_y \langle q_x \bar{q}_y \rangle e^{ipy} = \sum_y \langle \Phi^{-1}(x, y) \rangle e^{ipy}, \quad (4.7) \]

\[ S^{\text{lat}}(p) = \frac{1}{V} \sum_{x,y} \langle q_x \bar{q}_y \rangle e^{ip(y-x)} = \frac{1}{V} \sum_{x,y} \langle \Phi(x, y) \rangle e^{ip(y-x)}, \quad (4.8) \]

\[ C^{\text{lat}}_\Gamma(p) = \frac{1}{V} \sum_{x,y,z} \langle q_x [\bar{q} T q]_z \bar{q}_y \rangle e^{ip(y-x)} = \frac{1}{V} \sum_{x,y,z} \langle \gamma_5 \left[ \Phi^{-1}(z, x) \right] \Gamma \Phi^{-1}(z, y) \rangle e^{ip(y-x)}, \quad (4.9) \]

\[ \Lambda^{\text{lat}}_\Gamma(p) = (S^{\text{lat}})^{-1}(p) C^{\text{lat}}_\Gamma(p) (S^{\text{lat}})^{-1}(p), \quad (4.10) \]

where \( \Lambda^{\text{lat}}_\Gamma \) is the amputated Green function for off-shell quarks. The propagator \( z \leftarrow e^{ipx} \) with a plane-wave source is reused to compute both correlators (4.8,4.9). In such a computational scheme we have to compute a separated propagator for each momentum \( p \), however the gain in statistics from the volume averaging is so large that 20-50 gauge configurations are sufficient to achieve negligible stochastic variation. In addition, the correlators with non-site-local operators can be computed.

Remembering the definitions in Eqs.(4.4-4.6), for a simple site-local operator \( \mathcal{O}_\Gamma = \bar{q} \Gamma q \) we obtain the following renormalization condition:

\[ \frac{Z_\Psi}{Z_\bar{q}} \Lambda^{\text{lat}}_\Gamma(p) = \Gamma, \quad \left( \frac{Z_\Psi}{Z_\bar{q}} \right)^\text{lat}_\Gamma(p) = \frac{\text{Tr} \left[ \Lambda^{\text{lat}}_\Gamma(p) \cdot \Gamma \right]}{\text{Tr} \left[ \Gamma \cdot \Gamma \right]}, \quad (4.11) \]

For a multi-component operator \( \mathcal{O}_{\Gamma,i} = \bar{q} \Gamma_i q \) (e.g., the vector current with \( \{ \Gamma_i \} = \{ \gamma_\mu \} \) or any other lattice symmetry multiplet) there is a straightforward generalization that averages over current components,

\[ \left[ \frac{Z_\Psi}{Z_\bar{q}} \right]^\text{lat}_\Gamma(p) = \Pi_\Gamma = \sum_i \frac{\text{Tr} \left[ \Lambda^{\text{lat}}_{\Gamma,i}(p) \cdot \Gamma_i \right]}{\text{Tr} \left[ \Gamma_i \cdot \Gamma_i \right]}, \quad (4.12) \]

### 4.2.2 Operators with derivatives

Operators with derivatives require more complicated treatment than Eq. (4.12) for a few reasons. First, a lattice vertex function (4.10) may have a correction with
different (non-Born) spin structure. For example, the Green function of the one-derivative operator $O_{n=2} = \bar{q}\gamma_{(\mu}iD_{\nu)}q$ can have two possible structures [Gra03b],

$$[\Lambda^{\text{lat}}_{n=2}]_{\mu\nu}(p) = \Pi^{(1)}_{n=2}(p^2) \cdot [\Lambda^{(1)}_{n=2}]_{\mu\nu} + \Pi^{(12)}_{n=2}(p^2) \cdot [\Lambda^{(2)}_{n=2}]_{\mu\nu},$$  \hspace{0.5cm} (4.13)

where the tree-level structures are

$$[\Lambda^{(1)}_{n=2}]_{\mu\nu} = \gamma_{\mu}p_\nu - \frac{1}{4}p^2\delta_{\mu\nu},$$

$$[\Lambda^{(2)}_{n=2}]_{\mu\nu} = \gamma_{\mu}p_\nu - \frac{1}{4}p^2\delta_{\mu\nu}. \hspace{0.5cm} (4.14)$$

In perturbation theory [Gra03b], $\Pi^{(12)}_{n=2}$ appears only as an $\mathcal{O}(\alpha)$ finite correction. One has to solve the equation system (4.13) to project on the correct vertex structure and extract the relevant renormalization factor $\Pi^{(11)}_{n=2}$. Similar mixing may occur for other operators, e.g., the $n = 3$ twist-two operator can have two terms while transversity operators can have tree terms. The corresponding spin structures are given in the Appendix C.1.

The second problem is that the components of the same tensor on a lattice may renormalize differently if they belong to different $H(4)$ representations. The running with the scale is the same and should agree with perturbation theory, but the matching coefficients may differ. We solve this problem by extracting separate matching coefficients for each representation. We renormalize components of each representation separately before substituting them into the right-hand side of Eq.(3.49) or its analog to extract form factors.

Equation (4.12) should be modified to extract the relevant components of operator vertices (4.13). We introduce a “scalar product” in each particular $H(4)$ representation,

$$\sum_i \text{Tr} \left[ \Lambda^{\text{lat}}_{\Gamma,i} \Lambda^{T}_{\Gamma,i} \right] = \langle \Lambda^{\text{lat}}_{\Gamma,i} , \Lambda^{T}_{\Gamma,i} \rangle \hspace{0.5cm} (4.15)$$

where $i$ enumerates the elements of a given $H(4)$ irreducible representation. Using
this product, one can write the equations for $\Pi^{(a)}$ as follows:

$$\sum_b A^{ab} \Pi^{b}_O = \langle \Lambda^{T(a)}_O, \Lambda^{T(b)}_O \rangle,$$

where $A^{ab} = \langle \Lambda^{T(a)}_O, \Lambda^{T(b)}_O \rangle$.  

The linear equations (4.16) are fully determined and can be solved directly.

Finally, in the spin structure of operator (4.13), the derivative gets replaced with the quark field momentum. It is not clear what momentum, lattice $\hat{p}_\mu = \sin(k_\mu)$ or continuum $p_\mu = k_\mu$, one should use to reproduce the spin structure (4.14). On one hand, the discretization of the derivative in the operator is a hint that the lattice quark momentum $\hat{p}_\mu = \sin(k_\mu)$ should be used in its Fourier transformed vertex; on the other hand, the quark off-shell momentum,

$$\tilde{p}_\mu = \frac{1}{4N_c} \text{Tr} \left[ \gamma_\mu (S^{\text{lat}}(p))^{-1} \right],$$

is more natural for the quark polarization matrix $\tilde{p}$ and thus is an additional vector not necessarily equal to $\hat{p}$ that can generate other terms in addition to those in Eq. (4.13). Because we have to match the perturbative RG behavior, we have to use large momentum $p \gg \Lambda_{QCD}$ comparable to the lattice cutoff leading to the sizable difference between $p_\mu, \hat{p}_\mu$ and $\tilde{p}_\mu$ representing discretization effects. We will study the “quark polarization” momentum $\tilde{p}_\mu$ in Sec. 4.2.3. Unfortunately, we cannot resolve this issue unambiguously, and we use an extrapolation procedure to get rid of possible discretization effects (see Sec. 4.3).

### 4.2.3 Quark field renormalization

A traditional way to compute the lattice quark field renormalization is from the inverse of a lattice quark propagator $[G+10]$,

$$Z_q(p) = \frac{-i \sum_\mu \text{tr} \left[ \gamma_\mu \tilde{p}_\mu (aS^{\text{lat}})^{-1}(p) \right]}{12 \sum_\mu \tilde{p}^2_\mu}$$

\[(4.19)\]
where \( \hat{p}_\mu = \frac{1}{a} \sin(k_\mu) \) is the lattice momentum and \( k_\mu \) is the dimensionless lattice wave number. This method is based on the assumption that the lattice quark propagator has the form

\[
(aS^{\text{lat}}(p))^{-1} = Z_\psi(i \sum_\mu \gamma_\mu \hat{p}_\mu + Z_m m) + O(a^2).
\] (4.20)

However, as we will see below, this is not necessarily the case.

To explore the dependence of the quark propagator on the quark wave number \( k_\mu \) and the scale \( (a\mu)^2 = k^2 \) we study the numerical value of \( \tilde{p}_\mu \) defined as

\[
Z_\psi \tilde{p}_\mu = \frac{1}{12i} \text{Tr}[(aS^{\text{lat}})^{-1}].
\] (4.21)

Because the renormalization constant \( Z_\psi \) also depends on the scale \( \mu^2 \), the \( \tilde{p}_i \) value itself cannot be isolated without additional data. However, using different orientations of the wave vector \( k_i \) we can still draw conclusions about the relation of \( \tilde{p}_i \) and \( k_i \).

In Figure 4-1(a) we show the ratio \( Z_\psi(\mu) \tilde{p}_i/k_i \) for different momentum components and values of the total momentum \( k^2 \). From this ratio at fixed \( k_i \) we can extract the running of the quark field renormalization \( Z_\psi(\mu) \). We observe that the \( Z_\psi \) running deviates strongly from both the perturbative running and the non-perturbative running computed using Ward identities, which are also shown on the figure. In addition, it is clear that the naive continuum relation \( \tilde{p}_i = \frac{1}{a} k_i \) does not hold and there is no linear relation between \( \tilde{p}_i \) and \( k_i \).

In Figure 4-1(b) we explore further the relation between \( \tilde{p}_i \) and \( k_i \). In the double ratio \( \frac{\tilde{p}_i}{k_i} / \frac{\tilde{p}_j}{k_j} \) the field renormalization \( Z_\psi \) cancels, and we can test our expectations for the relation between \( \tilde{p}_i \) and \( k_i \) against the numerical results. First, Figure 4-1(b) indicates that the lattice momentum \( \tilde{p}_i = \frac{1}{a} \sin(a k_i) \neq \tilde{p}_i \) and the assumption (4.20) is not correct. Indeed, the plotted values of the double ratio disagree with horizontal lines representing \( \frac{\sin k_i}{k_i} / \frac{\sin k_j}{k_j} \). Finally, we observe small (\( \approx 1\% \)) deviations of the double ratios from being horizontal. This fact indicates that there is no unique dependence between \( \tilde{p}_i \) and \( k_i \), and \( \tilde{p}_i \) also weakly depends on the total momentum \( k^2 \).

Note that each branch in both Figures 4-1(a) and 4-1(b) corresponds to varying
(a) Ratio $\frac{Z_{\pi}}{Z_{A}}$. Also shown is the quark field renormalization $Z_{\psi}$ extracted from the (axial) vector current $A$ and the perturbative running of $Z_{\psi}(\mu)/Z_{\psi}(\mu_0)$.

(b) Double ratio $\frac{\bar{p}_i}{k_i}$. If the relation (4.20) held, the data points would lie on a horizontal line. The horizontal segments of the same color show this ratio assuming $\bar{p}_i = \sin(k_i)$.

Figure 4-1: Analysis of quark momentum components extracted from quark propagators using Eq. (4.21)
wave number components $k_j$, $j \neq i$, thus demonstrating that these branches are universal and that $\tilde{p}_i$ depends on $k_j$, $j \neq i$ only through the total momentum $k^2$. This dependence cannot be represented through the common factor $Z_\psi(k^2)$, and the general form of a lattice quark propagator is:

$$(aS_{\text{lat}}(p))^{-1} = Z_\psi(k^2)(i\sum_{\mu} \gamma_\mu \tilde{p}_\mu(k_i, k^2) + Z_m(k^2)m) + O(a^2), \quad (4.22)$$

where the dependence of $\tilde{p}_\mu$ on $k^2$ is weak but not trivial. Whether this can be understood as an $O(a^2)$ effect is not clear.

Motivated by our findings above, in this work we extract the quark field renormalization from vertex functions of operators which satisfy Ward identities and are not renormalized, instead of Eq. (4.19). In the case of domain wall fermions, we use the local axial current operator,

$$A_\mu = \bar{q}\gamma_\mu \gamma_5 q$$

Because it is only a discretized version of the true partially conserved axial current $A$, it is renormalized with a scale-independent factor $Z_A/Z_A = (\pi|A_0|0)/\langle\pi|A_0|0\rangle$ and $Z_A \equiv 1$ (see also Sec. 2.3.3, 4.1.3) also determined from lattice calculations. In the case of Wilson fermions, there is no conserved axial current, and we have to use the point-split vector current (4.2) with $Z_V \equiv 1$. In both cases, we extract (eliminate) the quark field renormalization [B+02, B+04] $Z_\psi$ as

$$Z_\psi = Z_{A,V} \Pi_{A,V}, \quad Z_O = Z_{A,V} \frac{\Pi_{A,V}}{\Pi_O}. \quad (4.24)$$

### 4.2.4 Vector and axial currents renormalization

Since Domain Wall fermions possess good chiral symmetry, it is instructive to compare the vertices of local vector and axial vector currents $\Pi_A$ and $\Pi_V$. They are expected to agree as $\mu^2 \to \infty$ and chiral symmetry breaking effects become less relevant. Figure 4-2 shows $\Pi_{A,V}$ and their ratio for three quark masses and extrapolation $m_q \to 0$. The
Figure 4-2: Comparison of vector and axial vector renormalization constants in the Domain Wall calculations.

main working region, as we will see below, will be limited to $\mu^2 \gtrsim 6 \text{ GeV}^2$ or $(ap)^2 \gtrsim 1$.

In Section 4.3.3 we will implicitly use $Z_A \cdot \frac{1}{2} (\Pi_A + \Pi_V)$ as an estimate of $Z_\psi(\mu)$, and from Fig. 4-2 its error is

$$\frac{\delta Z_\psi}{Z_\psi} \approx \frac{\delta(\Pi_A + \Pi_V)}{\Pi_A + \Pi_V} \approx \frac{|\Pi_A - \Pi_V|}{\Pi_A + \Pi_V} \lesssim 0.25\% \quad (4.25)$$

because the relative error in $Z_A$ is negligible.

Figure 4-3(a) shows ratios of renormalization constants for helicity-dependent and helicity-independent operators. Because of chiral symmetry, these coefficients must be equal. All ratios in Fig. 4-3(a) are very close to one indicating that chiral symmetry breaking effects in the renormalization are negligible. In the following sections, both helicity-independent and helicity-dependent operators will be renormalized with the same sets of coefficients.

### 4.3 Matching to the \( \overline{\text{MS}} \) scheme

In order to extract the coefficients which transform the lattice operators to the \( \overline{\text{MS}} \) scheme, we have to

1. Extract the scale-independent (SI) factors between the lattice and RI'-MOM-
Figure 4-3: Comparison of helicity-dependent and helicity-independent renormalization coefficients for Wilson twist-2 operators.

renormalized perturbative Green functions.

2. Transform the RI'-MOM to $\overline{\text{MS}}$ operators.

3. Convert the $\overline{\text{MS}}$ values to our reference scale $\mu_0^2 = (2 \text{ GeV})^2$.

In this section we summarize each of these steps in detail. In addition, in Sec. 4.3.4 we carefully analyze the systematic errors arising from both lattice and perturbative calculations involved.

4.3.1 Perturbative running of renormalization factors

The 3-loop perturbative anomalous dimensions and matching coefficients between $\overline{\text{MS}}$ and RI'-MOM are given in \cite{Gra03a, Gra06}. For consistency, we continue to use our
conventions in Eq. (4.4-6)\(^3\).

We integrate the differential equations for the anomalous dimensions and the running of the coupling constant

\[
\frac{d\alpha_S}{d\ln \mu^2} = -\beta^{\overline{MS}}(\alpha_S) < 0, \quad (4.26)
\]

\[
\frac{d\ln Z_X^{(\text{scheme})}}{d\ln \mu^2} = -\gamma^{(\text{scheme})}(\alpha_S) \quad (4.27)
\]

with initial conditions \(Z_X(\mu_0 = 2 \text{ GeV}) = 1\). Such starting values are convenient for eventual rescaling of the operators to the reference scale \(\mu_0 = 2 \text{ GeV}\). The results for the RI’-MOM scheme are shown in Fig. 4-4. The \(\gamma\) and \(\beta\) functions are computed with \(N_f = 3\) flavors to correspond to the simulated lattice QCD with \(N_f = 2\) light + 1 heavy flavors. Note also that the running of \(\alpha_S\) is identical in \(\overline{MS}\) and RI’-MOM schemes [Gra03a].

![Figure 4-4: Perturbative 3-loop running of renormalization coefficients in the RI’ scheme.](image)

Since the perturbative renormalization factors depend on \(\alpha_S\) its uncertainty can contribute to final results. Therefore, we describe in detail how the \(\alpha_S(\mu_0)\) value is obtained and where its uncertainty comes from. We take the global fit value

---

\(^3\) Note that our definitions for \(Z_m\) and \(Z_\psi\) disagree with [CR00] for the mass and wave function renormalization factors.
\( \alpha_S^{\overline{\text{MS}}}(m_Z) \) [Bet09] and integrate the \( \beta \)-function with \( N_f = 5 \) in \( m_b < \mu < m_Z \) and with \( N_f = 4 \) in \( m_c < \mu < m_b \)\(^4\) to find \( \alpha_S^{\overline{\text{MS}}}(m_c) \). Then, \( \alpha_S^{\overline{\text{MS}},N_f=3}(2 \text{ GeV}) = 0.295(5) \) is found by integrating the \( \beta \)-function with \( N_f = 3 \) in \( m_c < \mu < \mu_0 \) to mimic the simulated QCD. The values of quark masses used as matching thresholds are taken from Ref. [A+08b]:

\[
\begin{align*}
m_c & = 1.25^{+0.07}_{-0.11} \text{ GeV}, \\
m_b & = 4.20^{+0.17}_{-0.07} \text{ GeV}, \\
m_Z & = 91.188 \text{ GeV}, \\
\alpha_S(m_Z) & = 0.1184 \pm 0.0007
\end{align*}
\]

The variation of \( \alpha_S^{\overline{\text{MS}},N_f=3}(2 \text{ GeV}) \) corresponding to the above uncertainties is

\[
\alpha = 0.2956^{+0.0010}_{-0.0017}(m_c)^{+0.0004}_{-0.0002}(m_b)^{+0.0048}_{-0.0047}(\alpha_S(m_Z))
\]

For the rest of this work, the coupling constant is fixed at \( \alpha_S(2 \text{ GeV}) = 0.295(5) \).

### 4.3.2 Extraction of scale-independent factors

The scale-independent (SI) matching coefficients between the operators in the lattice and perturbative calculations are extracted by extrapolating the ratios

\[
\left[ \left( \frac{Z_\mathcal{O}}{Z_A} \right)_{p^2=\mu^2} \cdot \left( \frac{Z^{RI'}_\mathcal{O}(\mu_0)}{Z^{RI'}_\mathcal{O}(\mu)} \right) \right] \approx Z^{\text{SI}}_\mathcal{O} + A \cdot (a\mu)^2;
\]

with \( \mu^2 \to 0 \), where in the left-hand side the “anomalous” \( \mu \)-dependence of renormalization coefficients should cancel between \( Z_\mathcal{O}^{\text{lat}} \) and \( Z^{RI'}_\mathcal{O} \), the ratio \( Z_\mathcal{O}/Z_A \) eliminates the field renormalization \( Z_\psi \) (4.24) and the second term \( \sim (a\mu)^2 \) in the right-hand side represents finite lattice spacing effects.

\(^4\) The correct procedure is to match some scheme-independent observable [CKS97] instead of a scheme-dependent coupling constant; however, the corresponding change in \( \alpha_S \) from matching at \( m_b \) is only 0.2% [Bet09], which is negligible compared to the uncertainty in \( \alpha_S \) itself, nonperturbative matching coefficients, and the lattice scale determination.
The numerical values (4.33) and their extrapolations are shown in Fig. 4-5 for the Wilson twist-2 $n = 2$ operator and in Fig. 4-6 for the $n = 3$ operator. Extrapolation is linear in $(a\mu)^2$ in the region $\mu^2 \geq 6$ GeV$^2$. Judging from the spread of points the systematic error of estimating $Z_{\text{lat}}/Z_{\text{pert}}$ is below 0.2% for $n = 2$ and below 1% for $n = 3$ operators. The results and their estimated uncertainties are collected in Tab. 4.1.

In addition, we attempt to trace the origin of the discretization errors with a
Table 4.1: Results for the renormalization factors $Z_{\text{final}}^{\text{final}}$ (4.35) in the Domain Wall calculations.

<table>
<thead>
<tr>
<th>$\mathcal{O}$</th>
<th>$H(4)$</th>
<th>$Z_{\text{O}}^{\text{SI}}$ (4.33)</th>
<th>$\epsilon^{\text{lat}}$</th>
<th>$\epsilon^{\text{pert}}$</th>
<th>$\langle \frac{Z_{\text{MS}}^{\text{MS}}}{Z_{\text{Pert}}^{\text{Pert}}} \rangle_{2 \text{ GeV}}$</th>
<th>$Z_{\text{O}}^{\text{final}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\overline{q} \gamma_{\mu} i \overline{D}_\nu q$</td>
<td>$\tau^{(3)}$</td>
<td>1.708(4)</td>
<td>0.0020</td>
<td>0.0002</td>
<td>0.8414(42)</td>
<td>1.070(6)</td>
</tr>
<tr>
<td></td>
<td>$\tau^{(6)}$</td>
<td>1.749(2)</td>
<td>0.0014</td>
<td>0.0002</td>
<td>0.8414(42)</td>
<td>1.096(6)</td>
</tr>
<tr>
<td>$\overline{q} \gamma_{\mu} i \overline{D}<em>\nu i \overline{D}</em>\rho q$</td>
<td>$\tau^{(4)}$</td>
<td>2.598(17)</td>
<td>0.0064</td>
<td>0.0002</td>
<td>0.7496(68)</td>
<td>1.450(17)</td>
</tr>
<tr>
<td></td>
<td>$\tau^{(8)}$</td>
<td>2.502(8)</td>
<td>0.0033</td>
<td>0.0002</td>
<td>0.7496(68)</td>
<td>1.397(14)</td>
</tr>
</tbody>
</table>

simple model, Testing different models of discretization effects is plausible because of the extremely small stochastic variation of nonperturbative quark correlators with volume sources. An example of quantity which characterizes the rotational symmetry-breaking on a cubic lattice can be generated by higher orders in the expansion of the lattice momentum $\hat{p}_\mu$ (cf. Ref [B+08a]). Since the magnitude of the effect is not known, it is preferable to normalize this quantity so that it is dimensionless:

$$\hat{p}_\mu \approx k_\mu + C a^2 k^3_\mu, \quad \text{(e.g., from } \hat{p}_\mu = \frac{1}{a} \sin(a k_\mu) \approx k_\mu - \frac{a^2}{6} k^3_\mu)$$

$$\Delta_{\text{discr}} \sim \frac{\hat{p}^2 - k^2}{a^2 (k^2)^2} \sim \frac{k^{(4)}}{(k^{(2)})^2} = \frac{1}{(k^2)^2} \sum_\mu k^4_\mu,$$

where $k^{(n)} = \sum_\mu k^n_\mu$.

We plot this quantity (vertically offset and scaled for convenience) in Fig. 4-5 and compare it to the irregular behavior of $Z^{\text{lat}}/Z^{\text{pert}}$ at small momentum $k^2$. We observe that it resembles the plot for the $\tau^{(6)}$ (off-diagonal) irreducible representation, while we see no resemblance with the $\tau^{(3)}$ (diagonal) representation.

### 4.3.3 Final renormalization coefficients

In this section we summarize the results for overall renormalization constants relating lattice operators and operators normalized at $\mu_0 = 2$ GeV in the $\overline{\text{MS}}$-scheme,

$$\mathcal{O}_{\overline{\text{MS}}(2 \text{ GeV})} = Z_{\text{final}}^{\text{final}} \mathcal{O}^{\text{lat}},$$

(4.35)
for the quark-bilinear operator studied in Chap. 5. The overall renormalization constant is computed as the combination

\[
Z_{O}^{\text{final}} = Z_A^{\text{int}} \cdot \left( \frac{Z_{\overline{\text{MS}}}^0}{Z_A^{\text{RF}}} \right)_{\mu_0} \cdot \left[ \left( \frac{Z_{\overline{\text{O}}}^{\text{RF}}(\mu_0)}{Z_{A}^{\text{RF}}(\mu)} \right)_{(\alpha_S)^2} \right]_{\text{scale-independent}}^{\text{RF}} \tag{4.36}
\]

where the first factor \(Z_A = 0.74470(6)\) was determined in Ref. [S+10], the second factor is a 3-loop conversion function \([C^{\text{RF}}(\alpha_S(\mu_0))]^{-1} = (Z_{\overline{\text{MS}}}^0/Z_R^{\text{RF}})_{\mu_0}\) and the third factor is extracted as described in Sec. 4.3.2. The final results for renormalization coefficients in the Domain Wall calculations are collected in Tab. 4.1. Column \(e^{\text{int}}\) shows fractional error from lattice calculations, and column \(e^{\text{pert}}\) shows fractional error from perturbative anomalous dimensions. The latter will be discussed in detail in Sec. 4.3.4. The error from the conversion function \(C^{\text{RF}}(\alpha_S(\mu_0))\) is given below in Tab.4.2. All the uncertainties including \(\delta Z_\psi\) (4.25) are added in quadrature and shown in the last column \(Z_{O}^{\text{final}}\).

### 4.3.4 Systematic errors

There are several different sources of uncertainty in the determination of non-perturbative renormalization factors. We study each source separately to find out which has the most influence. First of all, we note that the stochastic fluctuation of the lattice correlators is negligible, compared, for example, to the nonlinearity of \((Z_{\text{lat}}^{\text{RF}}/Z_{R}^{\text{RF}})^{105}\) in \((a\mu)^2\), and it will not be discussed further. The other sources of errors fall into the following categories:

- irregular (nonlinear) dependence of \((Z_{\text{lat}}^{\text{RF}}/Z_{R}^{\text{RF}})\) on \((a\mu)^2\);
- uncertainty in the strong coupling \(\alpha_S\);
- perturbative series truncation.

Note that the uncertainty in \(\alpha_S\) and the truncation of perturbative series contribute to \(Z_{O}^{\text{final}}\) in two distinct ways. First, the variation in the slope of \((Z_{\text{lat}}^{\text{RF}}/Z_{R}^{\text{RF}})\)
vs \((a\mu)^2\) leads to the variation in the extrapolated value \(Z_\sigma^{\text{FFT}}\ 4.33\). Second, the conversion coefficients \(C = Z^{\text{RI}'}/Z^{\overline{\text{MS}}}\) computed to the same order as the anomalous dimensions are additional multiplicative factors in \(Z_\sigma^{\text{final}}\). Contributions from each source are collected in Tab. 4.2. Rows \(Z_\sigma^{\text{RI}'}\) show the uncertainties from the extrapolation \((a\mu)^2 \to 0\) because of RG running, and rows \(C_\sigma^{\text{RI}'}\) show the uncertainties of the conversion functions. The columns indicate the contribution from the uncertainty of \(\alpha_S\) as well as the series truncation at \(O(\alpha_S^2)\) and \(O(\alpha_S^3)\) compared to \(O(\alpha_S^4)^5\).

Table 4.2: Comparison of different sources of uncertainty contributing to the determination of lattice renormalization factors. Quoted numbers are fractional errors.

<table>
<thead>
<tr>
<th>(O)</th>
<th>(\delta \alpha_S = 0.005)</th>
<th>(O(\alpha_S^4)) vs (O(\alpha_S^3))</th>
<th>(O(\alpha_S^4)) vs (O(\alpha_S^2))</th>
<th>(Z_{N_f=4}/Z_{N_f=3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Z_\sigma^{\text{RI}'})</td>
<td>(\pm 0.00003)</td>
<td>0.00015</td>
<td>(\approx 10^{-5})</td>
<td>1.0026</td>
</tr>
<tr>
<td>(C_\sigma^{\text{RI}'})</td>
<td>(\pm 0.00001)</td>
<td>(\pm 0.00002)</td>
<td>(-0.028)</td>
<td>---</td>
</tr>
<tr>
<td>(Z_\sigma^{\text{RI}'})</td>
<td>(\pm 0.00004)</td>
<td>0.00023</td>
<td>0.00002</td>
<td>1.0041</td>
</tr>
<tr>
<td>(C_\sigma^{\text{RI}'})</td>
<td>(\pm 0.00006)</td>
<td>(\pm 0.00002)</td>
<td>(-0.046)</td>
<td>---</td>
</tr>
</tbody>
</table>

It is interesting that the highest-order terms in \(C_\sigma\) that come from the \(O(\alpha_S^3)\) terms in the perturbative Green functions and are neglected in the anomalous dimensions contribute to the renormalization coefficients at a few percent level. Potentially, the perturbative series truncation has the largest effect on the renormalization coefficients, although it is hard to estimate properly its uncertainty.

We estimate separately the dependency of the matching coefficients on the number of flavors in the perturbative calculations. This is relevant because lattice data are matched at all scales using \(N_f = 3\) QCD, while the QCD phenomenology may take into account the number of active flavors. To estimate such discrepancies, we compare \(\overline{\text{MS}}\) anomalous dimensions integrated in the region \(m_c < \mu < \mu_0\) with \(N_f = 3\) and \(N_f = 4\) flavors in the last column of Tab. 4.2. In all cases the difference in the final renormalization factors remains below a fraction of a percent (see Tab. 4.2).

---

5 In the comparison of the series truncation at \(O(\alpha_S^4)\) and \(O(\alpha_S^3)\) only the QCD \(\beta\)-function gets changed because only \(\beta^{\overline{\text{MS}}}\) is known up to four loops.
4.4 Comparison of perturbative and nonperturbative renormalization

In this section we briefly summarize the effort to compute the non-perturbative renormalization for the Hybrid ensemble. We have applied the strategy described in Sec. 4.2 and 4.3 to this ensemble. The preliminary results are shown in Fig. 4-7. In the Hybrid calculations the lattice spacing $a = 0.124$ fm is substantially larger than in the Domain Wall calculations. Therefore, we expect larger discretization effects in all our calculations. In addition, as discussed in Chap. 2, the mixed action does not such good symmetry as the domain wall fermion action, for which the symmetry automatically reduces the discretization errors to $\mathcal{O}(a^2)$.

In Figure 4-7 we show the scale-independent ratio (4.33) for the $n = 2$ Wilson operator (1.19) in $\tau^{(3)}$ (diagonal) and $\tau^{(6)}$ (off-diagonal) representations, as well as the $n = 3$ Wilson operator (1.19) in $\tau^{(8)}$ (diagonal) and $\tau^{(4)}$ (off-diagonal) representations. The straight lines show extrapolations according to Eq. (4.33) It is clear that the systematic uncertainty is so large that there is even no approximate plateau, in contrast with Figs. 4-5 and 4-6. Thus, we cannot use such renormalization constants for our calculations. One possible way to amend large discretization effects is to subtract the $\mathcal{O}(a^2)$ corrections computed in lattice perturbation theory [G+10]. However,
such calculation is beyond the scope of the present work.

Instead, we use the perturbative renormalization constants $Z_O^{\text{pert}}$ computed in Ref. [Bis05]. In addition, because the quark field renormalization enters implicitly all the operator renormalization factors, we correct them as [H+08, B+10]

$$Z_O = Z_O^{\text{pert}} \frac{Z_A^{\text{lat}}}{Z_A^{\text{pert}}}$$  \hspace{1cm} (4.37)

where $Z_A^{\text{lat}}$ is determined from the 5D partially-conserved axial current on each gauge configuration ensemble and $Z_A^{\text{pert}} = 0.964$ was computed in Ref. [Bis05].

Table 4.3: Comparison of perturbative and non-perturbative renormalization factors for Hybrid ensemble.

<table>
<thead>
<tr>
<th>$O$</th>
<th>$H(4)$</th>
<th>$Z_O^{\text{pert}} (\Lambda_{\text{lat}})$ [H+08]</th>
<th>$\gamma_{O}^{1}\text{-loop}$</th>
<th>$Z_O(\mu_0)$</th>
<th>$Z_O^{\text{NPR}}(\mu_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{q}[\gamma^5] \gamma^{(\mu} i D^{\nu)} q$</td>
<td>$\tau_i^{(3)}$</td>
<td>0.962</td>
<td>-8/3</td>
<td>1.047</td>
<td>1.139</td>
</tr>
<tr>
<td></td>
<td>$\tau_i^{(6)}$</td>
<td>0.968</td>
<td>1.054</td>
<td>1.174</td>
<td></td>
</tr>
<tr>
<td>$\bar{q}[\gamma^5] \gamma^{(\mu} i D^{\nu} i D^{\rho)} q$</td>
<td>$\tau_i^{(4)}$</td>
<td>0.980</td>
<td>-25/6</td>
<td>1.053</td>
<td>1.268</td>
</tr>
<tr>
<td></td>
<td>$\tau_i^{(8)}$</td>
<td>0.982</td>
<td>1.055</td>
<td>1.259</td>
<td></td>
</tr>
</tbody>
</table>

In Table 4.3 we summarize the perturbative renormalization factors at the lattice scale $a_{\text{Hybrid}}^{-1} = 1.591 \text{ GeV}$ as well as the final renormalization factors at the reference scale $\mu = 2 \text{ GeV}$ corrected with Eq. (4.37) using the massless limit axial renormalization constant $Z_A^{\text{lat}} = 1.075$ at $(m_q + m_{\text{res}}) \to 0$. The transformation between scales follows from the formula [Bis05]

$$Z_O^{\text{pert}} = 1 + \frac{g^2 C_F}{16\pi^2} \left( \gamma_O \log(a^2 \mu^2) - (B_{\text{lat}} - B^{\text{MS}}) \right)$$  \hspace{1cm} (4.38)

where $B_{\text{lat,MS}}$ are the finite parts of loop diagrams and the 1-loop coupling evaluated from the lattice plaquette calculation is $\frac{g^2 C_F}{16\pi^2} = 1/53.64$ [Bis05].

In the last column of Tab. 4.3 we collect the estimates of renormalization factors computed using extrapolations shown in Fig. 4-7. The comparison of fully non-perturbative and perturbative renormalization factors provides a way to estimate the uncertainty of computing the twist-2 operators on a lattice because of renormalization
in Hybrid calculations:

\begin{align}
  n = 2 \quad \delta Z_\mathcal{O}/Z_\mathcal{O} &\approx 6\%, \\
  n = 3 \quad \delta Z_\mathcal{O}/Z_\mathcal{O} &\approx 10\%.
\end{align}

(4.39)

Summary

In this section, we have calculated the renormalization constants for the twist-two lattice operators of rank \( n = 2 \) and \( n = 3 \) nonperturbatively for the Domain Wall lattices. We use the standard procedure described in the literature on lattice operator renormalization, which provides precise determination of lattice renormalization factors even with small statistics.

We repeated a similar calculation for the Hybrid lattices, for which perturbative calculation of renormalization constants previously existed, to compare the lattice and analytic determinations. Nonperturbative renormalization is problematic because the scale window \( \Lambda_{QCD} \ll \mu \ll a^{-1} \) may not exist or very narrow. Nevertheless, the results of the perturbative and lattice calculations agree within \( \approx 10\% \) and allow us to estimate the systematic error because of the renormalization of lattice operators in the Hybrid calculations.
Chapter 5

Select Results

Equipped with the methods summarized in the previous chapters, we can compute a wide array of nucleon structure observables. To demonstrate how these calculations compare to experiments, in this section we present our results, including vector form factors and charge/magnetization radii in Sec. 5.1 for isovector and 5.2 for isoscalar components, axial charge and form factors in Sec. 5.3, quark contributions to nucleon momentum and spin in Sec. 5.4, and generalized form factors in Sec. 5.5. In addition, we can assess the systematic uncertainties of our calculations by comparing the results obtained using different lattice QCD discretizations listed in Appendix A.

Since our calculations are done with pion masses $m_\pi \gtrsim 300$ MeV we use chiral extrapolations to obtain physical observables at the physical pion mass $m_\pi \approx 140$ MeV. Generally, there is little understanding of whether a particular formulation of baryon ChPT is adequate for the range of pion masses we are working with. In addition, the applicability of different formulations of baryon ChPT may depend on nucleon structure observables in question. Throughout this section we will use the following baryon ChPT formulations:

- CBChPT, [covariant] baryon chiral perturbation theory, in which baryons and mesons are relativistic [GSS88];

- HBChPT, heavy baryon chiral perturbation theory, additional expansion in $m_\pi/M_N$ with consistent power counting demonstrated in Ref. [BKKM92];
• HBChPT+$\Delta$, heavy baryon chiral perturbation theory including the $\Delta(1232)$ degree of freedom, also called Small Scale Expansion (SSE) [HHK98].

For completeness, we summarize the details of these formulations in Appendix D. Although we perform full QCD simulations with dynamical $N_f = 2 + 1$ flavors, in all our ensembles the $s$-quark has a fixed mass near its physical value. Therefore, we have no means to study how the chiral dynamics changes with the $s$-quark mass and constrain the ChPT parameters related to the $SU(3)_f$ symmetry breaking. For this reason, we resort to $SU(2)_f$ chiral perturbation theory to analyze our data.

5.1 $I = 1$ vector form factors

In this section we present our results for the isovector Dirac and Pauli form factors and the corresponding r.m.s. radii. After discussing the momentum transfer dependence of the form factors, we compare the chiral extrapolations for the nucleon radii using the SSE (HBChPT+$\Delta$) and covariant baryon chiral perturbation theory (CBChPT).

5.1.1 Momentum transfer dependence

As will be discussed in the following section, ChPT describes the $Q^2$-dependence of the form factors for values of $Q^2$ much less than the chiral symmetry breaking scale (typically of the order of the nucleon mass). Lacking a model-independent functional form applicable in the large-$Q^2$ region, we study the $Q^2$ dependence using the phenomenological dipole and tripole formulas. Although there is no theoretical understanding of this fact, the dipole formula (5.1,5.3) is used to fit experimental results for the form factors. We also use fits to the tripole formula to show that the dependence of the extracted radii and the anomalous magnetic moment on the functional form is irrelevant at our level of precision.

The Dirac form factor is fixed to 1 at $Q^2 = 0$ under our renormalization scheme, and we use the following one-parameter dipole or tripole formula to describe the $Q^2$
dependence:

\[
F_1(Q^2) = \frac{1}{(1 + \frac{Q^2}{M_D^2})^2} \quad \text{(one-parameter dipole),} \quad (5.1)
\]

\[
F_1(Q^2) = \frac{1}{(1 + \frac{Q^2}{M_T^2})^3} \quad \text{(one-parameter tripole).} \quad (5.2)
\]

The Pauli form factor at \(Q^2 = 0\), \(F_2(0)\), cannot be measured on the lattice directly. We thus fit the data using the two-parameter dipole or tripole formula,

\[
F_2(Q^2) = \frac{F_2(0)}{(1 + \frac{Q^2}{M_D^2})^2} \quad \text{(two-parameter dipole),} \quad (5.3)
\]

\[
F_2(Q^2) = \frac{F_2(0)}{(1 + \frac{Q^2}{M_T^2})^3} \quad \text{(two-parameter tripole).} \quad (5.4)
\]

We are interested in mean squared Dirac and Pauli radii, which are defined by the slope of the form factors at small \(Q^2\):

\[
F_{1,2}(Q^2) = F_{1,2}(0) \left[ 1 - \frac{1}{6} (r_{1,2})^2 Q^2 + \mathcal{O}(Q^4) \right], \quad (5.5)
\]

and are related to the pole masses by

\[
(r)^2 = \frac{12}{M_D^2}, \quad (5.6)
\]

for the dipole fits, and

\[
(r)^2 = \frac{18}{(M_T)^2}, \quad (5.7)
\]

for the tripole fits.

Note that results at different \(Q^2\) from the same ensemble may be highly correlated [B+08b], therefore we perform correlated least-\(\chi^2\) fits to the data. We investigate the extent to which the dipole and tripole Ansätze describe our data and the stability of the fits by varying the maximum \(Q^2\) values included in the fits.

In Table 5.1 we show the fit results for \(F_1^{u-d}(Q^2)\) using the one-parameter dipole and tripole formulas in Eqs. (5.1) and (5.2) for the fine Domain Wall lattice with
Table 5.1: Comparison of different fits to the isovector Dirac form factors $F^{u-d}_{1}$ with different $Q^2$ cutoffs for the fine Domain Wall lattice, $m_\pi = 297$ MeV.

<table>
<thead>
<tr>
<th>$Q^2_{\text{max}}$ [GeV$^2$]</th>
<th>Dipole $\chi^2$/dof</th>
<th>$M_D^{-2}$ [GeV$^{-2}$]</th>
<th>Tripole $\chi^2$/dof</th>
<th>$M_T^{-2}$ [GeV$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.2(6)</td>
<td>0.670(22)</td>
<td>0.2(6)</td>
<td>0.436(14)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3(6)</td>
<td>0.659(19)</td>
<td>0.8(9)</td>
<td>0.424(12)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5(6)</td>
<td>0.653(17)</td>
<td>1.0(9)</td>
<td>0.418(11)</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4(5)</td>
<td>0.652(17)</td>
<td>1.0(8)</td>
<td>0.417(11)</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5(5)</td>
<td>0.649(17)</td>
<td>1.2(8)</td>
<td>0.414(11)</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9(7)</td>
<td>0.638(16)</td>
<td>1.9(1.0)</td>
<td>0.404(10)</td>
</tr>
<tr>
<td>1.1</td>
<td>1.4(8)</td>
<td>0.632(16)</td>
<td>3.0(1.1)</td>
<td>0.398(10)</td>
</tr>
</tbody>
</table>

$m_\pi = 297$ MeV. Comparing the $\chi^2$/dof for the dipole and tripole fits, we see that the dipole fits are slightly preferred when larger $Q^2$ values are included in the fits. However, the Dirac radii determined from both the dipole and tripole fits agree within errors. In general, the dipole form describes the data reasonably well throughout the whole $Q^2$ range. We see the general trend that when large $Q^2$ points are included in the fits, the $\chi^2$/dof becomes slightly worse, while the fit parameters do not depend significantly on the choice of the $Q^2$ cutoff, indicating that the dipole fits are stable.

Table 5.2: Comparison of different fits to the isovector Pauli form factors $F^{u-d}_{2}$ with different $Q^2$ cutoffs for the fine Domain Wall lattice, $m_\pi = 297$ MeV.

<table>
<thead>
<tr>
<th>$Q^2_{\text{max}}$ [GeV$^2$]</th>
<th>Dipole $\chi^2$/dof</th>
<th>$F_2(0)$</th>
<th>$M_D^{-2}$ [GeV$^{-2}$]</th>
<th>Tripole $\chi^2$/dof</th>
<th>$F_2(0)$</th>
<th>$M_T^{-2}$ [GeV$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.2(1.3)</td>
<td>2.89(12)</td>
<td>0.820(70)</td>
<td>1.2(1.3)</td>
<td>2.85(11)</td>
<td>0.505(40)</td>
</tr>
<tr>
<td>0.6</td>
<td>1.1(1.1)</td>
<td>2.92(11)</td>
<td>0.846(63)</td>
<td>1.0(1.0)</td>
<td>2.87(10)</td>
<td>0.516(36)</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9(8)</td>
<td>2.93(11)</td>
<td>0.847(60)</td>
<td>0.8(8)</td>
<td>2.87(10)</td>
<td>0.513(33)</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9(8)</td>
<td>2.98(9)</td>
<td>0.888(46)</td>
<td>0.7(7)</td>
<td>2.89(8)</td>
<td>0.526(15)</td>
</tr>
<tr>
<td>1.1</td>
<td>0.8(7)</td>
<td>2.97(9)</td>
<td>0.881(41)</td>
<td>0.9(7)</td>
<td>2.85(8)</td>
<td>0.509(21)</td>
</tr>
</tbody>
</table>

We do the same comparison for $F^{u-d}_2(Q^2)$ as shown in Table 5.2. Judging from the $\chi^2$/dof values, we do not see significant differences between the dipole and tripole fits. Since the Pauli form factor is not constrained at $Q^2 = 0$, including larger $Q^2$ in the fits does not seem to affect the quality of the fits significantly. The fit parameters $F_2(0)$ and $M_{D,T}$ prove not to be affected as well.

As an example, we show the dipole fit curves with a $Q^2$ cutoff at 0.5, 0.7 and
Figure 5-1: Results for $F_{1,2}^{u-d}(Q^2)$ at $m_\pi = 297$ MeV and the dipole fits with three different $Q^2$ cutoffs (top panels). The ratios of the lattice results for $F_{1,2}^{u-d}$ to the dipole fits using Eq. (5.1) (three bottom panels).
1.1 GeV$^2$ for the $m_\pi = 297$ MeV ensemble in the top panel of Fig. 5-1. To show the quality of the fits more clearly, we plot the ratios of the form factor data to the dipole fit with the $Q^2$ cutoff at 0.5 GeV$^2$ in the bottom three panels of Fig. 5-1. The error bands reflect the jackknife errors in the dipole fit parameters. We see that although the data included in the fits can be described reasonably well by the dipole formula with discrepancies that are generally within 2 to 3 standard deviations, the clear systematic tendency indicates that the dipole Ansatz is not a good description of the data over the whole momentum transfer region. In particular, for $F_1^{u-d}$, the precisely measured points in the region of 0.2 GeV$^2$ are systematically lower than the dipole fit, whereas at high $Q^2$, the lattice data are systematically higher. For $F_2^{u-d}$, the high $Q^2$ lattice data are systematically lower than the dipole fit. This is consistent with the empirical fits to the experimental data in Refs. [FW03, AMT07], where the phenomenological corrections to the dipole form are negative in the region of 0.2 GeV$^2$ and positive at about 0.4 GeV$^2$. For comparison, we also plot the dipole fits with $Q^2$ cutoffs at 0.7 GeV$^2$ (dashed line) and 1.1 GeV$^2$ (dotted line) relative to the 0.5 GeV$^2$ dipole fit (solid line). The differences between different $Q^2$ cutoffs are small, indicating that the fits are stable.

It is worth noting that the Dirac and Pauli radii, $r_1^D$ and $r_2^D$, and the anomalous magnetic moment, $\kappa_\mu$, are defined in the $Q^2 = 0$ limit. We thus restrict the fits to the smallest $Q^2$ points possible to extract these quantities while still including enough data points to constrain the fits. For uniformity we choose to determine these quantities from the one-parameter dipole fits for $F_2^{u-d}$, and the two-parameter dipole fits for $F_1^{u-d}$, with a $Q^2$ cutoff at 0.5 GeV$^2$.

We also perform dipole fits to $G_E(Q^2)$ and $G_M(Q^2)$ to see how well the dipole Ansatz describes the data. We find that the dipole fits to $G_E^{u-d}$ and $G_M^{u-d}$ are qualitatively similar to $F_1^{u-d}$ and $F_2^{u-d}$. However, it appears that the fits are even more stable over the whole range of $Q^2$ than Dirac and Pauli form factors. This is indicated by little change in the ratio plots in Fig. 5-2 with different $Q^2$ cutoffs.

Figure 5-3 shows a comparison of the lattice results for $G_E$ at three different pion masses from the fine ensembles (the lattice spacing $a = 0.084$ fm) and one pion mass
Figure 5-2: Results for $G^{u-d}_{E,M}(Q^2)$ at $\mu = 297$ MeV and the dipole fits with three different $Q^2$ cutoffs (top panels). The ratios of the lattice results for $G^{u-d}_{E,M}$ to the dipole fits using Eq. (5.1) (three bottom panels).
Figure 5-3: Lattice results for $G_{\pi^d}$ for the fine and coarse Domain Wall ensembles, compared with a phenomenological fit [Kel04] to experimental data.

from the coarse ensemble (the lattice spacing $a = 0.114 \text{ fm}$) with a phenomenological fit to the experimental data using the parameterization in Ref. [Kel04] (with no indication of the experimental errors). The solid curves are dipole fits to the form factor results with the $Q^2$ cutoff at 0.5 GeV$^2$. As the pion mass decreases, the slope of the form factors at the small momentum transfer monotonically increases. The results from the coarse ensemble at $m_\pi = 330 \text{ MeV}$ is nicely surrounded by the results from the fine ensembles at $m_\pi = 297$ and $m_\pi = 355 \text{ MeV}$, indicating that the effect of the finite lattice spacing error should be small.

5.1.2 Chiral extrapolations using HBChPT+$\Delta$

To compare the lattice results for the nucleon form factors at finite momentum transfer with the experimental results, we need to do extrapolations for both the $m_\pi$ and $Q^2$ dependence using baryon chiral perturbation theory. This combined dependence has been worked out both in SSE at leading one loop accuracy and in BChPT up to NNLO order in Ref. [BFHM98] for both Dirac and Pauli form factors.

ChPT describes the $Q^2$ dependence of the form factors for values of $Q^2$ much less than the chiral symmetry breaking scale and $Q^2$ counts as a small quantity, of the order of $m_{\pi}^2$. In fact, we have attempted simultaneous fits to both the $m_\pi$ and $Q^2$
dependences of $F_1^{u-d}$ using the SSE formula in Ref. [BFHM98], and found that the fits fail to describe data even with $Q^2 \leq 0.4 \text{ GeV}^2$ ($\chi^2/\text{dof} \approx 10$). This is consistent with the findings of Ref. [BFHM98], where the applicability of the $O(\epsilon^3)$ SSE results for the isovector nucleon form factors at physical pion mass was found to be limited to $Q^2 < 0.2 \text{ GeV}^2$. Lacking a model-independent functional form applicable in the large-$Q^2$ region, we resort to studying the pion-mass dependence of the mean squared Dirac radius, $(r_D)^2$, Pauli radius, $(r_P)^2$, and the anomalous magnetic moment, $\kappa_v$, as obtained from the dipole fits discussed in Sec. 5.1.1. We tabulate these values in Table 5.3.

Table 5.3: Results for the isovector Dirac and Pauli radii and anomalous magnetic moment from dipole fits with $Q^2 \leq 0.5 \text{ GeV}^2$.

<table>
<thead>
<tr>
<th>$m_\pi$ [MeV]</th>
<th>$(r_D)^2$ [fm$^2$]</th>
<th>$(r_P)^2$ [fm$^2$]</th>
<th>$\kappa_{v_{\text{norm}}} \cdot (r_D)^2$ [fm$^2$]</th>
<th>$\kappa_{v_{\text{norm}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>297</td>
<td>0.305(8)</td>
<td>0.382(33)</td>
<td>0.938(117)</td>
<td>2.447(99)</td>
</tr>
<tr>
<td>355</td>
<td>0.281(5)</td>
<td>0.372(18)</td>
<td>0.938(66)</td>
<td>2.518(57)</td>
</tr>
<tr>
<td>403</td>
<td>0.272(5)</td>
<td>0.379(16)</td>
<td>0.954(58)</td>
<td>2.508(51)</td>
</tr>
<tr>
<td>330</td>
<td>0.290(9)</td>
<td>0.445(26)</td>
<td>1.230(105)</td>
<td>2.758(84)</td>
</tr>
</tbody>
</table>

Our results for the form factor $F_2$ and $\kappa_v$ are given in terms of a nucleon (hence, quark) mass-dependent “magnetron” $\frac{1}{2M_N} (\kappa_{\text{norm}}^\text{phys})$ (see Eq. (1.1), which is not accounted for in SSE at the order at which we are working (see Eq. (D.2) in the Appendix). Therefore, in order to fit our lattice data to the SSE predictions, we follow Refs.[G+05b, AKNT06] and define $\kappa_{v_{\text{norm}}}$ measured relative to the physical magnetron $\frac{1}{2M_N}$:

$$
\kappa_{v_{\text{norm}}} = \frac{M_N^{\text{phys}}}{M_N^{\text{lat}}} \kappa_{\text{lat}} = \frac{M_N^{\text{phys}}}{M_N^{\text{lat}}} F_2(0).
$$

We then identify $M_N$ in the SSE expressions as the physical nucleon mass. In the following comparisons of our results with chiral perturbation theories, the normalized magnetic moment $\kappa_{v_{\text{norm}}}$ will be used throughout, and we drop the superscript “norm” unless there is an ambiguity.

As specified in Appendix D.1.1, at the order $O(\epsilon^3)$ all the couplings in Eqs. (D.2 D.4) are meant to be taken in the chiral limit. Replacing them with the corresponding quantities at the physical point amounts to the inclusion of higher-order effects. As
long as the deviation between the values in the chiral limit and at the physical point
is small, one expects such a replacement to yield little effect. To test this statement,
in some cases we have performed the chiral fits using both the physical values and the
chiral limit values for the low-energy constants and found no significant differences.
In the following we will only present results obtained using the chiral limit values as
inputs, which are summarized in Table 5.4.

Table 5.4: Input values for the low-energy constants in the fits: the nucleon axial
charge $g_A$, the pion decay constant $F_\pi$ and the mass difference $\Delta = M_\Delta - M_N$. These
values correspond to the chiral limit $m_\pi \to 0$.

<table>
<thead>
<tr>
<th>$g_A$</th>
<th>$F_\pi$ [GeV]</th>
<th>$\Delta$ [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.0862</td>
<td>0.293</td>
</tr>
</tbody>
</table>

Among the low-energy constants discussed in Appendix D.1.1, $c_A$ and $c_V$ are the
two least known. In addition, we have little knowledge of the counterterms, $B_{10}^\tau(\lambda)$
and $E_1^\tau(\lambda)$, as well as the anomalous magnetic moment in the chiral limit, $\kappa_\tau^0$, from
phenomenology. Lattice calculations in the chiral regime have the potential to con-
strain these parameters to unprecedented accuracy. Our attempt here is to check
the consistency of our data with the predictions of chiral effective field theories, to
estimate the range of applicability of the ChPT formulas, and to determine these
low-energy constants when the formulas are applicable. To disentangle the invest-
tigation of the applicability of the ChPT formula from the possible discretization
effects, we only include the results from the three fine ensembles in the chiral extrap-
olations discussed below. However, we want to point out that including the coarse
results in the extrapolations does not change the central values of the fit parameters
significantly, nor does it reduce the errors on the parameters since it only adds an
additional interpolating point and does not provide a much stronger constraint on
the parameters.

Since $c_A$ appears in the formulas (D.2,D.3,D.4) for $(r_1^\tau)^2$, $(r_2^\tau)^2$ and $\kappa_\tau$, a simulta-
neous fit to all these three quantities would give a better constraint for the value of
$c_A$. However, we have only three data points for each of these quantities, and $\kappa_\tau$ alone
has four parameters, three of which [$c_V$, $E_1^\tau(\lambda)$ and $\kappa_\tau^0$] are not constrained by any
other quantity. Thus the quark-mass dependence of $\kappa_v$ cannot be used to constrain $c_A$. Therefore we choose to fit simultaneously\(^1\) only $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$ to determine $c_A$ and $B^\nu_{10}(\lambda)$, and then use the resulting $c_A$ as an input for the fit to $\kappa_v$. This way the three free parameters in $\kappa_v$ are exactly specified by the three data points.

Table 5.5: Fit parameters from the SSE fits to the isovector Dirac radius $(r_1^v)^2$, Pauli radius $(r_2^v)^2$ and the anomalous magnetic moment $\kappa_v$. The HBChPT+$\Delta$ scale is $\lambda = 600 \text{ MeV}$.  

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2$/dof</th>
<th>$c_A$</th>
<th>$c_V$</th>
<th>$\kappa_v^0$</th>
<th>$B^\nu_{10}(\lambda)$</th>
<th>$E^\nu(\lambda)$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No $C$</td>
<td>17.0(4.0)</td>
<td>1.54(6)</td>
<td>8.7(5.8)</td>
<td>4.13(95)</td>
<td>1.20(17)</td>
<td>-4.67(42)</td>
<td></td>
</tr>
<tr>
<td>With $C$</td>
<td>3.8(2.2)</td>
<td>1.97(7)</td>
<td>7.5(4.5)</td>
<td>4.32(95)</td>
<td>2.58(25)</td>
<td>-5.58(42)</td>
<td>-0.51(7)</td>
</tr>
</tbody>
</table>

We present the resulting $\chi^2$/dof and fit parameters normalized at scale $\lambda = 600 \text{ MeV}$ in the first row of Table 5.5 and plot the fit curves as the solid lines in Fig. 5-4. As indicated by a $\chi^2$/dof of 17, the simultaneous fit to $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$ does not describe the data. The problem is that our results for $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$ favor different values for $c_A$. In fact, an independent fit to $(r_1^v)^2$ yields $c_A = 1.98(7)$, while an independent fit to $\kappa_v \cdot (r_2^v)^2$ gives $c_A = 1.39(10)$. The tension between these two quantities results in the large $\chi^2$/dof in the simultaneous fit, indicating that the formulas given in Eqs. (D.3) and (D.4) do not describe our data consistently. As we can see from Fig. 5-4(b), the solid fit curve lies systematically higher than the data points, which then motivates us to use the $O(m_\pi^0)$-corrected result in Eq. (D.5) instead of Eq. (D.4). With this modification, the simultaneous fit to $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$, now using Eqs. (D.3,D.5), appears to describe the average value of the data much better, but still not the pion-mass dependence. We show the results in the second row of Table 5.5, and the fit curves (dashed lines) in Fig. 5-4. The fit describes $(r_1^v)^2$ very well, but $c_A$ turns out to be larger than the range discussed earlier, which, not

\(^1\) We note however, that in Ref. [G+05b] it was already observed that the leading one-loop SSE formula for $(r_1^v)^2$ [Eq. (D.3)] is dominated by the leading chiral logarithm and dropped below the level of the lattice data available at that time for values of the pion mass as low as $m_\pi < 200 \text{ MeV}$. This prompted the authors of Ref. [G+05b] to exclude the isovector Dirac radius from the simultaneous fit. Likewise, the authors of Ref. [AKNT06] obtained huge, unrealistic values for the isovector Dirac radius when trying to enforce a fit of the logarithm-dominated behavior onto their data. Given these two negative precedents, we consider our "fit" to the isovector Dirac radius data to be of exploratory nature, testing the limits of applicability of the leading one-loop SSE results given in Eq. (D.3).
Figure 5-4: Chiral extrapolations for the isovector radii and the anomalous magnetic moment using the $O(e^3)$ SSE formula, with (solid curves) or without (dashed curves) the constant term in Eq. (D.5). $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$ are fit simultaneously, and $\kappa_v$ is fit separately with $c_A$ determined from the simultaneous fit.

surprisingly, gives rise to a smaller extrapolated value for $(r_1^v)^2$ than the experiments.

Our new Domain Wall data extend the trend of the weak pion-mass dependence in $(r_2^v)^2$ observed in Refs. [G+05b, AKNT06] now down into the range of pion masses $\sim 300$ MeV. The appearance of such a “plateaulike” behavior down to such light pion masses, which was also observed in Ref. [Y+09], is surprising. The leading one-loop SSE formulas (D.4, D.5) for this radius cannot accommodate such a behavior, with or without the inclusion of the higher-order core term.

Using $c_A$ determined from the above fits either with or without the constant term in Eq. (D.4) to $(r_1^v)^2$ and $\kappa_v \cdot (r_2^v)^2$, we fit $\kappa_v$ to Eq. (D.2) with three unknown parameters, $\kappa_v^0$, $c_V$ and $E_1'(\lambda)$. The results are shown in Table 5.5. The value for
$c_V$ from our fit turns out to have a different sign from that determined in [DMW91, HHK97] mentioned earlier. This is not surprising given that we only have three data points, which have little or no pion-mass dependence. We do not have the freedom to check the consistency of the fit, and we do not expect to obtain a reliable estimation for $c_V$, which, judging from Eq. (D.2), is very sensitive to the curvature of the data.

To compare chiral extrapolations with experiment, we have also plotted selected experimental data in Fig. 5-4. As noted in the introduction, there are still unresolved experimental questions, and we have indicated the range of possible values of $(r^\pi_+)^2$ that can be extracted from present experiments by showing two extreme results from the literature. The highest value is from PDG 2008 [A+08b] and the lowest value is from a dispersion analysis including meson continuum contributions [BHM07]. We note that none of the chiral fits simultaneously yields a good fit to the lattice data while also agreeing with experiment within statistical errors.

To see how strongly the lattice results deviate from the SSE formulas, we also try to determine some of the low-energy constants using experimental results at the physical pion mass. We use the values in Table 5.4 as input, and also set $c_A = 1.5$ and $c_V = -2.5$ GeV$^{-1}$. Now for $(r^\pi_+)^2$, we have only the counter-term $B''_{10}$ to determine. Constraining the curve to go through the higher experimental value of $(r^\pi_+)^2 = 0.637$ fm$^2$ gives $B''_{10}(\lambda = 600$ MeV) = 1.085, resulting in the solid curve shown in Fig. 5-5(a). For comparison, we also plot the dashed curve that is fixed to go through the lower experimental value $(r^\pi_+)^2$. The curve rises much more rapidly than the lattice data as the pion mass decreases. From the slope of the leading one-loop SSE curve near the physical point and the weak pion-mass dependence displayed by our data we estimate that the applicability of Eq. (D.3) for $(r^\pi_+)^2$ may be much less than 300 MeV.

Without the constant term in Eq. (D.5), $\kappa_v \cdot (r^\pi_+)^2$ does not have any free parameters, which yields the solid curve in Fig. 5-5(b). The curve undershoots the physical point by about 5%, which may be well accounted for by the uncertainties in the chosen values of the low-energy constants. Including the higher-order term $C$ of Eq. (D.5) can of course shift the curve up to exactly reproduce the product of physical Pauli radius and anomalous magnetic moment. However, the departure of the quark-mass
Figure 5-5: SSE chiral fits to the isovector radii and the anomalous magnetic moment constrained to go through the physical points using the input in Table 5.4 as well as $c_A = 1.5$ and $c_V = -2.5$ GeV$^{-1}$. The mixed-action results at $m_\pi = 355$ MeV are shifted slightly to the right for clarity.

dependent curve from the lattice data displayed in Fig. 5-5(b) indicates that the leading one-loop SSE formula for $\kappa_v \cdot (r_2'')^2$ of Eqs. (D.4, D.5) should only be trusted for pion masses much less than the currently available 300 MeV. Judging from the steep slopes displayed by both the curves for the Dirac and Pauli radii as opposed to the almost mass-independent nature of the lattice data, it is conceivable that the leading one-loop SSE formulas may only be applicable at pion masses well below 300 MeV, as already suggested in Ref. [G+05b].

The anomalous magnetic moment still has two free parameters, $E_r^\pi$ and $\kappa_v^0$. In addition to the physical point, we need another data point to determine both parameters. We choose to use our $m_\pi = 355$ MeV result in the determination, since this
point is the most accurately calculated and its relatively large pion mass makes it less susceptible to finite-volume effects. The resulting curve (the solid line) is given in Fig. 5-5(c). For comparison, we also show the curve using the leading-order SSE formula in Eq. (D.1) (the dashed line). In this case, only the experimental point is included to determine $\kappa_0$. We can see that the dashed line deviates greatly from the lattice data. This is not surprising, as the dominating contribution to $\kappa_0$ is the term linear in $m_\pi$, the coefficient of which is determined by $g_s^2 M_\pi^2 / 4\pi f^2$. This is clearly not the case in our data. Regarding the limit of applicability of Eq. (D.2) [which includes the dominant next-to-leading one-loop corrections to the strict $O(\epsilon^3)$ SSE result of Eq. (D.1)], the plot in Fig. 5-5(c) does not give us a clear indication up to which pion mass the formula can be quantitatively employed. Furthermore, we observe that the "normalized" anomalous magnetic moments display a flat pion-mass dependence around 2.5 nuclear magnetons. The new dynamical Domain Wall data extend this "plateau" of the normalized magnetic moments which was already observed at much larger pion masses in the quenched simulation of Ref. [G+05b] now into the region of pion masses as low as 300 MeV. Surprisingly, we can find no indication of a rise in the magnetic moment at these low pion masses, although the onset of such a rise had been anticipated for pion masses around 300 MeV in the fit results of Ref. [G+05b] (see Fig. 11).

Overall, these curves show much stronger curvatures than our lattice results. Even with pion masses as light as 300 MeV, the $O(\epsilon^3)$ SSE formulas do not seem to be consistent with our data. There are several possible explanations for the inconsistencies. One is that the pion masses in our simulations are still too heavy for the SSE formula at this order to be applicable, and the higher-order contributions may not be negligible in this range. The other possibility is that our results still suffer from uncontrolled systematic errors, such as finite-volume effects, especially at the light pion masses. We want to point out that our limited number of data points is not sufficient to constrain the chiral fits, which clearly demonstrates the need for calculations at lighter pion masses. Thus we do not regard our results in Table 5.5 as conclusive. Rather, we take it as an indication of the difficulty of chirally extrapolating currently
available lattice data.

Also plotted in Fig. 5-5 are our domain wall results at $m_\pi = 330$ MeV at a coarser lattice spacing $[A+08a]$ ($a \approx 0.114$ fm), as well as our updated mixed-action calculations $[B+10]$ at a lattice spacing of about 0.124 fm. These results are roughly consistent with the fine domain wall results, indicating that the discretization errors are small.

### 5.1.3 Chiral extrapolations using CBChPT

In this section we perform chiral extrapolations based on a formulation of $SU(2)$ baryon chiral effective field theory without explicit $\Delta(1232)$ degrees of freedom but treating both the nucleon and pion as relativistic particles. The chiral extrapolation formulas are collected in Appendix D.1.2.

In our chiral extrapolations, we treat $g_A, F, c_2, c_3$ and $c_4$ in Eqs. (D.20,D.22,D.21,D.23) as input parameters. The available information about the chiral limit values of $g_A$ and $F$ is discussed in Sec. D.1.1. We set the second-order couplings consistently with Refs. [BKM97, FMS98, EM02]². We summarize these values in Table 5.6.

<table>
<thead>
<tr>
<th>$g_A$</th>
<th>$F$ [GeV]</th>
<th>$c_2$ [GeV⁻¹]</th>
<th>$c_3$ [GeV⁻¹]</th>
<th>$c_4$ [GeV⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.0862</td>
<td>3.2</td>
<td>-3.4</td>
<td>3.5</td>
</tr>
</tbody>
</table>

We determine $M_0, c_1$ and $e_1'(\lambda)$ appearing in $M_N(m_\pi)$ by fitting the nucleon masses from the three fine Domain Wall ensembles to Eq. (D.21). The fit values are tabulated in Table 5.7 and the resulting fit curve is shown in Fig. 5-6. The fit (denoted as "Lattice only" in the table) is in excellent agreement with the physical nucleon mass, but the small number of data points included in the fit gives substantial statistical errors. To better constrain the value of $M_0$, which is needed in the subsequent fits, we also fit the data with the experimental point as a constraint (denoted as "Lattice+Exp."). The results are again shown in Table 5.7. The two fits give consistent results, and we

² For a discussion about the value of $c_3$ see [PMW+06, AK+04].
will use central values of $M_0$, $c_1$ and $e_1^r(\lambda)$ determined from the “Lattice+Exp.” fit subsequently.

Table 5.7: Low-energy constants from the $O(p^4)$ BChPT fit to the fine Domain Wall lattice results of the nucleon mass. In the “Lattice+Exp” fit we also impose that the curve goes through the physical point.

<table>
<thead>
<tr>
<th>Fit</th>
<th>$M_0$ [GeV]</th>
<th>$c_1$ [GeV$^{-1}$]</th>
<th>$e_1^r \lambda = 1$ GeV [GeV$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice only</td>
<td>0.883(79)</td>
<td>-1.01(26)</td>
<td>1.1(1.3)</td>
</tr>
<tr>
<td>Lattice + Exp.</td>
<td>0.8726(29)</td>
<td>-1.049(40)</td>
<td>0.90(32)</td>
</tr>
</tbody>
</table>

Figure 5-6: Chiral extrapolation for the nucleon mass using the $O(p^4)$ BChPT formula in Eq. (D.21). The solid line is the fit to only the fine domain wall data (solid circles). The square is the coarse domain wall result, and the diamonds are the mixed-action results from Ref. [WL+09].

For comparison, we also plot the coarse ($a = 0.114$ fm) domain wall result at $m_\pi \approx 330$ MeV, as well as the mixed-action results [WL+09] at $a = 0.124$ fm in Fig. 5-6. We see that these results are qualitatively consistent, indicating the discretization errors are small.

Table 5.8: Fit parameters for the simultaneous fit to $(r_1^\nu)^2$, $\kappa_\nu \cdot (r_2^\nu)^2$ and $\kappa_\nu$ using the $O(p^4)$ CBChPT formulas. The scale is set to $\lambda = M_0$.

<table>
<thead>
<tr>
<th>$\chi^2$/dof</th>
<th>$c_6$</th>
<th>$d_6^r(\lambda)$ [GeV$^{-2}$]</th>
<th>$e_{r_4}^2(\lambda)$ [GeV$^{-2}$]</th>
<th>$e_{106}^r(\lambda)$ [GeV$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.3(2.4)</td>
<td>4.290(46)</td>
<td>0.839(7)</td>
<td>1.350(45)</td>
<td>-0.132(37)</td>
</tr>
</tbody>
</table>

We determine the remaining four low-energy constants, $c_6$, $d_6^r(\lambda)$, $e_{r_4}^2(\lambda)$, and $e_{106}^r(\lambda)$, from a simultaneous fit to $(r_1^\nu)^2$, $\kappa_\nu \cdot (r_2^\nu)^2$ and $\kappa_\nu$ using $O(p^4)$ BChPT expressions (D.20,D.22,D.23) presented in Appendix D.1.2, with the results shown in
Figure 5-7: Simultaneous fit to the isovector radii and anomalous magnetic moment using the CBChPT formula (solid lines). The SSE formula fits without the constant term for $\kappa_v \cdot (r_2^v)^2$ (dashed line).

Table 5.8. The large $\chi^2$/dof value indicates that the $O(p^4)$ BChPT does not describe our data either. We compare the chiral extrapolations using both the BChPT formula and the $O(\epsilon^3)$ SSE formula in Fig. 5-7. The solid curves with error bands are the results of the BChPT simultaneous fit, and the dashed curves are the SSE fits using Eqs. (D.3), (D.4) and (D.2) as described in Sec. 5.1.2. It appears that both the SSE and BChPT expressions are not compatible with our data, but since many of the low-energy constants in BChPT are fixed from phenomenology or the nucleon mass, the fit is better constrained than that using the $O(\epsilon^3)$ SSE expressions. This is especially important for $\kappa_v$, for which the SSE expression involves more parameters than currently available lattice data. Nevertheless, both formulations fail to describe our data at this mass range.
5.2 \( I = 0 \) vector form factors

Although the isoscalar components of the nucleon form factors may contain unknown contributions from disconnected diagrams, we currently neglect them. In this section we give results for the isoscalar form factors as defined in Eq. (1.5) from the connected diagrams only. First, we study the \( Q^2 \) dependence of both the isoscalar Dirac and Pauli form factors using phenomenological models, and then discuss briefly the chiral extrapolations of the results.

5.2.1 Momentum transfer dependence

We perform dipole fits to \( F^{u+d}_1(Q^2) \) separately for each ensemble using the formula in Eq. (5.3). Similar to the isovector case (see Sec. 5.1.1), the dipole Ansatz describes the data reasonably well at small \( Q^2 \) values, typically below 0.6 GeV\(^2\). As large \( Q^2 \) values are included in the fit, the fit quality becomes worse, but the fit parameters do not change significantly. Furthermore, the fitted values of \( F^{u+d}_1(0) \) are consistent with the expected value of 3.

![Graph](image-url)

Figure 5-8: The lattice isoscalar Dirac form factor, \( F^{u+d}_1(Q^2) \), dipole fits to it and the phenomenological fit [Kel04] to experimental data.

To demonstrate the quality of the fits, in Fig. 5-8 we show the dipole fits to all the \( Q^2 \) values. One can see that the data are reasonably well described by the
fit curves. Also plotted is the phenomenological fit to experimental data using the parameterization in Ref. [Kel04], although we note that no error estimate is provided and the empirical analysis involves many potential systematic errors discussed in the introduction. To determine the isoscalar mean squared Dirac radii, we follow the same reasoning as in Sec. 5.1.1 and obtain them from the dipole fits with a cut at $Q^2 \leq 0.5$ GeV$^2$. The results are shown in Table 5.9.

Table 5.9: Results for the isoscalar Dirac and Pauli mean squared radii and the anomalous magnetic moment from dipole and linear fits.

<table>
<thead>
<tr>
<th>$m_{\pi}$ [MeV]</th>
<th>$\chi^2$/dof</th>
<th>$(r_s^2)^2$ [fm$^2$]</th>
<th>$\kappa_s^{\text{norm}} \cdot \left( r_s^2 \right)^2$ [$\mu_{\text{phys}}^2 \cdot \text{fm}^2$]</th>
<th>$\kappa_s^{\text{norm}}$ [$\mu_{\text{phys}}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>297</td>
<td>0.12(35)</td>
<td>0.428(5)</td>
<td>3.3(2.1)</td>
<td>-0.021(21)</td>
</tr>
<tr>
<td>355</td>
<td>0.97(98)</td>
<td>0.403(3)</td>
<td>1.4(1.4)</td>
<td>-0.015(11)</td>
</tr>
<tr>
<td>403</td>
<td>1.7(1.3)</td>
<td>0.385(3)</td>
<td>2.2(1.7)</td>
<td>-0.003(11)</td>
</tr>
</tbody>
</table>

Figure 5-9: The isoscalar Pauli form factor, $F_2^{u+d}(Q^2)$, const($Q^2$) fits and the phenomenological fit [Kel04] to experimental data.

In experiments, the isoscalar Pauli form factor shows a notable bump at $Q^2 \approx 0.4$ GeV$^2$ (solid curve in Fig. 5-9), although again there are no error estimates. Our data are too noisy to distinguish this feature at this moment. In fact, the results, shown in Fig. 5-9, are rather flat. We show the constant fits to each ensemble separately, and find that the constants are consistent with zero within 2 standard deviations. The error band corresponds to the constant fit to the $m_{\pi} = 297$ MeV data.

If we restrict the fits to only the small $Q^2$ region ($\leq 0.5$ GeV$^2$), we are able to
perform linear fits to the data and obtain both $\kappa_s \cdot (r_2^s)^2$ (from the slope) and $\kappa_s$ (from the intercept), the results of which are also shown in Table 5.9.

### 5.2.2 Chiral extrapolations using HBChPT+$\Delta$

As is well known in ChPT (e.g. see the discussion in [BFHM98]), chiral dynamics in the isoscalar form factors of the nucleon starts at the 3-pion cut, i.e. at two-loop level, corresponding to $\mathcal{O}(e^3)$ in the power-counting of SSE. Hence, the $\mathcal{O}(e^3)$ SSE expressions (D.6) have trivial pion-mass dependence and cannot be used for chiral extrapolations. Therefore, in this section, we simply extrapolate linearly in $m_\pi^2$ the mean squared Dirac radius to the physical point. This is shown in Fig. 5-10(a), where we can see that the linear extrapolation gives a result at the physical pion mass which is much lower than the empirical value. Similarly, we perform a linear extrapolation for $\kappa_s \cdot (r_2^s)^2$, which is shown in Fig. 5-10(b).

For $\kappa_s$ beyond order $e^3$, additional terms arise including a term linear in the quark mass. Following Ref. [HW02], we write

$$\kappa_s = \kappa_s^0 - 8E_2 M_N m_\pi^2,$$

where $\kappa_s^0$ and $E_2$ are two unknown LECs. This linear dependence describes our data well, as is shown in Fig. 5-10(c).

### 5.2.3 Chiral extrapolations using CBChPT

The BChPT formulas up to $\mathcal{O}(p^4)$ for $(r_1^s)^2$, $(r_2^s)^2$ and $\kappa_s$ have also been derived in [Gai07, GH]. We collect them here for completeness in Appendix D.1.2. We note, however, that the next-to-leading one-loop BChPT results for the isoscalar form factors of the nucleon as presented in this section just as in the case of the leading one-loop SSE-analysis discussed in the previous section do not contain their dominant chiral dynamics arising from the 3-pion cut. Such effects would only become

---

3 Like in the isovector case, the anomalous magnetic moment quoted here is normalized to the physical nuclear magneton according to Eq.(5.8).
Figure 5-10: Linear extrapolations for the isoscalar radii and the anomalous magnetic moment. Shown also are the phenomenological values for radii obtained in Ref. [MMD96] and the experimental value [A+08b] for $\kappa_s$ (stars).

visible at the two-loop level, i.e. starting at $\mathcal{O}(p^5)$ in BChPT. The results presented here are therefore to be interpreted with care, as several important contributions with potentially large impact on the chiral extrapolation functions are not included at this order. For the isoscalar mean squared Dirac radius, Pauli radius and anomalous magnetic moments are given by Eqs. (D.24, D.25, D.26)

Table 5.10: Fit parameters from the simultaneous fit to $(r_1^s)^2$, $\kappa_s \cdot (r_2^s)^2$ and $\kappa_s$ using Eqs. (D.24), (D.25) and (D.26).

<table>
<thead>
<tr>
<th>$\chi^2$/dof</th>
<th>$\kappa_s^0$</th>
<th>$d_7$</th>
<th>$e_{54}$</th>
<th>$e_{105}(\lambda = M_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5(2.6)</td>
<td>-0.172(23)</td>
<td>-0.458(24)</td>
<td>-0.0159(41)</td>
<td>0.598(26)</td>
</tr>
</tbody>
</table>

As in the isovector case, we use the values in Table 5.6 as input in the extrapolation.
Table 5.11: Fit parameters from independent fits to \((r_1^s)^2\), \(\kappa_s \cdot (r_2^s)^2\) and \(\kappa_s\) using Eqs. (D.24), (D.25) and (D.26).

<table>
<thead>
<tr>
<th></th>
<th>(\chi^2/\text{dof})</th>
<th>(\kappa_s^0)</th>
<th>(d_7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((r_1^s)^2)</td>
<td>0.2(9)</td>
<td>2.67(44)</td>
<td>-0.581(19)</td>
</tr>
<tr>
<td>(\kappa_s \cdot (r_2^s)^2)</td>
<td>0.08(55)</td>
<td>1.6(2.0)</td>
<td>-0.055(44)</td>
</tr>
<tr>
<td>(\kappa_s)</td>
<td>0.4(1.3)</td>
<td>-0.247(53)</td>
<td>0.506(63)</td>
</tr>
</tbody>
</table>

Figure 5-11: Simultaneous (dashed lines) and independent (solid lines) \(O(p^4)\) BChPT fits to the isoscalar radii and anomalous magnetic moment.

...tions, leaving \(\kappa_0^0\), \(d_7\), \(e_{54}\) and \(e_{105}^* (\lambda = M_0)\) as free parameters. Since \((r_1^s)^2\), \(\kappa_s \cdot (r_2^s)^2\) and \(\kappa_s\) all contain the low-energy constant \(\kappa_0^0\), naively we should perform a simultaneous fit to all three quantities, as we have done for the isovector case. However, as stated earlier, the dominant chiral dynamics for the isoscalar quantities only appears at \(O(p^5)\). We do not expect these \(O(p^3)\) expressions to describe our data. In fact, the simultaneous
fit to these three quantities gives a $\chi^2$/dof of about 9 (see Table 5.10), showing the difficulty in fitting these quantities consistently. Looking closely at each quantity separately, we find that independent fits to $(r^x)^2$, $k_s \cdot (r^z)^2$ and $k_s$ lead to an inconsistency in the estimation of the common parameter $k_s^0$, as shown in Table 5.11. For demonstrative purposes, we compare the resulting fit curves from the simultaneous fit and the independent fits in Fig. 5-11, from which we see that the independent fits provide reasonable extrapolations for the data, while the simultaneous fit misses the data points badly, indicating inconsistencies of the BChPT expressions at this order.

We also note that the extrapolated value for $(r^x)^2$ at the physical pion mass is about 20% lower than the phenomenological value. These observations lead us to conclude that the BChPT expressions at $\mathcal{O}(p^3)$ are not applicable in the pion-mass range of our calculation. Of course, since we have not included the disconnected diagrams in our calculations, there are uncontrolled systematic errors which may also affect the pion-mass dependence. Further investigations are required to draw definitive conclusions for these isoscalar quantities.

### 5.3 Axial form factors

#### 5.3.1 Axial charge

The nucleon axial charge is an important phenomenological quantity, which, for example, determines the rate of the neutron $\beta$-decay (see Sec. 1.2). The lattice axial current operator $[\bar{q}\gamma^\mu\gamma^5 q]_x$ must be renormalized, and the renormalization procedure for Wilson-clover quarks is different from that for domain wall quarks. We have not renormalized the axial current. However, we can study the ratios in which the renormalization constant cancels to extract, for example, the axial radius in Section 5.3.2.

In order to compare our three calculations, in Figure 5-12 we show the ratio of the nucleon axial charge to the pion decay constant $g_A/F_\pi$, in which the axial current renormalization $Z_A$ is canceled. The values for $F_\pi$ are taken from Ref. [col]. On a small panel within Fig. 5-12 we show the ratio $g_A/g_V$ that will give the renormalized
Figure 5-12: Nucleon axial charge to pion decay constant ratio, $g_A/F_\pi$ for Domain Wall, Hybrid and BMW calculations. The upper right panel shows bare $g_A/g_V$ ratio.

axial charge value in the chiral limit. Physical values are marked with black stars. It is notable that the data points for Hybrid and Domain Wall calculations lie approximately on the same line going towards a point slightly below the physical value. Although the uncertainty for small pion masses is still significant, it is reassuring that the newer calculations with BMW action (see Appendix A.3) continue the same trend. Note also that the two data points for Hybrid $m_\pi = 356$ MeV calculations in Fig. 5-12 correspond to the two different spatial volumes, $\approx (2.5 \text{ fm})^3$ (filled diamonds) and $\approx (3.5 \text{ fm})^3$ (open diamonds) and they are very close. The agreement between the results for different spatial volumes demonstrates that the finite volume effects are small. This fact also provides somewhat more optimistic estimate for the finite volume effects in $g_A$ calculations compared to that in Ref. [Y+09]: in our calculations the difference between the small volume ($m_\pi L \approx 4.5$) and large volume ($m_\pi L \approx 6.3$) is equal to $\approx 0.006(22)$, while the authors in the reference above state that one has to have the spatial size of the box at least $L \gtrsim 6m_\pi^{-1}$ in order to have finite volume effects $\lesssim 1\%$. On the other hand, the value for the Domain Wall lattice with the lowest pion mass $m_\pi = 297$ MeV lies significantly below the heavier pion masses and may signal that the finite volume effects start to contribute to our calculations at the corresponding value of $m_\pi L \approx 4.05$. Thus, the question whether finite volume affects calculations of $g_A$ remains to be understood, and one has to do calculations with two
different volumes at the same small pion mass to do a direct comparison.

![Graph showing Hybrid data extrapolation and Domain Wall data extrapolation](image)

Figure 5.13: Chiral extrapolations of the nucleon axial charge for the Domain Wall and Hybrid calculations. In the two-parameter HBChPT fit $g_1 = 2.5$ is set.

The renormalized $g_A$ results enable a direct comparison between Hybrid and Domain Wall calculations. In Figure 5.13 we show data for both ensembles and perform a chiral extrapolation using the HBChPT prediction [HPW03]

$$g_A(m_\pi) = g_A - \frac{g_A^3 m_\pi^2}{16\pi^2 F_\pi^2} + 4m_\pi^2 \left\{ C(\lambda) + \frac{c_A^2}{4\pi^2 F_\pi^2} \left[ \frac{155}{972} g_1 - \frac{17}{36} g_A \right] + \gamma \log \frac{m_\pi}{\Lambda} \right\}$$

$$+ \frac{4c_A^2 g_A}{27\pi^2 F_\pi^2 \Delta} m_\pi^3 + \frac{8c_A^2 g_A m_\pi^2}{27\pi^2 F_\pi^2} \left[ 1 - \frac{m_\pi^2}{\Delta^2} \right]^{\frac{1}{2}} \log R(m_\pi)$$

$$+ \frac{c_A^2 \Delta^2}{81\pi^2 F_\pi^2} (25g_1 - 57g_A) \left\{ \log \frac{2\Delta}{m_\pi} - \left[ 1 - \frac{m_\pi^2}{\Delta^2} \right]^{\frac{1}{2}} \log R(m_\pi) \right\},$$

where

$$\gamma = \frac{1}{16\pi^2 F_\pi^2} \left\{ \frac{50}{81} c_A^2 g_1 - \frac{1}{2} g_A - \frac{2}{9} c_A^2 g_A - g_A^2 \right\}$$

The choice for the chiral limit parameters $F_\pi, \Delta = m_\Delta - m_N, c_A = g_{N\Delta}$ is discussed in Sec. D.1.1. In addition, to perform the fits, we have to fix

$$c_A = 1.5,$$

for a three-parameter fit and also

$$g_1 = 2.5 \approx \frac{9}{5} g_A \quad \text{[quark-flavor symmetry]}$$
for a two-parameter fit. The only remaining parameters are the chiral limit value \( g_A^0 \) the counterterm \( C(\lambda) \). The two-parameter fit is more reliable because there are data only three distinct values of \( m_\pi \leq 500 \) MeV in both Domain Wall and Hybrid calculations, and applying the HBChPT+\( \Delta \) formula for \( m_\pi > 500 \) MeV is questionable. From the two-parameter fits we extract the values of extrapolated axial charge \( g_A(m_\pi \approx 140 \) MeV),

\[
\begin{align*}
g_A^{\text{phys}} &= 1.160(14) \quad \text{[Hybrid]}, \\
g_A^{\text{phys}} &= 1.139(20) \quad \text{[Domain Wall]},
\end{align*}
\]

in our two calculations. Both results underestimate the experimental value \( g_A = 1.126(3) \). This disagreement may be the result of the following:

1. heavy pion mass data points used for chiral extrapolations,

2. insufficient order of approximation in HBChPT+\( \Delta \)

3. finite-volume effects contributing to the lightest pion mass values \( m_\pi \approx 300 \) MeV, to which the chiral extrapolations are most sensitive.

### 5.3.2 Momentum transfer dependence

From our lattice calculations we can also extract dependence of the nucleon axial form factors on the momentum transfer \( Q^2 \). Currently, the form factor results only for the Domain Wall and Hybrid calculations are available, because additional work to renormalize the axial current in the BMW calculation is required.

In Figure 5-14 we show our results for the \( G_A \) form factor from both Domain Wall and Hybrid calculations with the two lightest pion masses approximately equal to \( m_\pi = 300 \) and 350 MeV. Additionally, we show the results for the second (larger) volume \( V \approx (3.5 \text{ fm})^3 \) from Hybrid lattice with \( m_\pi = 350 \) MeV, which indicate no noticeable difference from the other (smaller) volume \( V \approx (2.5 \text{ fm})^3 \). This agreement demonstrates that the finite volume effects are small and negligible at our current
level of precision. For comparison we also show the phenomenological dependence $G_A^{u-d}(Q^2)$, 

$$G_A^{u-d}(Q^2) = \frac{g_A}{1 + Q^2/M_A^2}, \quad (5.11)$$

where the axial mass $M_A$ is obtained from neutrino scattering experiments. It is clear that our lattice data points disagree with the phenomenology, both in the slope $G'_A(0)$ and the forward value $G_A(0) = g_A$. The disagreement in the slope may be ascribed to the pion mass being heavier than the physical pion.

Despite the disagreement with phenomenology, it is useful to check whether the lattice dependence of $G_A$ on $Q^2$ is similar to the phenomenological dipole form (5.11). Therefore, we fit our data to the dipole form and present the results for the axial mass and the radius in Tab. 5.12. Because the axial current renormalization is multiplicative, we can also extract the axial mass $M_A$ for the BMW ensemble calculations.

In Figure 5-15 we show the axial radius 

$$\langle r_A^2 \rangle = -\frac{1}{6G_A(0)} \left. \frac{dG_A(Q^2)}{dQ^2} \right|_{Q^2=0} = \frac{12}{M_A^2} \quad (5.12)$$

for our three different calculations and the pion masses $300 \lesssim m_\pi \lesssim 600$ MeV. It is clear that the axial radius is significantly underestimated in our lattice calculations, which is also apparent from Fig. 5-14. However, the results from different lattice
methodologies agree demonstrating that this is a systematical trend, and the small values for \( \langle r_A^2 \rangle \) are the consequence of simulating QCD with heavy pion masses. Moreover, our lattice results for the axial radius \( \langle r_A^2 \rangle \) show very little dependence on the pion mass. It is worth noting that the prediction of heavy-baryon ChPT at next-to-leading order (NLO HBChPT+\( \Delta \)) does not contain dependence of \( \langle r_A^2 \rangle \) on \( m_\pi \) whatsoever [BFHM98],

\[
G_A^{u-d}(Q^2) \approx g_A(m_\pi) - \tilde{B}_3 \frac{Q^2}{(4\pi F_\pi)^2}, \quad \langle r_A^2 \rangle^{u-d} = \frac{6\tilde{B}_3}{(4\pi F_\pi)^2},
\]

where \( \tilde{B}_3 \) is a low-energy constant. This prediction is in a striking disagreement with
the need to continue the accurate lattice data points to the physical pion mass value that is also shown in Fig. 5-15. Simulations at the lighter pion masses are necessary to reveal the \( \langle r_A^2 \rangle \) dependence on the pion mass and to provide a basis to extend chiral perturbation theory accordingly.

In addition, in Fig. 5-15 we show the results for two different volumes for Hybrid lattices with \( m_\pi = 350 \) MeV, which disagree for less than 2 sigma. This disagreement is insufficient to state that we have significant finite volume effects, although we cannot exclude such possibility. Note that the larger volume corresponds to \( m_\pi L > 6 \) which is believed [Y+09] to be sufficient for finite volume effects in the nucleon axial charge calculations to be negligible.

\[
\begin{align*}
\text{Figure 5-16: Nucleon isovector induced pseudoscalar form factor } &G_{P}^{u-d}(Q^2) .
\end{align*}
\]

The induced pseudoscalar form factor \( G_{P}(Q^2) \) has an important phenomenological meaning. As was discussed in Sec. 1.2, this form factor is expected to be dominated by the pion pole. Hence, this is an important check for lattice QCD calculations at because one should observe significant variation of the \( Q^2 \)-dependence of this form factor with the pion mass. In Figure 5-16 we show the \( G_{P}(Q^2) \) for the two lightest pion masses, and one heavy pion mass from the Hybrid calculation. Unfortunately, it is not possible to compute \( G_{P} \) in the forward case \( Q^2 = 0 \) on a lattice. Our lowest \( Q^2 \) data point corresponds to \( Q^2 \approx 0.2 \text{ GeV}^2 \). Without small \( Q^2 \lesssim m_\pi^2 \) data points, it is hard to check whether the data agrees with the pion-pole prediction or not.
Figure 5-17: Pole mass from a fit using Eq. (5.14) and $m_{\text{pole}} = m_\pi$.

To answer this question, we fit our lattice data to a pole form

$$G_P(Q^2) = \frac{a}{m_{\text{pole}}^2 + Q^2} + b,$$

(5.14)

where $a$, $b$ and $m_{\text{pole}}$ are free fit parameters. The results of the fits for all ensembles and pion masses are presented in Fig. 5-17. Our lattice data for $G_P$ form factor shows fair agreement with the pion pole model: the pole masses from the fit lie on the line $m_{\text{pole}} = m_\pi$ with the exception of the heaviest pion mass $m_\pi \approx 600$ MeV.

To conclude the discussion of the nucleon axial form factors, we attempt to check the Goldberger-Treiman relation $g_{\pi NN}(Q^2 = 0) = \frac{M_N}{F_\pi} g_A$ that must hold in (or close to) the chiral limit. Away from the chiral limit, the chiral perturbation theory predicts [BFHM98] that

$$G_P(Q^2) = \frac{4M_N^2}{m_\pi^2 + Q^2} \left[ g_A - \frac{2m_\pi^2}{(4\pi F_\pi)^2} \tilde{B}_2 \right] - \tilde{B}_3 \frac{4M_N^2}{(4\pi F_\pi)^2},$$

(5.15)

and the residue at the pole is determined by the axial charge $g_A = G_A(0)$ up to a correction proportional to $m_\pi^2$,

$$1 - \frac{g_{\pi NN}^{\text{GT}}}{g_{\pi NN}^{\text{GT}}} \sim m_\pi^2, \quad \text{where} \quad g_{\pi NN}^{\text{GT}} = \frac{M_N}{F_\pi} g_A.$$  

(5.16)
Figure 5-18: Check of GT relation. $R_{P/A}(Q^2)$ from Eq. (5.17) should be extrapolated to $Q^2 \to 0$ to obtain $g_{\pi N}/g_{\pi N}^{GT}$. NLO Chiral perturbation theory predicts that $1 - g_{\pi N}/g_{\pi N}^{GT} \sim m_{\pi}^2$.

Using only our lattice data, we cannot check this relation because direct calculation of the forward value $G_P(0)$ is not possible. In addition, because of the strong pole dependence of $G_P$ on $Q^2$, the extrapolation $Q^2 \to 0$ is not reliable. Instead, we study the ratio

$$R_{P/A}(Q^2) = \frac{m_{\pi}^2 + Q^2}{4m_{N}^2} \cdot \frac{G_P(Q^2)}{G_A(Q^2)} \xrightarrow{Q^2 \to 0} \frac{g_{\pi N N}(0)}{g_{\pi N N}^{GT}},$$

(5.17)

that should give the ratio$(g_{\pi N N}(0)/g_{\pi N N}^{GT})$ in the limit $Q^2 \to 0$. Indeed, as Fig. 5-18 shows, this ratio depends weakly on the momentum transfer $Q^2$ and thus it is a good way to do the extrapolations and check the GT relation. However, the extrapolated values deviate significantly from one, indicating the violation of the Goldberger-Treiman relation by $\approx 20\%$. Furthermore, comparing the results for the pion masses $\approx 300 \div 600$ MeV, we observe no dynamics with decreasing $m_{\pi}$, and the NLO HBChPT+$\Delta$ prediction (5.16) does not agree with our data. This apparent violation may result either because the pion masses are too high or the method to do $Q^2 \to 0$ extrapolations is not correct. We definitely need to calculate the $G_P(Q^2)$ form factor for smaller non-zero values of $Q^2$ than performed in our work to control
\( Q^2 \) extrapolations better.

### 5.4 Quark energy-momentum tensor

As has been discussed in Sec. 1.3, one can compute quark contributions to the nucleon energy-momentum tensor by evaluating matrix elements of the twist-two Wilson \( n = 2 \) operator,

\[
T_{q}^{\mu\nu} = \bar{q} \left[ \gamma^{\{\mu} i \not{D}^{\nu\}} \right] q, \quad (5.18)
\]

which can be parameterized with three generalized form factors, \( A_{20}, B_{20} \) and \( C_{20} \) [Die03]:

\[
\langle P' | \bar{q} \left[ \gamma^{\{\mu} i \not{D}^{\nu\}} \right] q | P \rangle = U(P') \left[ A_{20}^q(Q^2) \gamma^{\{\mu} \bar{P}^{\nu\}} \right. \\
+ B_{20}^q(Q^2) \frac{i}{2M_N} \bar{P}^{(\mu} \sigma^{\nu\}} \alpha \gamma_\alpha q q' \left] U(P) \right. \\
+ C_{20}^q(Q^2) \frac{1}{M_N} q q' \right]. \quad (5.19)
\]

In order to compute quark momentum fraction and angular momentum, we need to extrapolate \( A_{20} \) and \( B_{20} \) form factors to \( Q^2 \to 0 \) and \( m_\pi \to m_\pi^{\text{phys}} \).

#### 5.4.1 CBChPT fits of generalized form factors

For our extrapolations we use relativistically-covariant chiral perturbation theory (CBChPT ) calculations [DGH08] for the nucleon \( n = 2 \) generalized form factors that have recently become available. Although Ref. [DGH08] provides the formulas for the full \( Q^2 \) and \( m_\pi^2 \) dependence of the generalized form factors, we do not use them to fit our data with \( Q^2 \gtrsim 0.2 \text{ GeV}^2 \) because they can be outside of the ChPT applicability range. Instead, we extrapolate our lattice data to the point \( Q^2 = 0 \) and fit the forward values of these generalized form factors. In addition to the form factors themselves, we include their slopes \( \rho_{A,B,C} \)

\[
\rho_X = -\left. \frac{d X}{d Q^2} \right|_{Q^2=0} \quad (5.20)
\]
into our chiral fits to impose further constraints on fit parameters. Formulas for $\rho_{A,B,C}$ are also available in Ref. [DGH08]. This approach is slightly different from Ref. [B+10] where $Q^2 \neq 0$ points were also included into fits. However, because the data for GFFs with small momentum transfer are scarce (2 or 3 distinct $Q^2$ points), one can actually extract only slopes and intercepts of $A_{20}$, $B_{20}$ and $C_{20}$ dependence on the momentum transfer; more detailed structure of GFF dependence on $Q^2$ is not revealed by our current level of precision. We also find that including the GFF slopes $\rho_{A,B,C}$ to our chiral fits has very limited impact on constraining the fit parameters. Therefore, we conclude that the outcome of our procedure should be very close to the one used in Ref. [B+10].

![Figure 5-19: Chiral extrapolations of the isovector generalized form factors $A^{u-d}_{20}$, $B^{u-d}_{20}$, $A^{u-d}_{20}$ and their slopes $\rho_{A,B,C}$ using the Domain Wall calculations.](image)

![Table 5.13: Covariant chiral perturbation theory fits to the forward values of $n = 2$ generalized form factors at $\mu^2 = (2 \text{ GeV})^2$, using the Domain Wall calculations.](image)

<table>
<thead>
<tr>
<th>GFF</th>
<th>$Q^2 \rightarrow 0$ extrapolation</th>
<th>$m_\pi = 140 \text{ MeV}$</th>
<th>chiral limit</th>
<th>$\chi^2$/ndf</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^{u-d}_{20}$ dipole $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>0.204(6)</td>
<td>0.177(6)</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>$B^{u-d}_{20}$ dipole $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>0.317(8)</td>
<td>0.306(7)</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>$C^{u-d}_{20}$ linear $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>0.0036(31)</td>
<td>0.0037(29)</td>
<td>0.48</td>
<td></td>
</tr>
</tbody>
</table>

Extrapolation is used only to extract the slope $\rho_A = -A'_{20}(0)$. 144
To extrapolate the GFFs to the point \( Q^2 = 0 \), we use a dipole form and switch to a linear form for form factors that are close to zero. The methods used in each case are listed in Tab. 5.13. Best fit curves to \( A_{20}^{u,d}(Q^2) \), \( B_{20}^{u,d}(Q^2) \) and \( C_{20}^{u,d}(Q^2) \) data are shown in Fig. 5-29 and Fig. 5-30 for the Domain Wall and Hybrid calculations, respectively. The dependence of the \( Q^2 \to 0 \) extrapolated values on fit forms used is not significant, because the estimated uncertainties of the data points are dominated by their stochastic variations.

We perform a simultaneous fit to the isovector generalized form factors \( A_{20}^{u,d} \), \( B_{20}^{u,d} \) and \( C_{20}^{u,d} \) and their slopes \( \rho_{A,B,C} \) using Eq. (28,31,32) and Eq. (34-36) of Ref. [DGH08], which include the \( O(p^2) \) terms in the effective Lagrangian. In addition, these formulas include terms that “estimate” \( O(p^3) \) corrections. Our numerical analysis shows that these terms are important, in agreement with the results in Ref.[DGH08]. We fix the value of the parameter \( \Delta a_{2,0}^v = 0.165 \), which is known from the analysis of other lattice data [E+06a], and the other 8 fit parameters

\[
\begin{align*}
a_{2,0}^v, b_{2,0}^v, c_{2,0}^v, c_8^v, c_{12}, \delta_A^t, \delta_B^t, \delta_C^t,
\end{align*}
\]

are free. The results of the fits to the Domain Wall data are shown in Fig. 5-19.
this fit we use 18 data points and have 10 degrees of freedom. As indicated by the value $\chi^2/\text{dof} \approx 1.5$, our data are described well by the chiral perturbation theory. We summarize the physical and chiral limit values of GFFs at $Q^2 = 0$ in Tab. 5.13.

We also perform a simultaneous fit to the isoscalar generalized form factors $A_{20}^{u+d}$, $B_{20}^{u+d}$ and $C_{20}^{u+d}$ using Eq. (44,46,47) of Ref. [DGH08] and varying six parameters

$$a_{2,0}^s, b_{2,0}^s, c_{2,0}^s, \delta_B^0, \delta_C^0,$$ (5.22)

where $\delta_B^0$ and $\delta_C^0$ also parameterize the $\mathcal{O}(p^3)$ contributions to the generalized form factors. Our data agree with the chiral perturbation theory results as indicated by the value $\chi^2/\text{dof} \approx 0.1$. Judging from such a small $\chi^2/\text{dof}$ value, we conclude that additional data and/or higher precision are required to constrain the fit parameters better. The physical and chiral limit values of the GFF at $Q^2 = 0$ are collected in Tab. 5.13.

Table 5.14: Covariant chiral perturbation theory fits to the forward values of $n = 2$ generalized form factors at $\mu^2 = (2 \text{ GeV})^2$ using the Hybrid calculations.

<table>
<thead>
<tr>
<th>GFF</th>
<th>$Q^2 \rightarrow 0$ extrapolation</th>
<th>$\Lambda_\pi = 140 \text{ MeV}$</th>
<th>chiral limit</th>
<th>$\chi^2/\text{ndf}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{20}^{u-d}$ dipole $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$0.186(4)$</td>
<td>0.159(4)</td>
<td></td>
<td>$\approx 1.25$</td>
</tr>
<tr>
<td>$B_{20}^{u-d}$ dipole $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$0.292(7)$</td>
<td>0.283(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{20}^{u-d}$ linear $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$0.0027(48)$</td>
<td>0.0028(45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{20}^{u+d}$ dipole $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$0.500(8)$</td>
<td>0.488(8)</td>
<td></td>
<td>$\approx 1.4$</td>
</tr>
<tr>
<td>$B_{20}^{u+d}$ linear $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$-0.022(27)$</td>
<td>$-0.067(28)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{20}^{u+d}$ linear $Q^2 \leq 0.5 \text{ GeV}^2$</td>
<td>$-0.125(28)$</td>
<td>$-0.118(39)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\dagger$ Extrapolation is used only to extract the slope $\rho_A = -A_{20}(0)$.

We perform the same analysis for the Hybrid calculations results. The corresponding physical and chiral limit values are collected in Tab. 5.14.

### 5.4.2 Quark momentum fraction

In this section we present our results for the quark momentum fraction $\langle x \rangle$ determined from the GFF $A_{20}(0) \equiv \langle x \rangle$. We use the methods outlined in the previous section to extrapolate lattice results to the physical point for both the Domain Wall and Hybrid calculations.
Figure 5-21: Comparison of the isovector quark momentum fraction from the Domain Wall and Hybrid calculations.

Figure 5-21 shows the isovector quark momentum fraction \( \langle x \rangle_{u-d} \). In addition to our lattice results, we show the CTEQ6 PDF-parameterization result [DDG] \( \langle x \rangle_{u-d}^{\text{CTEQ6}} = 0.155(5) \). Both the Domain Wall and the Hybrid results overshoot the phenomenological value significantly. As one can see from Fig. 5-21, chiral perturbation theory predicts rapid change of \( \langle x \rangle_{u-d} \) as the pion mass approaches the physical pion mass. For this reason, more precise simulations at the lighter pion masses are required to resolve this disagreement.

Both lattice calculations lead to extrapolated values which are \( \approx 2.5 \) standard deviations apart. This deviation can be explained either by discretization effects or by the perturbative renormalization used in the Hybrid calculations. Nevertheless, the agreement within \( \approx 10\% \) between these independent lattice calculations is reassuring.

Figure 5-22 shows the isoscalar quark momentum fraction \( \langle x \rangle_{u-d} \). In addition to our lattice results, we show the CTEQ6 PDF-parameterization result [DDG] \( \langle x \rangle_{u+d}^{\text{CTEQ6}} = 0.537(22) \). Note that the disconnected contractions are omitted from our results presented in Fig. 5-22. Therefore, the apparent agreement between lattice and phenomenology must be taken as qualitative, potentially indicating that the disconnected contributions to the quark momentum fraction are small. As in the case of the isovector \( \langle x \rangle_{u+d} \), two our lattice calculations agree within \( \approx 8\% \), indicating that both lattice
methodologies lead to reasonable results.

5.4.3 Quark angular momentum

The quark angular momentum inside the nucleon is a very important nucleon structure observable. As has been observed in DIS experiments, the quark spin contributes only 30 - 50% to the nucleon spin [FJ01]. The rest must come from the quark orbital angular momentum and the gluon total angular momentum. On a lattice, the quark angular momentum is accessible through the matrix elements of the energy-momentum form factors $A_{20}^q$ and $B_{20}^q$. According to Ji's sum rule [Ji97],

$$J^q = \frac{1}{2} \left( A_{20}^q(0) + B_{20}^q(0) \right).$$  \hspace{1cm} (5.23)

The same is true for the gluon angular momentum,

$$J^g = \frac{1}{2} \left( A_{20}^g(0) + B_{20}^g(0) \right),$$  \hspace{1cm} (5.24)

and the evident sum rule for the nucleon spin $J_q + J_g = \frac{1}{2}$ leads to an estimate for the gluon angular momentum, which has not been constrained experimentally. Furthermore, the sum rule for the momentum fraction carried by quarks and gluons
\[ \langle x \rangle_q + \langle x \rangle_g = A'^q_{20}(0) + A'^q_{20}(0) = 1 \]

automatically leads to another sum rule \cite{Die03}

\[ B'^g_{20}(0) + B'^g_{20}(0) = 0. \quad (5.25) \]

This sum rule has also been understood in terms of light-cone wave functions \cite{BHMS01}. For future lattice calculations of nucleon structure the sum rule (5.25) may be useful because the direct computation of gluon contribution to the nucleon structure is difficult.

![Figure 5-23: Comparison of the isovector quark angular momentum \(J^{u-d}\) from the Domain Wall and Hybrid calculations.](image)

Table 5.15: Covariant chiral perturbation theory extrapolations of the quark angular momentum contributions to the nucleon spin. The renormalization scale is \(\mu^2 = (2 \, \text{GeV})^2\).

<table>
<thead>
<tr>
<th>(J^{u-d})</th>
<th>Domain Wall</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_\pi = 140 , \text{MeV})</td>
<td>(0.260(5))</td>
<td>(0.239(4))</td>
</tr>
<tr>
<td>(m_\pi = 140 , \text{MeV})</td>
<td>(0.239(5))</td>
<td>(0.219(4))</td>
</tr>
</tbody>
</table>

Using the chiral extrapolations of our data in Sec. 5.4.1, we determine the angular momenta carried by quarks in the chiral limit and at the physical pion mass. The results are summarized in Tab. 5.15 for the \(u\) and \(d\) quarks as well as for the isovector
Figure 5-24: Comparison of the isoscalar quark angular momentum $J^{u+d}$ from the Domain Wall and Hybrid calculations. Disconnected contractions are not included.

$J_{\text{DW}}(2.7 \text{ fm})$, $J_{\text{Hy}}(2.5 \text{ fm})$

Figure 5-25: Separate $u$ and $d$ quark contributions to the nucleon spin and their chiral extrapolations. Disconnected contractions are not included.

$u - d$ and isoscalar $u + d$ combinations.

The isoscalar angular momentum $J^{u+d}$ represents the full contribution of quarks to the proton nucleon spin$^4$. We determine this contribution at the physical pion mass as $J^0 \equiv J^{u+d} = 0.24(1)$, or approximately 48% of the total nucleon spin. Although this result must be taken with some caution because of omitted contributions and disagreement of chiral extrapolations of isovector calculations with experiment, we note that it is in very close agreement with an estimation based on the QCD sum

$^4$ We emphasize once again that in this work we do not study the $s$ quark contribution, as well as disconnected lattice field contractions (see Sec. 3.2).
rules [BJ97]. The determinations from the Domain Wall and Hybrid calculations agree perfectly, as illustrated by the comparison of their chiral extrapolations in Fig. 5-24.

In Figure 5-23 we show the isovector component of the quark angular momentum \( J^{u-d} = J^u - J^d \). The results of the Domain Wall and Hybrid calculations for \( J^{u-d} \) disagree by \( \approx 8\% \). We note that this disagreement is of the same order as the estimate of the uncertainty in the perturbative renormalization of Hybrid results (see Sec. 4.4). On the other hand, this disagreement may arise from different fermion actions used in the Domain Wall and Hybrid calculations.

Note that the values of \( J^{u+d} \) and \( J^{u-d} \) are very close. Correspondingly, the main contribution to \( J^q \) comes from the \( u \) quark, while the angular momentum of \( d \) quark is negligible. We show separate contributions of \( u \) and \( d \) quarks in Fig. 5-25. Although disconnected contractions are not included in \( J^{u,d} \), the presented result is a strong indication that the major contribution to the nucleon spin as seen at our working scale \( \mu^2 = (2 \text{ GeV})^2 \) comes from \( u \) quarks and gluons and not \( d \) quarks. For the \( d \)-quarks, as our investigation shows, the spin and the OAM cancel each other almost precisely, and this remarkable feature remains to be understood in nucleon models.

5.4.4 Quark spin and OAM

Finally, we want to discuss the decomposition of the quark angular momentum in terms of the quark spin and the quark orbital angular momentum (OAM) inside the nucleon. As it has been shown in Ref. [Ji97, Ji98], such decomposition is gauge-invariant:

\[
J_q = S_q + L_q = \int d^3x \left[ \frac{1}{2} q^i \sigma^{12} q^j + q^i (x^1 iD^2 - x^2 iD^1) q^j \right],
\]

(5.26)

where \( J_q, S_q \) and \( L_q \) are the projections of total angular momentum, spin and OAM of quarks, respectively, on the \( z \)-axis. This decomposition may be useful for connecting the fundamental calculations in lattice QCD to quark models, which can be thought of as effective QCD models at much smaller scale \( \mu < m_N \) [Tho08].
The quark spin can be extracted from the forward value of the generalized form factor $\tilde{A}_q^{t_0}$.

$$S_q = \frac{1}{2} \Delta \Sigma_q = \frac{1}{2} \langle 1 \rangle A_q = \frac{1}{2} \tilde{A}_q^{t_0}(0). \quad (5.27)$$

Note that the isovector combination $\Delta \Sigma_{u-d} = \langle 1 \rangle A_{u-d}$ is equal to the axial charge $g_A$ that has already been discussed in Sec. 5.3.1, and in this section we will use the chiral extrapolation based on HBChPT+$\Delta$ presented there. In order to compute the individual quark spins, we perform chiral extrapolations of the isoscalar combination $\Delta \Sigma_{u+d} = \tilde{A}_{10}^{u+d}(0) = \langle 1 \rangle A_{u+d}$ using the HBChPT prediction [DMS07]

$$\tilde{A}_{n,0}^{u+d}(0) = \tilde{A}_{n,0}^{u+d}(0) \left[ 1 - \frac{3g_A^2m_{\pi}^2}{(4\pi F_{\pi})^2} \left( 1 + \log \frac{m_{\pi}^2}{\mu^2} \right) \right] + \tilde{A}_{n,0}^{u+d,2}(m_{\pi}^2) \quad (5.28)$$

with two free parameters, $\tilde{A}_{n,0}^{u+d,0}(0)$ and $\tilde{A}_{n,0}^{u+d,2}(m_{\pi}^2)$, where $\mu$ is a HBChPT scale. Figure 5-26 shows the comparison of the Domain Wall and Hybrid results as well as their chirally extrapolated values shown as the shaded bands. We collect the extrapolation results at the physical pion mass and in the chiral limit in Table 5.16. Note that the Domain Wall and Hybrid results show reasonable agreement.

Using the decomposition (5.26) above, we subtract the spin component from the quark angular momentum to obtain quark OAM. A summary of the results for both $u$
Figure 5-27: Comparison of the quark orbital angular momentum contributions to the nucleon spin from the Domain Wall and Hybrid calculations. Disconnected contractions are not included.

Figure 5-28: Contributions of the $u$ and $d$ quark spin and orbital angular momenta to the nucleon spin from the Domain Wall calculations. Disconnected contractions are not included.

and $d$ quarks as well as their combinations is presented in Tab. 5.17. Again, we note that the results from the Domain Wall and Hybrid calculations reasonably agree. The small discrepancy between them can be explained either by the different lattice QCD actions, lattice spacings, or the renormalization procedures.

In Figure 5-28 we show the comparison of $u$ and $d$ quark spin and OAM contributions to the nucleon spin. We would like to discuss the decomposition of $J^a$ into
Table 5.16: Covariant chiral perturbation theory extrapolations of the quark spin contributions to the nucleon spin.  

<table>
<thead>
<tr>
<th>Domain Wall</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2} \Delta \Sigma^{u-d}$</td>
<td>$\frac{1}{2} \Delta \Sigma^{u-d}$</td>
</tr>
<tr>
<td>$m_\pi = 140$ MeV chiral limit</td>
<td>$m_\pi = 140$ MeV chiral limit</td>
</tr>
<tr>
<td>0.570(10)</td>
<td>0.552(9)</td>
</tr>
<tr>
<td>0.234(14)</td>
<td>0.191(14)</td>
</tr>
<tr>
<td>0.402(11)</td>
<td>0.372(10)</td>
</tr>
<tr>
<td>-0.168(6)</td>
<td>-0.180(6)</td>
</tr>
</tbody>
</table>

$S^{u,d}$ and $L^{u,d}$ in detail because it demonstrates a number of peculiar features. First, as has been noted in the previous section, the total $d$-quark angular momentum is very small. However, its spin and OAM are not small separately, and $J^d$ being small is a result of almost precise cancellation between the spin $S^d$ and the OAM $L^d$ of the $d$-quark, and

$$|J^d| \ll \{|S^d|,|L^d|\}.$$  

Second, in Figure 5-27 we show the sum of $u$ and $d$ quark OAM. Again, although the individual quark orbital angular momenta $L^{u,d}$ are not small, they are opposite and compensate each other so that

$$|L^{u+d}| \ll |L^{u,d}|.$$  

Both these observations are in complete agreement with the previous calculations in Ref. [H+08] and [B+10]. Similar observations in the Domain Wall and Hybrid calculations lead to the conclusion that this is indeed a physical effect and it should be accounted for in nucleon models.

Table 5.17: Covariant chiral perturbation theory extrapolations of the quark orbital angular momentum contributions to the nucleon spin. The renormalization scale is $\mu^2 = (2 \text{ GeV}^2)$.  

<table>
<thead>
<tr>
<th>Domain Wall</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_\pi = 140$ MeV chiral limit</td>
<td>$m_\pi = 140$ MeV chiral limit</td>
</tr>
<tr>
<td>$L^{u,d}$</td>
<td>$L^{u,d}$</td>
</tr>
<tr>
<td>-0.309(10)</td>
<td>-0.313(10)</td>
</tr>
<tr>
<td>0.009(21)</td>
<td>0.022(22)</td>
</tr>
<tr>
<td>-0.150(13)</td>
<td>-0.146(14)</td>
</tr>
<tr>
<td>0.159(10)</td>
<td>0.168(10)</td>
</tr>
</tbody>
</table>
5.5 Generalized form factors

In this section we present an overview of our results for the nucleon generalized form factors. In Section 5.4 we have already discussed the $n = 2$ unpolarized GFF $A_{20}$ and $B_{20}$. Now we will discuss these and other generalized form factors in more detail. However, because the topic of the nucleon GFFs is vast, we only highlight their most peculiar features revealed by our calculations and demonstrate the precision we are able to achieve, and postpone the systematic discussion to future publications.

5.5.1 Momentum transfer dependence

Figure 5-29: $n = 2$ spin-independent generalized form factors from the Domain Wall calculation. Disconnected contractions are not included in the isoscalar parts.

In Figures 5-29 and 5-30 we present the dependence of the isovector and isoscalar GFFs $A_{20}$, $B_{20}$ and $C_{20}$ on the momentum transfer $Q^2$. We fit these form factors with a dipole form, with the resulting bands shown on the figures. The dipole form
Figure 5-30: $n = 2$ spin-independent generalized form factors from the Hybrid calculation. Disconnected contractions are not included into the isoscalar parts.

is chosen because it is also employed in various phenomenological parameterizations of the GFFs, e.g., in Ref. [GV98]. For the form factors $B_{n+d}^{u-d}$ and $C_{n-d}^{u-d}$ that are consistent within their error bars or very close to zero we resort to a linear form to guarantee the stability of fits.
Results of both the \textit{Domain Wall} and \textit{Hybrid} calculations demonstrate similar trends for the magnitude of $n = 2$ unpolarized GFFs,

\begin{align*}
|C_{20}^{u-d}| & \ll |A_{20}^{u-d}| < |B_{20}^{u-d}|, \\
|B_{20}^{u+d}| & \ll |C_{20}^{u+d}| < |A_{20}^{u+d}|.
\end{align*}

The relative magnitude of the form factors is of interest because according to Eq. (1.21) $C_{20}(t)$ determines the dependence of the generalized moments $H^{n=2}(\xi, t)$ and $E^{n=2}(\xi, t)$ on the longitudinal momentum fraction $\xi$. The (approximate) independence of the $n = 2$ isovector generalized moments $H^{n=2}$ and $E^{n=2}$ may be a relevant constraint for phenomenological analyses of future experimental data.

In addition, comparing isovector and isoscalar GFFs, we find qualitative agreement with the large-$N_c$ scaling rules [GPV01],

\begin{align*}
|A_{20}^{u-d}| & \sim N_c \ll |A_{20}^{u+d}| \sim N_c^2, \\
|B_{20}^{u-d}| & \sim N_c^3 \gg |B_{20}^{u+d}| \sim N_c^2, \\
|C_{20}^{u-d}| & \sim N_c \ll |C_{20}^{u+d}| \sim N_c^2.
\end{align*}

The data for spin-dependent form factors has generally more stochastic variation. In Figure 5-31 we show the $Q^2$-dependence of the spin-dependent generalized form factors $\tilde{A}_{20}$ and $\tilde{B}_{20}$. There is no spin-dependent counterpart of $C_{20}$. We fit $\tilde{A}_{20}$ with a dipole form and $\tilde{B}_{20}$ with a linear form in the entire available range $0 \leq Q^2 \lesssim 1$ GeV$^2$.

We also present our observations how the $Q^2$-dependence of the zero-skewness generalized moment $H^n(\xi = 0, Q^2) \equiv A_{n,0}$ changes with $n$. It is easy to see from Eq. (1.18) that increasing $n$ leads to amplifying the contribution of the quarks with large longitudinal momentum fraction $x$ to the $H^n(\xi = 0, Q^2)$ moment. On the other hand, the 2D Fourier transform of the distribution $H(x, \xi = 0, -Q^2)$ in the transverse plane

\begin{equation}
H(x, b_\perp^2) = \int \frac{d^2q_\perp}{(2\pi)^2} e^{-ib_\perp \cdot q_\perp} H(x, \xi = 0, t = -q_\perp^2)
\end{equation}

has a probability interpretation [Bur00] for a quark to be found at the transverse
Figure 5-31: $n = 2$ spin-dependent generalized form factors from the Domain Wall calculation. Disconnected contractions are not included into the isoscalar parts.

Figure 5-32: Transverse isovector radii as extracted from dipole fits with momentum cut $Q^2 < 0.5$ GeV$^2$ to unpolarized $A_{n0}$ and polarized $\bar{A}_{n0}$ generalized form factors.

distance $b_\perp$ from the center of momentum of the nucleon. If one quark carries a significant portion of the nucleon momentum, the density distribution must be a
Figure 5-33: Dipole fits to the transverse “density” $H_0^n(\xi = 0, Q^2)$ from the Domain Wall calculations. Disconnected contractions are not included into the isoscalar parts.

narrow peak around zero, $H(x \to 1, b_1^2) \to \delta^2(b_1^2)$ [H+08]. To study this question, similarly to Ref. [H+08, B+10, Ren04] we compute the transverse distribution radius $\langle r_{1,n}^2 \rangle$ defined as

$$H^n(\xi = 0, q_1^2) = H^n(\xi = 0, 0)(1 - \frac{1}{4}\langle r_{1,n}^2 \rangle \cdot q_1^2 + \mathcal{O}(q_1^4)),$$

$$\langle r_{1,n}^2 \rangle = -\frac{4}{H^n(\xi = 0, q_1^2 = 0)} \left. \frac{dH^n(\xi = 0, q_1^2)}{dq_1^2} \right|_{q_1^2 = 0} = \frac{8}{M^2_{\text{dipole},1,n}}.$$

We present our dipole fits to the GFFs $A_{10}$, $A_{20}$ and $A_{30}$ in Fig. 5-33 and the extracted radii in Fig. 5-32. We find that the following rule holds approximately:

$$\langle r_{1,1}^2 \rangle > \langle r_{1,2}^2 \rangle > \langle r_{1,3}^2 \rangle,$$  \hspace{1cm} (5.30)

supporting the expectation that the distribution $H(x \to 1, b_1^2)$ becomes narrower
Finally, we note that the computed dependence of GFFs on the momentum transfer $Q^2$ has implications for phenomenological analyses of generalized parton distributions. Because of the lack of theoretical understanding of GPDs, one has to use various GPD Ansätze to analyze experimental data. Because the fall-off of nucleon GPDs is expected to be approximately as steep as the elastic form factors, the most often used form is a factorized Ansatz (e.g., in Ref. [GV98]) having separate $Q^2$- and $x$-dependence,

$$H_q(x, \xi, Q^2) = A^q_0(Q^2)H_q(x, \xi, 0),$$
$$E_q(x, \xi, Q^2) = B^q_0(Q^2)E_q(x, \xi, 0).$$

However, such an Ansatz contradicts our data. Otherwise, the Mellin moments (1.18) would demonstrate similar dependence on the momentum transfer $Q^2$. Our data, however, indicate that the $Q^2$-dependence is different even for small $Q^2 \ll 1$GeV$^2$. 

Chapter 6

Summary

In this work we have performed high-statistics, high-precision calculations of nucleon structure observables in the framework of lattice QCD. This is the first calculation of nucleon structure observables using QCD on a lattice with chiral quarks and pion masses as low as $\approx 300$ MeV. We have carefully studied the systematic effects that can arise in computing nucleon matrix elements of quark operators, and applied optimization techniques to eliminate them as much as possible. As a result, we are able to reduce the Euclidean time distance in the nucleon correlation functions, which would otherwise be necessary to prevent systematic bias, and thus to improve considerably the signal-to-noise ratio in our calculations.

We perform our calculations using three different discretizations of the QCD action with *Domain Wall* (chiral sea and valence quarks), *Hybrid* (non-chiral sea and chiral valence quarks), and *Wilson-Clover*, (non-chiral valence and sea quarks), or *BMW*, fermions. The motivation to use the three different actions is twofold. First, a direct comparison of the results allows us to estimate systematic effects arising from simulating QCD on a lattice and assess the level at which different discretizations affect the observables we calculate. Second, *Wilson-Clover* action is significantly cheaper and allows us to obtain results at lighter pion masses at the expense of chiral symmetry breaking.

Because the differences in fundamental theory can lead to differences in effective theory parameters, one may not perform simultaneous chiral extrapolations of these
calculations Nevertheless, the results of both calculations agree reasonably well for all the observables we compute, and this fact reassures us that our methodology is correct and systematic effects are under control. In addition, since the lattice spacing is different in these two cases, the agreement of our results indicates that discretization errors in our calculations are small.

The results we report include the nucleon vector and axial form factors, the generalized form factors, the quark spin and angular momentum contributions to the nucleon spin. We observe that the dependence of the nucleon form factors on the momentum transfer is qualitatively similar to phenomenology and experiments. For example, we successfully use a dipole form to model the isovector Sachs electric form factor. However, the size parameters we extract from our calculations, such as the r.m.s. radii of charge, magnetization, and axial distributions in the nucleon, are considerably smaller than experimental values. This is not surprising since we are working with pion masses at least twice as heavy as the physical pion mass, and the nucleon is known to be surrounded by a virtual pion cloud, which contributes to the nucleon structure probed by experiments and our calculations.

The most precise results of our calculation, the nucleon vector form factors, provide a unique opportunity to test the predictions of chiral perturbation theory. Previously, either heavy pion masses or large stochastic variation prohibited testing predictions of ChPT, as well as extrapolating the results of lattice calculations to the physical pion mass reliably. Our new data indicate, however, that neither $\mathcal{O}(e^3)$ HBChPT+$\Delta$ (also known as small-scale expansion, or SSE) nor $\mathcal{O}(p^4)$ CBChPT effective theories can accommodate both our new lattice data and experimental results simultaneously. We draw the conclusion that these chiral perturbation theory calculations of Dirac and Pauli radii, at this specific order of approximation, cannot be valid in the range of pion masses above $m_\pi \gtrsim 300$ MeV.

One part of our results is renormalized non-perturbatively, and the other part is renormalized using perturbative lattice renormalization factors. We compare the perturbative renormalization factors to non-perturbative calculations, and estimate their difference as $\sim 10\%$. We thus establish a remarkable result that lattice perturbative
renormalization may introduce a systematic bias of order of 10%. This conclusion is an important enhancement of the previous studies of the nucleon structure reported in Refs. [H+08, B+10].

Finally, as has been discussed before, our calculations of nucleon structure are not complete yet. We do not compute the $s$-quark contribution to the nucleon structure, and omit disconnected diagrams contributing to nucleon isoscalar observables. However, the methods we developed to control the lattice systematic effects in nucleon matrix elements arising from excited state contributions will be necessary for reliable calculations of these quantities. Therefore, in this work we have laid essential foundation for studies of full quark contributions to nucleon structure in lattice QCD.
Appendix A

Lattice QCD simulation ensembles

A.1 Hybrid action ensembles

The Hybrid calculations are performed with the Asqtad action for sea quarks and domain wall action for valence quarks generated by the MILC collaboration [B+01]. The lattice spacing is $a = 0.1240(25) \text{ fm} = (1.591(32) \text{ GeV})^{-1}$ as determined from heavy quark spectroscopy [A+04b]. The bare mass of Domain Wall valence quarks is tuned so that the mass of the pion [H+08] is equal to the Asqtad Goldstone boson mass. The gauge field was HYP-smeread to reduce the density of zero eigenmodes of the hermitian Wilson operator $H_W = \gamma_5 D_W$ to suppress the tunneling of fermion modes between the boundaries resulting from lattice artifacts. The parameters of the domain wall action are summarized in Ref. [H+08].

<table>
<thead>
<tr>
<th>Id</th>
<th>$L_s \times L_t$</th>
<th>$am_{u,s}^{\text{sea}}$</th>
<th>$am_{v}^{\text{val}}$</th>
<th>$am_{\text{res}}' \times 10^4$</th>
<th>$Z_A$</th>
<th># confs</th>
<th># meas</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{y007}$</td>
<td>$20^3 \times 64$</td>
<td>0.007/0.050</td>
<td>0.0081</td>
<td>1.58(1)</td>
<td>1.0839(2)</td>
<td>463</td>
<td>3704</td>
</tr>
<tr>
<td>$H_{y010}$</td>
<td>$20^3 \times 64$</td>
<td>0.010/0.050</td>
<td>0.0138</td>
<td>1.57(1)</td>
<td>1.0849(1)</td>
<td>631</td>
<td>5048</td>
</tr>
<tr>
<td>$H_{y020}$</td>
<td>$28^3 \times 64$</td>
<td>0.010/0.050</td>
<td>0.0138</td>
<td>1.58(1)</td>
<td>1.0850(1)</td>
<td>274</td>
<td>2192</td>
</tr>
<tr>
<td>$H_{y020}$</td>
<td>$20^3 \times 64$</td>
<td>0.020/0.050</td>
<td>0.0313</td>
<td>1.23(1)</td>
<td>1.0986(1)</td>
<td>486</td>
<td>3888</td>
</tr>
<tr>
<td>$H_{y030}$</td>
<td>$20^3 \times 64$</td>
<td>0.030/0.050</td>
<td>0.0478</td>
<td>1.016(7)</td>
<td>1.1090(1)</td>
<td>563</td>
<td>4504</td>
</tr>
</tbody>
</table>

We collect the size and parameters of the Hybrid gauge configuration ensembles in Tab. A.1 and the numerical results for the pion and nucleon masses and the pion
Table A.2: Hadron masses and decay constants in lattice and physical units in Hybrid ensembles.

<table>
<thead>
<tr>
<th>Id</th>
<th>(am)_π</th>
<th>m_π [MeV]</th>
<th>(af)_π</th>
<th>f_π [MeV]</th>
<th>(am)_N</th>
<th>m_N [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>H_{yy07}</td>
<td>0.1842(7)</td>
<td>292.99(111)</td>
<td>0.0657(3)</td>
<td>104.49(45)</td>
<td>0.696(7)</td>
<td>1107.1(111)</td>
</tr>
<tr>
<td>H_{yy09}</td>
<td>0.2238(5)</td>
<td>355.98(80)</td>
<td>0.0681(2)</td>
<td>108.31(34)</td>
<td>0.726(5)</td>
<td>1154.8(80)</td>
</tr>
<tr>
<td>H_{yy10}</td>
<td>0.2238(5)</td>
<td>355.98(80)</td>
<td>0.0681(2)</td>
<td>108.31(34)</td>
<td>0.726(5)</td>
<td>1154.8(80)</td>
</tr>
<tr>
<td>H_{yy20}</td>
<td>0.3113(4)</td>
<td>495.15(64)</td>
<td>0.0725(1)</td>
<td>115.40(23)</td>
<td>0.810(5)</td>
<td>1288.4(80)</td>
</tr>
<tr>
<td>H_{yy30}</td>
<td>0.3752(5)</td>
<td>596.79(80)</td>
<td>0.0761(2)</td>
<td>121.02(34)</td>
<td>0.878(5)</td>
<td>1396.5(80)</td>
</tr>
</tbody>
</table>

The number of measurements for nucleon form factors ("# meas." column) includes a factor of 8 for each gauge configuration (a factor of 4 for m_π, F_π, m'_{res}).

The axial renormalization constant values in Tab. A.1 are determined from Eq. (2.30). Its variation over the range of pion masses is ≈ 3%, and its extrapolated value at m_q + m'_{res} → 0 is Z_A ≈ 1.0750.

A.2 Domain wall fermion ensembles

For our analysis we used one gauge configuration ensemble with coarse and three ensembles with fine lattice spacing. The former, coarse, ensemble was also used for setting the scale of fine ensembles, and to check the dependence on the lattice spacing. These configuration ensembles were generated by the RBC and UKQCD [A+08a] collaborations. The coarse lattice spacing a^{coarse} = 0.1141(18) fm = (1.729(28) GeV)^{-1} was determined in Ref. [A+08a], and the fine lattice spacing a^{fine} = 0.0840(14) fm = (2.34(4) GeV)^{-1} was determined in Ref. [S+10]. The parameters of the domain wall action are summarized in Ref. [S+10].

Table A.3: Summary of Domain Wall ensembles.

<table>
<thead>
<tr>
<th>Id</th>
<th>L_s^3 × L_t</th>
<th>a [fm]</th>
<th>T</th>
<th># meas.</th>
<th>am_l/am_h</th>
<th>am'_{res} × 10^3</th>
<th>Z_A</th>
</tr>
</thead>
<tbody>
<tr>
<td>DW_{coarse}^{005}</td>
<td>24^3 × 64</td>
<td>0.114</td>
<td>9</td>
<td>3208</td>
<td>0.005/0.04</td>
<td>3.15(1)</td>
<td>0.71724(5)</td>
</tr>
<tr>
<td>DW_{fine}^{004}</td>
<td>32^3 × 64</td>
<td>0.084</td>
<td>12</td>
<td>4928</td>
<td>0.004/0.03</td>
<td>0.665(3)</td>
<td>0.74503(2)</td>
</tr>
<tr>
<td>DW_{fine}^{006}</td>
<td>32^3 × 64</td>
<td>0.084</td>
<td>12</td>
<td>7064</td>
<td>0.006/0.03</td>
<td>0.663(2)</td>
<td>0.74521(2)</td>
</tr>
<tr>
<td>DW_{fine}^{008}</td>
<td>32^3 × 64</td>
<td>0.084</td>
<td>12</td>
<td>4224</td>
<td>0.008/0.03</td>
<td>0.668(3)</td>
<td>0.74532(2)</td>
</tr>
</tbody>
</table>
Table A.4: Hadron masses and decay constants in lattice and physical units in Domain Wall ensembles.

<table>
<thead>
<tr>
<th>Id</th>
<th>$a m_\pi$</th>
<th>$m_\pi$ [MeV]</th>
<th>$a F_\pi$</th>
<th>$F_\pi$ [MeV]</th>
<th>$a M_N$</th>
<th>$M_N$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D W_{coarse}^{005}$</td>
<td>0.1901(3)</td>
<td>329(5)</td>
<td>0.06100(11)</td>
<td>105.5(1.7)</td>
<td>0.657(4)</td>
<td>1136(20)</td>
</tr>
<tr>
<td>$D W_{fine}^{004}$</td>
<td>0.1268(3)</td>
<td>297(5)</td>
<td>0.04400(15)</td>
<td>102.9(1.8)</td>
<td>0.474(4)</td>
<td>1109(21)</td>
</tr>
<tr>
<td>$D W_{fine}^{006}$</td>
<td>0.1519(3)</td>
<td>355(6)</td>
<td>0.04571(09)</td>
<td>107.0(1.8)</td>
<td>0.501(2)</td>
<td>1172(21)</td>
</tr>
<tr>
<td>$D W_{fine}^{008}$</td>
<td>0.1724(3)</td>
<td>403(7)</td>
<td>0.04755(18)</td>
<td>111.3(2.0)</td>
<td>0.522(2)</td>
<td>1221(21)</td>
</tr>
</tbody>
</table>

We collect the size and parameters of the gauge configuration ensembles in Tab. A.3 and the numerical results for the pion and nucleon masses and the pion decay constant in Tab. A.4. The number of measurements for nucleon form factors ("# meas." column) includes a factor of 8 for each gauge configuration. $T$ is the source-sink separation in lattice units used in the calculation of three-point functions to obtain nucleon matrix elements.

The axial renormalization constant values in Tab. A.3 are determined from Eq. (2.30). Its variation over the range of pion masses is < 0.1%, and its extrapolated value at $m_q + m_{\pi} \to 0$ is $Z_A = 0.74470$.

A.3 Wilson-Clover ensembles

The gauge configuration ensembles with Wilson-Clover dynamical fermions generated by the BMW collaboration [D+$08, col] are used for exploratory purposes. The significantly lighter pion mass and different fermion action require additional efforts for tuning nucleon sources and renormalization. Below we summarize the ensembles used in Chap. 5.

Table A.5: Summary of BMW ensembles.

<table>
<thead>
<tr>
<th>$L_3 \times L_t$</th>
<th>$a$ [fm]</th>
<th>$T$</th>
<th># meas.</th>
<th>$am_\pi/amu_h$</th>
<th>$m_\pi$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$24^3 \times 48$</td>
<td>0.116</td>
<td>10</td>
<td>2514</td>
<td>$-0.0953/ -0.04$</td>
<td>$\approx 250$</td>
</tr>
<tr>
<td>$32^3 \times 48$</td>
<td>0.116</td>
<td>10</td>
<td>2520</td>
<td>$-0.0953/ -0.04$</td>
<td>$\approx 250$</td>
</tr>
<tr>
<td>$32^3 \times 48$</td>
<td>0.116</td>
<td>10</td>
<td>2742</td>
<td>$-0.09756/ -0.04$</td>
<td>$\approx 200$</td>
</tr>
</tbody>
</table>
Appendix B

Irreducible representations of the hypercubic group $H(4)$

Here we summarize the bases for tensors belonging to irreducible representations of the $H(4)$ group used in this work which are appropriate for the calculation of the twist-2 Wilson operators [G+96a]. These irreducible representations are generated by the rank $n = 2, 3, 4$ tensors, or $[\tau_1^{(4)}]^{\otimes n}$ reducible representations similar to rank-$n$ tensors in $SO(4)$ group.

The discussion below does not include pseudotensors. For the rank-$n$ operators including $\gamma_5$, one should choose an appropriate representation from $[\tau_1^{(4)}]^{\otimes n}$ based on symmetry and multiply it by $\tau_4^{(1)}$.

The representations for rank $n = 1$ tensors (vectors) do not split into separate irreducible representations under the $H(4)$ group action and do not require special treatment for renormalization, and are not discussed here.

Symmetric traceless rank-2 tensor irreducible representations:

$$\tau_1^{(3)} : \frac{1}{2}(\mathcal{O}_{11} + \mathcal{O}_{22} - \mathcal{O}_{33} - \mathcal{O}_{44}), \quad \frac{1}{\sqrt{2}}(\mathcal{O}_{33} - \mathcal{O}_{44}), \quad \frac{1}{\sqrt{2}}(\mathcal{O}_{11} - \mathcal{O}_{22}),$$

$$\tau_3^{(6)} : \frac{1}{\sqrt{2}}(\mathcal{O}_{\mu\nu} + \mathcal{O}_{\nu\mu}), \quad 1 \leq \mu < \nu \leq 4,$$
Symmetric traceless rank-3 tensor irreducible representations:

\[ \tau_2^{(4)} : \sqrt{6} O_{(234)}, \sqrt{6} O_{(134)}, \sqrt{6} O_{(124)}, \sqrt{6} O_{(123)} , \]

\[ \sqrt{\frac{3}{2}} (O_{(122)} - O_{(133)}), \frac{1}{\sqrt{2}} (O_{(122)} + O_{(133)} - 2O_{(144)}), \]

\[ \tau_1^{(8)} : \sqrt{\frac{3}{2}} (O_{(211)} - O_{(233)}), \frac{1}{\sqrt{2}} (O_{(211)} + O_{(233)} - 2O_{(244)}), \]

\[ \sqrt{\frac{3}{2}} (O_{(311)} - O_{(322)}), \frac{1}{\sqrt{2}} (O_{(311)} + O_{(322)} - 2O_{(344)}), \]

\[ \sqrt{\frac{3}{2}} (O_{(411)} - O_{(422)}), \frac{1}{\sqrt{2}} (O_{(411)} + O_{(422)} - 2O_{(433)}), \]

Antisymmetric traceless rank-2 tensor \( O_{[\mu\nu]} \):

\[ \tau_1^{(6)} : \frac{1}{\sqrt{2}} (O_{\mu\nu} - O_{\nu\mu}), \quad 1 \leq \mu < \nu \leq 4, \]

Mixed-symmetry traceless rank-3 tensor \( O_{[\mu([\nu|\rho])]} \) (first symmetrized in \( \nu, \rho \), then antisymmetrized in \( \mu, \rho \), cf. Eq (4.19) and (4.9) in Ref. [G+96a]):

\[ \tau_1^{(8)} : -\frac{1}{2\sqrt{3}} (O_{([122])} - O_{([133])}), \frac{1}{6} (O_{([122])} + O_{([133])} - 2O_{([144])}), \]

\[ -\frac{1}{2\sqrt{3}} (O_{([211])} - O_{([233])}), \frac{1}{6} (O_{([211])} + O_{([233])} - 2O_{([244])}), \]

\[ -\frac{1}{2\sqrt{3}} (O_{([311])} - O_{([322])}), \frac{1}{6} (O_{([311])} + O_{([322])} - 2O_{([344])}), \]

\[ -\frac{1}{2\sqrt{3}} (O_{([411])} - O_{([422])}), \frac{1}{6} (O_{([411])} + O_{([422])} - 2O_{([433])}), \]

where \( O_{([\nu_1\nu_2\nu_3])} = O_{\nu_1\nu_2\nu_3} + O_{\nu_1\nu_3\nu_2} - O_{\nu_2\nu_1\nu_3} - O_{\nu_3\nu_2\nu_1} \).
Appendix C

Renormalization of lattice operators

C.1 Structure of Born terms and corrections in lattice vertex functions

In this section I collect the spin structures of possible terms in vertex functions of operators for which we have to match lattice and perturbative calculations [Gra03b, Gra03a, Gra06].

Notations: symmetrization and antisymmetrization (chosen so that for a symmetric tensor the relation $X^{\{\mu_1...\mu_n\}} \equiv X^{\mu_1...\mu_n}$ and for an antisymmetric tensor the relation $Y^{[\mu_1...\mu_n]} \equiv Y^{\mu_1...\mu_n}$ hold):

$$X^{\{\mu_1...\mu_n\}} = \frac{1}{n!} \sum_\sigma X^{\sigma(\mu_1...\mu_n)},$$  \hspace{1cm} (C.1)

$$X^{[\mu_1...\mu_n]} = \frac{1}{n!} \sum_\sigma (-1)^\sigma X^{\sigma(\mu_1...\mu_n)}$$ \hspace{1cm} (C.2)
The spin structure of the Wilson twist-2 \( n = 2 \) operator (also given in (4.13)):

\[
\mathcal{O}_{\gamma_5}^{[5]} = \bar{q}[\gamma_5] \left[ \gamma^{(\mu} i \vec{D}^{\nu)} - \langle \text{traces} \rangle \right] q, \tag{C.3}
\]

\[
[\Lambda^{\text{lat}}_{n=2}]^{\mu\nu}(p) = \Pi_{n=2}^{(1)}(p^2) \cdot [\Lambda_{n=2}^{(1)}]^{\{\mu\nu\}} + \Pi_{n=2}^{(12)}(p^2) \cdot [\Lambda_{n=2}^{(2)}]^{\{\mu\nu\}}, \tag{C.4}
\]

where the tree-level structures are

\[
\begin{align*}
[\Lambda_{n=2}^{(1)}]^{\{\mu\nu\}} &= [\gamma_5] (\gamma^{(\mu} p^{\nu)} - \frac{1}{4} p^2 \delta^{\mu\nu}), \\
[\Lambda_{n=2}^{(1)}]^{\{\mu\nu\}} &= [\gamma_5] \left( \frac{p^{(\mu} p^{\nu)}}{p^2} - \frac{1}{4} p^2 \delta^{\mu\nu} \right),
\end{align*}
\tag{C.5}
\]

where \([\gamma_5]\) means that the same structure holds for helicity-dependent operators.

Similarly, the spin structure of the Wilson twist-2 \( n = 3 \) operator is

\[
\mathcal{O}_{\gamma_5}^{[5]} = \bar{q}[\gamma_5] \left[ \gamma^{(\mu} i \vec{D}^{\nu)} i \vec{D}^{\rho)} - \langle \text{traces} \rangle \right] q, \tag{C.6}
\]

\[
[\Lambda^{\text{lat}}_{n=3}]^{\mu\nu\rho}(p) = \Pi_{n=2}^{(11)}(p^2) \cdot [\Lambda_{n=2}^{(1)}]^{\{\mu\nu\rho\}} + \Pi_{n=2}^{(12)}(p^2) \cdot [\Lambda_{n=2}^{(2)}]^{\{\mu\nu\rho\}}, \tag{C.7}
\]

where the tree-level structures are

\[
\begin{align*}
[\Lambda_{n=2}^{(1)}]^{\{\mu\nu\rho\}} &= \gamma^{(\mu} p^{\nu} p^{(\rho)} - \frac{1}{3} p p^{(\mu} \delta^{\nu\rho)} - \frac{1}{6} p^2 \gamma^{(\mu} \delta^{\nu\rho)}), \\
[\Lambda_{n=2}^{(1)}]^{\{\mu\nu\rho\}} &= \left( \frac{p^{(\mu} p^{\nu} p^{(\rho)}}{p^2} - \frac{1}{2} p p^{(\mu} \delta^{\nu\rho)} \right),
\end{align*}
\tag{C.8}
\]

where \([\gamma_5]\) means that the same structure holds for helicity-dependent operators.
Appendix D

Chiral extrapolation formulas

D.1 Electromagnetic structure

D.1.1 Small Scale expansion (HBChPT+Δ)

The small scale expansion (SSE) is a triple expansion in a combination of small parameters $\epsilon \in \{m, p, \Delta\}$ [HHK98], where $\Delta = M_\Delta - M_N$.

Isovector structure

The isovector anomalous magnetic moment to order $O(\epsilon^3)$ is given by [BFHM98]

$$\kappa_v(m_\pi) = \kappa_v^0 - \frac{g_A^2 m_\pi M_N}{4\pi F_\pi^2} \left\{ 1 - \frac{m_\pi^2}{2\Delta} \log [R(m_\pi)] + \log \left[ \frac{m_\pi^2}{2\Delta} \right] \right\} + O(m_\pi^2). \quad (D.1)$$

In order to capture the most prominent $O(m_\pi^2)$ corrections, Hemmert and Weise [HW02] proposed a modification of the standard SSE power counting to promote the leading term of the magnetic $N \to \Delta$ transition into the first order $N\Delta$ effective Lagrangian.
This leads to the following expression for \( \kappa_v(m_\pi) \):

\[
\kappa_v(m_\pi) = \kappa_v^0 - \frac{g_A^2 m_\pi M_N}{4\pi F_\pi^2} + \frac{2c^2 A \Delta M_N}{9\pi^2 F_\pi^2} \left\{ \sqrt{1 - \frac{m_\pi^2}{\Delta^2}} \log [R(m_\pi)] + \log \left[ \frac{m_\pi}{2\Delta} \right] \right\} \\
- 8E^c_\lambda(M_N m_\pi^2) + \frac{4c_A c_V g_A M_N m_\pi^2}{9\pi^2 F_\pi^2} \left[ \frac{2\Delta}{\lambda} \right] + \frac{4c_A c_V g_A M_N m_\pi^2}{27\pi^2 F_\pi^2 \Delta} \\
- \frac{8c_A c_V g_A \Delta^2 M_N}{27\pi^2 F_\pi^2} \left\{ \left(1 - \frac{m_\pi^2}{\Delta^2} \right)^{3/2} \log [R(m_\pi)] + \left(1 - \frac{3m_\pi^2}{2\Delta^2} \right) \log \left[ \frac{m_\pi}{2\Delta} \right] \right\},
\]

where \( c_V \) is the leading magnetic photon-nucleon-\( \Delta \) coupling in the chiral limit and \( \kappa_v^0 \) denotes the anomalous magnetic moment in the \( SU(2) \) chiral limit.

The \( \mathcal{O}(\epsilon^3) \) SSE formulas for \( (r_1^v)^2 \) and \( (r_2^v)^2 \) can be derived from the chiral expressions for \( F_1^v \), respectively, and are given by [BFHM98]

\[
(r_1^v)^2 = -\frac{1}{(4\pi F_\pi^2)^2} \left\{ 1 + 7g_A^2 + (10g_A^2 + 2) \log \left[ \frac{m_\pi}{\lambda} \right] \right\} + \frac{12B^{(v)}_{10}(\lambda)}{(4\pi F_\pi^2)^2} \\
+ \frac{c_A^2}{54\pi^2 F_\pi^2} \left\{ 26 + 30 \log \left[ \frac{m_\pi}{\lambda} \right] + 30 \frac{\Delta}{\sqrt{\Delta^2 - m_\pi^2}} \log \left[ \frac{\Delta}{m_\pi} + \sqrt{\frac{\Delta^2}{m_\pi^2} - 1} \right] \right\} + \mathcal{O}(m_\pi),
\]

\[
\kappa_v(m_\pi) \cdot (r_2^v)^2 = \frac{g_A^2 M_N}{8\pi F_\pi^2 m_\pi} + \frac{c_A^2 M_N}{9\pi^2 F_\pi^2 \sqrt{\Delta^2 - m_\pi^2}} \log \left[ \frac{\Delta}{m_\pi} + \sqrt{\frac{\Delta^2}{m_\pi^2} - 1} \right] + \mathcal{O}(m_\pi^0).
\]

Systematic disagreement of the ChPT prediction for the Pauli radius and lattice data because of insufficient approximation order motivates one to add the \( \mathcal{O}(m_\pi^0) \) correction to the leading one-loop result of Eq. (D.4) (the so-called "core" contribution in Ref. [G+05b]) to \( \kappa_v \cdot (r_2^v)^2 \), such that

\[
\kappa_v(m_\pi) \cdot (r_2^v)^2 = \frac{g_A^2 M_N}{8\pi F_\pi^2 m_\pi} + \frac{c_A^2 M_N}{9\pi^2 F_\pi^2 \sqrt{\Delta^2 - m_\pi^2}} \log \left[ \frac{\Delta}{m_\pi} + \sqrt{\frac{\Delta^2}{m_\pi^2} - 1} \right] + 24M_N C.
\]

(D.5)
Isoscalar structure

The $O(\epsilon^3)$ SSE expressions for the pion-mass and momentum transfer dependence of the isoscalar Dirac and Pauli form factors have been derived in [BFHM98]: Note that chiral dynamics in the isoscalar form factors of the nucleon starts at the 3-pion cut, i.e. at two-loop level [BFHM98]), corresponding to $O(\epsilon^5)$ in the power-counting of SSE.

\[
F_1^s(Q^2) = 1 + \tilde{B}_1 \frac{Q^2}{(4\pi F_\pi)^2}, \quad (D.6)
\]

\[
F_2^s(Q^2) = \kappa_s, \quad (D.7)
\]

Low-energy parameters

The common low-energy constants (LECs) which enter the chiral Lagrangian to this order are the $SU(2)$ chiral limit values of $F_\pi$, the pion decay constant, $g_A$, the nucleon axial charge, $c_A$, the leading-order pion-nucleon-$\Delta$ coupling\(^1\), and $\Delta$, the $\Delta(1232)$-nucleon mass splitting. Additionally, Eq. (D.2,D.3,D.5) involve $\kappa_\sigma$ and $c_V$ LECs, as well as counter terms $B_{10}^r(\lambda) E_1^r(\lambda)$ and $C$. For more details on the effective Lagrangians and the definitions of the LECs, we refer the reader to [BFHM98].

Ideally we would like to determine all these constants from simultaneous fits to lattice results. However, this is not feasible with the limited number of measured observables and pion masses in the present calculation, and we thus fix some of the low-energy constants using their phenomenological values. We describe our choices for these values below.

The pion decay constant $F_\pi$ convention is such that at the physical pion mass

\[
F_\pi^{\text{phys}} = 92.4 \pm 0.3 \text{ MeV}. \quad (D.8)
\]

In Ref. [CD04], Colangelo and Dürr analyze numerically the NNLO expression for the pion-mass dependence of $F_\pi$ [BCT98]. They use available information from phenomenology to fix all low-energy constants but the chiral limit value of $F_\pi$, use the

\(^1\) The coupling $c_A$ corresponds to $\tilde{g}_{\pi NN\Delta}$ in the notation of Ref. [HHK98].
physical value (D.8) and obtain

\[ F_\pi \bigg|_{\text{chiral limit}} = (86.2 \pm 0.5) \text{ MeV}. \] (D.9)

In the absence of reliable chiral extrapolations of both nucleon and \( \Delta (1232) \) masses (see the discussion in Ref. [WL+09])\(^2\), we identify the \( \Delta \)-nucleon mass splitting in the chiral limit with its value at the physical \( m_\pi \). The position of the \( \Delta (1232) \) resonance pole in the total center-of-mass energy plane has been determined from magnetic dipole and electric quadrupole amplitudes of pion photoproduction. According to the Particle Data Group average [A+08b], the \( \Delta \)-pole position leads to \( M_\Delta = (1210 \pm 1) \text{ MeV} \) and \( \Gamma_\Delta = (100 \pm 2) \text{ MeV} \). If one instead defines the \( \Delta (1232) \) mass and width by looking at the 90° \( \pi N \) phase shift in the spin-3/2 isospin-3/2 channel, the PDG averages give \( M_\Delta = (1232 \pm 1) \text{ MeV} \) and \( \Gamma_\Delta = (118 \pm 2) \text{ MeV} \). With \( M_N = 939 \text{ MeV} \), one obtains, respectively,

\[ \Delta = (271 \pm 1) \text{ MeV}, \] (D.10)

or

\[ \Delta = (293 \pm 1) \text{ MeV}. \] (D.11)

The \( \Delta (1232) \) decays strongly to a nucleon and a pion with almost 100% branching fraction. From the PDG values of masses and widths [A+08b] and from

\[ \Gamma_{\Delta \to N\pi} = \frac{c_\Delta^2}{12\pi F_\pi^2 M_\Delta} (E_\pi^2 - m_\pi^2)^{3/2} (M_\Delta + M_N - E_\pi), \] (D.12)

where

\[ E_\pi = \frac{M_\Delta^2 - M_N^2 + m_\pi^2}{2M_\Delta}, \] (D.13)

\(^2\) For an analysis of the quark-mass dependence of nucleon and delta masses in the covariant SSE at order \( \epsilon^4 \) we refer to [BHM05].
one obtains, respectively:

\[ |c_A| = 1.50 \pm 1.55 \] if \( \Gamma = (100 \pm 2) \text{ MeV} \) and \( \Delta = (271 \pm 1) \text{ MeV} \)

\[ |c_A| = 1.43 \pm 1.47 \] if \( \Gamma = (118 \pm 2) \text{ MeV} \) and \( \Delta = (293 \pm 1) \text{ MeV} \)

Chiral extrapolations of different sets of lattice results [HPW03, E+06b, PMHW07, AK+06] based on SSE at leading-one-loop accuracy lead to a chiral limit value for \( g_A \) of about 1.2. From the relativistic tree-level analysis of the process of pion photoproduction at threshold \( \gamma p \rightarrow \pi^0 p \), one obtains [DMW91, HHK97] (for \( c_A = 1.5 \))

\[ c_V = (2.5 \pm 0.4) \text{ GeV}^{-1}. \] (D.19)

### D.1.2 Covariant Baryon ChPT (CBChPT)

In this section we collect the nucleon structure results obtained in the formulation of \( SU(2) \) chiral effective field theory in the baryon sector, without explicit \( \Delta (1232) \) degrees of freedom: covariant BChPT as introduced in Ref. [GSS88] with a modified version of infrared regularization (\( \overline{\text{IR}} \)-scheme). For details about the formalism and differences from the standard infrared regularization introduced by Becher and Leutwyler [BL99], we refer the reader to Refs. [DGH08, Gai07, GH].

\[ 3 \text{ Calculating the strong decay width of } \Delta (1232) \text{ to leading order in (nonrelativistic) SSE kinematics, one obtains } \]

\[ \Gamma_{\Delta \rightarrow N^*} = \frac{c_A^2}{6\pi F_\pi^2} (\Delta^2 - m_{\pi^0}^2)^{3/2}. \] (D.14)

We note that this expression corresponds to the leading term in a \( 1/M_N \) expansion of the result given in Eq. (D.12), which utilizes the full covariant kinematics. Using the ranges of masses and decay widths mentioned above, this expression yields the lower values

\[ |c_A| = 1.11 \ldots 1.14 \] if \( \Gamma = (100 \pm 2) \text{ MeV} \) and \( \Delta = (271 \pm 1) \text{ MeV} \); \hfill (D.15)

\[ |c_A| = 1.04 \ldots 1.07 \] if \( \Gamma = (118 \pm 2) \text{ MeV} \) and \( \Delta = (293 \pm 1) \text{ MeV} \). \hfill (D.16)

Furthermore, \( SU(4) \) spin-flavor quark symmetry gives \( c_A = 3g_A/(2\sqrt{2}) = 1.34 \).
Isovector structure

The expressions for the $m_\pi$ dependence of the mean squared isovector Dirac and Pauli radii and the isovector anomalous magnetic moment have been derived in [Gai07] up to order $p^4$, i.e. at the next-to-leading one-loop accuracy and are collected below\(^4\).

For the isovector mean squared Dirac radius, the expression is given as

$$(r_1^v)^2 = B_{c1} + [(r_1^v)^2]^{(3)} + [(r_1^v)^2]^{(4)} + \mathcal{O}(m_\pi^2),$$

where

$$B_{c1} = -12 d_6(\lambda),$$

$$(r_1^v)^2]^{(3)} = -\frac{1}{16\pi^2 F_\pi^2 M_\pi^4} \left[ 7 g_A^2 M_\pi^4 + 2(5 g_A^2 + 1) M_\pi^4 \log \frac{m_\pi}{\lambda} + M_\pi^4 - 15 g_A^2 m_\pi^2 M_\pi^2 ight. $$

$$+ \left. g_A^2 m_\pi^2 (15 m_\pi^2 - 44 M_\pi^2) \log \frac{m_\pi}{M} \right]$$

$$+ \frac{g_A^2 m_\pi}{16\pi^2 F_\pi^2 M_\pi^4 \sqrt{4 M_\pi^2 - m_\pi^2}} \left[ 15 m_\pi^4 - 74 m_\pi^2 M_\pi^2 + 70 M_\pi^4 \right] \arccos \left( \frac{m_\pi}{2 M_\pi} \right),$$

$$(r_1^v)^2]^{(4)} = -\frac{3 c_6 g_A^2 m_\pi^2}{16\pi^2 F_\pi^2 M_0^4 \sqrt{4 M_0^2 - m_\pi^2}} \left[ m_\pi (m_\pi^2 - 3 M_0^2) \arccos \left( \frac{m_\pi}{2 M_0} \right) 

+ \sqrt{4 M_0^2 - m_\pi^2} \left[ M_0^2 + (M_0^2 - m_\pi^2) \log \frac{m_\pi}{M_0} \right] \right].$$

The terms contributing up to and including $\mathcal{O}(p^4)$ are denoted by the superscript $(i)$. Without any loss of generality, the regularization scale $\lambda$ is set equal to $M_0$, the nucleon mass in the chiral limit. The low-energy constants $d_6$ and $c_6$ appear, respectively, in the third- and second-order $\pi N$ effective Lagrangian. The mass function $M$ must be identified with $M_0$ if one truncates the previous expression at $\mathcal{O}(p^3)$, whereas

\(^4\) In Ref. [Gai07] the form factor slopes $\rho_1^v$ and $\rho_2^v$ are used, which are related to our notation for $r_1^v$ and $r_2^v$ by $\rho_1^v = \frac{1}{6} (r_1^v)^2$ and $\rho_2^v = \frac{1}{6} \kappa_\nu \cdot (r_2^v)^2$. 
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at order $p^4$, according to Ref. [Gai07], $M$ should be replaced by [DGH08]

$$
M_N(m_\pi) = M_0 - 4c_1 m_\pi^2 + \frac{3g_\pi^2 m_\pi^3}{32\pi^2 F_\pi^2} \sqrt{4 - \frac{m_\pi^2}{M_0^2}} \left( -4 + \frac{m_\pi^2}{M_0^2} + 4c_1 \frac{m_\pi^4}{M_0^4} \right) \arccos \left( \frac{m_\pi}{2M_0} \right)
$$

$$
- \frac{3m_\pi^4}{128\pi^2 F_\pi^2} \left[ \frac{6g_\pi^2}{M_0} - c_2 \right] + 4 \left( \frac{g_\pi^2}{M_0} - 8c_1 + c_2 + 4c_3 \right) \log \left( \frac{m_\pi}{\lambda} \right)
$$

$$
+ 4e_1^r(\lambda)m_\pi^4 - \frac{3c_1 g_\pi^2 m_\pi^6}{8\pi^2 F_\pi^2 M_0^2} \log \left( \frac{m_\pi}{M_0} \right).
$$

(D.21)

where $c_1$, $c_2$ and $c_3$ are second-order low-energy constants and $e_1^r(\lambda)$ denotes an effective coupling consisting of a combination of fourth order low-energy constants. In our current analysis, we always include terms up to $\mathcal{O}(p^4)$, hence $M$ in all the BChPT expressions presented here should be identified with $M_N(m_\pi)$.

The pion-mass dependence of the isovector Pauli radius is given by

$$
\kappa_v(m_\pi) \cdot (r_2^v)^2 = \frac{M_N}{M_0} \left( B_{c2} + \frac{\kappa_v \cdot (r_2^v)^2}{M_\pi^4} + \frac{\kappa_v \cdot (r_2^v)^2}{M_\pi^6} \right) + \mathcal{O}(m_\pi),
$$

(D.22)

where

$$
B_{c2} = 24M_0 e_7^r(\lambda),
$$

$$
\left[ \frac{\kappa_v \cdot (r_2^v)^2}{M_\pi^4} \right] = \frac{g_\pi^2 M_0}{16\pi^2 F_\pi^2 M_\pi^5 (m_\pi^2 - 4M^2)} \left[ -124M^6 + 105m_\pi^2 M^4 - 18m_\pi^4 M^2 
\right.

+ 6(3m_\pi^6 - 22M^2 m_\pi^4 + 44M^4 m_\pi^2 - 16M^6) \log \frac{m_\pi}{M}

+ \frac{g_\pi^2 M_0}{8\pi^2 F_\pi^2 M_\pi^5 m_\pi (4M^2 - m_\pi^2)^{3/2}} \left[ 9m_\pi^8 - 84M^2 m_\pi^6 + 246M^4 m_\pi^4 
\right.

- 216M^6 m_\pi^2 + 16M^8 \right] \arccos \left( \frac{m_\pi}{2M} \right),
$$

(D.23)

5 We note that $\mathcal{C}$ in Eq.(D.5) is equivalent to $e_7^r(\lambda)$. 
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\[
\left[ \kappa_v \cdot (r_2^s)^4 \right]^{(4)} = - \frac{g_A^2 c_6 m_\pi^3}{16 \pi^2 F_\pi^2 M_0^4 (4 M_0^2 - m_\pi^2)^{3/2}} \left[ 4 m_\pi^4 - 27 m_\pi^2 M_0^2 + 42 M_0^4 \right] \arccos \left( \frac{m_\pi}{2 M_0} \right) + \frac{1}{16 \pi^2 F_\pi^2 M_0^2 (m_\pi^2 - 4 M_0^2)} \left[ 16 c_4 M_0^7 + 52 g_A^2 M_0^6 - 4 c_4 m_\pi^2 M_0^5 - 14 c_6 g_A^2 m_\pi^2 M_0^4 
- 13 g_A^2 m_\pi^2 M_0^4 + 8 (3 g_A^2 - c_4 M_0^2) (m_\pi^2 - 4 M_0^2) M_0^4 \log \frac{m_\pi}{M_0} + 4 c_6 g_A^2 m_\pi^2 M_0^2 
- g_A^2 (m_\pi^2 - 4 M_0^2) (4 c_6 m_\pi^2 - 3 c_6 m_\pi^2 M_0^2 + 24 M_0^4) \log \frac{m_\pi}{M_0} \right].
\]

For the isovector anomalous magnetic moment, the \( \mathcal{O}(p^4) \) BChPT expression is

\[
\kappa_v = \frac{M_N}{M_0} \left[ c_6 - 16 M_0 m_\pi^2 c^{I106}_G (\lambda) + \delta \kappa^{(3)}_v + \delta \kappa^{(4)}_v \right] + \mathcal{O}(m_\pi^3), \tag{D.23}
\]

where

\[
\delta \kappa_v^{(3)} = \frac{g_A^2 m_\pi^2 M_0}{8 \pi^2 F_\pi^2 M^3} \left[ (3 m_\pi^2 - 7 M^2) \log \frac{m_\pi}{M} - 3 M^2 \right] - \frac{g_A^2 m_\pi^2 M_0}{8 \pi^2 F_\pi^2 M^3 \sqrt{4 M^2 - m_\pi^2}} \left[ 3 m_\pi^4 - 13 M^2 m_\pi^2 + 8 M^4 \right] \arccos \left( \frac{m_\pi}{2 M} \right),
\]

\[
\delta \kappa_v^{(4)} = - \frac{m_\pi^2}{32 \pi^2 F_\pi^2 M_0^2} \left[ 4 g_A^2 (c_6 + 1) M_0^2 - g_A^2 (5 c_6 m_\pi^2 + 28 M_0^2) \log \frac{m_\pi}{M_0} + 4 M_0^2 (2 c_6 g_A^2 + 7 g_A^2 + c_6 - 4 c_4 M_0) \log \frac{m_\pi}{\lambda} \right] - \frac{g_A^2 c_6 m_\pi^3}{32 \pi^2 F_\pi^2 M_0^2 \sqrt{4 M_0^2 - m_\pi^2}} (5 m_\pi^2 - 16 M_0^2) \arccos \left( \frac{m_\pi}{2 M_0} \right).
\]

Note that \( \frac{M_N}{M_0} \frac{\kappa}{M_0} \) is equivalent to \( \kappa^0_v \) in Eq. (D.2), where \( M_N \) is the physical nucleon mass and \( M_0 \) is the nucleon mass in the chiral limit.

**Isoscalar structure**

The BChPT formulas up to \( \mathcal{O}(p^4) \) for \( (r_1^s)^2 \), \( (r_2^s)^2 \) and \( \kappa_s \) have been derived in [Gai07, GH]. Note that the NLO one-loop CBChPT results for the nucleon isoscalar form factors do not contain their dominant chiral dynamics arising from the 3-pion cut,
and such effects would only become visible at the two-loop level, i.e. starting at $O(p^5)$ in BChPT.

$$ (r_1^s)^2 = B_{c1}^s + [(r_1^s)^2]^{(3)} + [(r_1^s)^2]^{(4)}, \quad (D.24) $$

where

$$ B_{c1}^s = -24d_7, $$

$$ [(r_1^s)^2]^{(3)} = \frac{3g^2_2m^2_{\pi}}{16\pi^2F^2_{\pi}M^4(m^2_{\pi} - 4M^2)} \left[ 5m^2_{\pi}M^2 - 18M^4 
+ \frac{m_{\pi}(5m^4_{\pi} - 34M^2m^2_{\pi} + 54M^4)}{\sqrt{4M^2 - m^2_{\pi}}} \arccos \left( \frac{m_{\pi}}{2M} \right) 
- (m^2_{\pi} - 4M^2)(5m^2_{\pi} - 4M^2) \log \frac{m_{\pi}}{M} \right], $$

$$ [(r_1^s)^2]^{(4)} = \frac{9g^2_2\kappa_0^2m^2_{\pi}}{16\pi^2F^2_{\pi}M^4} \left[ M_0^2 + (M_0^2 - m^2_{\pi}) \log \frac{m_{\pi}}{M_0} + \frac{m_{\pi}(m^2_{\pi} - 3M_0^2)}{\sqrt{4M_0^2 - m^2_{\pi}}} \arccos \left( \frac{m_{\pi}}{2M_0} \right) \right]. $$

Here, again, when the expression is truncated at $O(p^3)$, $M$ should be identified with $M_0$, while at $O(p^4)$, it should be replaced by $M_N(m_{\pi})$ in Eq. (D.21). Similarly, for $\kappa_s \cdot (r_2^s)^2$, we have

$$ \kappa_s \cdot (r_2^s)^2 = \frac{M_N}{M_0} \left( B_{c2}^s + \left[ \kappa_s \cdot (r_2^s)^2 \right]^{(3)} + \left[ \kappa_s \cdot (r_2^s)^2 \right]^{(4)} \right), \quad (D.25) $$

with

$$ B_{c2}^s = 48M_0\epsilon_{54}. $$
\[
\left[ \kappa_s \cdot (r_2) \right]^{(3)} = \frac{3g_A^2 m_r^2 M_0}{16\pi^2 F_\pi^2 M^5 (4M^2 - m_r^2)} \left[ m_\pi (6m_\pi^4 - 40M^2 m_\pi^2 + 60M^4) \arccos \left( \frac{m_\pi}{2M} \right) \right.
- 2 \left( 10M^4 - 3m_\pi^2 M^2 + (4M^2 - m_\pi^2)(2M^2 - 3m_\pi^2) \log \frac{m_\pi}{M} \right],
\]

\[
\left[ \kappa_s \cdot (r_2^2) \right]^{(4)} = \frac{3\kappa_s^0 g_A^2 m_r^2}{16\pi^2 F_\pi^2 M_0^4 (m_\pi^2 - 4M_0^2)} \left[ - m_\pi (4m_\pi^4 - 27M_0^2 m_\pi^2 + 42M_0^4) \arccos \left( \frac{2M}{m_\pi} \right) 
+ 14M_0^4 - 4m_\pi^2 M^2 + (m_\pi^2 - 4M_0^2)(4m_\pi^2 - 3M_0^2) \log \frac{m_\pi}{M_0} \right].
\]

The BChPT expression for the isoscalar anomalous magnetic moment is written as

\[
\kappa_s = \frac{M_N}{M_0} \left[ \kappa_s^0 - 16M_0 m_\pi^2 \epsilon_{105}(\lambda) + \delta \kappa_s^{(3)} + \delta \kappa_s^{(4)} \right],
\]

where

\[
\delta \kappa_s^{(3)} = \frac{3g_A^2 m_r^2 M_0}{8\pi^2 F_\pi^2 M^3} \left[ m_\pi (m_\pi^2 - 3M^2) \arccos \left( \frac{m_\pi}{2M} \right) + M^2 + (M^2 - m_\pi^2) \log \frac{m_\pi}{M} \right],
\]

\[
\delta \kappa_s^{(4)} = \frac{3g_A^2 m_r^2}{32\pi^2 F_\pi^2 M_0^2} \left[ 4M_0^2 + \kappa_s^0 (3m_\pi^2 - 4M_0^2) \log \frac{m_\pi}{M_0} - \kappa_s^0 \frac{m_\pi^2 (3m_\pi^2 - 8M_0^2)}{\sqrt{4M_0^2 - m_\pi^2}} \arccos \left( \frac{m_\pi}{2M_0} \right) \right].
\]
## Appendix E

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWF</td>
<td>domain wall fermions</td>
</tr>
<tr>
<td>BMW</td>
<td>Budapest-Marseille-Wuppertal [collaboration]</td>
</tr>
<tr>
<td>(L)QCD</td>
<td>(lattice) quantum chromodynamics</td>
</tr>
<tr>
<td>CBChPT</td>
<td>covariant chiral perturbation theory</td>
</tr>
<tr>
<td>HBChPT</td>
<td>heavy-baryon chiral perturbation theory</td>
</tr>
<tr>
<td>SSE</td>
<td>small-scale expansion (HBChPT with $\Delta$-resonance)</td>
</tr>
<tr>
<td>GPD</td>
<td>generalized parton distribution(s)</td>
</tr>
<tr>
<td>GFF</td>
<td>generalized form factor(s)</td>
</tr>
</tbody>
</table>
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