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ABSTRACT

This thesis addresses the problem of minimizing a facility’s electricity costs by generating
optimal responses using an auxiliary generator as the parameter of the control systems. The goal
of the thesis is to find an optimization method that can cope with the uncertainty in the building
load while also handles the complex electricity price structures. The building load is the random
factor of the stochastic problem and is composed of the weather load and the occupancy load.

Several optimization techniques such as Dynamic Programming and Linear Programming
(deterministic optimization) are looked at. Stochastic Programming using Nested Bender’s
Decomposition method is chosen and studied to solve the optimization problem. Stochastic
Programming, which is a hybrid of Dynamic Programming and Linear Programming, is used
because it can cope with the complex electricity price structures and the uncertainty of the
building load while avoiding an explosion in the number of states.

However, the method is not suitable for our problem, which is a Mixed Integer Programming
problem. Moreover, the random sampling adds some limitations on the method. In addition, the
.high memory requirement and the extensive computational time prohibit the method from being
used for a long planning period. Hence, a new control system, which is the combination of
Stochastic Programming and Linear Programming, is proposed. The key of this proposed method
is the reduction of the problem into a two-stage stochastic problem.
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Chapter I: Introduction

1.1 Motivation

1.1.1 Background
The rapid transitions occurring in the utilities industries and ongoing deregulation give

rise to the Real Time Pricing (RTP) Structure (the electricity price varies on hourly basis), which
has evolved from a Time of Use Pricing (TOU) Structure (the electricity price varies on a block
of hours basis). On the top of that, some schedules levy a demand charge that is based on the
maximum instantaneous demand recorded over a month. This demand charge can sometimes
span its effect over a year period.

Further, tools to reduce the electricity cost for buildings have been developed, for
example the Automated Real Time Pricing Control System currently implemented by Honeywell
(Shavit et al. 1998). However, this tool is not adequate because it actually does not avoid the
peak-hour tariff and demand charges. It only reduces the load by lowering the comfort level to its
lowest limit and by utilizing the automated lighting control. Thus, the system can be further
improved by using another device (for example a generator or a thermal storage) to shift loads.
The control logic for this automated control system is revealed in the following exampie: "If the
RTP Price is greater than 10c kWh", and "If the air handling system AC-2 is in its occupied
period", and "If the space temperature is not over 80 F (27 C)", then "Command system AC-2
off". The cost saving with the current control strategy in the Marriott Marquis Hotel, New York

City, was US$1 million over a four-year period.

1.1.2 Objectives
The thesis seeks to construct a set of algorithms that can be used to minimize the cost of

electricity by using an auxiliary generator as the control strategy. This answers the need for the
building energy management system: a unified tool that can respond to varied tariff schedules.
'Respond’ means the tool can be used to discriminate between utilities based on the net electricity
cost. The 'unified tool' is what distinguishes the thesis from other research in the area. It attempts
to include and reduce the effect of uncertainty in the optimization model, combining it with a

complex pricing structure and generator model.



A generator is commonly used as a source of emergency power in most buildings. In this
thesis, a generator is a single component that helps to absorb some of the load during peak-hour
to avoid high price and charges. In many cases, a generator is permitted to operate for a limited
number of hours per year, to minimize local air and noise pollution. Moreover, it is also
characterized with several transition stages: start-up, ramp-up, synchronization, ramp-down, and

shut-down.

1.1.3 Related Work
Some work has been done in this field. The closest one is Shanbag's work (Shanbag

1998). Shanbag considered three different systems in minimizing the energy costs in buildings:
an auxiliary generator, a thermal storage, and lighting control. However, his work assumes that
the building manager has perfect knowledge of the building's load and more importantly, it does
not consider the generator operating-hour constraint nor the seasonality aspects of the building
load (affected directly by weather).

The stochastic load of the building is the main focus of the thesis. The stochastic load
requires a totally different algorithm than the one with perfect knowledge of the load.
Furthermore, it has a wide range of implications in solving the diverse pricing issues and in

modeling the actual complex generator behavior.

1.2 Problems Description

1.2.1 Optimization under Uncertainty
The uncertainty in load forecasting is one of the factors that is most often forgotten in a

building energy optimization tool. Future loads are very hard to calculate and depend on
unpredictable external factors: weather, occupancy type, building structure, infiltration (building
deteriorates through time), etc. The accuracy of the load prediction raises the question of the
success of the optimization itself. This thesis tries to find the optimization method that is the
most appropriate (by considering accuracy and running time) to minimize the building load using
an auxiliary generator.

The goal for this thesis is to create an algorithm that combines the load forecasting model
with the generator model and price structure. This tool will try to optimize the use of the
auxiliary generators to minimize the electricity cost. The generator has an operating-hour

constraint within a year. Moreover, the hours of the generator are used mainly to avoid an



increase in the demand charges (that could have an effect for a year in the future) or peak hour
charges. The tool will answer whether a building operator should use the hour of the generator
for the next hour given: the predetermined control strategies, the remaining generator operation
hours (taking into account the future load prediction), the updated weather data, and the last

hour’s electrical price.

1.2.2 Building Thermal Load
Building load is divided into thermal load and non-thermal load. We consider the non-

thermal load as fixed, and focus more on the variability of the thermal load. Thermal load is

affected by several factors:

- Weather: the forecasting of weather itself is another sub-problem worth studying more
closely.

- Thermal Comfort: this looks at the criteria from which the load is to be determined. Some
papers have used PMV (Predicted Mean Vote) as a basis (Braun and Keeney 1996), however,
for the purpose of this thesis, it is more practical to use the dry bulb temperature of the
internal ambient air than PMV as theb set point control. A thermal model based on a 2R1C
circuit analogy can be used to illustrate the connection between the outdoor air temperature
and the internal ambient air temperature.

- Building Thermal Data: we can use the generic numbers from the ASHRAE handbook for
typical office building.

- Historical Load Data: this is a common weighing factor for predicting the seasonality of the
building. Moreover, by using past data, the expected load and its PMF during a particular

month can be derived.

1.2.3 Cases
During this planning stage several questions should be answered: how do we allocate the

limited generator operating-hours based on what happen earlier in the month and is expected to
happen later in the month. For example if during the last week an unexpected cold front is
coming, should we allocate the generator now as planned or save it for the last week of the
month? Will the strategy differ if we have a demand charge levied on the top of the RTP charge?
How different will the strategy be if the demand charge varies from hour to hour? What should

we do if we are expecting a prolonged heat wave? If the load shrinks as the month goes by,



should we save the generator hour for the future months? Those are several extreme cases upon

which the different optimization algorithms will be tested.

1.3 Research Approach

1.3.1 Optimization Methods
Several different optimization methods have been considered: Linear Programming,

Dynamic Programming, and Stochastic Programming. In approaching the problem, Stochastic
Programming (also called Dual Dynamic Programming) using Nested Bender’s Decomposition
is used. This method is a combination of Linear Programming and Dynamic Programming
(Pereira and Pinto 1991). All of the constraints are laid up in linear programming forms.
Moreover, this method breaks down the time horizon into stages, with several states on each one
branching out from the previous states, forming sub-problems. These sub-problems will then be
solved using Bender's Decomposition method recursively, analogous to the Dynamic
Programming Method. This recursion, which is done in the dual space (resulting in a lower
bound), is combined with forward simulation, which is done in the primal space (resulting in an
upper bound). This is done in several iterations until it converges to a tolerable error value.

This hybrid method has some advantages compared to pure Linear Programming or pure
Dynamic Programming. First, the method avoids discretization and the combinatorial explosion
with the number of states, unlike Dynamic Programming. Because of that, the method can solve
a richer set of problems with more complex constraints than a regular dynamic programming
method. Second, unlike its counterpart, the Linear Programming method, the Dual Dynamic

Programming method can handle the stochastic nature of the problem.

1.3.2 Optimization Tools
So far several tools have been tried. The first one is Matlab 5.3 Optimization Solver. The

attractive feature of Matlab is that it is easy to use and it has its own dynamic data structure. The
iteration script can be written in Matlab calling the integrated optimization solver function.
However, the Matlab Solver is unreliable when it encounters sparse matrices, even for a small
problem. Example 6.1.1 and Example 6.1.2 are simulated in Matlab, however, the computed dual
variables are wrong (the results are compared to those of CPLEX). The error can be significant

and thus skews the final solutions.
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The second tool tried is OPL by ILOG. OPL is reliable even for a huge problem with a
lot of variables. Moreover, it can solve integer programming and combinatorial problems.
Unfortunately, this tool does not have a callable library, which is necessary to run the algorithm.
The other downside is that the tool does not seem to be able to display the optimal dual variables,
which are crucial in the backward recursion process.

The third one used is CPLEX by ILOG. CPLEX is very reliable and normally used for
large-scale optimization problems. It also has the callable library in C/C++ that allows users to
write scripts for their algorithms. CPLEX provides options for the optimization algorithm used to
solve LP problems, such as primal simplex method, dual simplex method, interior point method,
etc. Moreover, CPLEX provides the Mixed Integer Programming Solver that gives different

options of solver algorithms. In all simulations, Branch and Bound technique, which is the
default MIP solver of CPLEX, is used.

1.3.3. Different Time and Pricing Models
The first model works for RTP electricity charge. It handles different hourly rates

assumed to be known ahead (given by the utility companies). In this first model, the random
factor will be the building load, which also varies in an hourly basis.

The second model will implement one demand charge period consisting of several days
with some consideration to seasonality. Each month has its own building load transition
probabilities (based on the weather transition probabilities) to capture the seasonality effect.
Moreover, besides minimizing the energy charges, its other goal is to minimize demand charges
of that month without further complication of effects on the past and on the future. There are two
types of demand charges. The first one is a Flat Demand Charge, which has a fixed demand
charge within the demand charge period. The second one is a Time Varying Demand Charge,
which has a varying demand charge from time to time.

For each price structure, several cases are tested. The first ones are the deterministic
examples, which usually consist of short planning horizon period (three stages or less) examples
and long planning horizon period examples. The second ones are the stochastic examples, which

just like the deterministic case consist of long and short planning horizon examples.
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Chapter II: Building Load

There are two main factors that influence the building load. The first one is the room temperature
control, which is removing or supplying heat for the room to maintain a set-point temperature.
The second factor is the occupation type, which will be explained in greater detail later. Thus,
building load can be modeled as:

Vg ={1,...,24};Vs ={8,...,18};

=U . +OCJ" ;
" Vp = {1, 7}:Vr = {1,..,5);

(2.1)

gep

g, s = index for hours in a day

p, r =index for days in a week

L. = Building Load (KWh) at time k*r (=24 hours/day and 7 days/week)

gop

U,., = Heat removed or supplied (KWh) at time £*1 (=24 hours/day and 7 days/week)

OC ,, = Occupancy Load (KWh) at time s*r (= (8am to 6pm)/day and (Monday to
Friday)/week)

Occupancy load is assumed to be during regular working hours for a typical office
building, which is used as the example. The subscript ‘s’ represent a set of working hours, and

‘r’ represents a set of working days.

2.1 Room Temperature Control

Room temperature control is part of the building load, and it is derived based on the heat transfer
characteristics of the building with response to outside temperature. The objective is to maintain
the ambient temperature within a tolerable human comfort zone, which is between 20 C (lower
limit) to 27 C (upper limit) (ASHRAE Handbook of Fundamentals 1997), against the
temperature swing outside. Thus, an ambient temperature is the primary variable of interest.

There are several strategies currently used to maintain an ambient temperature. First, by
utilizing the range within human comfort zones, one can simply relax the ambient temperature.
For example, the set point at which the temperature should be maintained can be fixed at the

upper limit of the human comfort zone during peak hours (assuming that cooling is needed) and

12



at the lower limit during off-peak hours (Norford ez al. 1996). In contrast, during the winter, we
maintain the temperature at the lower limit of the human comfort zone during peak hours.
Second, by utilizing the building’s thermal mass, one can shift some of the load from the
peak hours to the off-peak hours. Thermal mass isa building’s capacity to store energy with
some time-latency during heat transfer process. This is analogous to a capacitor in an RC circuit.
The capacity also depends on the structure, the materials, and the design of the building (a lot of
opening or glass surfaces, etc). A space can be preheated or pre-cooled during off-peak hours so

that the conventional heating or cooling can be reduced during peak hours (Braun et a/ 1996).

2.2 Heat Transfer Model

A 2R1C model is used since it captures two most important aspects of building load: heat
transfer properties of a building and the outside weather. The weather is the stochastic element of
the building load and predicting the building load is analogous to predicting the weather with the
building’s thermal mass as the buffer. This model is studied extensively in Daryanian's
dissertation (Daryanian 1989) and is also used in Shanbag's thesis (Shanbag 1998).

There are several assumptiohs regarding this model. First, the heat transfer relations to
the external temperature, the ambient temperature, and the thermal mass are discretized into time
blocks (hours). By time discretization and through some algebraic manipulation, the energy
needed in the future to remove or to supply heat (the future building load) can be written in a
dynamic equation involving all the variables in the present time (Equation 2.4). Second, the
thermal mass of air and furniture inside the house has been assumed to be negligible in

comparison with that of the walls.



2.2.1 Diagram and Formulation

Figure 2.1 2R1C Circuit Analogy (Daryanian 1989)

T. = External Temperature ("K)

T; = Ambient Temperature (°K)

T; = Internal Mass Temperature (°K)

U = Heat Removed/Supplied (kWh)

C; = Building Thermal Mass (kWh/’K)

h, = Heat Transfer Coefficient between Air and Outside Surface (kW/°K)
h; = Heat Transfer Coefficient between Air and Inside Surface (kW/°K)

The objective of this model is to maintain T, within a tolerable human comfort zone. Thus, the

thermal comfort constraint:

T

lower

<T,(k)<T,,, ;Vk

where

k = index for time (hour)

Tower = Lower limit of the human comfort zone (°K)

T.pper = Upper limit of the human comfort zone (OK)
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The 2R1C diagram above can be translated into a dynamic heat transfer equation relating the
ambient temperature with the external temperature (Shanbag 1998), which is the stochastic factor

in our problem:
U, =h0t((T, (k) = T,(k) + h, AT, (k) = T, (k) 2.1)
0= CZ.(Tl.(kJrl)—Tl.(k))+hl,At(Tl.(k)-Ta(k)) (2.2)
Equations (2.1) and (2.2) can be rearranged to show the dynamics of the ambient temperature as
a factor of previous stage and current stage ambient temperatures and external temperatures. This

algebraic manipulation is necessary to eliminate dependency on internal mass temperature,

which is hard to calculate.

T, (k+1)=kT,(k)+k,Uk+1)+k,T,(k+1)+ kT, (k) (2.3)
Uk +1) = ;}-{Ta(k +1) = (k,T, (k) + k,U (k) + kT, (k +1) + kT, (k))} (2.4)
where
klzl_h,At+ h.At
C, Ci(h+h,)
~ 1
> At(h, +h,)
h h . har 1
ks —((hl +he))(C1 (h, +he)) a C,(h, +he))(At(h] +he))
k, = k.
(h +h,)
h hhat o hA h,
ks—((hl+he))(Cl(h]+he)> a Cl(h,+he))((hl+he))

2.2.2 Example of Building Coefficients
A typical office building floor is used for the example. The wall is made of concrete and

the fenestration is 40% of the wall. The thermal mass of the fenestration (glass) is negligible.
Further, the floor is located in the middle of a medium rise building, and the floor above and
below are assumed to have the same room temperature and hence, there is no heat transfer
between floors. The thickness of the concrete wall is 0.4 m, and the gypsum board and the

insulation have a negligible thermal mass.



Further, for the model to be meaningful, there is an upper bound on the time step. The

time step of one hour, which falls well within the bound, is used.

Parameter Total Value |Units
h, = 7.3W/mK 3.796KW/K
h, = 8.4W/m°K 4.368KkW/K
Density of the wall = 2100kg/m®
c= 880l/kg K
Time Step = 1hr
Floor Area = 1000m?
Wall Area = 520/m?
Volume of Opaque Wall =| 124.8m®
C = 64.064KWh/K
k= 0.9682976
ko = 0.122489
ks = -0.115231
kq = 0.5350318
ks = -0.503329

Table 2.1 2R1C Example Typical Masonry Office Building Coefficents

By definition:
C=cxpxV
C = capacity or thermal mass (J/K)
¢ = constant-volume specific heat (J/kg K)
p = density (kg/m3 )

V= volume (m”)

2.3 Occupancy Type

Occupancy type is another important stochastic aspect of building load. There are three main
components of the load due to occupancy. First, water vapor and heat produced by occupants
(depending on their activity) count for a significant portion of the cooling load. The vapor needs
to be removed to maintain the humidity in the room within comfort level. The body heat needs to

be taken into account since it can be a big factor affecting ambient temperature. Second,
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equipment, such as computers, machines, etc, dissipate heat and play a big role in affecting the
ambient temperature. Third, lighting is also an important factor in the building load, because it
dissipates heat and consumes energy.

For the simplicity of the problem, occupancy load will be considered as a fixed load

during the day-time period from Monday to Friday. The model can be written as:
OC.,., = Total Lighting Load + Total Occupants Load + Total Equipment Load

There are other load sources in the building, however, their fraction is negligible compared to the
three loads above.

Below is the example of the typical value of each occupancy load's components for a
typical office environment (ASHRAE Handbook). The occupancy load assumes a moderately

active office work. Moreover, the latent heat represents the humidity as another human’s comfort

factor.

Parameter otal Value |{Units
Lighting Load = 20W/m? 200000
Occupants Load = 130W/person 2600W
(latent and sensible)

Equipment Load = 1500MV/person 30000W
(copier, computer, etc.)

Number of people 20|persons

[Total Occupancy Load = 52 .6kWh

Table 2.2 Occupancy Load"

2.4 Weather Forecasting

There are several weather predicting methods considered (Grunenfelder ez al. 1985). The first
one uses the expected temperature weather forecast for the day for the whole 24-hour period. The
variation of this method is to use the high temperature for hours between 7.00 am to 7.00 pm and
the low temperature for hours between 7.00 pm to 7.00 am. The second method is to say “next

hour temperature equals this hour temperature:”
E[TekH ] = Tek

The third method uses transition probabilities, where Pr(Z7"' = j| T =1i) is the transition

probability from state i to state j. The transition probabilities are determined by taking a
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regression analysis over the measured weather data from the previous years. The transition

probabilities are different for each month.

i 1 5 3 2 Table 2.3 Transition Probabilities Pr for April in Zurich (Grunenfulder et al
1 0.37] 029 025 0.09 1985
2] 029 0.32] 0.25 0.14
3 024 029 027 02
4 014 014 023 05

i = temperature of this hour
J = predicted temperature of the next hour

The third method is used in this thesis for several reasons. First, it fits well in our
Stochastic Programming framework. The Stochastic Programming Method solves a tree-like
structure with each node branching into several scenarios, and the state transitions from the
parent node to its children nodes are described with transition probabilities. Second, the method
captures the seasonality changes. Each month will have its own transition probability table,
which reflects the temperature characteristic of that month (for example: in summer the
temperature is high). Third, this method gave the best result for weather forecasting in the
framework of Dynamic Programming optimization (Grunenfulder ef al. 1985).

Since, in the optimization problem formulation, the random factor is the building load,
the outside temperature PMF needs to be translated into the building load. This translation can be
done by using the scenario tree. First, all possible future outside temperatures given the current
temperature are laid out (one at each node) in a tree form. Then, the external temperatures at
each node can be translated into the weather load by using Equation 2.4. Since weather loads are
not independent (depend on the previous hour temperature and thus, weather load) and since
there is no one-to-one mapping of external temperatures to weather loads, weather load’s PMF

will be different from external temperature’s PMF.

2.5 Limitations of the Building’s Load Model

The building load model has some limitations. First, it does not consider solar heat gain, which
consists of direct and indirect solar gain. Solar heat gain is a predominant factor in calculating
the building load. Hence, its absence creates a discrepancy between the calculated load and the

actual load.
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Second, the model leaves out the physical context of the building, such as the condition
of its surrounding, its orientation, its geometry, etc. For example, if there is a high-rise south of
the building, and the building is located in the U.S. (where south is the predominant facade that
is exposed to direct solar radiation), we must take into account the shadow effect. Likewise, if
there is a pool of water south of the building, then the indirect solar gain from the reflection will
be high. Building’s orientation also adds wind as another complicating factor (wind factor). Cold
wind normally comes from the North during winter, but in general, wind direction tends to vary

on an hourly basis.
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Chapter III: Auxiliary Generator

The auxiliary generator is an alternative supply of power that may be fueled by diesel oil or
natural gas or some other fuel. The generator is used to absorb some of the building load during
peak hours to reduce the base cost and to avoid the demand charge. The decision as to whether to
use the generator will be governed by several major factors: marginal cost to operate the
generator, Real Time Price (RTP) of purchased electricity, generator maximum operating-hour
constraint governed by the state, and expectation of building loads, which will be explained later

in the thesis.

3.1 Basic Generator Model

3.1.1 Assumptions
The basic model tries to capture the essence of the problem, but it does not represent all

of an actual generator’s behavior. The basic model takes into account the operating hour
constraint, the capacity of the generator, and the efficiency of the generator, but not ramp-up,

ramp-down, and start-up (transient behaviors).

3.1.2 Model

The objective of the basic generator model is to minimize costs for operation and maintenance:

Min Z(pf”"xuk) 3.1
k=0

where the hourly generator price embodies the maintenance, the fuel costs, and the efficiency of

the generator:

gen p Suel + M gen . .
pi’ = —————— (efficiency constraints) (3.2)
gen

Moreover, the generator is constrained by the limited capacity and the maximum allowable

generator operating hours for each year.
u, <z,C,

(22]

Vi Sgen_max_ OH
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The constraints:
z, <z _ period
z, €{0,1}
seem to be redundant. However, this redundancy has a purpose as explained in Section 6.1.4.2.
The generator model can be formed into linear programming statements in the basic main

problem:

Min ZPk e X, ; which is equivalent to:

k=0
n
Min Z(p_genk XU, +p_rip, Xx,) (3.3)
k=0
s.t. X, +u, 2L,
uk < ZkCgen

y, <gen max_ OH
z, <z_ period

Yia t 2 =Y
z, €{0,1}
XU, Y, 20
P = Cost vector
X = Variable vector to be optimized

p _gen, =price of using the generator to generate electricity at time k ($/kWh)

p _rtp, =price of purchasing electricity from the utility company at time k ($/kWh)

n = planning horizon (number of stages)

u, = electricity generated at time k (kWh)

x, = electricity purchased at time k (kWh)

Ly = building load at time k (kWh)

zx = indicator whether generator is used (1) or not (0)

v = number of generator operating-hours used until time k
Cgen = maximum capacity of the generator (KWh)

gen _max_OH = generator operating-hour limit
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z_period = the number of hours in one stage (for RTP, z_period = 1)
P s = price of generator’s fuel (3/KWh)
M., = generator’s maintenance cost ($§/KWh)

Men = efficiency of the generator {0,...,1}

3.2 Start-up, Shut-down, Ramp-up, and Ramp-down Constraints

In the actual implementation, a generator is constrained by some physical characteristics.
The first one is the Start-up phase when the generator is first turned on. During this period the
generator consumes fuel, but it does not produce any energy and thus takes away the otherwise
useful fraction of the limited generator operating hours.

Once the generator is synchronized, it begins the second phase, the Ramp-up phase. In
this period the generator starts contributing to the electrical load and the output capacity keeps
increasing until it reaches its Lower Operating Limit (LOL). After the second phase, the

generator can then work up to its maximum capacity.

Start of’
Genera?or Synchronization
output in
KW l
LoL [T T T T
No contribution/
Overhead i
T Start-up Phase TRamp—up Phase Time Period in hour
Signal sent to End of
generator Synchronization

Figure 3.1 Generator Transition Behavior
The cycle repeats when the generator is switched off, it will go through the Ramp-down phase
and then the Shut-down phase.

The total time for this transition period is less than one hour and depends on the size and
the type of the generators used (Cogdell 1999). These transient phases take some portion of the

allocated generator hour. Hence, it will be very inefficient if a generator is only used for an hour,
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since it is possible that the large portion of the time is used for this transition period. To avoid
this inefficient generator-hour allocation, the constraint for the minimum contiguous generator-
hour allocation (n) can be added into the problem formulation:

z, 2max{z,; — 243,22 = Zhzreos Thnnt ~ Zhn) (3.4)
The value of n needs to be studied further to find the optimal point between having a fragmented
generator-hour allocation versus the contiguous one.

In addition, since the generator does not contribute the maximum power as assumed in
the basic model, the adjustment on the power generated () needs to be made. This adjustment is
critical if the generator is only used for the minimum generator operating-hour allocation (#),
because the effect of generator transition behaviors will be significant. This adjusted-generator

model will not be covered in the thesis and needs further study.



Chapter IV: Stochastic Programming with Recourse

4.1 Introduction

Stochastic Programming, also known as Dual Dynamic Programming (Pereira and Pinto 1991),
combines Linear Programming with Dynamic Programming. It is based on an approximation of
expected cost-to-go functions of Dynamic Programming in the form of piecewise linear
functions. These approximate functions are obtained from dual solutions of the optimization
problem at each stage and are equivalent to Bender's Decomposition cuts in linear programming.
By using this method, state discretization, which is necessary in dynamic programming, is
avoided, preventing the exponential explosion of the number of states.

A recourse problem occurs when a decision maker has to consider tradeoffs between cost
of the ‘here-and-now’ decision and the expected cost of the recourse decision. This problem is
inherent in any stochastic problem with incomplete information where the decision maker has to
choose a course of action that will meet his/her objectives and minimize his/her expected utility.
The decision maker is said to have taken his/her recourse decision and move to the next stage

after s/he has implemented the solution for the first stage problem.

4.2 Dynamic Programming Formulation of the Problem

It is assumed that the probability distribution function is known ahead of time (this will be the
assumption throughout the thesis). The stochastic multi-stage case can be formulated in Dynamic

Programming equation:

Q/(X/)=:él;li(l:\l/)wéw{gl('Ll’Z()+Ql+](XI+|)} ' (41)
+z
state X, = . . and state transition: X,,, = Yt | _| YT
L/ L1+1 Lt + W,

Qu(X;) = the optimum expected cost at time ¢



g(L, z;) = given L, and z, determines u, and thus, x, ; the cost function at time ¢ then becomes:
(L, —u)xp_rip,+u,xp_gen

w, = Independent random factor (the changes in building’s load at time ¢)

L, = the building’s load at time ¢ (Chapter 2)

u, = the electricity generated at time ¢ (Chapter 3)

p_rtp,= the price of electricity purchased at time ¢ (Chapter 3)

p_gen = the price of electricity generated at time ¢ (Chapter 3)

y: = number of generator operating hours used at time ¢ (Chapter 3)

z,= the control at time ¢ (whether generating electricity z=1 or purchasing z=0, Chapter 3)
The main problem with dynamic programming is the explosion of states after several

stages as explained in Chapter 1. Assume w,,, is discretized into p components and thus there

are p realizations at each stage. Moreover, if L,,,, is discretized into m states, and yuq, into »

state, then there will be O(mn) possible states at each realization at each stage. Hence, there are

O((mnp)") subproblems (or possible paths) that need to be solved.

For a prototypical office space L, =1000 KW, y,qr =500hr, and wynee =500 KW will
already create a gigantic optimization problem provided that the value is finely discretized. This
states explosion is one of the main motivations behind studying the Stochastic Programming
method to solve the problem. Using Stochastic Programming (Nested Bender Decomposition

method), only w needs to be discretized; thus the total subproblems that need to be solved are
o(p").
4.3 Derivation of Dual Dynamic Programming

The concept of Dual Dynamic Programming in two stages is equivalent to the Bender’s

Decomposition method, and is illustrated with the linear programming form of the problem:

Min  C,X,+C,X, (&) (4.1)
s.t A4,X, <b

A4,X,(8) <b,(8)

G X, +FX,(&)=d,

X, X (520
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In general, the parameter £ corresponds to the Stochastic Programming’s random factor. In our
case, the parameter £ corresponds to different possible building loads at the second stage
(Chapter 5). Here X represents the second stage variable to be optimized. Vector b; has the
stochastic elements, i.e. the building’s load, and is also called the random factor.

The problem can then be broken up into a first-stage problem and a second stage

problem:
First Stage:  Min  C X, +0,(X, &) (4.2)
s.t A X, <bh
X 20

Second Stage: 0x(X},8 = Min C, X, (&)
s.t A4,X,(E)<b, (&)
G, X, +F,X,(&) =d,
X &= 0

CiX, )
First Stage » min
A

Second Stage Problem
Subproblem 1

Second Stage Problem
Subproblem 2

\ 4

v |
l_" Second Stage Problem ______1

Subproblem n

Figure 4.1 Diagram of Two-stage Stochastic Decision Process

In dynamic programming, Q,(X), § represents the cost-to-go function. Here, Q; depends on the
value of X; from the previous stage. Moreover, C,.X; is the present cost function. As we will see
this dynamic programming structure will help in expanding the Bender’s Decomposition to solve

the multi-stage problem.
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In order to transform the problem into an LP formulation that is solvable in the first stage,
the dependency of the second stage problem’s constraint on the first stage solution needs to be
eliminated. Hence, the second stage problem can be transformed into its dual to move the
decision variable .X; up into the objective function.

OxX, 9 = Max 7, ()b, (&) +7,(d, -G X)) (4.3)

s.t. T ()4, + 7, (E)F, <C,

Let 1= {7 (&), 7] (&),....,x] (&)} represent the set of all vertices of the dual constraint set. From

the Resolution Theorem of Linear Programming (Bertsimas and Tsitsiklis 1997), the problem

can be transformed into:

OxX,8 = Max 7] (§)bo+ 7y (£) (do~GiXy)  ; Vi=l.,v (4.4)
Problem (4.4) can then be transformed into a Linear Programming problem:

OxX, = Mina 4.5)

st a2m! (&)ba(&)+ ) (&) (dr—GiX)

|
|
azm (§)ba() + 7, (&) (d2— GiXY)

From the Duality Theorem in linear programming, the optimal costs of the dual problem
and primal problem coincide (Bertsimas and Tsitsiklis 1997). More importantly, the dual
formulation (Equation 4.5) has shown that the cost to go function is a piecewise linear function
of X; as will be proven later in this chapter.

Finally, the dynamic formulation of the first stage problem can be written in a linear

programming form:

O; = Min CiX; + Y p(6)0, (X,.£) (4.6)
§
s.t A4,X, <h
7 (§G X, +0 27/ (§)b, + 1 (&), ;V(E);Vi=1...v

7 (£)<0 JV(E)Vi=1,..,v

p(&)= transition probabilities that correspond to different building loads
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Since calculating all of the vertices is very difficult, onlyl a subset of the vertices are
going to be calculated. The chosen approach is to calculate the dual vertices from a set of trial
values of X.

02X, 8 =Min C, X, (&) 4.7)
s.t A,X,(E)<h, ()

X, (&) =d,-G X,
X2(6)=20
It is worth noting that since problem 4.7 has only the subset of the actual problem
constraints (Equation 4.5), the backward recursion using the dual variable as additional
hyperplane constraints will result in a lower bound for the optimal cost. This property will be
exploited later in the algorithm.
Without changing the result of the new hyperplane constraint, Equation 4.1 can be
simplified into:
Min  C X, +C,X, (&) (4.8)
s.t AX, b,
T X, +W,X,(&) < h, (&)
X1 X2(8)=20

F, 2

) 0 A, <b,(&) . ) ..
With 7, = G JWo= T () = i , and X; is a vector of variables to be optimized.
1

The new hyperplane constraint can then be formed with equation:

EX +a, ze /() (4.9)

E = p(En'(OT, (&) (4.10)
3

&= 2, P (b + 73 (Hdy) = pEr (Hm(E) 5Y(E) (4.11)

Matrix W; is called the recourse matrix, and matrix 7; is called a technology matrix (Birge and
Louveaux 1997). Our problem can be categorized as a fixed recourse model. A fixed recourse
model is a stochastic programming with recourse that has a recourse matrix (W, ) fixed through
all the stages. The fixed recourse model also has some basic properties, which will be discussed

later.
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This concept of Dual Dynamic Programmihg (Bender’s Decomposition method) can be
extended easily to solve multi-stage stochastic problems without fundamental changes as will be

shown later in Chapter 7.

4.4 Basic Properties

The basic properties gave an insight into the problem, whether the problem is tractable or
not. It is desirable to be able to check if a particular first-stage decision X; leads to a finite
second-stage value without having to compute that value. To understand the problem’s
tractability, we need to know whether the solution space is bounded and well defined or not. The
theorems and their proofs, which are explained in Chapter 3 of Birge and Louveaux (1997), will

help answer the feasibility questions. Let us start with some definitions:

Ki={ Xi| 4X, =b,X, 20}

K, (&)= {X1] OQ2(X5,H <+w}
K!={X,|VECE,IX, 20 s.t. Woks = hy— TiX))

ol A 3]
K, = the set determined by the fixed constraints, namely those that do not depend on the

particular realizations of the random factor
K, (&) = second-stage feasibility sets that depends on the random factor &

K} = defining the possibility interpretation of second-stage feasibility sets

Theorem 1 (Theorem 4, p.88, Birge and Louveaux 1997):

For a stochastic problem with fixed recourse, when W matrix is fixed and ¢has finite second moments:
a. K9 isclosed and convex.

b. If T is fixed K54 is polyhedral.

Our problem has a fixed W matrix (fixed recourse problem), and the second moment of £is:

max

E[E")=2 L',

where 0<p,;<1 is a probability distribution of the building load in scenario i (KWh)

max = index of the maximum building load ever (KWh)

29



L;= the building load in scenario i (KWh)
Since max and L are finite and p; will have a Probability Mass Function (PMF) similar to
Binomial PMF (depending on the external temperature PMF), the £has finite second moments.

Thus, K>(& of our problem is a closed and convex polyhedron.

Theorem 2 (Theorem 1, p.86, Birge and Louveaux 1997):

a. Foreach & €=, the elementary feasibility set is a closed convex polyhedron, hence, the set KZP is
closed and convex.

b. When E is finite, then KZP is also polyhedral and coincides with K>(9

From Theorem 1, we know that K,(& of our problem is a closed and convex polyhedron

satisfying the elementary feasibility set. £ represents random factor (building load). Because

building load is discretized (for example into very low, low, medium, high, very high) and has a

finite range (finite maximum and has to be larger than 0), £is finite. Hence, E is finite for our

problem, which means K is also polyhedral and coincides with K>(&. In other words, this

means that our problem will always have a solution space of a polyhedron.

Theorem 3 (Theorem 5, p.89, Birge and Louveaux 1997):
Assuming O>(X;, & is not -, for a stochastic program with fixed recourse, Q>(X;, & is :
a. a piecewise linear convex function in (h;, T));

b. a piecewise linear concave function in C;

c. a piecewise linear convex function in X; for all X; in K = K, K.

In our case, O:(X,, & =0 since C, X;>0. Thus, it is known beforehand that the cost function has
a piecewise linear behavior relative to X;. This result confirms our observation earlier in Section

4.2 that the cost to go function is a piecewise linear function.

The theorems are written in a two-stage problem context. However, since the multi-stage
case 1s just a (recursively) nested form of the two-stage case, by induction, the theorems can be

extended to cover the multi-stage case.



Chapter V: Two-Stage Solution

5.1 Introduction

The two-stage stochastic problem can be generalized with the formulation below:

Min  C X, +Y p'(C;X}) (4.2)

i=1
s.t A X, = by
T.X; + W, X)>h)
T.X; + Wl X]>h
!
|
T.X;+ WXy 2hy
As explained in the previous chapter we need to optimize the second stage problem before

optimizing the first stage problem. We will evaluate all possibilities for the second stage and use

the Bender’s Decomposition method to recourse back to the first stage.

5.2 Problem Formulation

Equation 5.1 above can be translated into the linear programming statements of the problem
below (Equation 5.2). The two-stage problem formulation is similar to the basic generator model
(Section 3.1.2), the difference is that the formulation below captures the stochastic nature of the
building load in the future. Here, 0 <p;<1 is a probability distribution of the building load at
scheme i (each path branches to m schemes). The variable definitions and notations are the same

as those in Section 3.1.2.



m

Min (p_gen, xu, +p_rip, xxl)+Zp'(p_gen£ XU, +p_rtp; XX,)

i=0

s.t. X, +u 2L,

ul < Zl Cgen

Y, Sgen_max OH

z, <z _ period

-y +z,=0

xy +uy = L, ; Vi=1,.,m (Constraint 1)
Uy —2,C,,, <0 ; Vi=1,.,m (Constraint 2)
y, < gen_max_OH ; Vi=1,..,m (Constraint 3)
z) <z_ period ; Vi=1,...,m (Constraint 4)
Y —yy+zi=0 ; Vi=1,..,m (Constraint 5)
z,,zé e {0,1} ; Vi=l,..,m

X, Uy, V), Xh U, ¥h 20 ; Vi=1,...m

m = number of scenarios

Constraints 1 to 4 make up constraint matrices 4,X, <5, (refer to Section 4.3):

-1 =10 0 - I,
1 0 0 - :
4, = and b, = 0
0 0 1 OH
0 0 0 z _period

Constraint 5, which is the state transition constraint, forms constraint matrices
F X, <d -G,_ X/, (index represent the parent node of scenario 7):

F=[0 0 -1 1Jand G_ =[0 0 1 0]

(5.1)



Combining the two constraint matrices together:

-1 -1 0 0
1 0 -C
W, represents the ‘present’ coefficient matrix: 0 1 0 |
0 0 1
00 -1 1
T, (Technology Matrix) is represented by the coefficient matrix of the past stage problem:
0 0 0 0]
0 0 0O
0 0 0 0};
0 0 00
0 0 1 0]
L -
0
while h; represents the right hand side matrix: | OH ;
z _period
_O d
T
| *
and X, =| °
Y2
5.3 Algorithm

This two-stage algorithm is also known as Bender’s Decomposition method or Two-stage
Stochastic Dual Dynamic Programming (Pereira and Pinto 1991) with a heuristic method to find
the vertices of the dual space.

In order to find the optimal vertices, the temporary optimal solution from the forward
pass will be fed into the backward recursion to produce another set of temporary optimal

vertices, which is used to build new constraints for the prior stage.

33



Step (a) Initialize: ~ approximate future cost function, Q(X, =0
Set upper bound, 6, =®

Set number of vertices n=0

Step (b) Solve the first stage problem:
Q) =Min C.X; + 02(X2, 9 (5.2)
s.t AX, <h |
Problem (5.2) can be transformed to problem (4.5).

Let X , be the optimal solution.
Step (c) Calculate the lower bound, 6., = O,

If error > 6 -0

upper lower

then stop else go to step (d)

Step (d) Solve second stage problem for each scenario (subproblem), i.e. find the optimal

dual multipliers:

0,(X,,6) = MinC, X, (¢) ' (5.3)

st WX SR -T X,
Let the dual multipliers from step (d) be 7'(&);
Step (e) Increment the number of vertices n=n+1;

Construct the approximate cost function using the n vertices:

Qg()(z,é‘) = Min a (54)

s.t. azm (E)b(E)Y+ 75 (E)(dr— G X, ) ;Vi=1,..,n
The approximate cost function is the new constraint for Stage 1 (Equation 4.8 to 4.10)

Add this new constraint into the set of constraints of Stage 1 problem.

Step () 8,,., =C, )}1 + Y pENC, X, (£)). Go to Step (b).




5.4 Sample Case

Example 5.4.1

Given:
Stage (Stg)| Scenario (Sub)] L (kW) p_gen ($/kWh)l p_rtp ($/kWh) OH Cogen
500 1 1.5 1 500
2 1 (p1=0.5) 450 1 2 1 500
2 (p>=0.5) 600 1 2 1 500
Table 5.1 Given Case of Example 5.4.1
Ite Step| Stg/Sub Xopt’ Dual (P")|OptCosf Add. Constraint| erron Qupperriowe
1 a Initialize Q4(X,,j) = 0 for all schemes
bj 1 [5000110] 500
[ inffl  Qiower=500
d 2-Sub1 [-2 -1 -500 -500] E=[0 0 -500 0]
2-Sub2 [-2 -1 -500 -500] e=0.5(400 + 700)
=550
e Q,-500y, >= 550
f Qupper=1500
2 b 1 [050000 1] 1250
g 250 Qiower=1250
d 2-Sub1 [-2 -1 -500 -500]
2-Sub?2 [-2 -1 -500 -500]
€ the same as above
f Qupper=1250
3 b 0
Table 5.2 Step by Step Procedure Running the Algorithm
Qlo“"er = 9/0\wr
Q“PPe’ = gupper
-u, -
xi
Matrix X =| y,
Zi
__al = Qi R




The result can be verified with a calculation of the expected value:
Scheme 1 (allocate the generator hour at stage 1):
Efal =500xI + 0.5(900 + 1200) = 1550
Scheme 2 (allocate the generator hour at stage 2):
Efa] = 500xj.5 +0.5(450 + 600) = 1275*

The optimal solution is to allocate the generator hour at stage 2 with optimal cost of 1250.

5.5 Limitation on the Algorithm

Notice that problem (5.1) is a mixed-integer programming problem (MIP). An integer
programming problem does not have a dual solution. Thus, in our case we will solve the problem
as a regular linear programming problem when we move backward in the algorithm, and treat it
as a mixed-integer programming problem when we run the forward simulation.

If MIP solver is used during the forward pass, there is no guarantee that the solution will
be optimal. So far during the simulations for small-stages problems, the algorithm with MIP in
the forward pass always yields the optimal solutions. However, as the number of stages increases
and the compiexity of the problem increases, there are certain problem structures that could

make the algorithm yield suboptimal solutions (Chapter 7).



Chapter VI: Multi-Stage Solution

6.1 Deterministic Case

Before exploring the Muiti Stage Stochastic Problem, we will start with a simpler model of the
Multi-Stage Deterministic case. The deterministic model of the basic generator model is
analogous to a ‘knapsack’ problem, whose goal is to maximize the value of a sack given a set of
widgets with different values and weights to take and given a limited sack capacity (Bertsekas
1995). The knapsack problem is also an Integer Programming problem. The difference 1s in the
state transition from one stage to another. The multi-stage formulation has the Technology
matrix (7}) as the link between one stage to the next. This link can be interpreted as the state
transition equation in dynamic programming. In our particular problem, the state that links one
stage to another is y;, which is the number of generator hours used so far. This transition state is
necessary for the problem to be able to be decomposed into independent stages, and still have the

global constraints, the generator operating-hour limit (gen _max OH).
6.1.1 Problem Formulation
In the deterministic case each stage only has one scenario:
Min C X, +CX,+CX;+..+C. X, 6.1
S.t A X, = by
T.X, + Wz )('2 th
X+ W, X, 2h,
|
l
T Xr, + W'I‘XT > h,

The definition of T}, Xj, W,, and h; are the same as explained in the previous chapter.



6.1.2 Algorithm

The algorithm is known as (the deterministic version of) Nested Bender’s Decomposition

method or Dual Dynamic Programming (Perreira and Pinto 1991). The termination procedure

using the upper limit and lower limit is proposed by Pereira and Pinto (1991). It works analogous

to the one for two-stage case, except the cost-to-go functions are calculated recursively from one

stage to another in the forward and backward passes.

Step (a) Initialize: Let T be the planning horizon

Approximate future cost function, Oy X)=0 for t=1,...,T

Set upper bound, 6, ,, =

upper
Set number of vertices n=0
Step (b) Solve the first stage problem:
O; = Min C.X; + Q2(X5)
s.t AX;< by
Problem (5.2) can be transformed to problem (4.5).

Let )2' , be the optimal solution.
Step (c) Calculate the lower bound, 8,,,,, =0,

If error=6 -0

upper lower

then stop else go to step (d)

Step (d) Repeat for t=2, ..., T (forward simulation)

~

Solve the optimization problem for each stage ¢ given a trial decision X ,-i:

O(X) =Min C, X, +0,,(X,,,)

St I/V/‘/Y/ 2h/ _Tl—lXt—l

Store the solution as X,
.
Step (e) Calculate the upper bound: 6,,,, = ZC, X
’ =1

Step (f) Repeat for t=T, T-1, ..., 2 (backward recursion)

Solve the optimization problem for stage ¢, trial decision X /-1:

(6.2)

(6.3)
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OX) = Min C, X, +0,(X,)

.t I/VI/YI Zhr —'T/—IX/—I
_Increment the number of vertices n=n+1;

Let the dual multipliers from step (f) be 7;";

Step (g) Construct the additional constraints for the previous stage with » vertices:

O(X) = Min «, . (6.4)

st o, z2x b+, (d-GuX,,) Vi=1,...,n
The approximate cost function is the new constraint for Stage ¢-/ (Equation 4.8
to 4.10, without the random factor &)

Add't;lis new constraint into the set of constraints of Stage ¢-/ problem.

Step (h) Go to Step (b).

6.1.3 Sample Cases
Example 6.1.1:

- This is a very simple example where the optimal cost is obvious, to allocate the generator

hour at the peak hour (at Stage 3).

Stage (Stg) L (kW) p_gen ($/kWh) p_rtp ($/kWh) OH Cgen
s 200 .- . 1 1.5 1 300
2 400 - 1 2 1 300 ~
3 300 1 3 1 300
Table 6.1 Given Case of Example 6.1.1
! Qlo“'e’ = elower
Qupper = eupper .‘ )
ﬁu, -
X;
Matrix X' ={y, .
Z
_al = QIJ




Iter# Step| Stg Xopt Dual (P")| OptCost New Constraint err  Qupperiowed
1 a Initialize Q4(Xy,j) = 0 for all schemes
b 1 {20001 1 0] 200
[ infl Qowe=200
d 2 {04001 00] 800
3 {0300 100] 900
e Qupper=1900]
i 3 [-3 -2 -600 -600] E,=[0 0 -600 0 0]
e,=-300x-3-600x1
€,=300
Q;-600y, >= 300
2 [-2 -1 0-1-600] E,=[0 0 -600 0 0]
e1=-400x-2-1x-300
e,;=1100
Q,-600y, >= 1100
2 b 1/[02000 0 1100] 1400 Qiower=1400
[ 500
d 2 [04000 0 300] 1100
3 [3000110] 300
g Qupper=1400
i 3 [-1000] E,=[00000]
€,=300
Q3 >= 300
2 [-2-10-10] E,=[0000 0]
e,=1100
Q,>= 1100
3 bl 1/[02000 0 1100] 1400 Qiower=1400
g 0

Table 6.2 Step by Step Procedure Running the Algorithm of Example 6.1.1
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Example 6.1.2:

Stage (Stg) L (kW) p_gen ($/kWh)| p_rtp ($/kWh) OH Coen
1 200 1 1.5 1 500
2 500 1 2.5 1 500
3 30 1 1 500

Table 6.3 Given Case of Example 6.1.2

In this second example the generator capacity (Cg.n) is larger than all building loads, and

thus, the optimal solution is not just allocating the generator operating-hour to the peak RTP

charge hour like in Example 6.1.1. As the consequence, the second example has a more complex

structure than the first, in the sense that the LP solution and the MIP solution are different (figure

LP Soluti

ion

6.1, figure 6.2).
MIP Solution
< 600 5
s S 400
¥ 400 4R ———— ¥ 300
= B Power <~ 200
% 200 Generated | g 100
o 0 ‘mPower | o 0
1 2 3 Purchased | 1
Stage

Figure 6.1 MIP Solution of Example 6.1.2

Stage

B Power
Generated

 HPower
Purchased

3

Figure 6.2 LP solution of Example 6.1.2

Iter# Step| Stg Xopt Dual (P")| OptCost New Constrain err  Qupperiower
1 a Initialize Q4(X4,j) = 0 for all schemes
bl 1 [2000110] 200
C infl  Qiower=200
d 2 [0500100] 1250
3 [0300100] 900
e Qupper=2250
i 3 [-3 -2 -1000 -1000] E,=[0 0 -1000 0 0]
e,=-300x-3-1000x1
e,=-100
Q,-1000y, >=-100
2 [-2.5-2 0-1-1000] E;=[0 0-1000 0 0]
e;=-500x-2.5-1x100
e,=1150
Q,-1000y, >= 1150
2 b 1/[020000 1150] 1450
800| Qower=1450
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d 2 [0 500 0 0 Q] 1250
3 [30001 10] 300
e Qupper=1850
i 3 [-1000] E,=[00000]
e,=300
Qs>= 300
2 [-2.5-1.50-0.75-0.25 -75Q] E=[0 0-750 0 Q]
€,=1250-75+75
e,;=1250
Q,-750y, >= 1250
3 1| [0 200 0 0 1250] 1550
o 300] Qiower=1550
d 2 {50001 1900] 1400
3 [0 300 10 0] 900
e Qupper=1700
f [-3 -2 -1000 -1000] E,=[0 0 -1000 0 0]
€,=-300x-3-1000x1
€,=-100
Q;-1000y, >=-100
2 [-2.5-1.50-0.75 -0.25 -750] E=[0 0-750 0 0]
€,=1250-75+75
e,=1250
Q,-750y, >= 1250
4 bl 1/[0200 0 0 1400] 1550
C 0] Qiower=1550

Table 6.4 Step by Step Procedure Running the Algorithm of Example 6.1.2

This difference in solution is due to our LP formulation of the problem (Chapter 5). The

optimal solution for the constraint:

u, —-z,C,, <0

gen

is to use the generator up to its maximum capacity for each generator operating-hour. This

problem does not happen in the MIP formulation where z is constraint to be either 1 or 0 at each

stage and avoid a portion of z-value to be carried over to the next stage. This side effect of the LP

formulation skewed the interpretation of the problem where the generator capacity functions just

like the generator operating-hour. More importantly, this example shows the importance of the

constraint:

]

!

e {01}



Hence, running LP-only formulation may give misleading results. The difference between MIP

solution and LP solution consequences will be covered in Chapter 7.

Example 6.1.3

Building Load in 24hr | Electricity Price
2 é Bp_gen
x 5 Wp_rtp
Figure 6.3 Load Profile in Example 6.1.3 Figure 6.4 Electricity Price Profile in Example 6.1.3

In this example, a 24-hour/stages planning horizon was run (figure 6.3 and 6.4). The
answer given is to allocate the generator operating hours at the peak hours (Stage 13-16). The

algorithm yields the expected answer (figure 6.5), and it converges in five iterations.

Generator Capacity 600kW
Operating Hour Limit 4hr
Cost without generator $18,075.00
Optimized Cost $13,245.00
Saving $ 4,830.00

Generator Hour Allocation

g Fen 1 1 e

1.3 5 7 9 111315 17 12&ktated Power
Hour B Purchased Power

Figure 6.5 Optimal Dispatch Profile of Example 6.1.3

6.1.4 Analysis for the Deterministic Solution

6.1.4.1 Generated Cuts in the Objective Functioﬁ
To illustrate how the method works and to provide insight into performance of the Nested

Bender’s Decomposition method, the behavior of the first stage objective function will be
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studied more closely. The objective function of the first stage (Q;) of Example 6.1.2 can be
written as a function of z;:
Iteration 0 :
O =p_gen*z;min{L,C}+ p_rtp, * z, max{L, -z, min{L,,C},0}

+p_rip,(1-z,)L, +0, (6.5)
Q! = optimal cost at Stage 1 iteration /
Q; = the cost-to-go function

In Equation 6.5, the left multiplication is to calculate the cost if a generator is used, the
middle one is to calculate the cost if the capacity of the generator is less than the load and thus
the facility is forced to buy some electricity form the grid, and the one on the right is to calculate
the cost of purchasing all electricity from the grid. Moreover, at iteration 0, the cost-to-go
function is zero.

Iteration 1 : 1000y, +1150 < Q, (the first cut) (6.6)

0! 20! +1000y, +1150 =0 +1000z, +1150 (6.7
Equation 6.6 is the cut at iteration 1, which was produced by the backward recursion of
Stage 2 (table 6.4). Stage 1 is the initial stage, thus z; = y;. Hence, y; in Equation 6.6 can be
replaced with z;. Moreover, the cost-to-go function (Q;) in Equation 6.5 can be substituted with
the cost-to-go function in Equation 6.6 to form the new objective cost function (Equation 6.7). At

the next iteration, the same procedure happens (Equation 6.8 and 6.9).

Iteration 2 : 750y, +1250 < O, (the second cut) (6.8)

02 200 +750y, +1250= Q" +750z, +1250 (6.9)

Example 6.1.2 Stage 1 Objective Function Cuts

2500
2000
. ‘—e— Original Obj.
? 1500 Cost Function
8 1000 —-.--Cut at Iteration
Q 1
500 | Cut at Iteration
7
G. g % - 5 SN FE—
0 0.5 1 15

z value

Figure 6.6 Objective Function Cuts at Stage 1 of Example 6.1.2
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From figure 6.6, our objective cost function is a nonlinear function of z; due to the
quadratic original cost function (Equation 6.5). The algorithm can be extended to the nonlinear
cases (Perreira and Pinto 1989). Moreover, since the objective function (relative to z;) is concave
and our problem is a minimization problem, the nonlinearity, in this case, does not affect the

result; the optimal solution is always be at one of the endpoints (0 or 1).

Example 6.1.2 Stage 1 Objective Functions

—e— Original Obj. Cost
Func.

—m— Obj. Cost Func. at
Iteration 1

Obj. Cost Func. at
Iteration 2

Objective Cost ($)

z value

Figure 6.7 Stage | Objective Functions of Example 6.1.2 at Different Iterations

As seen in figure 6.7, in iteration 1 it is more attractive to allocate the generator hour at
Stage 1. However, in iteration 1, the new cut causes the allocation of the generator hour at Stage
1 to be more costly. Furthermore, the cut in iteration 3 confirms the previous cut. In iteration 3
the solution becomes stable and thus, no more cuts are generated. Hence, the algorithm gives a

recommendation of not using the generator operating hour at Stage 1.

6.1.4.2 Correctness
The correctness of the LP-version of the algorithm is presumed from the proof of

Bender’s Decomposition method and from tests done on the algorithm (Perreira and Pinto 1991,
Birge and Louveraux 1997). There is no guarantee that the MIP-version algorithm will always
achieve optimal solution as will be shown in the next Chapter.

Another important aspect of correctness is the resemblance between the LP formulation

and the MIP formulation. From Equation 3.3, there are redundant constraints:
z, <z_ period (6.10)

z, {01} | (6.11)
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In MIP, Equation 6.11 is sufficient without Equation 6.10. However, the purpose of this
redundancy is to make the LP terms resemble those of MIP as much as possible, so the MIP
solution and LP solution does not differ (the effect of MIP and LP solutions being different will
be explained in greater detail in the next chapter). Significant error can occur if constraint in
Equation 6.10 is taken out (figure 6.8). What happen is that the LP solution from the backward
pass does not resemble the MIP (allows allocation of more than z=/ at each hour) (figure 6.9)
and thus, causes the algorithm to yield the wrong objective cost function cuts, which are used in
the forward pass. The optimal solution is achieved after adding the constraint in Equation 6.10

and 6.11 (figure 6.10).

MIP Solution without z constraint

1500

1000

KW

500 |

Figure 6.8 MIP Solution w/o z constraint of Example 6.1.3

LP Solution witﬁéut z constraint

1500
1000 @power
=z . Generated
$ 500 L B e m Power
- _ 1R  Purchased
- M O ~ O T MO v ~ O - o
- - = +~ + & o

Figure 6.9 LP Solution w/o z constraint of Example 6.1.3

Optimal Generator Hour Allocation with z constraint

1500

1000 | g

= . . |

:4500 i '+ @Purchased
: i | Power
- ™ wn M~ [+)] -— m w M~ (o]

Figure 6.10 Optimal Solution of Example 6.1.3
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6.1.4.3 Convergence
Since the problem is deterministic, the algorithm will achieve a stable solution in some

finite number of iterations. The number of iterations depends on the complexity of the problem,
which is determined by several factors: the dimension of the variables, the number of constraints,
the structure of the problem, and the number of stages. The complexity of the problem governs
the number of vertices of the dual space solution and also the way the algorithm traverses
through the vertices before arriving at the optimal solution. Hence, in the worst case, the number
of iterations is equal to the number of vertices of the dual space (v).

Example 6.1.2 has a more complex problem structure (the LP solution and the MIP
solution are different) than Example 6.1.1, and thus the algorithm takes more iterations to
achieve the optimal solution in Example 6.1.2 than in Example 6.1.1. Moreover, the upper
bound, which is calculated in the forward pass, and the lower bound, which is calculated in the
backward pass from the dual space, will never coincide (figure 6.11 and 6.12), because the upper
bound results in the optimal MIP value, while the lower bound results in the optimal LP value.
Moreover, the optimal LP value will always lower than optimal MIP value (Bertsimas and

Tsitsiklis 1997).

Example 6.2.1 Convergence

Example 6.2.2 Convergence

& 6000
I b7 -~ Lower Bound
8 4000 8
] £
E 2000 =
§ o
Iteration # 0 s
S Iteration #
Figure 6.11 Convergence of Example 6.1.1 Figure 6.12 Convergence of Example 6.1.2

6.1.4.4 Computational Efficiency
The running time in the deterministic case algorithm depends on the number of iterations

(iteration), the number of stages (7), and CPLEX’s Branch and Bound algorithm running time

(mipopt). Further, mipopt depends on the size of the problem (number of columns and number of
rows of the problem matrices). The number of columns (NUMCOLS) represents the dimension of
the problem space, while the number of rows (NUMROWYS) represents the number of constraints.

Both of them affect the number of vertices (v) and thus, the number of iterations.
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Unlike an LP problem, our problem is a Zero One (Mixed) Integer Problem (ZOIP),
which is part of the NP-hard family (Bertsimas and Tsitsiklis 1997). The problem is considered
as ZOIP, because at each stage the control decision is to whether to allocate the generator hour
(z=1) or not (z=0). NP-hard is the complexity for a problem that shows strong evidence of not

being polynomially solvable. The computational efficiency of the algorithm:

Deterministic Algorithm

Best Case |O(T*mipopt)

Worst Case |O(v*T*mipopt)

Memory O(T*NUMROWS*NUMCOLS)
Table 6.5 Deterministic Algorithm Computational Performance

There are other algorithms that can solve this deterministic problem faster than the Nested
Bender’s Decomposition method. For example, Dynamic Programming can solve this type of
knapsack problem in O(T**Cax) (Comax = the maximum from all possible p_ripand p_gen
values) (Bertsimas and Tsitsiklis 1997). However, as the complexity of the problems increases,
Dynamic Programming is impractical.

The relationship between 7, iteration, and running time are shown below (figure 6.9,
6.10). All simulations are done in a PC with AMD K-6 200 MHz processor and 64 Mbyte of
RAM.

Running Time vs. # of Stages

L IO T——— S—

PR rE

o § 5

§ 10

> 8 — SO
E 5 i Running Time
l_ — - - i sl
g *

E 2

-

xr 0 L

# of Stages

Figure 6.13 Running Time vs. Number of Stages of Example 6.1.3
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Running Time vs. # of Iterations

—m—Running Time |

Running Time (second)

# of Iterations

Figure 6.14 Running Time vs. Number of Iterations of Example 6.1.3

The results verify the computational efficiencies stated above. The graphs (figure 6.13 and 6.14)
show the positive linear relationships between the running time and number of stages and

between the running time and number of iterations.
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6.2 Stochastic Case

6.2.1 Problem Formulation

The stochastic multi-stage problem is an extension of the deterministic multi-stage
problem with an added complication of the nested subproblems. The random factor, & is the
building load (Z;), which is an element of /;. The Technology matrix (7;) and the Recourse

matrix (W) are fixed for all stages and scenarios (refer to Section 5.2).

"7 -t

Min  C X, +(Q_ piCiXy + (PG + (et (2 prCr X)) (6.12)

i=1 i=] i=1

s.t A X;= b

T/ X} +W,) X} > h ; Vi=1,.,n
T/ X! +W) X} >h] ; Vi=1,..,n°
l
I
TL X +W X, >h! ; Vi=1,..,n""

Note: j is the parent index of i from the previous stage

6.2.2 Algorithm
The algorithm used is known as Nested Bender’s Decomposition method/Nested

L-Shaped method (Birge and Louveaux 1997) or Stochastic Dual Dynamic Programming
(Pereira and Pinto 1991). Since the combinations of scenarios increase exponentially with the
stage and become ﬁnmanageable after a short period, a heuristic method of sampling is used.
Monte Carlo Simulation is used in the algorithm to set trial decisions X, and to reduce the

problem into a tractable one.
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Step (a) Find a set of trial decisions: { X for i=1,...,n"’; t=1,...,T}

i = index of the trial decision (number of trial decisions = number of samples)

N

j = index of children under trial decision X, where s = number of children

Step (b) Repeat for t = 7,7-1,...,2 (backward recursion)

Repeat for each trial decision X ,i Li=1,...n

Repeat for each scenario under trial decision i, &/, j=1,...,s

A

Solve the optimization problem for ¢ given 4 and trial decision X

Min {Cl X/ +Qr+] (X1+l ’5) } (613)

st W, XYz =T, X,
Let 7,/ be the optimal dual multiplier of problem (6.7) and save it.
Use the saved dual multipliers (there are m of them) to construct an additional
hyperplane of the approximate expected future cost function for Stage -/
(derivation from Equation 4.8 to 4.10):
O(X, 9 = Min | (6.14)
S.L a,’i 2 Zp/i,jﬁli’jhli,j - Z pri’jﬂliJTt—le’.—l
J=1 J=1
In Equation 6.10, the dual multipliers are weighed based on their probabilities.

The approximate cost-to-go function for Stage -/ can then be written as:
ELX  +a ze (6.15)
Add this new constraint into the set of constraints of Stage ¢-/ problem.

Step (c) Go to Step (a)
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In order to find the set of trial decisions in Step (a), Monte Carlo Simulation is used, and the

steps are described below.

Step (a) Initialize for the very first time (afterward go to Step (b) directly):
Let T be the planning horizon
Approximate future cost function, O« X, =0 fort=1,...,T

Set upper bound, 8,,,, =

upper
Set number of vertices n=0

Step (b) Solve the first stage problem
0= MinCX;+0:(X39 (6.16)
s.t A X2 b

Let X, be the optimal solution
Let 6,,. =0,

lower

Initialize X| = /\;, Vi=1,..,n
Step (c) Repeat for t=2,...,T
Repeat for i=/,...,n
Sample a vector 4/ from the set {h/ ; j=1,...,5}

Solve the optimization problem for stage ¢, sample i:

Min {C/ XI +Q/+l (Xu-laé) } (617)

s.t VV/ Xll’j = hllj - Tr—l Xti~l

A

Store the optimal solution as X
Step (d) Calculate Upper Bound
The upper bound is estimated from the Monte Carlo simulation results for all stages and

scenarios at this iteration:

I ln—l o
gupper = CIXI +Z*ZC,X, (618)

=2 M=o
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6.2.3 Sample Cases
Example 6.2.1:

Stage (Stg) Scenario] L (kW) p_gen ($/kWh) p_rtp (8/kWh)| OH| Cge,
1 300 1 2 1 500

2l 1(ps=0.5) 400 1 2.8 1 500

2 (p>=0.5) 510 1 2.8 1 500

3] 1(p1=0.25) 300 1 3 1 500

2 (p,=0.25) 450 1 3 1 500

3 (p3=0.25) 350 1 3 1 500

4 (p4=0.25) 550 1 3 1 500

Table 6.6 Case of Example 6.2.1

This is a problem where each internal node branches into two scenarios (number of
children = num_of children = 2). The solution is not to allocate the generator operating hour

(the limit, gen_max_OH = 1, in this case) at the first stage (present hour), but to allocate it at the

second stage if scenario 2 happens, otherwise allocate it at the third stage.

Stage (Stg); Scenario| Decision
to use OH

1 0

1 0

2 1

3 1 1

2 1

3 0

4 0

Table 6.7 Solution of Example 6.2.1

Table 6.7 shows the typical Dynamic Programming output when all the possible paths are

evaluated. The output interpretation will be different if sampling is done (sampling is done by

Monte Carlo Simulation whose algorithm is shown in Section 6.2.2).

This example illustrates the strength of the Stochastic Programming where the method
can give different solutions depending on what path will later be chosen (similar to Dynamic

Programming solutions). As we shall see later, this method yields a better optimal solution and

cost than a deterministic optimization (Section 6.2.4.1).



Example 6.2.2

In this example, we assume a binomial building load transition Probabilities Mass
Function (PMF) from one stage to another (different scenarios), instead of a uniform one as in
the previous example. It is worth noted that the building load PMF is different than the external

temperature PMF (Section 2.4).

i/ 1000 150 200 250/ 3000 350 400, 450 500 550 600, 650 700 750 800
1000 0.5 0.5
150 0.25 0.5 0.25
200 0.25( 0.9 0.25
250 0.25 0.5 0.25
300 0.25( 0.5 0.25
350 0.25 0.5 0.25
400 0.25 0.5 0.25
450 0.250 0.5 0.25
500 0.25 0.5 0.25
550 025 0.5 0.25
600 0.25 0.5 0.25
650 0.25| 0.5 0.25
700 0.25 0.5 0.25
750 0.25 0.5 0.25
800 0.5 0.5

Table 6.8 Building Load PMF of Example 6.2.2

i = the current building load from weather (kW)
j = the future building load from weather (kW)
The building load is now divided into two parts: Occupation Load and Weather Load

(Chapter 2) (figure 6.15). In this example, the expected occupation loads are used. From the
binomial PMF in Table 6.8, the expected weather load at all stages will be equal to the weather

load initial value, in this case 600 KW.

" pEWeather Load] Electricity Price Profile
mE{OC Load}
o E[Total Load]

Expected Load Profile

mp_gen
mP_p

Figure 6.15 Example 6.2.2 Expected Load Profile Figure 6.16 Example 6.2.2 Electricity Price Profile
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Since there are 6561 possible paths, sampling is necessary (figure 6.17 and 6.18). Monte

Carlo Simulation is used for sampling, and the algorithm is shown in Section 6.2.2.

Stage 1

2 3

represents sampling in the forward pass
( = one sample)
j, k= stage number, scenario number

Stage 1 2 3

m————  represents the backward pass path

of a sample
Jj, k= stage number, scenario number

Generator Capacity 600kW
Operating Hour Limit 3hr
Number of Samples 50
Number of Iterations 10
Running Time 762.14seconds
Initial Weather Load 600 kW

Figure 6.17 Sampling of in the forward pass (= | sample) Figure 6.18 Backward pass of a sample

It is clear by looking at the expected load profile and the price profile that the optimal
strategy, for most scenarios, would be to allocate the generator operating hours at hour 5, 6, and
7 (Strategy 1) (figure 6.19). This expected optimal result for most scenarios comes from finding
the maximum of the product of RTP charge and expected total building load. However, for some

paths, it is possible that the optimal strategy is to allocate the generator operating hours at hour 6,

7, and 8 (Strategy 2) (figure 6.20).
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ISi-spatch Profile Strategy 2 Dispatch Profile Strategy 1

1500

> 1000 ‘g Power Generated [ Power Generated
< 500 : ~ n mPower Purchased X mPower Purchased
oL : ! i
1234567829
Hour
Figure 6.19 Example 6.2.2 Strategy 2 Figure 6.20 Example 6.2.2 Strategy 1
Generator Operating-hour Allocation Strategy
100% |
" 90%
2 80% |
E 70% |
0 60% -
©  50% | g Gen. Hr. Allocation
4]
S 40% = S
‘§ 30% |
S 20% |
& 10%
0%

Strategy 1 Strategy 2

Figure 6.21 Example 6.2.2 Sampling Solution _

The algorithm yields a result that verifies our expectation, 86% of the samples
recommend strategy 1 and only 14% recommend strategy 2 (figure 6.21). Intuitively, this result
can be interpreted as saying that applying strategy 1 will give the optimal result roughly 86% of
the times. This percentage figure is not the exact error standard deviation measure (the
measurement of the sampling standard deviation will be discussed in Section 6.2.4.2).

The main complicétion of this sampling approach is verifying and reading the results. Not
all of the samples will yield correct results for two reasons. The first one, due to the random
nature of sampling, is the possibility that at least one of the nodes in the sample has not been
touched or has never been selected as a sample in the previous iterations.

The second reason is the possibility that one of the nodes in one of the samples has not
been touched /sampled enough for it to receive enough cutting planes to yield the correct
decision. As shown in figure 6.11 and 6.12, for the three stage deterministic problem (each

sample can be thought as one deterministic problem), three to four iterations are needed to
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achieve the optimal result. This means, in the current example, that each sample has to be
touched more than four times (since this example have a longer planning period).

This random incorrectness in the results will be referred later as the sampling effect. This
sampling effect is unpredictable, meaning it is almost impossible to tell when and where the
errors are going to occur or how big they will be. Hence, the best way to read the results is by

using the statistical approach, as shown in figure 6.19 and as will be explained further in Section

6.2.4.2.

6.2.4 Analysis for the Stochastic Solution

6.2.4.1 Value of Information
As we can see from the solution in Example 6.2.1, the Stochastic Programming algorithm

behaves just like the Dynamic Programming algorithm, in that it adopts a “Wait and See” policy
(closed-loop control) instead of a “Here and Now” policy (open-loop control). An example of an
open-loop control algorithm is writing all the subproblems into one big linear programming
formulation and optimizing simultaneously, rather than decomposing the problem into stages and
scenarios.

A closed-loop control yields a better optimal solution than an open-loop control. The
difference between the two optimal costs is called the value of information (Bertsekas 1995;
Birge and Louveraux 1997). The value of information in Example 6.2.1 is $9, as calculated from
the result below. Moreover, figure 6.22 explains the definition of scheme, which is used in the

calculation of the value of information.

Ciosed-Loop Solution

stage 3 |stage2 [stage1
Schemel juse@3-1 |use@2-1 add@1 |Opt. Cost
2095 2125 2811.5  2277.5
Scheme2 use@3-2 |use@2-2
2478 2460
Open-Loop Solution
stage 3 |stage2 |stage 1
use@3 |use@2 |use@1 |Opt Cost

2286.5 2292.5 28115 2286.5
Table 6.9 Value of Information of Example 6.2.1
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Average of scenario 1 and 2

2095

Average of scenario 3 and 4

2478

Stage 1 2 3

me—— represents Scheme 1
represents Scheme 2

J, k= stage number, scenario number

Figure 6.22 Definition of Scheme of Example 6.2.1

Unfortunately, for a long planning horizon (a lot of number of stages) where sampling is
mandatory (in this case, Monte Carlo simulation is used), the possibility of incorrectness of some
of the samples (as explained in Example 6.2.2) and the incompleteness of the samples forbid us
from deploying different strategies for different possible paths. Thus, the sampling effect forbids
us from taking the full advantage of the closed-loop control and thus prevents us from obtaining

the value of information.

6.2.4.2 Correctness
As in the deterministic case, the correctness of the LP-version of the algorithm is

presumed from the proof of Bender’s Decomposition method and from tests done on the
algorithm (Perreira and Pinto 1991, Birge and Louveaux 1997). However, for the MIP-version
algorithm, there is no guarantee that it will always yield the optimal solution.

Moreover, the correctness of the results depends on the number of samples and the
number of iterations, which are inputs for the algorithm. If the number of samples and the

number of iterations are insufficient, the result can be inaccurate. This happened during one of
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the simulations, when EXample 6.2.1 was run using three samples (num_of samples = 3) and the
five iterations (iterations = 5).

As also seen in the deterministic case, our problem structure for a planning horizon of
three stages requires at most four iterations before reaching the correct solution. However, in the
stochastic cases, the number of samples and the number of iterations has to beat the randomness,
otherwise the majority of the nodes will never been touched/sampled enough times and the
solution will be suboptimal. To find the number of samples necessary in order to achieve a
certain level of accuracy or confidence, Equation 6.19 and 6.20 can be used.

The uncertainty around the upper bound due to the Monte Carlo simulation can be

measured by the standard deviation of the estimator (Perreira and Pinto 1989):

1 & ;
O—upperbound = \/;‘f Z (E [eupper ] - eupper ) (6 1 9)
i=|

n = number of samples

E[8,,,., ] = expected upper bound in an iteration (of » samples)

0,0 = the calculated upper bound of one sample run

Hence, the 95% confidence interval for the “true” value of E[6,,,

] is given by:
[E[6

upper ] -20 E [gupper] + 2o-upperbozmd ] (620)

As shown above, the more samples taken the smaller the standard deviation and the tighter the

upperbound >

bound is. The accuracy of the upper bound has a positive linear relationship with number of

samples.

6.2.4.3 Convergence
The convergence primarily depends on the number of samples, and by the number of

iterations. The algorithm converges if it has found the optimal solution (solutions from one
iteration to another are stable). The convergence with random sampling can be seen from the
stability of the lower bound. In figures 6.23 and 6.24, the convergence is reached after 3

iterations. The graphs below are taken from the results of Examples 6.2.1.
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3 Samples 3 Stages Stochastic

5 Samples 3 Stages Stochastic

3000 3000 .
D 2000 —e— Upper Bound @ 2000 @ Upper Bound
= =
8 1000 | ~m—Lower Bound § 1000 Lower Bound
oL 0
1.2 3 4 5 1.2 3 4 5
Number of Iterations Number of Iterations

Figure 6.23 Convergence of Example 6.2.1, w/ 3 samples Figure 6.24 Convergence of Example 6.2.1, w/ 5 samples

The oscillation of the upper bound is apparent when the number of samples is three
(figure 6.23) and the number of samples is five (figure 6.24). It is less apparent when the number
of samples is ten (figure 6.25). The oscillation continues even after the optimal solution has been
reached at iteration 3. One of the indications that the algorithm has found the optimal solution is
the stability of the lower bound value. Increasing the number of iterations after the optimal

solution has been found will not dampen or eliminate the oscillations due to the random

sampling used by the algorithm.

10 Samples 3 Stages Stochastic

3000
2 2000 —e—Upper Bound
3 1000 —a— Lower Bound
0

1 2 3 4 5
Number of Iterations

Figure 6.25 Convergence of Example 6.2.1, w/ 10 samples

6.2.4.4 Computational Efficiency
The primal simplex method is used in our simulation for the backward pass. Unlike the

deterministic case, the linear programming optimizer is the dominant factor in the running time

(primopt). This is due to the backward recursion, which requires evaluating all the children of the

N

trial decision X (refer to the algorithm) to create a new hyperplane constraint for the parent

node. Thus, the LP solver is run num_of children times more than the MIP solver. Assuming
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CPLEX’s Primal Simplex method uses the Revised Simplex method (Bertsimas and Tsitsiklis

1997), the computational efficiency of the stochastic algorithm is:

Stochastic Programming Algorithm primopt
Best Case O(T*num_of_samples*num_of_children*primopt) O(NUMROWSZ)
Worst Case  |O(v*T*num_of_samples*num_of_children*primopt) |O(NUMROWS*NUMCOLS*v)

Memory O(num_of_ children*NUMROWS*NUMCOLS) O(NUMROWS?)
Table 6.10 Stochastic Algorithm Computational Performance

v= number of vertices
NUMCOLS = number of primal variables in the problem
NUMROWS = number of constraints in the problem
However, this maximum is almost never achieved, except for specially structured problems.
Most of the times, the Revised Simplex method’s running time is (Bertsimas and Tsitsiklis
1997):

primopt = O(N UMROWS’ *v) (6.21)
The best case (when the running time is the fastest) is when the number of iterations is one
(iteration = 1). This can only happen if the optimal strategy is to allocate all the generator
operating-hour at the first few stages and this cannot happen if random sampling is done. The
worst case is when the algorithm has to traverse all of the vertices of the dual space. Empirically,
the algorithm reaches the optimal solution in a finite time, after a relatively small number of
iterations.

The relationships between the running time and the number of stages and between the
running time and the number of iterations are similar to those of the deterministic cases. Figure

6.26 shows the positive linear relationship between the number of samples and the running time.

Running Time 3 Stages Stochastic

g 10

—@— Running Time

Running Time (second)

Number of Samples

Figure 6.26 Relationship between running time and number of samples from Example 6.2.1
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VII: Diverse Electricity Price Structures

7.1 Introduction

The challenge in designing a unified tool in response to the general electricity tariffs schedule as
mentioned in Chapter 1 is the diverse energy charges. This thesis will focus on the Real Time
Price (RTP) or Spot Price energy charge. Other tariff schedule such as Time of Use (TOU)
energy charge can be solved by extending the algorithm without fundamental changes.

The RTP energy charge varies from hour to hour depending on the demand and of the
supply of the electricity in the market. The TOU energy charge varies from one block (each
block consists of several hours) to another (for example: 2 blocks in one day: peak hours and off
peak hours). Demand Charge will be explained in the later sections and an unfinished work on

Ratcheted Demand Charge will be covered in the Appendix A.

Electricity Price Structure

A

Current Month Charge Future Month’s Charge
Ratcheted
Energy Charge Demand Charge Demand Charge
RTP TOU

Figure 7.1 Diverse Price Structure

There are two main reasons from the utility standpoint for the variation of the energy
charges. First, the charges are used to reduce the utility’s peak demand by giving consumers
financial incentives to shift their load from the peak period to the off-peak period. Second, the
charges are used to cover the basic costs in generating and distributing electricity, such as fuel

costs, general overheads, and maintenance costs.
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7.2 Flat Demand Charge

On the top of the basic energy charge, there is also a demand charge, which is the charge
imposed on the consumer’s maximum power drawn from the grid over an hour within a
determined length of a period (usually one month period). The demand charge is a penalty for
the consumer’s peak energy use, and its goal is for the utility company to generate sufficient
revenue to allow it to invest in peak capacity.

There are two types of demand charge: a Flat Demand Charge and a Time-Varying
Demand Charge. The Flat Demand Charge has some fixed price determined for each month,
while the Time-Varying Demand Charge price varies from one period to another. Throughout the
studies, the electricity price is considered as an input (i.e. given ahead by the utility company) to

the optimization algorithm.

7.2.1 Problem Formulation
New constraints are added at each stage to find the maximum power purchased from the

grid. The charge can be appended into the problem’s main objective function only at the end of
the period:
p_demand e x _max, (7.1)
x_max = expected maximum demand in the period
p_demand = the charge associated with the maximum demand; can be fixed or varying from one
hour to another.
x_max itself is restricted by:

X _max 2 x, i=remaining hours in the period (7.2)

X —_ max 2 xc'urrem _max (73)



Hence, the linear programming statement of the main problem is modified to include the

new objective function:

PleX| Ple X, = oo PleX) +p demandex max, (7.4)

and to include the new state transition equation of the demand charge:

i i i i i i
X _max, 2 X, X_max, 2 X, X_max, = x;
X _max; >d, X_max} = dy =--=emmmmmmmmnnns x_max, >d, ¥ i =l (1.5)
i ¥ __ gi i i
0=d, X_max, =d, X _max, , =d,;
Stage 1 Stage 2 Stage T

i = index of possible paths in the scenario tree (there are » possible paths)

T = the last stage which is the end of the period for the demand charge
d! = the transition variable at time ¢ path j used to carry the value of the previous maximum

x_max; = the current maximum electricity purchased at time 1 (KW)

----------------- = indicates typical formulation for the in-between stages

7.2.2 Sample Cases

Example 7.2.1
This example illustrates the weakness of the algorithm that uses Mixed Integer

Programming (MIP) solver for the forward pass. This example has similar building load and
electricity price profile (figure 7.3) to those of the Example 6.1.1 in Chapter 6, except there is a
$3.00 demand charge levied on the maximum load and the Load value in hour 12 is increased
significantly (figure 7.2). This change should result in different dispatch profiles from the result

when there is no demand charge imposed.

Building Load in 24hr

Figure 7.2 Example 7.2.1 Load Profile Figure 7.3 Example 7.2.1 Electricity Price profile
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without Demand Charge

Generator Hour Allocation

g Power Generated
@ Power Purchased

Figure 7.4 Example 7.2.1 Dispatch Profile without Demand Charge

MIP Dispatch Profile

| e Generated Power |
m Purchased Power

Figure 7.5 Example 7.2.1 Dispatch Profile with Demand Charge

The results when there is a demand charge imposed (figure 7.5) and when there is not

(figure 7.4) are different. However, the result is not optimal. The optimal solution is to allocate

the generator operating-hour in hr 12, 13, 14, 15 (figure 7.6).

Generator Capacity 600 kW
Demand Charge $3.00
Operating Hour Limit 4 Hr
Optimal cost $17,520.00
MIP optimized Cost $17,640.00
LP optimized Cost $17,141.88
Difference $ 120.00

Optimal Dispatch Profile @ Power Generated

@ Power Purchased

1500

il

- o 0 ~

Figure 7.6 Example 7.2.1 Optimal Dispatch Profile

Power Generated
H Ppygy Purchased

LP Dispatch Profile
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Generator Hour allocation with LP Solver

Hour 10 11 12 13 14 15 16
Power Generated 12.5 125 4625 1125 600 600 600
Table 7.1 LP Solution of Example 7.2.1

Whenever LP and MIP solutions are different for a long planning horizon period, there is
a big chance that an error occurs. As we can see from the LP solution above (table 7.1 and figure
7.7), the forward pass using the MIP solver eliminated some of the information from the dual
space cuts and thus yields a suboptimal solution. The cutting planes at hours 10 and 11 are not
sufficiently substantial to change the decisidn into allocating generator operating hours at those
hours. However, the cut at hour 13 is substantial enough to skew the MIP solver result so that the
algorithm allocates a generator operating hour at that hour, even though the LP solution allocates
a small fraction at hour 13. This phenomena will be referred as the LP cuts effect.

The turning point of what LP solution value is sufficiently substantial to affect the MIP

solver result needs further research and is beyond the scope of this thesis.

Example 7.2.2
This example tries to illustrate the effect of ordering. In this example, the Load and RTP

price profiles (figure 7.8 and 7.9) are similar to the previous example, Example 7.2.1, with the

RTP charge of hour 13 and 16 switched.

Building Load in 24hr Electricity Price

3
S 2
ol £
&«
0
- * B g 2 8 2 H
Hour
Figure 7.8 Example 7.2.2 Load Profile Figure 7.9 Example 7.2.2 Electricity Profile

The LP solver result is the same as that of the previous example with the solution of hour 13 and

16 switched (table 7.2 and figure 7.10).

Generator Hour allocation with LP Sclver

Hour 10 11 12 13 14 15 16
Power Generated 12.5 12.5 4625 600 600 600 1125
Table 7.2 LP Solution of Example 7.2.2
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m Power Generated | MIP (=Optimal) Dispatch @ Generated Power
m Power Purchas_e—d_% Profile m Purchased Power

LP Dispatch Profile

1200
1000 -
800 |
= 600 4
400 Lf
200 LA R

Figure 7.10 Example 7.2.2 LP Solution Profile Figure 7.11 Example 7.2.2 MIP and Optimal Solution

Here, the results are now optimal (figure 7.11) because the algorithm obtained the
solution during the forward pass by using the MIP solver, and thus it encountered the problem at
Stage 16 later when there are no more generator operating hours available. In other words, the
distractive stage (hour 13), which skews the solution, is encountered after all the generator
operating hours have been allocated properly and thus does not affect the solution. Hence, for a
problem that has a particular structure such that the distractive LP cuts happen later in the stage
after all the generator operating hours have been properly allocated, the algorithm will always

yield the correct result.

Example 7.2.3
In this example, the building load profile (figure 7.12) is the same as that of Example

7.1.1. we can see that the effect that we see in Example 7.1.1 can be lessened if we increase the
RTP price at hour 16 from 2.2 to 3 (figure 7.13). In other words, if the optimal value difference
is large enough the MIP solver in the forward pass will sense it. This effect will later be referred

to as the relative objective cost difference effect.

"~ mildingLoadin2¢hr

$/KWh
o2 Nwa

Figure 7.13 Example 7.2.2 Electricity Price Profile

Figure 7.12 Example 7.2.2 Load Profile
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The result using the LP solver is the same as in Example 7.2.1 (table 7.2). Moreover, the

dispatch profile without the demand charge is identical to that of Example 7.2.1 (figure 7.4).

Generator Capacity 600 kW

Operating Hour Limit 4 Hr

Optimal Cost $17,920.00

MIP optimized Cost $17,980.00

LP optimized Cost $17,541.88

Difference $ 60.00

SRS SU - T vt . ) Power Generated
MIP Dispatch Profile | OGenerated Power - Optimal Dispatch Profile Pow:r ijhasm |
. B Purchased Power_ 1200

1000
800 |

Figure 7.14 Example 7.2.2 MIP Dispatch Profile Figure 7.15 Example 7.2.2 Optimal Dispatch Profile

The optimal solution is shown in figure 7.15. Now, the algorithm allocates the generator
operating hour at hour 16 instead of hour 14 (figure 7.14). What happens here is that the
marginal cost difference between hour 13 and 16 is more apparent than the marginal cost
difference between hour 13 and 14. Moreover, the difference between the objective function at
hour 13 (p_rtp=2.0) and that of hour 14 (p_rzp=2.1) is not substantial enough for the MIP solver
to capture in the forward pass. If the RTP charge at hour 14 is increased so that it is substantially
larger than that of hour 13 the algorithm will yield the correct result due to the relative objective
cost difference effect.

Hence, the sensitivity of the algorithm depends on the marginal cost difference at each
stage. The algorithm is not very sensitive to a subtle marginal cost difference among stages. The
larger the marginal cost difference, the better the algorithm works. Moreover, the sensitivity of

the algorithm is influenced by the resemblance between the LP solution and MIP solution.
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Example 7.2.3

This example illustrates the advantage of our algorithm (closed-loop control) in the
stochastic scenario over the regular deterministic optimization method (open-loop control) such

as LP.

Stage (Stg)| Schenario] L (kW)| p_gen ($/kWh)| p_rtp (3/kWh)igen_max Cgen demand_charge
OH

1 300 1 2 1 500 3

2| 1(p:=0.5) 400 1 2.5 1 500 3

2 (p,=0.5) 510 1 2.5 1 500 3

31 (p4=0.25) 300 1 3 1 500 3

2 (p=0.25) 450 1 3 1 500 3

3 (p3=0.25) 350 1 3 11 500 3

4 (ps4=0.25) 550 1 3 1f 500 3

Table 7.3 Case of Example 7.2.3

Closed-Loop Solution

Stage 3 |stage 2 |stage1
Scheme1 use@3-1 |use@2-1 jadd@1 Opt. Cost
3175 3250 5277.5  3492.5
Scheme2 use@3-2 juse@2-2
3855 3810
Open-Loop Solution
stage 3 |stage2 |stage 1
use@3 [use@2 (use@1 Opt. Cost

3515 3530 5277.5 3515
Table 7.4 Advantage of Closed-Loop Control of Example 7.2.3

The value of information in this example is $22.5 (table 7.4). For this example, no
samplings are done, thus, there is no sampling effect as in Examples 6.2.2. Moreover, even
though the LP and MIP solutions are different, the LP cuts effect and the ordering effects do not
skew the result. This is due to the short planning horizon period (3 stages) of this problem. Those

effects will be apparent in Example 7.2.6.
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Example 7.2.5

In this example, the algorithm will be tested for a longer planning horizon period. The

demand charge will be $3.00 and Monte Carlo Simulation is used for sampling. The building

load is divided into the weather load and the expected occupancy load. The transition

probabilities for the weather load due to the outside temperature swing are shown in the table

below.

I

100

150

200

250

300,

350

400, 450

500, 550, 600 650, 700 750 800

100

0.5

0.5

150

0.25

0.5

0.25

200

0.25

0.5

0.25

250

0.25

0.5

0.25

300

0.25

0.5

0.25

350

0.25

0.5

0.25

400

0.25

0.5 0.25

450

0.25 0.5 0.25

500

0.25

0.5 0.25

550

0.25 0.5 0.25

600

0.25 0.5 0.25

650

0.25 0.5 0.25

700

0.25 0.5 0.25

750

0.25 0.5 0.25

800

0.5 0.5

Table 7.5 Bui
i = the current building load from weather (kW)

ding Load PMF of Example 7.2.5

j = the future building load from weather (kW)

éxpected Load Profile

Hour

12345672829

mEWeather Load]
B E{OC Load}
O E[Total Load]

Figure 7.16 Example 7.2.5 Expected Load Profile

Generator Capacity

Operating Hour Limit
Demand Charge
Number of Iterations

$

3.

600kW
3Hr

00
10
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Figure 7.17 Example 7.2.5 Electricity Price Profile



Based on the demand charge, the expected load profile and the RTP charge profile, the
allocation of generator operating hours at hours 5, 6, and 7 is expected to be the result for most
samples (figure 7.18). The second possible strategy is to allocate the generator operating hours at
hours 6, 7, and 8 (figure 7.19). The second strategy is better if the weather load at hour 5 is less
than the weather load at hour 8 or if such that the RTP charge difference between hour 5 and 8
(RTP charge at hour 5 = $1.00 and at hour 8 = $1.20) costs more than the demand charge

incurred. The result (figure 7.20) verifies our expectation.

Strategy |Gen. Hr. Allocation
1 56,7
2 6,78
3 56,8
4 6,8,9
5 456
Table 7.6 Solution of Example 7.2.5
Dispatch Profile Strategy 1 . Dispatch Pr&ﬁié‘snt;#tegy P
1500
> 1000 [mPower Generated o Power Generated
X 500 | m Power Purchased ¥4 i  mPower Purchased
1234567889 1234567889
Hour Hour

Figure 7.18 Example 7.2.5 Strategy 1 Dispatch Profile Figure 7.19 Example 7.2.5 Strategy 2 Dispatch Profile

Percentage of Results
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50%
4 i
30% |
20%

S
R
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.,;
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X

Percentage of Total Samples

0% L
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Figure 7.20 Example 7.2.5 MIP Results
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Moreover, the result shows that increasing the number of samples increases the accuracy
of the solution for two reasons. First, the simulation with 100 samples recommends Strategy 2 as
the second best strategy as we expected, but that is not the case when the number of samples is
50. Second, the simulation with 100 samples eliminates Strategy 5, which will never become an
attractive strategy under any circumstances. More importantly, the results illustrate the sampling

effect that was mentioned in Example 6.2.2.

Example 7.2.6
This example shows how the ordering effect (Example 7.2.2) and the LP cuts effect

(Example 7.2.1) can distort the results of the algorithm significantly.

The PMF is the same as that of Example 7.2.5. Further, the expected load profile and the
RTP charge profile are similar to those of Example 7.2.5, except for hour 5 and 8. The
occupancy load and the RTP charge for hour 5 and 8 are switched (figure 7.22); thus, we expect

strategy 2 to predominate the results.

Expectéd Load Profile

Electricity Price

g ElWeather Load]
@ E{OC Load}
O El[Total Load]

1234567289
Hour

Figure 7.21 Example 7.2.6 Expected Load Profile Figure 7.22 Example 7.2.6 Electricity Price Profile

Strategy |50 Samples [100 Samples
1 54% 39%
2 16% 23%
3 18% 20%
4 12% 12%
5 0% 2%
6 0% 2%
7 0% 2%

Table 7.7 Result of Example 7.2.6



Generator Capacity 600kW
Operating Hour Limit 3hr
Demand Charge $ 3.00
Number of Iterations 10

Percentage of Results

60% .
50%

0%
30% 4
20%
10% L}
0% L

[ 50 Samples
| 100 Samples

Percentage of Total Samples

Strategy

Figure 7.23 Example 7.2.6 MIP Results

The results (figure 7.23 and table 7.7) are not what was expected: Strategy 1 is still the
predominant solution for majority of the samples followed by Strategy 2. This error is caused by
the ordering effect and LP cut effect. Changing the order of the load and the RTP price
(switching hour 5 and 8) has an effect on the correctness of the algorithm.

Moreover, the error is also caused by the sampling effect. When the number of samples is
one hundred, the result is closer to our expectation than when the number of samples is fifty,
even though the result is still incorrect. Strategy 1 is less dominating and Strategy 2 becomes the
second most dominant solution (as compared to the third when num_of samples=50). Increasing
the number of samples will not eliminate the error caused by the ordering effect and LP cut

effect.

7.3 Time-Varying Demand Charge

The previous section describes a pricing structure where the maximum demand charge is the
same across all hours. In this section, another type of demand charge will be discussed, the
Time-Varying Demand Charge, for which demand charge price varies from one period to

another. The length of the period is set by the utility company.



7.3.1 Problem Formulation
The problem formulation is the same as the one for Flat Demand Charge, except that the

demand charge price (p_demand) in Equation 7.4 changes according to the time when the

maximum electricity 1s purchased from the utility company.
PleX| PjeX! = - P/e X, +p_demand ®x_max,
T = the last stage which is the end of the period for the demand charge

x_max; = the current maximum electricity purchased at time i (KW)

----------------- = indicates typical formulation for the in-between stages

7.3.2 Sample Cases
Example 7.3.1

This example is similar to example 7.2.3, except the demand charge at stage 2 is
$1.5/KWh instead of $3/KWh (table 7.8) and this will affect the decision to allocate the
generator operating hour at stage 3 for all scenarios. The algorithm returns the expected results

(table 7.9) and thus, verifies our formulation for the planning horizon period of three (¢ = 3).

Stage (Stg)| Schenario| L (kW)| p_gen ($/kWh) p_rtp ($/kWh)E;en__max Cgen demand_charge
OH

1 300 1 2 1 500 3

2| 1(ps=0.9) 400 1 2.5 1| 500 1.5

2 (p,=0.5) 510 1 2.5 1| 500 1.5

31 (p1=0.25) 300 1 3 11 500 3

2 (p,=0.25) 450 1 3 1 500 3

3 (p3=0.25) 350 1 K 1 500 3

4 (ps=0.25) 550 1 3 1 500 3

Table 7.8 Case of Example 7.3.1

Closed-Loop Solution
stage 3 |stage 2 |stage1
Scheme1 use@3-1 use@2-1 |add@1  [Opt. Cost
2575 3250 3357.5] 2832.5
Scheme2 luse@3-2 juse@2-2

3090 3810
Table 7.9 Solution of Example 7.3.1
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Example 7.3.2

This example illustrates another limitation of the algorithm with our current problem
formulation. In this example the load is divided into two parts: weather loads and expected
occupancy loads. The expected load and the electricity cost profiles are shown in figure 7.24 and
7.25 respectively. The weather load has the binomial PMF as shown in the table below (table

7.10). Each node branches into three possible scenarios in the next stage (num_of children = 3).

i/] 3000 400 500 600 700 800 900

3000 05 0.5
4000 0.25 0.5 0.25

500 025 0.5 0.25

600 025 0.5 0.25

700 025 0.5 025

800 0.25 0.5 0.25
900 05 0.

Table 7.10 Building Load PMF of Example 7.3.2
i = the current building load from weather (kW)

J = the future building load from weather (kW)

E);pec-t-ed Load Profile Electricity Cost Profile

1200 4

1000 o T3 P

800 o El[Occup. L] E 7P_gen

5 600 m E[Weather L.] & 2 mP_rp
400 - O ElTotal L.] ‘g: 1 O demand charge
200 | e S | -—
0L o LLE
1 2 3 4 1 2 3 4
Hour Hour

Figure 7.24 Example 7.3.2 Expected Load Profile Figure 7.25 Example 7.3.2 Electricity Price Profile
Generator Capacity 600kW
Operating Hour Limit 1hr
Number of Iterations 6
Number of Samples 9
Number of Children 3

There is no random sampling for this example since the number of possible paths is still

manageable (27 possible paths). The sampling is done exhaustively up to Stage 3 (= 7-7) (table
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7.11). This exhaustive sampling eliminates the sampling effect and ensures that all the nodes are

evaluated sufficiently.

Stage 1 [Stage 2 [Stage 3 |Stage 4

Sample 1 0 v 0 1
Sample 2 0 0 1 4
Sample 3 0 0 2 7
Sample 4 0 1 3 10
Sample 5 0 1 4 13
Sample 6 0 1 5 16
Sample 7 0 2 6 19
Sample 8 0 2 7 22
Sample 9 0 2 8 25
Table 7.11 Samples of Example 7.3.2

The number in the table represents the scenario number at each stage, which increases
exponentially relative to the increase in the stage number. Since in this case the initial stage is
Stage 1, the total number of scenarios at stage ¢ = num_of_children"l .

From calculating the expected value of all the samples (also apparent by looking at the
Electricity Cost Profile and the Expected Load Profile), the expected solution is to allocate the
generator operating hour at hour 2. However, the algorithm returned a strategy to allocate the
generator operating hour at hour 1. Also interesting is that the algorithm actually evaluates the
correct solution at iteration 4 (figure 7.26), which resulted in a dip (an upper bound is lower than
the lower bound), but then, the next iteration overrode the optimal solution and returned to the
suboptimal solution.

This error happens because the Nested Bender’s Decomposition method that we derived

in Chapter 4 assumes a constant C matrix. In the current formulation:

u

X

X, =z ; V't (7.6)
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"p_gen,] [p_gen, ]
p_rip, p_ripr
0 0
C =0 Vi#T, C, =0 (1.7
1 0
0 p_demand
_.O - -O -

The definitions for the notations are from Chapter 3.

In the Flat Demand Charge case, Cris fixed and thus complies with the assumption of
Bender’s Decomposition method. However, for the Time-Varying Demand Charge p demand
varies depending on when the maximum electricity was purchased from the grid, and thus Cr
may vary from one iteration to the next.

The algorithm saves the cuts from the previous iteration, which stores the information of
the previous objective function cost of previous Cr (the details of objective function cuts are
explained in Section 6.1.4.1). This old objective functions cuts affect the new objective function
cuts and the effects continues.

For example, in this case, since the p_demand = 3 in the first three iterations, all the
nodes save the objective function cuts for p_demand = 3 and set the lower bound to a certain
value. Further, since the algorithm works so that the LP cuts forms the lower bound, which will
then set the decisions for the forward pass to find upper bound, the upper bound value will
always be larger than the lower bound.

At iteration 4 when the algorithm tries to evaluate a new possible strategy, which is the
actual optimal solution with p_demand = 0 and thus has an upper bound lower than the lower
bound, the algorithm overrides the solution in the next iteration by forming the new cuts that are
affected by old p_demand (= 3) (figure 7.26). The lower bound could never decrease even
though the C (cost matrix) components decrease, because it keeps accumulating the cuts from the

previous iteration, which may restrict the solution to a higher optimal cost value.
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Convergence Behavior

—e¢— Upper Bound
—g— Lower Bound

Cost (%)

Iteration

Figure 7.26 Example 7.3.3 Upper Bound and Lower Bound Behavior

One possible solution for this problem is to stop the iteration if the upper bound is lower
than the lower bound. This is a heuristic method. So far it works for the trial cases. However, this
solution approach cannot be used if random sampling is used. Only exhaustive sampling up to
Stage 7-/ can be used (as was done in this example), which limits the usefulness of this

approach.

7.4 Summary of Key Findings

Throughout this chapter, we have seen a lot of limitations for Nested Bender’s Decomposition
method when it is applied to our problem. There are two main causes for the inaccuracies. The
ﬁrst one is the randomness of the sampling method, which is also called the sampling effect.
Example 6.2.2 illustrates this effect. The sampling effect causes some of the samples to yield
incorrect solutions and even worse, this effect prevents us from taking the advantage of the
closed loop nature of the algorithm and thus, the value of information (Section 6.2.4.1).

The second cause is the MIP nature of the problem, which creates another complication
by running MIP solver in the forward pass. As we have mentioned earlier there is no guarantee
that this method yield an optimal solution. There are several effects of running this MIP solver in
the forward pass that lead to errors, such as the LP cuts effect (Example 7.2.2), the ordering
effect (Example 7.2.1), and the relative objective cost difference effect (Example 7.2.3).

These effects are not apparent for a short planning horizon (small number of stages). All

of the simulations for the three stages or less cases yield correct solutions.
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In addition, with the current formulation, the algorithm cannot handle the Time-Varying
Demand Charge due to its static cost vector assumption. However, the algorithm returns correct
results when the planning horizon period is not more than three and the number of children is
two (1.e. Example 7.3.1).

Other issues with the algorithm are the required memory and the running time. For each
node in the tree of scenarios, some memory needs to be allocated to save the cuts from the
previous iterations, the right-hand-side values affected by the state transition (Equation 7.8), the

cost vector components, and the previous solution for the subproblem.

wX) <h -T_, X/, (7.8)
W, = recourse matrix (Section 5.2 and 4.3)
h, = right-hand-side vector of scenario i stage ¢ (Section 5.2 and 4.3)

T,_, = technology matrix (Section 5.2 and 4.3)

X/, = trial value of scenarioj (the parent of scenario i) stage ¢-/ from the previous iteration

(Section 5.2 and 4.3)

h! =T, X/, = right-hand-side value

Not including pointers for the dynamic array allocation, the memory required growth
exponentially (O(num_of children’)). The running time for the 9 Stage problem with
num_of children =3 (= 6561 possible paths) and 100 samples is about 25 minutes.
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VIII: Electricity Costs Control Systems

8.1 Precedents

As mentioned earlier in Chapter 1, the thesis tries to construct an optimization algorithm for a
unified tool/control system, which can minimize the electricity cost in building using a specified
parameter (in this thesis, a generator is used as the parameter).

Previous efforts have been made to construct this tool. None of them have explored the
possibility of using Stochastic Programming as the optimization engine and none of them used

an auxiliary generator as the parameter.

Building
Data Logger,

Weather
Service

Data and Calculation
Flow Summary

Load Forecasting ™~ 3-day

load test o
T~ Deterministic N
L Deterministic

/ Optimizer charging
schedule

3-day ~l

price test Stochastic
l Heuristic
Price Forecasting Hour-ahead ____ >
price
Building

Hourly setpoints
Figure 8.1 Control Flow of the RTP Based Control System (Daryanian et al. 1991)

{

Storage Unit [ 4—— Op/off — 1 Site Controller
(Megatherm/ (Campbell/
Hydrokinetix) Trinet)

—— tank temp —p

The first work is an RTP based control system, which is done for a thermal storage
system (Daryanian et al. 1991). This RTP based control system used an open-loop feed forward
control. The control algorithm is composed of two stages (figure 8.1). The first stage uses as
inputs the load and the day-ahead price forecasts with some extensions and adjustments and
determined an optimal storage charging schedule under deterministic conditions. The second

stage considers the inaccuracy in the future load and price forecasts, and modifies the charging
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schedule by a heuristic stochastic algorithm that uses the hour-ahead prices and the measured
current tank temperature.

The advantage of this RTP based control system is that it is fast due to its heuristic
method and its simplified linear optimization. However, due to the simplified linear
optimization, the system only handles RTP charges and cannot handle complex electricity
pricing structures such as Flat Demand Charge and Time-Varying Demand Charge. Moreover,
there is no guarantee that the heuristic method will yield optimal solutions.

Another electricity cost control system is based on the closed-loop control optimization
approach (Henze er al. 1997). During operation, the predictions of the weather, electrical price,
and building loads are updated at the beginning of each operating time step (typically one hour)
over the optimization period. The planning horizon for the proposed controller consists of a fixed
length, moving window over the entire simulation period. At each time step only the action of

the first hour is executed.

8.2 Planning Horizon

One important factor in constructing electricity cost control systems is determining the optimal
planning horizon. As discussed before, the algorithm has a limited planning horizon due to its
exponential memory consumption and its long running time. The optimal length of the planning
horizon period depends on several parameters, such as the utility rate profile, the building load
profile, and the properties and constraints of the generator (the size of the generator, the scope of
the generator operating-hour constraints, etc.).

Studies on the optimal planning horizon are beyond the scope of the thesis and hence, are
left for future works. Henze and Krarti (19992) have done some research on the optimal planning
horizon for thermal energy storage. The research findings may be extended to cover an auxiliary

generator as the control parameter.

8.3 Optimal Controller

The system proposed in this thesis is a hybrid between the two precedents with some

improvements. The control system is based on the closed-loop control approach (figure 8.2). At
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each time step (one hour, in our case), only the action of the first hour recommended by the
optimizer is executed. The planning horizon is a fixed-length moving window, 7. The current
weather, occupation load, and RTP charge are fed back to the system, allowing the system to

update its inputs.

Building
Data Logger

Load Forecasting

(Chapter 2)
Formatting and
Weath i
g i Updating the Input o Execute the
e Shifting the Optimization First Action N
Planning Horizon Engine 71 (Solution at t=1, >
Window figure 8.4)

A
Price Forecasting
(Assumed Given)

Most Recent/Current Hour
Data Feedback
(i.e. Weather, Occupation
Load, RTP charge)

Figure 8.2 The Proposed Control System

The input components are analogous to the ones proposed by Daryanian ef al. (1991). At
the start of each month, the historic load data are taken into account to find the outside
temperature Probability Mass Function (PMF) during the particular month. The building loads
can be derived from the outside temperature PMF by using the scenario tree (Section 2.4).
Building loads PMF is unknown and is different from the outside temperature PMF. The PMF
and the expected values of the occupancy load can be found from the historic load data as well.
The planning horizon (can be one week or one month long or until the end of the month)
considers the historical trend, long-range weather forecast, and an early RTP prediction by using

the given algorithm from the utility company or by using the previously published rates.
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(Look at figure 8.5)
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Figure 8.3 Diagram of the Optimization Engine
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Figure 8.4 Optimization Process within Each Problem in Figure 8.4

What is different from the precedents is the optimization engine. At each step different
problems (figure 8.3) are formed based on the possible next hour’s building load given the
current load. Thus, each problem is an independent one and can be optimized in parallel, which
could be done simultaneously using different computers. This method allows us to determine the

optimal control for any possible scheme in the next hour.



Each problem consists of two stages and is formulated as a combination between
Stochastic Programming and Linear Programming algorithm. The first stage represents the
decision for the next hour (figure 8.4). The possible load changes are represented by different
scenarios on the second stage whose PMF is obtained from the historical data. The second stage
represents the linear programming of the problem from Stage 2 to Stage 7 based on the expected
value of the random variable. Thus, each subproblem in the second stage is a deterministic
optimization of the problem from hour 2 to hour 7 with different random factor value at Stage 2.
These random factor values at Stage 2 are like the initial values, from which we calculate the
expected values for the succeeding stages.

The two stage stochastic problem, then, is solved using the Bender’s Decomposition
method. Hence, the optimization problem has been reduced into a two stage stochastic case.
There are several reasons for this reduction. First, Nested Bender’s Decomposition method does
not work well with a long planning horizon MIP problem. The error can be large and there is no
way to tell ahead of time whether the algorithm will yield correct solutions for a particular
problem or not. The only way to check the correctness is by verifying the result by using other
methods. From the experiments, the algorithm always returns correct results for the number of
stages less than or equal to three. Thus, reducing the problem into a two stage stochastic problem
fits well within this range and can improve the accuracy.

Second, the algorithm is restricted to solving a limited number of stages (the largest tried
is 10 stages with num_of children = 3, almost 30,000 nodes, which is the limit in the PC with 64
MB RAM running Windows 95). This is due to the exponential growth of the memory
requirement and the high overhead (pointers, sampling arrays, solution arrays, etc.) incurred. If
the problem is solved in a deterministic manner using CPLEX, we can have the planning horizon
for even more than a year or more than 8760 hours/stages. A year planning horizon with the

current algorithm required O(nttm_of_children8760)

bytes of memory, which is impossible to be
accomplished in a regular PC. |

Third, solving the problem as a linear programming problem is much faster than using
the Stochastic Programming method. The formulation is also much simpler than the one for
Nested Bender’s Decomposition method. Thus, the problem can be updated and simulated for

the whole year period every hour to give us recommendation for the next hour.
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Fourth, two-stage stochastic problem formulation is simpler than the multi-stage problem
formulation. Moreover, the linear programming formulation of the subproblems requires is also
simpler than the one for Nested Bender’s Decomposition method and thus, reduces chances of
errors and allows easy modification if we need to modify the formulation to solve a new type of
electricity price structure.

Since the control yields different solutions for different paths within the first two stages,
the proposed control strategy allows us to do the simulation every two hours, instead of an
hourly basis. Moreover, it carries the value of information for the first two stages, which cannot
be done with simple deterministic optimization (or with Stochastic Programming with random
sampling).

It is true that solving the problem using expected value of the loads may not give us the
optimal solution. However, based on the findings, Nested Bender’s Decomposition method also
does not guarantee achieving optimal solutions. Moreover, this new proposed optimization
method is still better than the regular deterministic optimization because it treats the first two
stages, which are the most important stages, as stochastic problems.

Problems may arise in constructing the module for updating the input. An efficient and
reasonably accurate way to construct expected loads for the new subproblems from the feedback
data (figure 8.2 and 8.3) is necessary. This area requires insightful studies, which are left for the
future.

Lastly, loads are normally accurately predicted an hour ahead and are less well known
further down the planning period. Hence, treating only the first two hours as a stochastic process
might yield the same result as treating the whole problem as a simple deterministic problem.
However, as discussed before, a slight change in the initial value of external temperature (at
Stage 1) could result in a significant weather load difference further in the future depending on
the PMF of the external temperature. The relation between the external temperature and weather

load is described in Chapter 2.
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IX: Conclusion

9.1 Limitations of Nested Bender’s Decomposition Method

There are several limitations of the applied Nested Bender’s Decomposition method. First, it has
exponential growth of memory requirements along with the increase in the number of stages as
explained before. This high memory requirement limits the length of the planning horizon period
dramatically. It is almost impossible to solve a year planning horizon period (=
num«of‘children‘mo hours). The reasons why memory grows in an exponential manner just like
the growth of the number of nodes (in the tree of possible paths) is because each cut from each
iteration specific for each node need to be saved in arrays. Moreover, besides the solution from
the previous iteration, the changes in the right-hand-side value (Section 7.4) due to the state
transition for each node also need to be stored in arrays.

Second, this algorithm carries a lot of overhead. This overhead mainly comes interfacing
with CPLEX, such as: setting up the environment for the CPLEX, formatting the problem matrix
into acceptable CPLEX input, getting solutions from CPLEX, and closing/returning CPLEX
pointers after optimizing. The other major overhead comes from initializing and freeing dynamic
arrays, reading the problem from an input file, and creating new hyperplane constraints. This
high overhead affects the running time and even worse, increases the memory requirement. Thus,
for a simple problem with a small number of stages (analogous to a knapsack problem) Dynamic
Programming method will be faster. This is true especially in the deterministic case as discussed
in Chapter 7.

Third, the algorithm requires running the backward recursion in the dual space, which is
impossible to be done in our original mixed integer problem. This causes some consequences.
The first one 1s there is no easy way to know ahead of time the error margin for the problem. As
we have discussed, the upper bound and lower will not converge since the upper bound is
calculated using MIP Solver and the lower bound using LP Solver to get new dual constraints. |
All we know is the result from LP is always lower than the result from MIP. The second
consequence is the LP cuts .e.ffect, the ordering effect, and the relative objective cost function

effect, which may result in a non-optimal solution as explained in detail in Chapter 7.
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In addition, the sampling effect may skew the reading and the interpretation of the
recommended strategies. Unfortunately, random sampling is inevitable for a large problem as
explained before. The other limitation is encounter by the current formulation in solving Time-
Varying Demand Charge.

Fourth, the average heat transfer coefficient does not embody the actual heat transfer
process. It does not work measure the wind effect, environmental condition (for example shades
frorh the next building), shape of the building, and the orientation of the building. Avoiding this
inaccuracy of building load representation due to external environment is almost impossible. To
include other environment factors such as wind and solar gain, another software like DOE can be
used. However, this means that besides predicting the occupation behaviors and external
temperatures, we need to predict the wind direction and speed (for the planning period), to
predict the solar intensity and cloud factor (for the whole planning period), and to know exact
geometry of the building. Moreover, running the DOE program itself takes a lot of time. Hence,
it is impractical to get all the values of the building for the whole planning period every hour or

two to run the proposed control system with the moving planning horizon window.

9.2 Concluding Remarks

In this thesis, the building load (Chapter 2) is divided into two components the weather load and
occupation load. The occupation load consists of people’s load, equipment load and lighting
load. The weather load is derived using 2R1C circuit model. This building load model has
several limitations explained before. A single generator model, with its basic constraints, is
adopted. The finer constraints to capture the effects of start-up, ramp-up, shut-down, and ramp-
down are touched briefly in Section 3.2.

In the beginning, Stochastic Programming using Nested Bender’s Decomposition was
chosen for several reasons (Chapter 4). First, Stochastic Programming, unlike Linear
Programming, handles stochastic cases, which is important because building loads (and also RTP
charge, although in this thesis RTP charge is assumed to be deterministic) are stochastic. Second,
Stochastic Programming can handle a more complex problem (richer constraints and problem

statements in general) than Dynamic Programming and also carry the value of information.
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Third, Stochastic Programming avoids state explosion, which is the result of state discretization
in Dynamic Programming.

However, there are some problems with the algorithm. First, as pointed out in examples
from the previous chapters, the algorithm is to some extent unreliable in handling our MIP
problem, especially the one with a long planning horizon period (more than 3 stages). Some
anomalies due to our MIP formulation can be described as an LP cuts effect, an ordering effect,
and a relative objective cost difference effect (Chapter 7). These effects can be reduced by
making the MIP formulation such that its solution closely resemble those of LP, but in most
cases this resemblance is almost impossible. The other reason for the unreliability is the
sampling, which is referred to as sampling effect (Chapter 6).

The unreliability caused by the MIP formulation and by the random sampling is
unpredictable, meaning it is unknown ahead of time whether the algorithm will yield an optimal
solution or not, or how big the error is going to be for a particular problem. So far, the algorithm
works well for a short planning horizon (with number of stages less or equal to three).

Second, as discussed previously, memory requirements are very high for the algorithm,
making it almost impossible to run the full year planning horizon period. Moreover, the high
overhead drives down the algorithm performance even further (Section 9.1).

There are some possible ways to avoid the inaccuracy of the algorithm due to the MIP
formulation. The first solution is to use the Dynamic Programming method for the deterministic
simple case. Simple means it does not has any complicated price structure such as demand
charge or ratcheted demand charge or any fine generator constraints. However, Dynamic
Programming limits the richness of the constraints and its states grow exponentially along with
the increase of the number of stages. The second way is to use LP instead of MIP in the forward
pass and to construct some kind of method to clean up the answer. For example if forall z < 0.5
we will round it down to 0 and if z > 0.5 round it up to 1. However, this heuristic method may
give a suboptimal result as shown if it was applied to Example 6.1.2.

The third way is to combine the stochastic optimization method with the deterministic
one as explained in Section 8.3. The proposed method reduces the problem into a two-stage
problem, which fits well within the acceptable range of Bender’s Decomposition method (as

explained before the algorithm works well for number of stages less than or equal to three).
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Moreover, by only discretizing the first two stages the memory requiremént and the running time
will be much more reasonable than those of the Stochastic Programming.

Lastly, Stochastic Programming works well for certain class of prdblems that has several
properties. First, the problem should not have a very long planning horizon. For example, the
scheduling of a hydrothermal generating syétem by Perreira and Pinto (1991) only has ten stages
~and two possible scenarios branching from each node (total possible paths is 512). This limit on
planning horizon is dﬁe to the high memory requirement énd the long computational time.
Second, the problem that is normally solved with this Nested Bender’s Decomposition method is
an LP problem. An MIP problem is not suitable, because the algorithm requires recursion on the
dual space. Third, the problem that is solved is a large-scale optimization problem with hundreds
or thousands of constraints and variables. This stochastic large-scale problem cannot be solved
with Dynamic Programming. Our problem is a small problem with several variables and several
constraints. The proposed control system formulates the problem in this manner, where the
second stage problems are composed of the rest of the hours in the year (several thousands

variables and constraints).

9.3 Future Work

Several areas are open for further studies. The first one is the enhancement of the pricing
structure. The ratcheted demand charge needs to be implemented next (some ideas on the
formulation are presented in Appendix A). Moreover, the current formulation is applicable for
the Time of Use (TOU) charges, however; it is yet to be implemented. For TOU, the formulation
of the problem may need to be modified, especially to handle the complex variations of TOU
such as stepped TOU with ascending and descending tariffs. However, there may be some ways
that the code can be modified to handle simple TOU charges. For example: the z period can be
the TOU hour-block instead of a one-hour slot. This can help improve the performance of the
program. In addition, there are other pricing models that can be incorporated into this algorithm
such as: Custorher Baselyi'ne Energy Char.ges', Retail Wheeling of Power from a Generator, etc.

The second area is the implementation of the proposed control system. Some simulations
are necessary to compare the accuracy and computational efficiency with Stochastic

Programming, Dynamic Programming, and Linear Programming. Moreover, since the proposed
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optimization engine is a hybrid between Stochastic Programming and Linear Programming,
efficient procedures to formulate the problem into a two-stage stochastic problem (as proposed)
need further studies.

The third area is the code optimization. The code can be optimized by avoiding
duplications of subproblems. This can decrease the memory requirement and the actual running
time of the algorithm, and thus make the algorithm more attractive. Another major optimization

is to modify the code so that it handles the boundary cases of the scenario tree.

Stage 1 2 3 4 5 T

L .= the minimum possible building load
L,,, = the maximum possible building load
n, = number of possible scenarios in stage i

J, k= stage number, scenario number

Figure 9.1 Boundary Condition of the Scenario Tree with num_of children=2 and 8 discretization components for L

The scenario tree stops expanding after ¢ stages (O(10Zumum_of chitdren(number of Load
discretization) + 1) stages) (figure 9.1). Thus, after ¢ stages, the increase on the number of nodes
for each new iteration is reduced substantially. Handling the boundary condition can save a lot of
memory space especially for a long planning horizon.

The fourth area is the effect of noise, meaning the impacts of forecasting uncertainty on
the cost savings performance of a predictive optimal controller for auxiliary generator. There are

four uncertainty models to be analyzed to predict future values of cooling loads (or weather
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variables): Unbiased Gaussian Noise, Correlated Gaussian Noise, Unbiased Uniform Noise, and
Biased Uniform Noise (Henze et al. 1999b). The questions regarding the noise measurement are
how to determine the constants (correlation constants, variance, weight scalar, bias scalar).
Related to the noise effect is the effect due to the planning horizon. To improve the proposed
control system, an optimal planning horizon needs to be determined. Some work has been done
using thermal storage as the electricity costs saving parameter (Henze ef al. 1999a).

The fifth area is the improvement of the sampling method. The code need to be modified
to accommodate the PMF fir different building loads. The sampling procedure may need to be
modified to address the PMF. For example, if the PMF is binomial then it should be more likely
for the sampling procedure to choose the expected load compare to the extreme future load. This
improvement may be able to reduce the sampling effect and thus, increases the accuracy of the
algorithm.

The sixth area is the enrichment of the generator description. The current problem
formulation assumes only one generator. We can extend the case with two generators with
different capacities, for example. Then, we can go further by incorporating the amortized capital
cost of the generator to give advice on the size and number of purchased generators. A study is
necessary to incorporate the finer constraints: start-up, shut-down, ramp-up, and ramp-down of a

generator.

Z, 2max{z, | —Z, 5243 = Zp30sZkenst = Zin ) 9.1
subscript ‘'n’ = minimum contiguous generator operating hour allocation
z; = the decision to use the generator at hour &
Due to the transition behavior of the generator (Section 3.2), using the generator for one hour
only is inefficient. This thesis provides the linear programming constraint (Equation 9.1), which
can be used to prevent a stand-alone (scarcely fragmented) generator operating-hours allocation.

However the optimal value of ‘»’ is still unknown and require further study.
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APPENDIX A: Ratcheted Demand Charge

Al. Introduction to Ratcheted Demand Charge

Another variation of a One-month Period Demand Charge is the Ratcheted Demand Charge,
where a present demand charge carries its effect into several periods later in the future (for
example m months period). In other words, the charge is levied on the maximum of the demand
levels set in the last m months.

At the future months within the effect, the demand charge will be the maximum of the
previous demand charges that still have effects and that month present charge. This means that
considerations for m future months must be taken when making a present decision since

incremental usage in the current month will affect ratchets in the next m months.

A2. Linear Programming Problem Formulation

The last m months demand levels are known. Each future month has an associated expected
demand charge. The ratchet level for the current month is bounded below by the maximum of the
past m monthly demand charge and the present demand charge.

R,2D_,D,,..D_,

R, 2E|D,),D_,...D

> —m+1

Rm 2 E[Dm—] ]’E[Dm—-z ]7"'9E[D0 ]

max
R, =z x,

max
R, 2 x;

R"l 2 x(r)nax
R; = the ratchet at month i

D; = the maximum power purchased from the utility company at month i

max

X, = the current maximum at the current month
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A3. Stochastic Programming Formulation

Those LP constraints above can be written into the Stochastic Programming statements of the

main problem to include the new state transition equation of the ratcheted demand charge:

PleX| PleX! P/ e X'+ p ratchete RO,
X _max| > x| X _max} >x} x _max, > x!
x _max, >d, x _max), >d; x_max, >d!
0=d, x_max| =d; x_max. , =d/
D-1'=x max, D-1,=D-1 veveeee D=1 =D-1_

! — 0 2 1 s s-1
D-2=D-1; D-2,=D-2 D-2'=D-2
D-m =D-m+]1] D-m})=D-m, D-m.=D-m
RO Z{D—l{,...,D—m{} RO, >{D-1,,.,D—m.} RO >{D-1,.,D-m'}
RO, > x _max, RO, > x _max) RO, >x max’
Stage 1 Stage 2 Stage s
PleX! Ple X P, e X} + p_ratchet e RO,
x_max’,, >x/, x max,,,>x!, X _max’ = x;
x_max|, >d!, x_max., >d!, x_max} >d;
0=d,, x_max, =d,, x_max), =d,
D-1,, =x_max| D-1_,=D-1_, wee D=1, =D-1,
D-2,=D-I, D-2{,=D-2, D=2, =D-2},
D-my, =D-m+1, D-my,=D-m, D-mjy=D-mj

RO\, 2{D-1,,...D-m_ } RO ,2{D-1,,..,D-m.,} RO, =2{D-1,,.,D-m)}

7 i i i i i
RO, 2 x_max_, RO, >2x max,, RO’ = x _max’,

S+

Stage s+1 Stage s+2 Stage 2s(=T)




Yi=1,.,n
T = the last stage which is the end of the period for the demand charge
s = the demand charge period (i.e. one month = 24*30 hrs)

m = the ratcheted demand charge period (it includes m last demand charges)

RO: = the current month ratcheted demand charge at time ¢, scenario i

D~ j' = demand charge j month ago evaluated at time ¢, scenario i
In the formulation example above, the number of stages, 7, is assumed to be twice the length of

the demand charge period, s.

Ad. Notes

The ratcheted demand charge model is an unfinished work. The formulation has not been

verified, and thus, there is no guarantee on the correctness of the formulation.
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