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#### Abstract

In this paper, we study the theory of collaborative upload bandwidth measurement in peer-to-peer environments. A host can use a bandwidth estimation probe to determine the bandwidth between itself and any other host in the system. The problem is that the result of such a measurement may not necessarily be the sender's upload bandwidth, since the most bandwidth restricted link on the path could also be the receiver's download bandwidth. In this paper, we formally define the bandwidth determination problem and devise efficient distributed algorithms. We consider two models, the free-departure and no-departure model, respectively, depending on whether hosts keep participating in the algorithm even after their bandwidth has been determined. We present lower bounds on the timecomplexity of any collaborative bandwidth measurement algorithm in both models. We then show how, for realistic bandwidth distributions, the lower bounds can be overcome. Specifically, we present $O(1)$ and $O(\log \log n)$-time algorithms for the two models. We corroborate these theoretical findings with practical measurements on a implementation on PlanetLab.


## I. Introduction

Determining the bandwidth information between two hosts in the Internet is a well-studied problem in the networking literature and there are numerous existing tools available for measuring the available bandwidth between two hosts, e.g., [14], [17], [22], [25], [24], [28], [20]. In many peer-topeer network scenarios, however, we are interested in quickly determining the available upload bandwidth of a large number of hosts simultaneously.

In this paper, we study the question of how we can efficiently utilize point-to-point bandwidth probes to determine the upload bandwidth of a set of hosts. Formally, we define and study the peer-to-peer bandwidth determination problem: We consider a set of hosts, each having a defined but initially unknown upload bandwidth $u_{i}$ and download bandwidth $d_{i}$. We divide time into rounds; during each round, any pair of nodes $h_{i}$ and $h_{j}$ can perform a bidirectional bandwidth probe, which reveals both the minimum of $u_{i}$ and $d_{j}$ as well as the minimum of $u_{j}$ and $d_{i}$. Our goal is to use these probes in a coordinated and distributed manner to efficiently determine every node's upload bandwidth. Specifically, we seek to minimize the time complexity of bandwidth estimation,

[^0]in terms of the number of rounds required to determine the upload bandwidth of all nodes.

The need to solve this particular problem arose in the context of a P2P game system called Donnybrook [2], which we designed and built to enable high-speed online games to scale up to large numbers of simultaneous players. Donnybrook uses several techniques to overcome the upload bandwidth limitations of hosts in this context, one of which is to use higher-bandwidth nodes to relay and fan-out state updates from lower-bandwidth nodes. However, for this technique to work correctly, the (upload) bandwidths of all nodes in the game must be determined quickly before the start of each game. Although P2P games provided the immediate impetus for our addressing the bandwidth-determination problem, the problem is relevant in other contexts as well. For instance, P2P streaming systems can improve their delivery rates by adjusting the selection of neighbors according to peer bandwidth [13], [18], and multicast systems can benefit by changing their interconnection topology in a bandwidth-sensitive fashion [3], [4]. Generally, there is extensive prior work which assumes that the peers' upload bandwidth constraints are known a-priori, yet efficiently determining these constraints is a previously unsolved problem.

The challenge in determining bandwidths in a P2P system is that a pair-wise bandwidth estimation probe between two hosts does not necessarily reveal the sending host's maximum upload speed. Instead, the effective bandwidth measured by the probe is constrained by the most restrictive link on the path from the host to the remote endpoint. Since access links are typically much more restrictive than the Internet routing core [9], the result of the bandwidth measurement is usually the lesser of the sending host's upload speed and the remote endpoint's download speed. Thus, to confidently measure its upload speed, a host must select a remote endpoint with a greater download bandwidth than its own (as yet undetermined) upload bandwidth. However, it has no a priori way of finding such a host.

In this paper, we theoretically study algorithms that use bandwidth probes to quickly determine all upload bandwidths in the system. We start by showing a straightforward way to orchestrate the use of these probes in a fully distributed (and deterministic) algorithm with time-complexity $O(\log n)$.

Improving this bound turns out to be challenging. In fact, we prove that the algorithm is optimal by deriving a corresponding lower bound of $\Omega(\log n)$ on the time-complexity of any deterministic algorithm. We also prove an $\Omega(\log \log n)$-lower bound on any randomized algorithm.

In practice, the bandwidth distributions encountered in real systems often exhibit nicer properties than the ones used to construct the above lower bounds. To characterize the impact of the bandwidth distribution on the time-complexity of algorithms, we define bandwidth distribution slack $\chi$, a measure that captures the inherent "harshness" of the system's bandwidth distribution. In this paper, we show that even under mild assumptions about this slack, substantially faster, (sublogarithmic) algorithms can be devised. Specifically, we present two algorithms, achieving a time-complexity of $O(\log \log n)$ and $O(1)$, respectively. The reason for the difference in timecomplexity is that the $O(\log \log n)$-algorithm operates under the more restrictive free-departure model. In this model, a node can leave the system as soon as its bandwidth is determined. On the other hand, the constant-time algorithm operates under the less restrictive no-departure model in which nodes remain in the system until all nodes know their bandwidth, and hence, nodes whose upload bandwidth has already been determined may be utilized to figure out the bandwidth of yet undetermined nodes.

In addition to our theoretical findings, we evaluate our practical implementation of the algorithms using simulations on empirically-derived bandwidth distributions. We also validate these simulations with a real-world wide-area deployment using PlanetLab [27].

## II. Background and Related Work

The capacity of an individual link in the Internet is the maximum rate at which it can transmit packets. At any given time, the link's available bandwidth is its unused residual capacity. An Internet path connecting two hosts consists of multiple routers and physical links. The capacity of an end-toend path is the minimum capacity among its constituent links. The path's available bandwidth is defined in a similar way. In this paper, we focus on determining available bandwidths in ad-hoc distributed groups. We defer a discussion of capacity estimation to other work [7], [12], [19].

There are many tools that estimate the available bandwidth along an end-to-end path [14], [17], [22], [25], [24], [28], [15], [20]. These tools use different techniques. In the packet rate method (e.g., PTR [14], pathload [17], TOPP [22], and pathchirp [25]), for instance, the source generates traffic at a variety of speeds, and the receiver reports its observed download rates. Above a certain transmission speed, the bottleneck link becomes saturated, causing the receiving rate to fall below the sending rate. The available bandwidth is the lowest transmission rate which triggers this congestion. The issue with this and other techniques is that they do not report which link is the bottleneck. It is therefore impossible for a host $A$ to know for sure whether the measured result is indeed its own upload bandwidth. It could as well be the remote


Fig. 1. Bandwidth probe $h_{1} \leftrightarrow h_{3}$ reveals only $h_{1}$ 's upload bandwidth, since $P\left(h_{3} \rightarrow h_{1}\right)=d_{1}$. In contrast, $h_{2} \leftrightarrow h_{3}$ actually reveals both uploads (i.e., $P\left(h_{2} \rightarrow h_{3}\right)=u_{2}$ and $P\left(h_{3} \rightarrow h_{2}\right)=$ $\left.u_{3}\right)$, but $h_{3}$ cannot be sure that the measurement $P\left(h_{3} \rightarrow h_{2}\right)$ is indeed its own upload.
host's download bandwidth. Hence, a collaborative effort is required in order for nodes to reliably determine their upload bandwidth.

We are not aware of any theoretical work on this problem, and none of the classic distributed computing problems seems to have a similar combinatorial structure. Moreover, the hub-and-spoke network model is different from the models most typically studied in distributed computing. In contrast to work on complete communication graphs (e.g. [21]), only access links have weights attached to them, the Internet's core is assumed to have infinite bandwidth. Other algorithmic work in the hub-and-spoke network model include for example, bandwidth maximization in [10].

In our recent work on ThunderDome, we build on the theoretical ideas and underpinnings derived in this work to develop a practical system for the P2P bandwidth estimation problem [11]. Specifically, ThunderDome provides a practical solution for bandwidth estimation in P2P systems that also takes care of several issues that are abstracted from the theoretical models we study in this paper, most notably, how to deal with bandwidth estimation errors. Besides Thunderdome, another related practical system is BRoute [15], which however uses dedicated network infrastructure-hosts discover their edge links by issuing traceroutes to well-known landmark nodes. BRoute also requires BGP data to determine which edge segments connect end hosts. In our problem domain, groups are ad-hoc, meaning that dedicated infrastructure is unlikely to exist.

## III. Model \& Problem Definition

The network consists of $n$ hosts (nodes) $H=\left\{h_{1}, \ldots, h_{n}\right\}$. Each node $h_{i}$ is connected to the Internet via an access link of download bandwidth $d_{i}$ and upload bandwidth $u_{i}$. We assume directional asymmetry, i.e., that for each host, its download bandwidth is at least as large as its upload bandwidth, i.e., $d_{i} \geq u_{i}$. This is true for virtually all existing network access technologies (e.g., dial-up modems [16], cable modems [6], and ADSL [1]). Furthermore, since in practice, the bandwidth bottlenecks between two end-hosts occur on the last-mile access link, we model the Internet as a hub-and-spoke network with the core of the Internet having unlimited bandwidth [9]. Finally, we assume that bandwidths are stationary during the execution of the algorithms, which, given the relatively short duration of all of our algorithms is usually valid.

Bandwidth Probe: A bandwidth probe $h_{i} \rightarrow h_{j}$ is a (directed) pairing of two hosts $h_{i}$ and $h_{j}$, such that $h_{i}$ transmits data to $h_{j}$. The result of a bandwidth probe, denoted by $P\left(h_{i} \rightarrow h_{j}\right)$, is the bandwidth at which data is transmitted from $h_{i}$ to $h_{j}$. It is the minimum of $h_{i}$ 's upload and $h_{j}$ 's download, i.e.,

$$
P\left(h_{i} \rightarrow h_{j}\right)=\min \left\{u_{i}, d_{j}\right\}
$$

Bandwidth Determination Problem: We assume that time is divided into rounds, where a round is the unit of time required to conduct one bandwidth probe. In each round, every host can participate in two bandwidth probes: one in the outgoing direction, and one in the incoming direction. Thus, up to $n$ bandwidth probes can be done in parallel in one round. The upload bandwidth determination problem asks for a schedule of bandwidth probes such that all upload bandwidths can be determined after the schedule is executed. (For technical reasons, we do not require the algorithm to find the upload bandwidth of the node with the maximum upload bandwidth. This is necessary because there might exist a host $h_{i}$ for which $u_{i}>d_{j}, \forall j \neq i$. In this case, this host's upload bandwidth cannot be determined using bandwidth probes.) The number of rounds required by the algorithm is called its time complexity-our goal is to design an algorithm with minimum time complexity for this problem.

No-Departure Model vs. Free-Departure Model: An important consideration is whether each node is expected to remain in the system until the upload bandwidths of all nodes have been determined, or whether each node has the freedom to depart from the system after its own bandwidth is determined. We call these two models the no-departure model and the free-departure model, respectively. Thus, in a particular round, an algorithm in the no-departure model is allowed to use nodes whose bandwidth has been determined in a previous round, while an algorithm in the free-departure model is not allowed to use such nodes.

Clearly, any algorithm for the free-departure model is also a valid algorithm for the no-departure model. Conversely, a lower bound on the performance of algorithms in the nodeparture model holds for algorithms in the free-departure model as well.

Bandwidth Distribution Slack: Notice that if every host's download bandwidth was higher than every host's upload bandwidth ( $d_{i} \geq u_{j}, \forall i, j$ ), the problem would be trivial: a single round would be sufficient. On the other hand, we will show later that if each host's download capacity exactly equals its upload capacity, then the problem can be difficult to solveall our lower bounds will use bandwidth distributions with this property. In practice, bandwidth distributions are typically between these two extremes. To characterize bandwidth distributions, we define bandwidth distribution slack $\chi$ as follows.

Definition 1 (Bandwidth Distribution Slack). Consider nodes $h_{1}, \ldots, h_{n}$ in non-decreasing order of their upload bandwidth. The bandwidth distribution slack $\chi$ of a bandwidth distribution is the smallest fraction $\frac{1}{n} \leq \chi \leq 1$ such that for every pair of nodes $h_{i}$ and $h_{j}$ with $j \geq \chi i, d_{j}>u_{i}$.

Clearly, the two extreme situations described above correspond to value of $\chi$ of $1 / n$ and 1 respectively. We will use the fact that the bandwidth distribution slack of a typical network is between the extreme values of $1 / n$ and 1 in designing randomized algorithms in section V .

## IV. Deterministic Algorithms and Lower Bound

In this section, we will resolve (upto a small constant) the deterministic time complexity of the upload bandwidth determination problem. Before presenting our results, let us introduce the concept of a pairwise bandwidth probe.
Pairwise bandwidth probe: A pairwise bandwidth probe $h_{i} \leftrightarrow h_{j}$ of two hosts $h_{i}$ and $h_{j}$ is said to be executed when each of the two hosts executes a bandwidth probe to the other in the same round. The result of a bandwidth probe $h_{i} \leftrightarrow h_{j}$ are the two measurements $P\left(h_{i} \rightarrow h_{j}\right)=\min \left\{u_{i}, d_{j}\right\}$ and $P\left(h_{j} \rightarrow h_{i}\right)=\min \left\{u_{j}, d_{i}\right\}$. The following lemma claims that the minimum of these two measurements is the minimum of $u_{i}$ and $u_{j}$. Then, after a pairwise bandwidth probe, the participating node with the smaller upload bandwidth gets to know its own upload bandwidth. This node is said to lose the bandwidth probe, while the other node is said to win it.

Lemma 1. A pairwise bandwidth probe reveals the smaller of the upload bandwidths of the two nodes involved.

Proof: Suppose $h_{i}$ and $h_{j}$ participate in the pairwise bandwidth probe, and let $u_{i} \leq u_{j}$, wlog. Then, $d_{j} \geq u_{j} \geq u_{i}$, and hence, $u_{i}=P\left(h_{i} \rightarrow h_{j}\right)$. On the other hand, $d_{i}, u_{j} \geq u_{i}$, and hence $P\left(h_{j} \rightarrow h_{i}\right) \geq u_{i}$. Thus, $u_{i}=\min \left(P\left(h_{i} \rightarrow\right.\right.$ $\left.h_{j}\right), P\left(h_{j} \rightarrow h_{i}\right)$ ), i.e. it equals the smaller of the two measured bandwidths.

The following algorithm uses pairwise bandwidth probes, and works for the free-departure model (and therefore the nodeparture model as well).

## A. Baseline Algorithm (BASE):

In each round, the algorithm creates an arbitrary pairing of all nodes which do not yet know their upload bandwidth. (If the number of nodes who do not know their upload bandwidth is odd, then one node does not participate in the pairing.) For each such pair, we perform pairwise bandwidth probes. One node in each pair (the one with the smaller upload bandwidth) gets to know its upload bandwidth and no longer participates in the subsequent rounds. Finally, a single node is left, which is guaranteed to be the node with the maximum upload bandwidth since any node whose upload bandwidth is revealed in a round must have been paired with a node with greater upload bandwidth.

It is clear that the algorithm works in the free-departure model. The following theorem analyzes the time complexity of the algorithm. (Note that $\lg$ denotes $\log$ to the base 2.)

Theorem 1. The time complexity of the above algorithm, $B A S E(n) \leq\lceil\lg n\rceil$.

Proof: Clearly, the time complexity of the algorithm is a monotonic function of $n$, i.e. $B A S E(n+1) \geq B A S E(n)$.

Since for all $1 \leq k \leq 2^{\ell-1},\left\lceil\lg \left(2^{\ell-1}+k\right)\right\rceil=\ell$, we only need to consider a case where $n=2^{\ell}$ for some $\ell$. In this case, the number of nodes whose upload bandwidth is unknown at the end of each round is even, and exactly half of them are revealed in the next round. Thus, all but one of the upload bandwidths are revealed in $\ell$ rounds.

## B. Lower Bound:

We now give a matching (upto a constant of $\log 3$ ) lower bound for deterministic algorithms in the no-departure model. Recall that all lower bounds in the no-departure model also apply to the free-departure model.
Theorem 2. For any deterministic algorithm $\mathcal{A}$ in the nodeparture model, there exists a bandwidth distribution for which $\mathcal{A}$ has a time complexity of $\left\lceil\log _{3} n\right\rceil$.

Proof: Suppose $n=3^{\ell}$, and therefore $\ell=\left\lceil\log _{3} n\right\rceil$. Also, let the upload and download bandwidth of each node be equal, i.e. $u_{i}=d_{i}$ for each $i$-we call this the bandwidth of the node. We prove the theorem by induction on the value of $\ell$. Clearly, the theorem holds for $\ell=1$, since at least one round is required for 3 nodes. Now, assume that the theorem holds for $n=3^{\ell-1}$-let the bandwidth of node $h_{i}$ under the corresponding distribution be $b_{i}$. We create a new distribution for $n=3^{\ell}$, where two-thirds of the nodes have bandwidth 1 , and any node $h_{i}^{\prime}$ in the remaining one-third is matched to a unique node $h_{i}$ in the inductive set of $3^{\ell-1}$ nodes and has bandwidth $b_{i}+2$. Let us call the first category of nodes easy and the remaining nodes hard. Thus, the bandwidth of any hard node is strictly greater than the bandwidth of any easy node. The actual category that a node belongs to depends on the algorithm $\mathcal{A}$ and is described below.

Define a graph for the first round of the algorithm, where the set of vertices is the set of nodes, and the set of edges is as described below. In the first round, algorithm $\mathcal{A}$ makes a set of bandwidth probes. Let us represent a probe from node $h_{i}$ to node $h_{j}$ by a directed edge from $h_{i}$ to $h_{j}$. Since each vertex has both in-degree and out-degree of at most 1 , the directed graph formed is a collection of directed paths and directed cycles (including isolated vertices, which are considered to be paths of length 1). Clearly, there exists an independent set (i.e. a set of vertices no two of which have an edge between them) of size $n / 3$ in this graph (a set of triangles being the worst scenario). Let the vertices of this independent set be hard and all the remaining nodes be easy. Since there is no bandwidth probe between a pair of hard nodes and all easy nodes have bandwidth strictly smaller than hard nodes, no information other than the fact that hard nodes have bandwidth at least 1 is revealed after the first round. Suppose the algorithm is actually provided the information that each hard node has bandwidth at least 2 . With this additional information, finding the bandwidths of the hard nodes amounts to finding the bandwidths in the inductive scenario and takes an additional $\ell-1$ rounds. Thus, algorithm $\mathcal{A}$ takes $\ell$ rounds overall.

## C. Deterministic Algorithm for No-Departure Model:

We now give an improved algorithm for the nodeparture model. This algorithm has a time complexity of $\min \left(3\left\lceil\lg \frac{2}{1-\chi}\right\rceil, 3\lceil\lg n\rceil\right)$, if the bandwidth distribution slack of the input is $\chi$. So, if $\chi$ is bounded away from 1 (i.e. $1-\chi$ is lower bounded by a constant), this algorithm takes constant time. Note that this does not contradict the lower bound since the lower bound was constructed with $\chi=1$, in which case the algorithm does take $\lceil\lg n\rceil$ time. We need the technical assumption that $d_{i}>u_{i}$ (as against $d_{i} \geq u_{i}$ previously) for this algorithm.

The algorithm interleaves pairing, matching and verification rounds. The pairing round is exactly the same as the baseline algorithm above-nodes whose upload bandwidth are not known yet are paired and a pairwise bandwidth probe is executed for each pair. The smaller of the observed bandwidths is the observed upload bandwidth of the sender of that probe. Let $X$ and $Y$ be respectively the set of nodes with known and unknown upload bandwidth respectively, after the pairing round. If $|X|<|Y|$, we skip the matching and verification rounds, and go to the next pairing round. Otherwise, we pick the $|Y|$ nodes in $X$ with largest upload bandwidth (call this set $Z$ ) and match each node in $Y$ (call it $h_{i}$ ) with a unique node in $Z$ (call it $h_{j}$ ). We now execute bandwidth probes $h_{i} \rightarrow h_{j}$. The measured bandwidth in this probe is our guess for $u_{i}$ (let us call this guess $\tilde{u}_{i}$ ). We verify our guess in the verification round. We order the nodes whose upload bandwidth we have guessed in decreasing order of $\tilde{u_{i}}$ and execute a bandwidth probe from each node to the node immediately before it in the list. If the measured bandwidth of the probe from $h_{i}$ equals $\tilde{u}_{i}$, then $u_{i}=\tilde{u}_{i}$. Otherwise, the node is added to set of nodes for which the upload bandwidth is unknown. The next pairing round now starts with these nodes. Note that in the verification round, we cannot verify the upload bandwidth of the node with the maximum upload bandwidth-so the upload bandwidth of this node is left unspecified.

We now show that the algorithm is correct, i.e. it terminates with the upload bandwidths of all the nodes, except possibly the node with the maximum upload bandwidth. Clearly, the upload bandwidths revealed by the pairing rounds are correct. So, we only need to check the correctness of the verification rounds. Note that for any $h_{i}, \tilde{u_{i}} \leq u_{i}$. Suppose we send a probe $h_{i} \rightarrow h_{j}$ in the verification round. Then, $\tilde{u_{i}} \leq \tilde{u_{j}}$. There are two cases. First, suppose $u_{i} \leq \tilde{u_{j}}$. Then, the probe $h_{i} \rightarrow h_{j}$ reveals $u_{i}$ since

$$
u_{i} \leq \tilde{u_{j}} \leq u_{j} \leq d_{j} .
$$

Hence, if $u_{i} \neq \tilde{u_{i}}$, then the algorithm discards $\tilde{u_{i}}$. The second case is that $u_{i}>\tilde{u_{j}}$. Now,

$$
d_{j}>u_{j} \geq \tilde{u_{j}} .
$$

Thus, the observed bandwidth of the probe is

$$
\min \left(u_{i}, d_{j}\right)>\tilde{u_{j}} \geq \tilde{u_{i}} .
$$

Hence, the algorithm discards $\tilde{u}_{i}$ after the verification round.

Theorem 3. The time complexity of the above algorithm is $\min \left(3\left\lceil\lg \frac{2}{1-\chi}\right\rceil, 3\lceil\lg n\rceil\right)$.

Proof: If the matching rounds are not successful is revealing the upload bandwidth of any node, then using Theorem 1 , the time complexity is $3\lceil\lg n\rceil$ (since there are at most $\lceil\lg n\rceil$ pairing rounds). Now, there are two cases. In the first case, assume

$$
\left(\frac{1-\chi}{2}\right) n \leq 1
$$

Then,

$$
\lceil\lg n\rceil \leq\left\lceil\lg \left(\frac{2}{1-\chi}\right)\right\rceil
$$

So, we only need to consider the case

$$
\left(\frac{1-\chi}{2}\right) n>1
$$

Consider the pairing round after which $|Y| \leq(1-\chi) n / 2$. Let us now order all the nodes according to increasing upload bandwidth. Then, the maximum index of a node in $Y$ in this ordering is at most $n$. On the other hand, the index of a node with the minimum upload bandwidth in $Z$ is at least $\lceil\chi n\rceil$. This follows from the observation that $Y$ contains at most $\lfloor(1-\chi) n / 2\rfloor$ nodes among the $\lfloor(1-\chi) n\rfloor$ nodes with indices greater than $\lceil\chi n\rceil$, and therefore the index of any node in $Z$ is at least $\lceil\chi n\rceil$. By the definition of $\chi$, a probe from any node in $Y$ to any node in $Z$ (say $h_{i} \rightarrow h_{j}$ ) reveals the upload bandwidth of $h_{i}$. It is easy to verify that if all nodes have the correct guess $\tilde{u_{i}}$, then the verification round sets all $u_{i}=\tilde{u_{i}}$, except the maximum $u_{i}$. The number of pairing rounds till we reach the above stage is $3\left\lceil\lg \frac{2}{1-\chi}\right\rceil$, and this can be proved on the lines of Theorem 1.

We may note that we can combine the above algorithm with the baseline algorithm, i.e. run the above algorithm for $\lceil\lg n\rceil$ rounds, and if the algorithm does not terminate, then run pairing rounds only from that point onward. This improves the time complexity to $\min \left(3\left\lceil\lg \left(\frac{2}{1-\chi}\right)\right\rceil,\left\lceil\frac{5 \lg n}{3}\right\rceil\right)$.

## V. Randomized Algorithm and Lower Bound

In this section, we will partially resolve the randomized time complexity of the upload bandwidth determination problem. Our first result is a lower bound for randomized algorithms in the no-departure model (and therefore, in the free-departure model as well).

## A. Lower Bound for Randomized Algorithms in NoDeparture Model:

Theorem 4. Any randomized algorithm for the upload bandwidth determination problem in the no-departure model uses $\Omega(\log \log n)$ rounds in expectation.

Proof: We construct a probability distribution over bandwidth distributions, $\mathcal{P}: \mathcal{B} \rightarrow[0,1]$ ( $\mathcal{B}$ is the set of bandwidth distributions forming the support of the probability distribution), such that every deterministic algorithm for the upload bandwidth determination problem in the no-departure model


Fig. 2. A description of the notation in the proof of Theorem 4: the concentric blue circles are $H_{i}^{\pi} \mathrm{s}$, the red, green and orange circles are respectively $S_{2}, T_{2}$ and $W_{2}$, the black dotted area is $Z_{3}=S_{2}+W_{2}+T_{2}$, the blue edges indicate the pairings in round 2 , and the purple shaded area is $S_{3}=Z_{3} \cap H_{4}^{\pi}$.
takes $\Omega(\log \log n)$ time in expectation for input drawn from $\mathcal{P}$. From Yao's minimax principle (for e.g., [23]), the desired lower bound for randomized algorithms follows.
$\mathcal{P}$ is a uniform probability distribution, i.e. every bandwidth distribution in $\mathcal{B}$ has probability $1 /|\mathcal{B}|$. So, we only need to describe $\mathcal{B}$. Every bandwidth distribution in $\mathcal{B}$ has equal upload and download bandwidth-we call this the bandwidth of the node in the corresponding bandwidth distribution. The bandwidths of the nodes are a one-to-one mapping with $\{1,2, \ldots, n\}$, and each such mapping (called a permutation) is a different bandwidth distribution in $\mathcal{B}$. Thus, $|\mathcal{B}|=n!$.

We view a permutation as an ordering of the nodes in decreasing order of bandwidth. In such a permutation $\pi, H_{k}^{\pi}$ denotes the set of the first $n^{1 / 2^{k-1}}$ nodes in the ordering, i.e. the set of $n^{1 / 2^{k-1}}$ nodes with the largest bandwidth. (Note that $H_{1}^{\pi} \supset H_{2}^{\pi} \supset H_{3}^{\pi} \supset \ldots$ ) If a node does not receive from or transmit to (henceforth called compared to) a node in $H_{i}^{\pi}$ in the first $j-1$ rounds, then we call the node $(i, j)$-pure.

We need to prove that the expected time complexity of any deterministic algorithm in the free-departure model for this input distribution is $\Omega(\log \log n)$. Let $\mathcal{A}$ be any deterministic algorithm. The input is a random permutation $\pi$ on $n$ nodes (i.e. drawn from $\mathcal{P}$ described previously). We use the following notation (refer to Figure 2:

- $X_{i}$ is the random variable (r.v.) denoting the set of nodes whose upload bandwidth is unknown at the beginning of round $i$,
- $Y_{i}$ is the r.v. denoting the set of $(i, i)$-pure nodes in $H_{i}^{\pi}$,
- $Z_{i}$ is the r.v denoting the set of nodes in $H_{i}^{\pi}$ that are not ( $i, i$ )-pure,
- $S_{i}$ is the r.v denoting the set of nodes in $H_{i+1}^{\pi}$ that are not $(i+1, i)$-pure,
- $T_{i}$ is the r.v. denoting the set of nodes in $H_{i+1}^{\pi}$ that are ( $i+1, i$ )-pure and are compared to a node in $S_{i}$ in round $i$, and
- $W_{i}$ is the r.v denoting the set of nodes in $H_{i+1}^{\pi}$ that are $(i+1, i)$-pure and are compared to a node in $H_{i+1}^{\pi}-S_{i}$ in round $i$.
Clearly, $X_{i} \supseteq Y_{i}$. We will show that

$$
\left|Y_{i}\right|=\Omega\left(n^{1 / 2^{i-1}}\right)
$$

with high probability (whp). ${ }^{1}$ This will immediately imply that

$$
\left|X_{i}\right|=\Omega\left(n^{1 / 2^{i-1}}\right)
$$

whp, and therefore,

$$
E\left[\left|X_{c \log \log n}\right|\right]>0
$$

for some small enough constant $c$. By Markov bound, algorithm $\mathcal{A}$ runs for $\Omega(\log \log n)$ rounds with constant probability. Thus, the expected number of rounds is $\Omega(\log \log n)$.

We need to prove that $E\left[\left|Y_{i}\right|\right]=\Omega\left(n^{1 / 2^{i-1}}\right)$. First, we observe that

$$
Z_{i}=S_{i-1}+T_{i-1}+W_{i-1} .
$$

Now,

$$
Y_{i}=H_{i}^{\pi}-Z_{i}=H_{i}^{\pi}-\left(S_{i-1}+T_{i-1}+W_{i-1}\right)
$$

and

$$
S_{i+1}=Z_{i+1} \cap H_{i+2}^{\pi} \subseteq Z_{i+1}=S_{i}+T_{i}+W_{i}
$$

Each node in $S_{i}$ can be compared to at most 2 other nodes in a round. Hence,

$$
\left|T_{i}\right| \leq 2\left|S_{i}\right| .
$$

Hence,

$$
\left|S_{i+1}\right| \leq 3\left|S_{i}\right|+\left|W_{i}\right|
$$

for $i \geq 1$, and $S_{1}=0$. Thus,

$$
\left|S_{i+1}\right| \leq \sum_{j=1}^{i} 3^{i-j}\left|W_{j}\right|
$$

for $i \geq 1$, and $S_{1}=0$.
We now prove that $W_{i}=O(\log n)$ whp, for each $i$. We prove this by induction on $i$. By the assumption that uploads are equal to downloads and by the definition of $Y_{i}$, the algorithm has no information about nodes in $Y_{i}$ at the beginning of round $i$. Therefore, the input distribution restricted to is uniform. Hence, the probability that a particular $(i+1, i)$ pure node in $H_{i+1}^{\pi}$ is compared to another $(i+1, i)$-pure node in $H_{i+1}^{\pi}$ in round $i$ is at most $n^{1 / 2^{i}} / Y_{i}$. But, $Y_{i}=\Omega\left(n^{1 / 2^{i-1}}\right)$ whp, by the inductive hypothesis. Now, observe that $\left|W_{i}\right|$ is stochastically dominated by a random variable indicating the number of successes among $n^{1 / 2^{i}}$ independent coin tosses, with biased coins having probability of success $1 / n^{1 / 2^{i}}$. This follows from the anti-correlation among comparisons between $(i+1, i)$-pure node in $H_{i+1}^{\pi}$ (i.e. the knowledge that two $(i+1, i)$-pure nodes in $H_{i+1}^{\pi}$ are compared in round $i$ decreases the probability of two other $(i+1, i)$-pure nodes in $H_{i+1}^{\pi}$ being compared). Using Chernoff bounds, we can therefore conclude that $W_{i}=O(\log n)$ whp.

## B. Randomized Algorithm for Free-Departure Model:

We now complement our lower bound with an efficient randomized algorithm for the free-departure model (which also

[^1]```
0 : Let \(X\) be the set of nodes that have not yet determined their upload
    bandwidth. Initially \(X:=H\).
while \(|X|>1\) do
        Randomly pair nodes in \(X\), and conduct pairwise bandwidth probes.
        All losers of a pairwise probe know their \(u_{i}\) and are removed from \(X\).
        Every node that has twice measured the same bandwidth knows its \(u_{i}\)
        and is removed from \(X\).
    end while
    if \(|X|=1\) then
        Let \(h_{i}\) be the only node in \(X\).
        Let \(h_{j}:=\arg \max _{h_{j} \notin X} u_{j}\).
        Execute \(h_{i} \leftrightarrow h_{j}\); if \(h_{i}\) loses, \(u_{i}\) is the smaller observed measurement.
        end if
```

Algorithm 1: Randomized Algorithm for the Free-Departure Model
works in the no-departure model). The algorithm has time complexity of $O\left(\frac{\lg \lg n}{\lg (1 / \chi)}\right)$ for $\chi<1$ and $O(\lg n)$ for $\chi=1$, with high probability. The algorithm needs to make the additional assumption that the upload and download bandwidths of all nodes are distinct. While this is not immediately practical (see the discussion in [11]), making this assumption allows us gain interesting structural insight into the problem and devise very efficient algorithms.
The idea of the algorithm is to enhance the baseline deterministic algorithm with the following additional rule. We know that of the two measurement results of a pairwise bandwidth probe, the lesser must correspond to an upload bandwidth and the greater of the two might be either an upload or download bandwidth. If a node $h_{i}$ participates in multiple bandwidth probes (without having been able to determine its upload bandwidth), only the maximum of the greater bandwidths observed in the different rounds is a candidate for $u_{i}$; all other observed measurements must be download bandwidths of the other nodes involved in the pairwise probes. Therefore, if $h_{i}$ observes the same bandwidth measurement in two transmissions (to different nodes and in different rounds), the observed measurement must necessarily be $u_{i}$.
Thus, we adjust the algorithm as shown in Algorithm 1. Implementation is easy: every node keeps a list of all measurement values it has seen so far on transmissions, until it either loses a pairwise probe, or it sees a measurement value that is already in its list. Clearly, in either of these two cases, the observed measurement is the node's upload bandwidthhence the algorithm is correct. We terminate when only one node (call it $h_{i}$ ) does not know its upload capacity. At this point, we have a single round where a pairwise bandwidth probe is executed between $h_{i}$ and the node with the maximum upload bandwidth among the known nodes (call it $h_{j}$ ). If $h_{i}$ loses, then the smaller of the observed bandwidths is the upload bandwidth of $h_{i}$; else, $h_{i}$ has the maximum upload bandwidth among all nodes and the algorithm terminates without determining its upload bandwidth.

To analyze this algorithm, we need some additional terminology. We say that a host $h_{i}$ is marked in a round if the greater of the measured bandwidths is its upload bandwidth $u_{i} .{ }^{2}$ Let $p_{i}(r)$ be the probability that host $h_{i}$ survives round $r$

[^2]and $q_{i}(r)$ be the probability that host $h_{i}$ survives round $r$ but has been marked. Then, $t_{i}(r)=p_{i}(r)-q_{i}(r)$ represent the probability that host $h_{i}$ survives round $i$ unmarked.

We further define

$$
\begin{aligned}
X_{i}(r) & =\frac{\sum_{\chi i<j \leq i} p_{j}(r)}{\sum_{1 \leq j \leq n} p_{j}(r)} \\
Y_{i}(r) & =\frac{\sum_{1 \leq j \leq \chi i} p_{j}(r)}{\sum_{1 \leq j \leq n} p_{j}(r)}
\end{aligned}
$$

where $X_{i}(r)$ represents the conditional probability that a host which has survived unmarked until round $r$ is marked in round $r$ or a node which has already been marked gets to know its upload bandwidth; and $Y_{i}(r)$ represents the conditional probability that a host which has already been marked before round $r$ does not get to know its upload bandwidth in round $r$ or a host which has survived unmarked till round $r-1$ does not get marked. The following lemma follows directly from the above interpretation.

Lemma 2. The following equations hold:

$$
\begin{aligned}
t_{i}(r+1) & =t_{i}(r) \cdot Y_{i}(r) \\
q_{i}(r+1) & =t_{i}(r) \cdot X_{i}(r)+q_{i}(r) \cdot Y_{i}(r)
\end{aligned}
$$

Using this lemma and plugging in the definitions of $X_{i}(r)$ and $Y_{i}(r)$, we can now derive expressions that characterize the decline of $t_{i}(r)$ and $q_{i}(r)$ as the number of rounds $r$ increases. (The detailed proof is in the appendix.)

Lemma 3. The following equations hold:

$$
\begin{aligned}
& t_{i}(r)=\beta\left(\frac{i}{n}\right)^{2^{r}-1}, \text { where } \beta=\chi^{2^{r}-1} \\
& q_{i}(r)=\gamma\left(\frac{i}{n}\right)^{2^{r}-1}, \text { where } \\
& \gamma=\chi^{2^{r-1}-1}\left(1+\chi^{2^{r-2}}+\chi^{2^{r-2}+2^{r-3}}+\right. \\
& \\
& \left.\ldots+\chi^{2^{r-2}+\ldots+2^{0}}-r \chi^{2^{r-1}}\right)
\end{aligned}
$$

Observe that (omitting asymptotically smaller factors) $p_{i}(r)=\left(\frac{i}{n}\right)^{2^{r}-1} \cdot \chi^{2^{r-1}-1}$. If $\chi<1$, for any host $h_{i}, p_{i}(r)$ is inverse polynomial in $n$ after $r=O\left(\frac{\lg \lg n}{\lg (1 / \chi)}\right)$ rounds. This allows us to use the union bound to assert that all nodes know their upload bandwidth after $O\left(\frac{\lg \lg n}{\lg (1 / \chi)}\right)$ rounds whp-so the algorithm terminates in $O\left(\frac{\lg \lg n}{\lg (1 / \chi)}\right)$ rounds. If $\chi=1$, we use the fact that we need not find the maximum upload bandwidth. Thus, $i \leq n-1$ and $\left.\frac{1}{n}\right)^{2^{r}-1}$ is inverse polynomial in $n$ when $r=O(\lg n)$. Again, using the union bound, we conclude that all nodes except the one with the maximum upload bandwidth know their upload bandwidth after $O(\lg n)$ rounds whp-hence the algorithm terminates in $O(\lg n)$ rounds. The following theorem follows from this analysis.

Theorem 5. The time complexity of the above algorithm is $O\left(\frac{\lg \lg n}{\lg (1 / \chi)}\right)$ for $\chi<1$ and $O(\lg n)$ for $\chi=1$, with high probability.

Note that while the value of $\chi$ appears in the analysis, the algorithm does not need to know this value.

## VI. Practical Implementation - Deployment Environment

In this section, we discuss implementation of different bandwidth determination algorithms, and present measurement results obtained from simulation and a real PlanetLab [27] deployment. We also present a discussion of the intended deployment environment, the practical probing overhead as well as distributed implementations.
Evaluation: Due to space limitations, we can only present a small subset of the evaluations that we have conducted. For our empirical experiments, we implemented the basic $O(\log n)$ time algorithm and deployed it on the PlanetLab distributed testbed [27]. To provide ground-truth about available bandwidths, we capped transfer speeds on each node using a custom rate limiter. Caps were set using a bandwidth distribution of $30 \%$ dial-up hosts and $70 \%$ hosts from the DSL Report data set [5]. The DSL Report data represents an empirical measurement of broadband transfer speeds across America. We added the dial-up hosts to cohere with survey data showing that many people still lack broadband connectivity [8].

Fig. 3(left) shows the result of a sample run of the algorithm. The graph compares the estimation accuracy of our algorithm (over the wide-area Internet) to upload measurements made between hosts on the same LAN. The LAN estimates show the inherent measurement bias of our one-way bandwidth estimator; ideally, our wide-area algorithm should not introduce additional biases. Fig. 3(left) shows that this is the case. Essentially, our wide-area algorithm did not add new estimation artifacts to those that already arose from our simple bandwidth estimators.

To better understand the benefit of the robust $O(\log \log n)$ time algorithm versus the baseline $O(\log n)$-algorithm, we also conducted simulations using synthetic bandwidth data. The analytic distribution consists of a $\delta$-fraction of dial-up hosts and a $(1-\delta)$-fraction of broadband hosts. For broadband hosts, we generate two independent random variables. $U$ represents the distribution of each host's upload bandwidth, and $R$ represents the distribution of the ratio of each host's download bandwidth to its upload bandwidth. $U$ and $R$ follow $\log$ normal distributions with parameters $\mu_{U}, \sigma_{U}, \mu_{R}$, and $\sigma_{R}$. To preserve directional asymmetry, $R$ is lower-bounded to unity. Random variable $D$, which governs each host's download bandwidth, is then computed as the product of random variables $U$ and $R$, i.e., $D=U \cdot R$. Because the product of $\log$ normals is $\log$ normal, the marginal distribution of $D$ is a $\log$ normal distribution with parameters $\mu_{D}=\mu_{U}+\mu_{R}$ and $\sigma_{D}=\sqrt{\sigma_{U}^{2}+\sigma_{R}^{2}}$. When fitted to the empirical distribution from the DSL Report data, $\left(\delta=0.3, \mu_{U}=6.6, \sigma_{U}=0.68\right.$, $\left.\mu_{R}=1.4, \sigma_{R}=0.49\right)$. In the simulations, we varied $\delta$ and $\mu_{R}$, changing the fraction of dial-up hosts and the "offset" between a host's upload and download speed.

Fig. 3(right) depicts the benefit of the randomized algorithm with respect to the baseline $O(\log n)$ algorithm in a system


Fig. 3. Practical Evaluation
with 1024 hosts. The "benefit" is defined as the reduction in rounds needed for the algorithm to terminate. An algorithm terminates when each host knows its upload speed. In the $O(\log n)$ algorithm, this happens when each host has lost a pairwise exchange; in the randomized algorithm, this happens when each host has lost an exchange or seen the same upload speed twice. The deterministic algorithm always requires $O(\log n)$ steps. As shown in Fig. 3(right), the randomized algorithm reduces termination time by $30 \%$ to $50 \%$. The benefits increase as $\mu_{R}$ grows-the bigger the stretch between hosts' upload and download speeds, the more likely that a node will see its real upload speed when it is the sender in a pairwise transfer. In turn, this makes it more likely that a node will see its upload speed twice and stop.
Intended Deployment Environment: There are many types of peer-to-peer systems, each with varying levels of host churn. Our algorithm is intended for systems with medium to long session lengths. In particular, we do not target environments like file-trading where peers often exit the system after a few minutes of participation. Instead, we target online gaming or collaborative streaming applications in which users show up to participate in the service, receive coordination metadata from a service manager, and then use the service for tens of minutes or longer.

In a wide-area peer-to-peer system, some hosts may reside behind network address translators or "NATs". NATs may prevent two hosts in different domains from communicating directly; alternatively, they may permit only one member of the pair to initiate a bandwidth probe, thus ruling out the possibility of pairwise probes between these nodes. These restrictions are a hassle for the designers of any peer-to-peer service, and making our algorithm robust to all possible NAT constraints is beyond the scope of this paper. Thus, in our evaluations, we assume that each host has a public IP address, or resides behind a cone NAT [26] that allows outside parties to initiate communication with the host.
Probing Overhead: Our distributed algorithm is essentially a scheduler for pairwise bandwidth probes. However, the algorithm is agnostic with regard to how two hosts in a pairing actually determine their unidirectional bandwidths. In the PlanetLab experiments described below, we generated these estimates by timing simple bulk data transfers. However, as explained in Section II, there are more sophisticated techniques for generating unidirectional bandwidth estimates. In a real-
life deployment of our algorithm, we would use one of these tools to measure one-way bandwidths. Since our algorithm relies on active network probing, a natural concern is whether a real deployment would generate excessive traffic. Fortunately, modern probing tools do not produce an overwhelming volume of packets. For example, the Spruce tool [28] generates 300 KB of traffic per one-way measurement, and the IGI tool [14] produces 130 KB . Given that the size of an average web page is 300 KB [29], the volume of probing traffic is quite acceptable. The rate of traffic generation is also reasonable. For example, the maximum transmission rate of the Spruce tool is 240 Kbps , which is similar to the streaming rate of a YouTube video. Thus, the probing traffic generated by our distributed algorithm will be reasonable in both volume and rate.

Distributed Implementation: All our bandwidth determination algorithms in this paper are inherently distributed in nature since bandwidth probes are executed in parallel in each round. However, as presented above, some leader node requires coordination at each round, to determine pairings for the subsequent round. For large systems, the network-transmission load on the leader can become substantial. Therefore, we are interested in fully distributed solutions. Fortunately, the basic $O(\log n)$-algorithm can be implemented in a fully distributed fashion in a standard way: A binary tree spanning all nodes is constructed, and each inner node is responsible for one pairwise bandwidth probe. Let $h_{i}$ be responsible for a bandwidth probe $h_{k} \leftrightarrow h_{\ell}$. The winner of this probe reports the result to $h_{i}$, and asks $h_{i}$ 's parent-node in the tree for its next pairing. Since there are $n-1$ inner nodes, the procedure can be implemented such that every node only needs to send a constant number of control messages.

Unfortunately, finding a fully distributed for either the $O(1)$ algorithm or the $O(\log \log n)$-algorithm without any central coordination by a leader node is more challenging. Specifically, the constant time algorithm needs a central leader for computing maxima across all known upload bandwidths. As for the $O(\log \log n)$, it is an intriguing open problem whether a pseudo-deterministic schedule like for the $O(\log n)$-algorithm above exists. The problem is that the number of nodes surviving round $k$ is not a-priori clear, and hence generating a pseudo-random sequence that would inform nodes as to their next match in a distributed fashion seems challenging.

## VII. Conclusions \& Future Work

There are many challenging directions for future research. It will be interesting to derive lower bounds for the case of $\chi<1$. Similarly, for the download problem, our upper and lower bounds are still divided by a logarithmic factor. Another interesting algorithmic problem arises due to the NAT problem discussed in Section VI, which would generalize the problem from a star-topology to a general graph. More generally, the hub-and-spoke model with access links is a model hat has received relatively little attention in the distributed computing community (say, compared to classical message passing models on general graphs). We believe that there are numerous practically relevant distributed computing problem in this model.
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## Appendix

Proof of Lemma 3: We prove the theorem by induction. For the base case, we know that for any $h_{i}, p_{i}(0)=1$ and $q_{i}(0)=0$. For the inductive case, assume that the hypothesis is true for round $r$. Then we have (replacing all summations by integrations-this does not affect asymptotic behavior)

$$
\begin{aligned}
& Y_{i}(r)=\frac{(\beta+\gamma) \int_{0}^{\chi i}\left(\frac{x}{n}\right)^{2^{r}-1} d x}{(\beta+\gamma) \int_{0}^{n}\left(\frac{x}{n}\right)^{2 r}-1 d x}=\left(\frac{\chi i}{n}\right)^{2^{r}} \\
& X_{i}(r)=\frac{\left.(\beta+\gamma) \int_{\chi i}^{i} \frac{x}{n}\right)^{2^{r}-1} d x}{(\beta+\gamma) \int_{0}^{n}\left(\frac{x}{n}\right)^{2^{r}-1} d x}=\left(1-\chi^{2^{r}}\right) \cdot\left(\frac{i}{n}\right)^{2^{r}}
\end{aligned}
$$

Plugging these values into Lemma 2 implies

$$
\begin{aligned}
t_{i}(r+1)= & \left(\frac{\chi i}{n}\right)^{2^{r}-1} \cdot\left(\frac{\chi i}{n}\right)^{2^{r}}=\left(\frac{\chi i}{n}\right)^{2^{r+1}-1} \\
q_{i}(r+1)= & \left(\frac{\chi i}{n}\right)^{2^{r}-1}\left(1-\chi^{2^{r}}\right)\left(\frac{i}{n}\right)^{2^{r}}+ \\
& \left(\frac{i}{n}\right)^{2^{r}-1} \chi^{2^{r-1}-1}\left(1+\chi^{2^{r-2}}+\right. \\
& \left.\ldots+\chi^{2^{r-2}+\ldots+2^{0}}-r \chi^{2^{r-1}}\right)\left(\frac{\chi i}{n}\right)^{2^{r}} \\
= & \left(\frac{i}{n}\right)^{2^{r+1}-1} \chi^{2^{r}-1}\left(1+\chi^{2^{r-1}}+\right. \\
& \left.\ldots+\chi^{2^{r-1}+\ldots+2^{0}}-(r+1) \chi^{2^{r}}\right)
\end{aligned}
$$


[^0]:    *Part of this work was done while the author was an intern at Microsoft Research, Redmond, WA.

[^1]:    ${ }^{1}$ A property is said to hold with high probability if the probability of its violation can be bounded by an arbitrary inverse polynomial in $n$, the number of nodes.

[^2]:    ${ }^{2}$ Note that the algorithm is not aware of the marking of a node; it is used only in the analysis.

