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Abstract
Execution of a complex product development project is facilitated through its decomposition into
an interrdlated set of localized development tasks. When a local task is completed, its output is
integrated through an iterative cycle of sysemwide integration activities. Integration is often
accompanied by inadvertent information hiding due to the asynchronous information exchanges.
We show that information hiding leads to persstent recurrence of problems (termed as the design
churn effect) such that progress ostillates between being on schedule and fdling behind. The
oxcillatory nature of the PD process confounds progress messurement and makes it difficult to
judge whether the project is on schedule or dipping. We develop a dynamic modd of work
transformation to derive conditions under which churn is observed as an unintended consequence
of information hiding due to loca and system task decomposition. We illugrate these conditions
with a cae example from an automotive development project and discuss drategies to mitigate
design churn.
(Product Development, Design Process Modding, Decompaosition and Integration, Component
and System Performance Generation, Information Hiding, Design Churn)

1. Introduction
“We just churn and chase our tails until someone says that they won't be able to make the

launch date” Anonymous product development manager at an automobile manufacturer

The difficulty to accurately measure individud activity progress within the context of the
ovedl program gods is wel understood by product development (PD) managers. The above
guote is taken from a study of PD management practices & a large automotive company (Mar



1999). Progress ostillates between being on schedule (or ahead of schedule) and faling behind.
In many ingtances, development tasks are repeated and no one knows why. This is a universa
phenomenon in PD settings. For ingtance, in the software development redm, Cusumano and
Selby (1995) report that the progress is measured by the number of bugs that testers report to
developers during the development process. They show a bug report (Figure 1) oscillating from a
high number of bugs to a low number and back to a high number and so on. Other histories
showing oscillatory behavior in PD processes have been observed in aerospace (Browning et d.
2000), automotive (McDanid 1996; Mar 1999), dectronics (Whedwright and Clark 1992), and
information system development (Joglekar 2001) settings.

igure 5.1 Bug Data and Daily Builds from ExceliGraph 5.0, Milestone 2

Opened/ Resolved Bugs

Figure 1. Evidence of Design Churn - Microsoft Excel (Cusumano and Selby 1995)

The Mativation for sudying the churn phenomenon is abundant. The oscillatory nature of PD
progress makes it hard to measure actual development progress and ultimately difficult to judge
whether the project is on schedule or dipping. Other unfortunate consequences of churn may
include ggnificant increase in development times, organizationd memory lgoses regarding PD
problem solving know-how, and deteriorated morade amongst developers. There ae few
managerid guiddines avalable for deding with churn. Typicdly, a lack of underganding for the
underlying causes of churn leads to myopic resource alocation decisons.

In this paper, we take an informationprocessng view of PD by chaacterizing the
development process as a sequence of problem solving activities (Clark and Fujimoto 1991).
Design churn is defined as a scenario where the totd number of problems being solved (or

progress being made) does not reduce (increase) monotonically as the project evolves over time.



There are saverd possible explanations for churn and this paper investigates one of them. We
focus on the dructurd reason for churn; namdy, dedays associated with information
dependencies. The information processng view postulates design decompostion to be a nested
series of generation and testing activities (Smon 1996). If testing occurs Smultaneoudy with the
generation adtivities, then the process will not chun.! In redity, generationtesting cycles have
bullt-in delays. This paper develops a generation-testing modd with the capability to consider
integration of severa generation groups in the presence of ddays®? The sructure of the
development process inherently results in some of the information related to the design tasks
being sometimes hidden from other developers and managers® Our premise is that in many
development scenarios, design churn becomes an unintended consegquence of information hiding.

Performance variation (i.e. impefect evauation) in the tes activity may dso cause churn.
For ingtance, some sysems exhibit non-monotonic reduction in dther the variance or the
expected vaue (and sometimes both) of desgn parameters due to uncertainty in performance
evauation (Browning et d. 2000). In order to avoid the confounding effects of variability (as it
will only exacerbate churn), we ded only with the expected vaues and exclude performance
varigion as a plausble source of churn* Other explanations for churn are adso possible
Exogenous changes (eg. a change in customer requirements) to design objectives aso lead to
churn (Mar 1999). Again, such changes will only confound the analyss of our basic premise and
ae excluded from the modd. Furthermore, oscillatory dlocation of resources as in “fire-
fighting” modds (eg. Repenning e d. 2001) and in behaviord choice modds (eg. Ford and
Sterman, 1999) exhibit churn-like behavior. These explandions are dso excluded from our
model based on smilar rationae.

We explore our premise by developing a model for tracking the progress of PD processes

while accounting for information hiding. Our modd divides the development process into two

It is customary in the PD literature to presume that a fully concurrent generation-testing cycle does not create more
Eroblemsthan it solves (Smith and Eppinger, 1997).

In section 3, we propose a generalized decomposition model, where the generation activities are assigned to local
or specialized groups, while testing is conducted by system-wide test and integration groups.
3 Wheelwright and Clark (1992) describe how PD projects fail to meet their original potential due to intrinsic
characteristics of the process and not due to a lack of creative people, technical skills, or management skills within
the PD organization.
* For assessment of variability in PD refer to congestion models of development (e.g. Adler et al., 1995).



interdependent task sets: local and system. The Structure of this problem solving process is set up
such that loca tasks by definition, cannot hide information from system tasks about ther
individua progress and problems. On the other hand, system tasks may withhold information
(gathered from local tasks) for limited periods of time before releasing it to loca tasks. Between
these rdeases, the information is hidden from locd tasks, which work based on previoudy
released information. Our modd focuses on churning that is caused by these episodic releases of
information.

For instance, the product architecture for a laptop computer enables the development team to
decompose the lgptop development project into locd tasks such as the main board, LCD, and
packaging design (Badwin and Clark 2000). These loca tasks, when completed, feed
information into sysem tesing and integration tasks The integration tasks evduate this
informetion (based on system consderations) and provide individua feedback to the loca tasks,
which may require that locd tasks peform extra iterations. System testing for the various pieces
of the development process may take different times to process, and thus system feedback will be
provided to locd teams a different times. In effect, the inherent delays associated with
genegrating the test results of sysem integration amount to information hiding. Conversdy, if the
lgptop architectura decomposition required minima (or no) interaction between the different
local development tasks, then the system integration tasks may not be required to give feedback
to locd tasks and hence information hiding is non-existent.

Andyss of churn due to informaion hiding rases intereting questions about the
convergence of the underlying system. We define PD convergence as a process in which
problem solving adtivities result in a technicdly feasible design within a specified time frame®
That is, the totd number of problems being solved fdls below an acceptable threshold. The main
results obtained from the analysis of thismoded are summarized as follows.

(1) The exisgence of desgn churn is a fundamentd characteridtic of the decompostion and
integration of dedgn between locd and sysem teams. More specificdly, it is shown tha
desgn churn may be attributed to two modes. The firda mode reflects the ‘fundamenta

® A formalization of convergencein terms of conditions for stability is presented in section 4.3.



churn’ of the design process, and the second mode, termed ‘extringc churn’, may be present

depending on the relative rates of work completion and the rework induced between system

and local tasks.

(2) It is possble for development processes to exhibit churning behavior under both converging
and diverging scenarios. Conditions under which the totd number of desgn problems
asociated with the system and locd tasks converges to zero as the development time
increases are presented.

The rest of the paper is organized as follows. In the next section, we discuss the literature
rdevant to informaion hiding and desgn churn. In Section 3 we propose a mode for
asynchronous information exchanges in a deveopment environment. In Section 4.1, we
inroduce a PD mode that involves a sngle locd devedopment team and sngle system
integration team, and that accounts for information hiding. The basc modd is formulated and
andyzed in the rest of Section 4, where conditions for the convergence of the design process as
well as “pure design churn” are presented. In Section 5, we present a generdized mode that
involves multiple locd development teams that exchange information, under more generd
information release policies, with a corresponding system integration team. In Section 6, we
aoply the findings of the modd to analyze the appearance design process for an automotive
product development project. In Section 7, we discuss the manageria implications by identifying

mitigation Strategies to counter design churn in complex development processes.

2. Literature Review

Information hiding is not a new concept in management science. For ingance, in the supply
chan management literaiure, information hiding has been judified on grounds of ather
asymmetrical or digorted availability of information (Lee e d. 1997). Smilar idess have been
explored in a ssgment of PD literature. For instance, in software development projects
information hiding refers to the practice of keeping the implementation detalls of a software
module hidden from other modules in the program (Sullivan et d. 2001). Typicdly, such



practices are justified by the dedsire to reduce the coordination burden. However, forma modes
for capturing the effects of information hiding are rare in the PD literature.

There are severa management science models that relate to one or more aspect of PD design
chuning. We group these modes into the following categoriess Set-based concurrent
engineering, resource dlocation, and information dependency.

2.1 Set-Based Concurrent Engineering:

Sobek et d. (1999) describe a method to model convergence in Toyota's PD process, caled
set-based concurrent engineering (SBCE). With SBCE, Toyota's designers think about sets of
desgn dterndives, rather than pursuing one dternative iteratively. As the development process
progresses, they gradudly narrow the set until they come to a find solution. This set narrowing
technique is adso utilized in Krishnan's e d. (1997) modd of design iteration. For example,
Figure 2(a) shows that design parameter X converges with time. SBCE literature does not focus
on instances where design churn is posshle as shown in Figure 2(b). However, it is possble to

extend these concurrency models to demongtrate and study churn (Mihm et d. 2001).

Deggn Parameter (X) Design Parameter (X)

¥ \/\/\
/_ /\/\/

» Time »Time
(8) Parameter Convergence (b) Parameter Churn

Figure 2: Parameter Convergence and Churn

2.2 Resource allocation:

Resource dlocation has been identified as a managerid lever for controlling the rate of PD
process completion (Ahmadi and Wang 1999). Bohn (2000) and Repenning et d. (2001) define
the “firefighting” syndrome as the preemption of important, but not urgent, development
activities due to an imminent necessty or problem (referred to as a “fir€’) in another part of the
same development project (or another development project). Moving resources from one part of

the project to another (or from one project to another) may trigger a vicious cycle of firefighting.



As a result, PD performance will oscillate. Conventiond PD resource dlocation studies (Adler et
a. 1995; Loch and Terwiesch 1999) modd waiting effects without focusing on design churn.
2.3 Information Dependency:

Information interdependency between development activities is an important festure of
complex product development processes (Eppinger et d. 1994). Interdependency is manifested
and messured by the amount of iteration and rework inherent in a PD process. The Design
Structure Matrix (DSM) provides a smple mapping to capture interdependencies within a
development process (Eppinger 2001). It is worth noting that DSM modds may exhibit divergent
churn behavior; however, both Smith and Eppinger (1997) and Browning and Eppinger (1998)
atificidly suppressthis behavior.

Our trestment of design churn builds on the PD literature of task concurrency, resource
dlocation, and information dependency condructs. In particular, we use a DSM mode as a
building block to expand upon by introducing asynchronous information deays with these
constructs® In the next section, we will establish the linkages between asynchronous
interdependencies and the DSM.

3. Asynchronous I nformation Interdependency in Design Processes

In a large and complex PD project, different development groups work concurrently on multiple
aspects of the process (Joglekar et a. 2001). Work progresses within each group through interna
iteration. Coordinaion between groups takes place through sysem levd testing or an integration
group. Individud (i.e, loca) groups provide status updates to the system group. This information
is processed based on globa consderations, which may result in rework for some of the
individud groups. Figure 3 shows a schematic of the information exchanges within the PD
process described above. In the left sde of the figure, we describe how a set of locd
development teams, working concurrently on a common project, interact through a system leve

team that coordinates and orchedrates ther individua development efforts. The double-headed

8 A control theory based matrix formulation using the DSM is a convenient approach to build our argument.
However, the core ideas can be built using alternative approaches. See, for instance, Mihm el a (2001) for a
selective evolutionary based exposition of related PD decisions.



arow demongrates the two-way communicatiion that takes place. The right sde of the figure
depicts the interaction process between a single loca development team and the system team.
The solid arow indicates that locad teams frequently provide the system with updates regarding
their progress, while the dotted arrow indicates that system team provides intermittent feedback
to the local team.

The frequency of system level feedback might depend on dther exogenous consderations

(such as suppliers ability to provide updates) or endogenous consderations such as system leve

System Team: System Team
Testing &
Integration Frequent / |
) Information Updgte ; Intermittent
."’ System
Feedback
Development
evelopment Bevel opmet Developmen -
Team1 Team 2 Teamn eam
(a) Interaction between local and system teams (b) Synchronization between local and system teams

Figure 3: Local and System Bifurcation of Information
test requiring a minima turn around time for a dedred fiddity (Thomke and Bdl 2001). If the
gynchronizetion is effectivdy indantaneous, for example during daly builds of Microsoft's
Devdopment Cycles, then we can think about the whole process in terms of a unified
(combining loca and sysem leve) dructure. Smith and Eppinger (1997) have developed a
method using linear systems theory to anadyze such modes and identified contralling festures of
a unified iteration process. Unified iteration does not dlow for information delays between locd
and system task execution. However, many of PD processes are characterized by intermittent

sysem feedback.” Hence, we explore the management of multiple development teams

" Thisisacommon PD observation since system teams need time to absorb and integrate all the local information
they receive before sending feedback. Consequently, thereis adelay from the time system teams receive local
information until the time they send it back to local teams. Furthermore, information hiding and delays occur dueto
the fact that local teams, once they receive system feedback, do not usually drop all things at hand and immediately
act on or respond to this new information. Usually, this new information is queued or batched with other updates.



coordinated through a system integration team and subject to periodic feedback (Joglekar and
Y assine 2001).

The DSM shown in Figure 4 captures the above development setup. The DSM is composed
of blocks thet represent several loca development teams and a system integration team. The
system team facilitates interactions between local teams as represented by the solid arrows in the
figure. The locd DSMs are interndly updated a every time step (DT); and provide Satus
information to the sytem DSM a t; g periodic intervas. The sysem DSM provides updates to
the locd DSMs a periodic intervas T,,T,,..., T... The loca and system update periods (i.e,
t; g’s or T's) may or may not be synchronous; eg., Tp =k;?T,..., T, =k, ?T where k; are
integer congtants for al i's. In addition, the dotted arrows demondrate an instance where locd
teams are dlowed to interact directly (i.e, without the fadlitation of the sysem team); in which
caxe, the locd DSM L; provides satus information to other locad DSMs a periodic intervals

tig oo tim-

L: < T
DSM |€-------------- .
Lo La < ; T
i | DSM |
! ' tm.]i
| tl,m Lo T
s Rttt » DSM ]
s |[tas tm,sl s

Figure 4: DSM Representation of a PD Process Showing Local and System Teams
(Li: represent a locad development team, and S: represent a system team)

This type of DSM is not a pathologica case. Numerous researchers have documented the
exigence of this loca/system hifurcation (Sosa et d. 2000). The problem cannot be trested as a
gngle DSM to study the churning properties of the development process due to time delays and
asynchrony in information transfers between the system and different loca groups.



4. Asynchronous Work Transformation Model: SingleLocal DSM Case
4.1 Model Formulation
Firg, we sudy a smplified verson of the problem. We assume, without loss of generdity, that
there exists a sngle locd DSM (containing the locd tasks) that exchanges information with a
corresponding syssem DSM a every time dep. The sysem DSM releases information every T
time steps® Consistent with Smith and Eppinger (1997), we specify that dl the tasks associated
with the loca and system DSMs are interndly updated a each iteration step. We label L(k) as
the vector for the amount of unfinished work in the locad tasks a time k. Absent al sysem
feedback, the progressof L(k) isgiven by:
L(k) =WhL(k- 1 k=12,.. (1)

where W' is the work transformation matrix that captures the fraction of rework created within
a locd group of tasks (Smith and Eppinger 1997). Equation (1) describes the work
transformation during eech iteration dage as follows. Locd tasks finish a fraction of ther own
work, given a constant completion rate specified in the diagond of W.. However, this work
causes some rework to be created to other dependent tasks. The off-diagond dements of W*-
document such dependencies. The construction of W" is detailed in Appendix A.

We augment the dtate space for the above modd by introducing two more vectors: S(k) and
H (k). The vector S(k) represents the amount of unfinished work in al system tasks a time step
k, and H(K) is a vector for the amount of finished system work at time step k that is ready to be
transmitted to local tasks but remains hidden until it is relessed. We dso define a marix WS
that correspondsto S(k) in amanner andogous to the relation between wt and L(k),thatis

S(k) =WSS(k - 1) k=12,.. 2

Combining both date equations (1 and 2) and incorporating both types of information
exchanges (from locd to sysem and vice versa), we obtain the state equation (3). This equation
assumes that the sysem trangmits al the work withheld up until the last moment before data
transmittal to local tasks.

8 The model is capable of accommodating multiple local DSMs as discussed in Section 5. Furthermore, for the sake
of simplicity and ease of exposition, we assume that these local DSMs and the system DSM have the same rank.
Finally, the system can rel ease information once or in multiple periods.

10
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In Equation (3), dt(K) = gd(k- JT) is the periodic impulse train function, where d (k- n) is
the unit impulse (or unit san&z))ofunction defined as
dik-my=f <7° @
10 kin

The matrix A™99 s active a each iteration step except for every T periods when the system
team releases its feedback to the local team and the matrix AR pecomes active. WS isa
matrix that captures the rework fraction created by loca tasks L(k) for the corresponding system
tasks S(k). Smilarly, when information is rdlessed by the sysem, the matrix W captures the
rework fraction created directly by the system tasks S(k) for the loca tasks L(k). W™ isa
matrix that captures the rework created for the local tasks by the system tasks, and is placed in a
hidden (or holding) gate until it is time to be transmitted to locd tasks. When no information is
being relessed by the sysem to loca tasks, the identity sub-marix in A9 guarantees that
finished sysem work is caried over to the next period. The identity sub-matrix in AR®
guarantees that finished system work is trangmitted to local tasks, through H(k), every T time
seps. Consequently, H(k) gets set to zero each T deps and is rebuilt in between. The
congruction of the work tranformation matrices W, W°, W, W™ and W*- is dependent
on the sructure of the information exchanged within the development process. In Appendix A,
we specify (condgtent with the case study presented in Section 6) the work transformation
matrices based on the loca and sysem DSMs wh, WS; & wel as the inter-component
dependency matrices WES, WS which represent the interaction between locd and sysem
teams.”

Individud dements withinthe L, S, and H vectors refer to the same task. To illustrate the

concept, consder the following two tasks : door trim design and garnish trim design related to

® Thelocal and system DSMs as well as the inter-component dependency matrices represent the amount of rework
created for each task based on work done on the other tasks in the previous period.

11



the development of a car door. The state equations for this problem are shown in Equations (5)
and (6) for the case when no information is being released by the sysem (eg. the ‘body’
integration team) to loca tasks (e.g., the ‘door’ design team), and for the case when information
is released by the system, respectively.

In this example L, (k) and S/ (k) designate the number of design problems or open issues
asociated with the door trim task, which are being worked by the locd design team and system
integration team, respectively. Hq(k) refers to the number of door trim problems resolved by the
system integration team that are waiting to be released for future work by the local design team
Any problem associated with the door trim design can reside in only one of these three dates
until it is fuly resolved. Note that 1- wi; and 1- wh, are the fractions of L; and L,
repectively that can be completed in an autonomous manner in every time step. Furthermore,
vvl'-sz(k) and Wé‘lLl(k) are the amounts of rework that get crested for task L; and L,
respectively, as a consequence of the autonomous progress. Similar interpretations can be made

for the system matrix (i.e, vv;? ).
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4.2 Model Analysis
In this section, we explore the fundamenta characteristics of the modd described in Equation
(3). All proofs are presented in Appendix B.

Firgt, we notice that Equation (3) can be rewritten asfollows:
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Thus, the model described in Equation (3) is a homogenous linear difference system thet is
nonautonomous, or time-variant. Moreover, since the impulse train function d+ (k) is periodic
with period T (recdl tha the sysem DSM reeases information every T time steps), we
conclude that for al ki Z (where Z is the set of dl postive integers), A(k+T) = A(K). That is
the modd described in Equation (7) isalinear periodic system.

We now present some results obtained using Flogquet theory (Richards 1983) for the linear
periodic system given in Equation (7).1°
Definition 1. Matrix C = A(T - ) A(T - 2)--- A(0) isreferred to as the monodromy matrix of (7).

In the following we assume tha the monodromy marix is diagondizable C s
diagondizable if and only if it has linearly independent eigenvectors. A sufficient condition for
C to be diagondizable is that it has disinct eigenvdues (Strang 1980). We cite the following
result from Richards (1983) as Lemma 1, Theorem 1, and corollary 1 to set up further anayss.
Lemma 1. Let C be a diagondizable n” n matrix, and le¢ T be any postive integer. Let us
decompose C as C =ScL CS'Cl, where L ¢ is a diagond matrix of the eigenvaues of C, and
S is the corresponding eigenvector matrix. Then, there exists some n” n marix B such that
BT =C.Moreover, B= SLgSct, whereLg =T/L¢ .

The following result indicates that the andyss of the periodic sysem described in Equation (7)
is reduced to the study of a corresponding autonomous linear system.
Theorem 1. If y(k) isasolution of the autonomous linear system
y(k +1) = By(k) (8
Then, the generd solution x(k) of the linear periodic system (7) is given asfollows

19 Floquet theory has been mainly applied in the mathematical and the physical sciences (Kuchment, 1993).
However, to the best of our knowledge, Floquet theory has not been applied in the social and management sciences.
1 As observed in Smith and Eppinger (1997), the diagonalization assumption reflects reality. The qualitative results,
however, will remain invariant in the general case; though the computation of the underlying matrices becomes
more complicated.

13



x(k) = P(k)BXg )
where P(k) isanonsingular periodic matrix of period T, and g1 R " isaconstant vector.*?
Corollary 1. Thegenerd solution x(k) of thelinear periodic system (7) is given by

x(k) = P(K)Y(K) (10
where y(k) isthe genera solution of the autonomous linear system (8).

Corallay 1 has the following interesting interpretation for the information hiding problem in
PD. We note that there are two sources of oscillation that govern the development of the tota
number of problems being solved as the project evolves over ime. The first source is associated
with the periodic matrix P(k) in eguation (10), and reflects the ‘fundamenta churm’ of the
process. This ‘fundamenta churn’™ may be aitributed to the intrindc characteristic of information
delays between locd and system task execution. The second source of oscillation, termed
‘extrindc churn,’ is associated with the properties of the liner autonomous system (8) as
discussed in Smith and Eppinger (1997). More specificdly, podtive red egenvaues of B
correspond to nonroscillatory behavior of the solution y(k). Negative and complex eigenvaues
of B describe damped oscillations. The overdl property of the linear periodic system (7) is tus
the combined effect of both sources of oscillation.

Cordllary 1 dlows the development of conditions under which the linear periodic system (7)
converges (i.e, as the time increases to infinity the totd number of design problems associated
with the system and loca tasks converges to zero). We show in Section 4.3 that the eigenvalues
and the eilgenvectors of the matrix B determine conditions of convergence.

4.3 Conditionsfor Stability
In this section, we present conditions under which the totd number of desgn problems
associated with the system and local tasks converges to zero as the time increases to infinity.

First, we note that the zero solution is an equilibrium point®® of (7). Next we introduce the
definitions of gahility of the equilibrium point.

Definition 2. The equilibrium point X" is

12 Any solution of (8) may be obtained from the general solution by a choice of vector g based on initial conditions.
13 A point x_ iscalled an equilibrium point of (8) if x = A(k)x foral k3 0.

14



(1) stable if gven e >0 there exigts d =d(e) such that on ; x*H<d implies Hx(k)- X*H<e
fordl k3 0. X isunstableif it is not stable.

(2) globally attracting if im g v X(K) = X for any initid work vector Xg.

(3) asymptotically stableif it is stable and globaly atracting.

Intuitively, the zero solution is dtable if the totd number of desgn problems associated with
the sysem and locd tasks remains bounded as the project evolves over time. Asymptotic
dability requires the additiona condition that the total number of desgn problems associated
with the system and locdl tasks convergesto the origin for any initid work vector.

When the PD process involves time delays and asynchrony in information transfer between
the sysem and loca group, conditions for the convergence of the development process are of
vitd importance for PD management. Before we present dability conditions for the
asynchronous work transformation mode, we introduce the so-caled ‘Floquet exponents and
‘Floquet multipliers of the linear periodic system (7). Flogquet exponents are the eigenvalues |
of B; while the corresponding eigenvaues | T of the monodromy matrix (C) are the Hoquet
multipliers. We have the following result:

Theorem 2. The zero solution of (7) is dable if and only if the Hoquet exponents have
magnitude less than or equa to 1, and asymptoticdly sable if and only if dl the Floquet
exponents have magnitude less than 1.

The following provides an additiond result that explains the behavior of solutions of the
asynchronous work transformation modd :

Corallary 2 The zero solution of (7) is gable if the FHogquet multipliers have magnitude less than
or equa to 1 and asymptoticaly stable if dl the Hoquet multipliers have magnitude less than 1.

A direct consequence of Theorem 2 is that the Floquet exponents and their corresponding
elgenvectors (i.e, eigenvectors of B) determine the rate and nature of convergence of the design
process. Conggtent with Smith and Eppinger (1997), we use the term design mode to refer to an

dgenvdue of B dong with its corresponding eigenvector.l* The magnitude of esch egenvdue

14 For autonomous linear systems (i.e., A(k) = A), the period of thematrix A(k) is T =1, the monodromy matrix
C = A, and the Floquet multipliers are simply the eigenvalues of A. Thus, the Smith and Eppinger (1997) model is
aspecial case of equation (7).
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of B determines the geometric rate of convergence of one of the desgn modes, while the
corresponding eigenvector identifies the reative contribution of each of the various condituent
tasks to the amount of work that jointly converges a the given geomeric rate (Smith and
Eppinger 1997). The eigenvector corresponding to the largest magnitude egenvaue of B (most
dowly converging design mode) provides useful information regarding desgn tasks thet require
ggnificant amount of work. More specificaly, the larger the magnitude of an element in that
elgenvector, the stronger the eement contributes to the dowly converging desgn mode.

4.4 Conditionsfor “Pure Churn”

“Pure design churn” is defined as a scenario where the total number of problems being solved
oscillates fredy as the poject evolves over time and neither convergence nor divergence occurs.
“Pure desgn churn” means that the amount of unfinished work does not decrease smultaneoudy
for dl of the tasks. Ingtead, the amount of unfinished work shifts from task to task as the project
unfolds. The above scenario is represented by particular solutions that are periodic; i.e, solutions
x(k) wherefor dl ki Z, x(k + N) = x(k) for some positive integer N. The following results hold:
Theorem 3.

(i) The linear system (7) has a periodic solution of period T if the monodromy matrix C has an
eigenvaue of equd to 1.

(if) Thelinear system (7) has a periodic solution of period 2T if the monodromy matrix C has

an egenvaue equd to - 1.

(i) If the largest magnitude egenvaue of the monodromy matrix C equalsto 1 and isgrictly

gregter (in absolute value) than any other eigenvaue, then the limiting behavior of the generd

solution of the linear system (7) is periodic with period T .

5. Asynchronous Work Transformation Model: Multiple Local DSM Case

In this section, we consder the generd case where multiple loca teams are coordinated through
a sysem integration team and subject to periodic feedback. More specificdly, the m locd
DSMs are interndly updated and provide status information to others (loca and system DSMs)
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a every time step. The system DSM provides updates to the m loca DSMs a periodic intervas
T, Tp, ..., Ty @shownin Figure 4.

Welabd L; as the vector that designates the amount of unfinished work of the tasks of loca
team i (i =1,...,m) & time k. Let n; denote the number of local tasks in loca am i, and let
n=an; denote the totd number of tasks in dl of the locd teams. Individud eements within
the L (i=1,...m), §,and H; vectors refer, correspondingly, to the same task. In generd, the

system of equationsis written asfollows:
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In the above expresson, W" is a work transformation matrix that captures the fraction of
rework created within the group of tasks of locd team i. W*® is the work transformation matrix
that captures the fraction of rework crested within the system tasks. W™ isa n; " n marix
that captures the fraction of finished syslem work crested by system tasks S (k) for the loca
tasks L;(k), and is held in H (k) until the next scheduled information relesse W™’ isa
n; " n matrix that captures the fraction of rework created by local tasks L (k) for the local tasks
L, (K). W"S s a n,” n marix that captures the fraction of rework created by loca tasks
Li(k) for the system tasks S, (k). Since information is released by the system to the loca team
i only a periodic intervas of T,, the n,” n, diagond sub-matrix (1- dy (k))! guarantees that
finished system work is caried over to the next period. When information is released by the
sysem to locd team |, the n;” n matrix de (k)WSiLj captures the fraction of rework created

directly by the system tasks S(k) for the loca tasks L;(k). The n;” n diagond sub-matrix
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dT, (k)1 indicates that information is transmitted to the locd tasks L, (k) indirectly through the
holding gtate H; (k) .

The next result shows that the model described in Equation (11) is a specid case of a linear
periodic system. Once the period of the matrix A(K) is identified, the monodromy metrix C can
be determined, and the results presented in Section 4 can be readily employed.

Theorem 4. If the sysem team provides updates to m loca teams a periodic intervals
T1,To,....Tm, then the fundamenta period T of the linear matrix A(k) is the least common
multipleof Tq,To,...,Ty 1., T =lem(Tq, T, ..., Try) -

Following a amilar reasoning as in Theorem 4, it can be shown that any periodic information
release policy will lead to a linear periodic sysem, and thus can be andyzed using the tools
presented in Section 4. For example, the locad teams may provide datus information to others
(loca and system teams) a periodic intervals ty,tp,...,tm, tsystem, rather than a every time step;
or any team (locd or system) may provide information satus to others (locd or system teams) a
non-uniform (but periodic) intervas. Indeed, any such periodic information release policy can be
transformed to a model, where dl eements ajj(k) of the lineer matrix A(k) are periodic
functions (with possbly non-identical periods). In this case, Theorem 4 can be adapted by letting
the fundamenta period T of the liner marix A(K) to be the lees common multiple of the
periods of the elements ajj (K) .

6. Case Study: The Automotive Appearance Design Process

In this section, an illugtration of the asynchronous work transformation mode in a red product
development process, previoudy reported by McDanid (1996), is presented. We intend to
demondgrate interna process dynamics, show that oscillatory patterns arise in an asynchronous
PD project, and assess severd mitigation drategies by exploiting the results developed in the
paper. In Section 6.1, we provide a generd overview of the automotive appearance design
process. Section 6.2 demonstrates how to congtruct the underlying work transformation matrices.

Then, in Section 6.3 we analyze the base case modd. Section 6.4 assesses the efficacy of churn
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mitigation drategies based on three operationd scenarios Findly, results of sendtivity andysis
are presented in Section 6.5.

6.1 Appear ance Design Process Overview

Appearance dedgn refers to the process of desgning al interior and exterior automobile
surfaces for which gppearance, surface qudity and operationa interface is important to the
cusomer. Such design items include, for example, exterior sheet metd design and visble interior
panels. Appearance dedign is the earliest of dl physcad dedgn processes, and changes in this
dage easly cascade into later development activities causng costly rework. This is avoided by
dlowing “gyligs’ (from the indudtrid desgn group) to work closdy with “engineers’ (from the
engineering design group). While syligs are responsble for the gppearance of the vehicle,
engineers are reponsble for the feeshility of the desgn by ensuring that it meets some
functiond, manufecturing, and rdiability requirements. Fgure 5 shows the indudrid design
process within the context of the overdl automotive product development process. The industrid

design portion is dlotted gpproximately 52 weeks for completion in atypica vehicle program.

| Market Study |
«—D2weeks 5

[ Industrial Design |

| Engineering Design |

| Tooling Development |

[IEETS

Figure5: Appearance Design in Relation to Total Development Process

| Prototyping |

pTime

Records from the study company, shown in Figure 6, indicate churning behavior for a
gpecific vehicle program. While the curves presented in the figure show churn in both interior
and exterior subsystem development, our andyss of the churn phonemenon will be limited to
the interior design process involving the styling and engineering devel opement organizations.

Information exchanges from 4dyling to enginering teke the form of wireframe CAD daa
generated from clay mode scans referred to as scan trangmittals of surface data. Scan
trangmittals are scheduled a roughly six weeks intervas (i.e, T=6). Information exchanges
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between enginezring and gyling occur on a weekly bass through a scheduled feashility
meeting. During these meetings various engineering groups provide feedback to syling on
infeesble desgn conditions. Therefore, with this information trandfer setup engineering will be
the local team, as defined in our modd, and styling will be the systlem team.

| —#— Exterior - sedan —*— Interior - sedan |

% Open Problems

2-Jul 1
16-Jul 1

20-Nov
4-Dec
18-Dec
1-Jan
15-Jan
29-Jan
12-Feb 1
26-Feb
12-Mar
26-Mar
9-Apr
23-Apr
7-May
21-May
4-Jun
18-Jun

Figure 6: Churning Behavior Observedin a Family of Vehicle Programs (McDanidl 1996)

In addition to the cross-functiond information exchanges between yling and engineering,
information flows adso occur within functiond groups. For example, within enginering, a hand
clearance study would compile information about the front door trim pand and the front seat to
determine whether the two components physicaly interfere, and whether the space between them
meets minimum acceptable requirements.

6.2 Construction of Work Transformation Matrices

From the program management perspective, the vehicle interior is segmented into sub-systems,
or components. These components represent mgjor sub-assemblies of the interior, and include
typicd components such as the instrument panel, the front door trim pands and the center
console. This level of component aggregation is used primarily because these components have
been the unit of management and budgetary control for engineering design work, and because
the company defined a number of standard engineering design studies to be performed on each
component a this level. The DSMs (W-, WS) for the enginearing and industrid  design
processes are shown in Figure 7(a) and 7(b), respectively. The trandformation of component-
levdl design information to sysemleve desgn information, as used within the indudtrid design
group, is captured by the ‘dependency’ matrix WS in Fgure 7(c). This trandformation is
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typicdly performed on a weekly bass, when the engineering group provides feedback to the
indugtrid desgn on infeasble conditions Smilaly, the ‘dependency’ matrix w in Hgure
7(d) captures the impact of indudtria design on the engineering process a each scan tranamitta

(on asix-week intervd).

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
1|L, ]Carpet 0.85 | 0.12] 0.02 | 0.06 | 0.06 0.06 1|S, |Carpet 0.2
2|L> JCenter Console 0.1 |0.53] 0.04 0.3 | 0.02 0.24 | 0.02 2|S; JCenter Console 0.2
3|Ls JDoor Trim Panel 0.02 | 0.04] 047 | 0.08 0.24] 0.02 0.18 | 0.02 3|Ss |Door Trim Panel 0.2
4]L, |Garnish Trim 0.06 0.18 | 0.68 0.14| 0.1 | 0.02| 0.08 41S,; |Garnish Trim 0.2
5]Ls JOverhead System |o0.04 0.83 5]Ss |Overhead System 0.2
6]Ls ]Instrument Panel 0.3 | 026 | 0.16 0.28] 0.06 002 02 6|S; |Instrument Panel 0.2
7]L; JLuggage Trim 0.02] 002 0.1 0.06] 0.76 | 0.06] 0.04 71S; JLuggage Trim 0.2
8]Ls |Package Tray 0.1 0.06 | 0.83] 0.16 8]Ss |Package Tray 0.2
9L, |seats 0.08 | 0.24] 0.18 | 0.08 0.04] 0.04 | 0.16] 0.63 | 0.2 9ls, |seats 0.2
10]L 4o |Steering Wheel 0.02] 0.02 0.26 02| 07 10]S,o |Steering Wheel 0.2
(a) Locd DSM- wh (i.e., engineering) (b) System DSM- wS (i.e, industria design)
i_2 3 4 5 6 7 8 9 10 12 3 4 5 6 7 8 O 10
1|Carpet 1|Carpet 0.15
2|Center Console 0.09]0.17{ 0.21]0.09 | 0.14] 0.42] 0.29] 0.38 2|Center Console 0.15
3|Door Trim Panel 0.12 0.6 ]024] 0.1 )0.16] 049]0.34] 0.44 3|Door Trim Panel 0.15
4|Garnish Trim 0.06 | 0.15 0.12 0.16] 0.49]0.08| 0.22 4|Garnish Trim 0.15
5|Overhead System 0.05 0.08 5]Overhead System 0.15
slinstrument Panel 1 |os7]058 0.94] 141]0.49]381] [ _6|instrument Panel 0.5
7|Luggage Trim 0.07] 0.06] 0.25 7]Luggage Trim 015
8|Package Tray 0.08 0.07 8|Package Tray 0.15
9|Seats 0.1410.12]0.12 0.58 9|Seats 0.15
10|Steering Wheel 0.05 10|Steering Wheel 0.15

(c) WLS (converting local issues to system issues) (d) WS- (converting system issues to local issues)
Figure 7: Local, System DSMss, and System/L ocal conversion matrices

The average autonomous completion rates per component are shown adong the diagond of
the local and system DSMs (i.e, WL and WS, respectively).’® To set a base level of normalized
resource usage for each component, engineers defined the resource usage intensity required to
accomplish the autonomous completion rates presented in Figure 7 as one resource-week. The
DSMs for dyling and enginering were obtained by circulaiing a survey ingrument, to both
groups. Respondents were asked to populate the DSM by estimating the pairwise coupling (i.e.,
dependency dtrength) between components using S, M, W, or N ratings (i.e, strong, medium,
and weak, or none respectively). These edimates were converted into numericd vaues (by
assigning a probability of 0.3, 0.2, 0.1, and O for the S, M, W, and N respectively). Loca and
system DSMs, as determined by the average of responses of the surveys, are shown in Figure
7(a-b). A complete explanation of the DSM and ‘dependency’ matrices in Figure 7 is given in
(McDanid 1996).

15 These rates are obtained by estimating the autonomous completion time for each component and using an
exponential decay function.
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6.3 Base Case Analyses

For the base case, the largest magnitude eigenvaue of B is 0.9943. Because this eigenvaue is 0
cose to 1, this means that the sysem is dtable, under the above operating conditions, and
converges very dowly (see Theorem 2). By ingpecting the eigenvector corresponding to the
largest magnitude eigenvdue of B, we observe that the magnitudes (in descending order) of the

elements are as shown in Figure 8.

Element Se Ss S, Hg Lg S, Sy S, Ly L, Hj Lg S Lo | H2

Magnitude | 0.925 | 0.227 | 0.158 | 0.141 | 0.131 | 0.098 | 0.078 | 0.055 | 0.044 | 0.043 | 0.035 [ 0.033 | 0.026 | 0.025 | 0.024

Cumulative | 3882 | 98.7 | 68.8 | 27.8 | 79.2 | 43.6 | 35 229 (259 | 243 | 7.1 18.2 10.8 | 12.9 | 4.9
Work

Element Ly, | Ss So| Ha | Ho | Ly H, | L Lg Hg | Hs | Hio | Ls S Hy

Magnitude | 0.022 | 0.022 [ 0.018 | 0.015 | 0.012 | 0.009 [ 0.009 | 0.007 | 0.007 | 0.004 | 0.003 | 0.003 [ ~0 ~0 ~0
Cumulative | 13.2 | 8.9 7.2 3.1 2.5 5.7 1.6 3.9 4.3 0.7 0.6 0.5 0.7 ~0 ~0
Work

Figure 8: Eigenvector and Corresponding Total Work

The interpretation of the ranking, in Figure 8, is tha the larger the magnitude of an dement
in this eigenvector, the more srongly the eement contributes to the dow convergence of this
mode of the desgn process. Thus, the ranking of the eigenvectors gives useful information for
identifying the dructure of the totd work vector. This interpretation is supported by examining
the cumulative work, which is obtained by smulating the design process for 52 weeks, as shown
in Figure 81° We see that the cumulative work associated with the locd ‘instrument pand’ (i.e,
Lg) is more than the work done on other loca tasks. This is primarily due to the large work
asociaed with the system ‘instrument pand’ (see the cumulative work of S) and the long
information dday (T = 6) between locd and system task execution. This phenomenon can be
seen by examining the specific traces for individua locd components as shown in Figure 9(a).
As can be seen, the insrument pand has the largest number of open design issues a every point
of time. Also, the ostillatory changes in design status induced by new information contained in
scan tranamittals are apparent. Findly, we observe that even in the complete absence of externd

changes, the appearance design process is not completed on time. Design rework and oscillatory

18 For instance, by comparing the local tasks we see that, in all cases, the largest termsin the total work vector are
also the largest termsin the largest eigenvector. In our case, the second largest eigenvalue is much smaller than the
largest eigenval ue; thus, the second mode does not contribute significantly to the total work.
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behavior in the process result from the decomposed process structure and product architecture,

and can never be diminated from the gppearance design process. We conclude that the

gppearance process must be redesigned to speed up convergence and mitigate churn.

6.4 Mitigation Scenarios

Recdl that the development process is stable, under the base operating conditions, but converges

dowly. McDanid (1996) reported that severa mitigation Strategies were implemented by the

engineering and styling teams in order to speed up the rate of design progression needed to meet

the required completion date. The andyss deveoped in this pagper provides insght regarding

means for achieving dability for a diverging process or speeding up convergence for a dowly

converging process. In particular, three types of mitigation strategies can be gpplied:

1) Increasng the autonomous design completion rate for each component (i.e, increesng the
fraction of work that can be completed in an autonomous manner in every time step);

2) Lessening the pairwise coupling (i.e., dependency strengths) between components;

3) Increasng the frequency with which desgn information is trangmitted from the indudtrid
design to the engineering process (i.e., reducing the information delay T ).

The firg drategy can be implemented, for ingtance, by applying resources (work efforts)
above the normaized base-case leve, which will result in increased progress being made on the
independent, autonomous components. The extra resources may be obtained through design
technology, personnd traning, ovetime, <ill levd, and other determinants of desgn
productivity. The second and third dtrategies can be accomplished, for ingance, by using the
knowledge of the inter-component coupling as an ad to making co-location on teaming
arangements (McCord and Eppinger 1993), or by usng a vaiety of forma and informa
mechanisms to facilitate the management of design information flows (Braha 2001).

Figures 9(b-c) present the effect of the first two mitigation Srategies on the behavior of the
base-case modd. Scenario 1 represents expending 2.5 normalized resource-weeks and scenario 2
represents modifying the engineering coupling structure by diminaing the wesk dependencies.
In dl cases, the increase in totad resource expenditure and reduction in the magnitude of the
engineering inter-component dependencies are applied to the more ‘complex’ loca components
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(i.e, center console (L»), door trim pand (L3), and ingrument pand (Le), See Figure 8). Figure
9(d) shows the combined effect of these Strategies on the total number of open issues.
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Figure 9: The Effect of Mitigation Strategies on the Behavior of the System
Deays in information flows (introduced by scan trangmittd intervas) from the indudrid
design to the engineering process have a dedtabilizing effect on sysem behavior. For example,
Figure 10 presents the behavior of the system for various information delays. As can be seen,
increesng the information dday results in more extreme churning behavior. Moreover, even
though dl scenaios ae converging, the increased churning behavior leads to dower
convergence raes. Indeed, by inspecting the convergence rate (i.e, largest magnitude
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dgevaue!’ of the marix B) of the appearance design process, for various delays between
consecutive information releases, we observe that convergence dows monotonically for longer
ddays. To illudrate the economic cogt of churn, we ingpect the amount of tota work in the
system over the “convergence’ period (i.e, the time required to complete 99% of the initid tota
work). We see that the work associated with the information deday T =6 is about 10% more
than the total work associated withthedday T =1.

1.4k T:l 1.6m T:2 16 T:

OpenIssues
OpenIssues
OpenIssues

T=5 150 T=6

I\

OpenIssues
Open I ssues
Open I ssues

o 10 30 40 50 6C 0 10 D 30 40 50

Figure 10. The Effect of Delay on the Churning Behavior

We aso notice in Figure 8 that the accumulation of ongoing changes in the indudtrid desgn
group related to the locd ‘instrument pane’ (see the cumulative work of Hg) is larger then the
magnitudes of other dements. Thus, it may be possble to reduce the impact of the accumulated
desgn information by usng differential delays among components, tha is, by increasng the
frequency with which desgn information is trangmitted from the indudrid desgn to the locd
components that have the most destabilizing effect on totd system performance. For instance,
congder the scenario where the industrid design team provides updates to the locd engineering
tasks Ly, Lz, and Lg a shorter periodic intervals of T; <6 weeks (while maintaining the delay
for the others a T, =6 weeks). According to the multiple locd DSM modd of Section 5, the
locd DSM is now partitioned into two loca teams DSMq= {L,, L3, Lg} and DSM,= {L4,

17 Recall that the larger the eigenval ue the slower the system’s convergence rate.
25

\ T !
sotl\ | \
0.4 \[\ ] 4 0.5 \\ ,\ . -
0.2y} A A E A\ N\ \)\.\
0._\\51&»_ 1 ol ——
2




La, Ls, Ly, Lg, Lg, Lig}. By applying the results'® of Section 5, Figure 11 plots the
convergence rate (i.e, largest magnitude egenvdue of the marix B) for the base scenario under
1) five differentid information releese polices, Ty =) and T,=6 for j=1,2, ..., 5 and 2)
overdl information rdease policy T =j for j=1, 2, ..., 5. As can be seen, the differentid delay
policy consistently achieves better “performance” (larger convergence rate) than the
corresponding  uniform policy; that is, the differentid dday policy with T;=j and T,=6
achieves better “performance’” than the uniform information release policy with dday T = for
every j=1,2,...,5.

Uniform Poali
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Differential Delays: §2=65 §2=65 §2=65 §2=6§ §2=65
Uniform Delay: (T=5) (T=4) (T=3) (T=2) (=1

Figure 11. The Effect of Delay Policy on the Largest Eigenvalue

6.5 Senditivity Analysis

The modd developed in this pgper endbles us to peform sendtivity andyss For example, let
a'z- be the autonomous locad center console completion rate (corresponding to the dement in
row two, column two in the locd DSM). Assume that the other dements in the locd DSM are et
to their vaues as specified in Figure 7. Figure 12(a) plots the largest megnitude egenvadue of B
agang a'z'. As can be seen, any vadue of a'2' >0 will have a dahilizing effect on the system
behavior (see Theorem 2). Smilar plot for the locd overhead system (Figure 12b) suggests that

the convergence rate is completely insensitive to its autonomous completion rate as long as it is

18 According to Theorem 4, the fundamental period of the monodromy matrix is 30=Icm(5, 6).
19 The advantage of reducing the information delay should be weighed against the possibly additional resources and

undesirable side effects. Exploration of these tradeoffsis beyond the scope of this paper.
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greater than 0.05. Consequently, any increase in tota resource expenditure for a bottleneck

component (such as the center console) will be effective in improving the system performance.
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Figure 12. The Effect of Autonomous Completion Rate on Conver gence

7. Discussion and Conclusion

The mode described in this paper provides managers with operaiond insghts that explicitly
capture the fundamentad characteritics of a development process. It dlows managers to
experiment with severd “what-if scenarios’ in order to explore and compare the effects of
subsequent managerid actions of improvement. However, a basc reveation of the modd is that
design churn is an unavoidable phenomenon and a fundamental property of a decomposed
development process where the product or process architecture dictates delays in feedback
information amongst the deveopment groups Consequently, the most dggnificant indght this
model brings to managers is to avoid making myopic decisons based on the observance of
churn. The fluctuaion in development progress cannot be avoided, but can be managed once
managers understand its sources. Our model reveals several main sources of churn:

a. Interdependency of process or product structure is gpparent when the development occurs

within a monalithic group; however, it is usudly hidden, ignored, or forgotten once the
process is decomposed into multiple groups. Fully anticipating, underganding, and
accommodating this structure, can explan why the tasks seem difficult, frustrating and prone

to change.
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b. Concurrency of loca and system execution may help in expediting the development process,
however, careful timing and magnitude of feedback is necessary to provide development
groups with enough time, between feedbacks, to understand and react to these feedback
flows. If these flows are not carefully planned, they might drive the process undable by

generating more rework than the development teams can handle.

Cc. Feedback delays ae an important factor in developing a clear understanding of the
development process and play a mgor role in determining the sysem dability. In
combination with the interdependency dructure, ddays ae the man reason why
development problems (issues) believed to be solved (closed) tend to re-appear (reopen) at
later stages of development.

While exposing churn as a fundamenta property of a decomposed development process, our
modd aso provides managers with three mitigation Strategies to combat design process churn,
divergence, or dow convergence. These strategies are:

1. Timing-based drategies These drategies advocate the minimization of ddays for specific
tasks that contribute the most to the dow convergence of the development process. Our
mode provides a quantitative gpproach to identify these bottleneck tasks. Once idertified,
drategies for reducing the time deays for these tasks should be implemented. These include
the early rdease of prdiminary information and divisve overlapping (Krishnan et d. 1997).
Our illugration shows that acceleration of the synchronization frequency for dl tasks may
not be as effective as accderating, by the same amount, the synchronization frequency for the
bottleneck tasks.

2. Resource-based Strategies. This dtrategy adlows local and system teams to work faster (as
captured by the diagona eements of both wlt and WS) by incorporating more resources.
Our illugration shows that working faster on dl the tasks Smultaneoudy may not be as
effective as dlocating the same amount of resources only to the bottleneck tasks.

3. Rework-based drategies: This drategy suggests that locad groups ignore low priority locd or
sysem feedback (as captured by the low rework fractions in W or W31). A smilar

Srategy is to reduce the values of W' or W' by requiring that loca or system teams
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not produce much feedback to locad groups. Both these drategies benefit from a modular

architecture.

All the above draegies ae effective in mitigating the three sources of churn (i.e,
interdependency, concurrency, and feedback delays) either individualy or collectively. We have
demonstrated the impact of these strategies using the automotive appearance design process.

Severd extensons to our modd ae possble First, cost eements associated with the
information release and information processing activities may be incorporated within our modd.
This may result in a convex formulation that dlows for the optimd determination of the
informetion dday T (eg., Thomke and Bel, 2001). Second, except for the locd and system
autonomous rates of completion, our modd does not explicitly account for resource alocation
policies. Thus, explicitly incorporating resource dlocetion as a decison variable may lead to the
discovery of better resource dlocation policies in the context of decomposed development
processes. Findly, the linearity assumption in our modd can be reaxed, and non-linear
formulations may be developed. For example, our mode can be modified by incorporaing time-
varying rework fractions, which are reduced with time as the development process unfolds.

We have develped a model for a development process based on decomposing it into two
groups locd and system. The modd incorporates two types of information flows: 1) information
flows that reflect interna rework within locd and sysem groups, possbly generating internd
rework; and 2) information flows that reflect status updates from loca to sysem tasks and
feedback from system to locd tasks. These information flows influence both ‘fundamenta’ and

extringc’ churn and determine the shape and rate of convergence of the development process.
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Appendix A: Specificationsof Work Transformation Matrices (w!, wS, wtS, wsH  wst)
The specification of the work transformation matrices is based on the assumption that only work
that is done in the previous period is considered to create rework as a normal course of
operation. Let w- :(aiJL) be the locd DSM. The work completion coefficient a-°al is the
locd autonomous completion rate for task i a each iteration step. The coupling coefficient aijL
(for it j) isthe amount of rework created for local task i per unit of work done onloca task j.
Consequently, the eements of the work tranformation matrix w: become wh =1-al and
wi =ajaf (for it j). The sysem DSM WP and work transformation matrix w* are defined
amilardy.

The interaction between the locd and sysem teams is captured by the inter-component
dependency matrices WLS:(aiJLS) and W+ :(aﬁ-L ) The coupling coefficient af° is the amount df
rework created for system task i per unit of work done on locd task j. Smilaly, the coupling
coefficient aﬁL is the amount of rework created for loca task i per unit of work done on system
task j. Consequently, the elements of the work transformation matrix w'S are wf°=aj%al.
The matrix W= is defined as wi- =aj-alj. Findly, the “holding’ matrix w™" is defined as
wSH = wst
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Appendix B
Proof of Lemma 1, Theorem 1 and Corollary 1
See Richards (1983).
Proof of Theorem 2.
From Theorem 1, x(k) is a solution of the linear periodic system described by equation (7) if and
only if y(k) =P (k)x(k) is a solution of the linear autonomous system described by equation (8).
The matrix P(k) is nondngular and periodic. Thus, the stability of the linear periodic system (7)
is equivaent to the stability of the associated linear autonomous system (8). Consequently,
1) If the largest magnitude eigenvaue of B (i.e, the largest magnitude Floquet exponent) is less
then 1, then every solution x(k) of (7) satisfies lim gy x(k)=0;
2) If the largest magnitude eigenvalue of B is less than or equa to 1, then every solution y(k) of
(8) remains bounded for k 2 0.
3) (Only if part). Assume tha the largest magnitude eigenvaue of B is greater than 1. Then
thereisasolution y(k) of (8) suchthat lim,g y x(k) =¥ , and the zero solution isunstable. n
Corollary 2: Since the égenvduesof B arethe T roots of the eigenvaues of the monodromy
matrix C, corollary 2 immediately follows. n
Proof of Theorem 3
From Theorem 1, the genera solution x(k) of (7) may be written as x(k) = P(k)y(k) where y(k) is
the general solution of the linear autonomous system (8). For the linear autonomous system (8),
it can be veified that the generd solution can be written as y(k) =BXSzg, where s; is the
eigenvector marix of B and g=(g;,9,...9,) | R". The powers of B can be found by
B =sgLKspt, where L 5 isadiagond matrix of the igenvaluesof B . Consequently,

y(k) =B¥sgc=5;LKg=

a1 0 %oy €910
€ K e U é u
é I Ua92 ¢ _p k k k, 1892(
[Xl X2 """ Xn]g 2 ) L;]é l:l_[l 1X1,| 2X2”| nxn]é l:l
e ue u é u
g o0 | KBegn g &9n

Where [x, ,x,...,x,] isthe eigenvector matrix for B.
Hence the generd solution x(k) of (7) may be given by
x(k) = P(k)y(k)
€g U
9, Y
x(K) = P(K)Y(K) =[1 XP(K)x1, | §P)X5, -, ﬁp(k)xn]g :23 (B.1)

é

é9n0

From equation (B.1) we see that the general solution x(k) of (7) may be given by x(k) =F (k)g,

i.e, each of the column vectors of F (k) is a nontrivid solution of (7). Let x(k) =1 KP(k)x, be such
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anontrivid solution. We have
Kk+T)=1 TPk +Tx; =171 KPKX =17 %(k) (B.2)

Notice that 1 ¥ is an eigenvaue of the monodromy matrix C, i.e. 1T is a Floquet multiplier of
the linear periodic system (B.1). Thus, there exists a solution x(k) of the linear periodic system
(B.1) suchthat x(k+T)=1%(k), andthisisthereasonwecdl || amultiplier. Now,

(i) If the marix C has an eigenvaue equd to 1, then 1T =1 and from (B.2) there exists a
periodic solution of period T. n

(i) If the marix C has an eigenvaue equd to —1, then 1T =-1 and from (B.2) there exists a
periodic solution of period 2T. n

(i) Let the locd and system work transformation matrices will be coupled and non-negative.
Consequently, the monodromy matrix C will be coupled and nontnegative. Thus, in many
applications, c->0 for some power L (i.e, C is primitive) for L>0. By the PerronFrobenius
theorems for primitive matrices one of its eigenvaues | is postive red and drictly greater (in
absolute value) than dl other eigenvaues, and there is a podtive eigenvector corresponding to
that eigenvalue. Since, 175 =I/K, according to Eq. (B.1), the largest magnitude eigenvaue of B

is dso pogtive red, and there is a podtive egenvector corresponding to that eigenvaue.
Therefore, the long term behavior of the system has the form

x(k) ~ ¢,(1 5) ¥ P(k)x (B.3)
If the largest egenvdue of C equd to 1, then it follows from (B.3) that the long-term behavior
of the system is periodic of period T. n
Proof of Thearem 4
Snce T is the lees common multiple of T,,T,,..,T,, it follows that there are integers
aj,ay,...,a, Uchtha T=aT; for 1£i£m. Let k3 0 be any time point. Assume thet a time point
k the system team provides updates only to the loca teams iy, i,,---,ij. From the information
release policy it follows that there are integers by,b,,...,b, such that k=b, T, for i, T {is,iz,--,ij}
and k=h,T; +e, for i, i {is,iz,-ij} where 0<e;, <T;, . Congder timepoint k +T.

For i, T {iy,iz,,ij}, k+T =b;,Ti, +&,T, = (b, +a;,)T;,

For i, I {ig,iz, i}, k+T=b,T, +e, +a;,T, =(bj, +a,)T, +e,

Thus, we conclude that at time point k +T the system team will provide updates only to the loca
teams iy i, ---,i; . Consequently, the fundamenta period of the linear sysem (12) is T. n



