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Abstract

Protein based therapeutics hold great promise in the treatment of human diseases and dis-
orders and subsequently, they have become the fastest growing sector of new drugs being
developed. Proteins are, however, inherently unstable and the degraded form can be quite
harmful if administered to a patient. Of the various degradation pathways, aggregation is one
of the most common and a cause for great concern. Aggregation suppressing additives have
long been used to stabilize proteins, and they still remain the most viable option for com-
bating this problem. However, the mechanisms by which the most commonly used additives
inhibit aggregation still remain a mystery for the most part. It is clear that additive selection
and the development of better performing additives will benefit from a more refined under-
standing of how commonly used additives inhibit or enhance aggregation. Aqueous arginine
solutions are widely used to suppress protein aggregation and protein-protein interactions.
Attempts have been made to develop cosolvents that are similar to arginine, but more effec-
tive at inhibiting aggregation. Therefore, a clear picture of the mechanism by which arginine
inhibits protein aggregation is desirable. Baynes and Trout have proposed the design of a
novel class of additives called “Neutral Crowder”, which does not affect the free energy of
isolated protein molecules but selectively increases the free energy of the protein-protein en-
counter complex. They proposed that arginine can be a “Neutral crowder” as the magnitude
of the observed aggregation suppression effect of arginine is quantitatively equivalent to a
neutral crowder of its size.

On the basis of the results obtained in this thesis, we have been able to show that self-
interaction of arginine plays a critical role in the mechanism by which it inhibits aggregation.
The preferential interaction between protein and arginine is also influenced by the intra-
solvent interactions in aqueous arginine solutions, something that is often overlooked and yet
essential to understanding the effect of additives on aggregation. Furthermore, the linking
together of arginine clusters into bigger clusters by hydrogen bond accepting counterions
enhances its aggregation suppressing ability.

According to the “Neutral Crowder” theory, large molecules that have the same concen-

3



tration on the protein surface as the bulk solution should be effective at inhibiting protein
association. However, large molecules naturally tend to be excluded from protein surfaces
(e.g. polyethylene glycol) due to steric exclusion. We theorized, though, that if functional
groups which tend to preferentially bind to proteins (e.g. guanidinium, urea, etc.) were
added to the surface of a large, core structure that the resulting molecule could potentially
behave as a neutral crowder. Therefore, creating a neutral crowder molecule requires a bal-
ance between attraction and repulsion with respect to the surface of a protein. Choosing
a proper balance of interactions allowed us to produce compounds which have been shown
to be potent aggregation suppressors, slowing aggregation by an order of magnitude more
than the commonly used additives. Such potent aggregation suppressing additives might
be useful during production and formulation, as they could improve yield and extend the
shelf-life of protein therapeutics.

Thesis Supervisor: Bernhardt L. Trout
Title: Professor of Chemical Engineering
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Chapter 1

Introduction

Protein aggregation is probably the most common, least understood and most problematic
form of protein degradation.!27'* It occurs in almost every phase of development ® and essen-
tially all proteins and polypeptides are prone, to some degree, to the formation of non-native
aggregates.1® The presence of aggregates in an injected solution, even in small doses, poses a
grave threat of an immune response that not only can reduce the efficacy of the product over
time, but more importantly, has the potential to elicit adverse reactions which can put the
life of the patient in jeopardy.!” With such dire and uncertain consequences, it is generally
accepted that biopharmaceutical formulations must be substantially free of aggregates and
their formation inhibited during storage, '® which is a difficult challenge to achieve, especially
considering that high protein concentration formulations are often desired.!® With the past
25 years seeing an explosive growth in the number of protein based therapeutics developed,
great interest has been sparked in developing improved formulation methods for preventing

aggregation. 1420

It has long been known that the presence of small molecular weight species (e.g. sugars,
polyols, salts, amino acids, etc.) can greatly influence the stability of a protein in solu-
tion.2123 Therefore, aggregation suppressing additives (often called cosolutes, cosolvents,
and excipients) have long been utilized during production, purification, and formulation and

they still remain the most viable option for dealing with this problem. %22 Most often, some
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type of sugar or polyol (e.g. sucrose, trehalose, glycerol, sorbitol, etc.), in combination with
other components that influence protein stability (buffers, salts, surfactants, etc.), is used
to inhibit aggregation.?* However, no one formulation recipe works well for all proteins and
other excipients have been used and/or are gaining more attention (e.g. amino acids, poly-
mers, proteins, etc.).25 Furthermore, there is a desire to discover or create better performing
excipients because for many proteins, a stable liquid formulation cannot be created, and the
product must be lyophilized and reconstituted prior to injection, which for the most part
is undesirable, and, in some cases, a difficult and costly challenge.!* To accomplish such a
task, a better understanding of how commonly used additives inhibit aggregation needs to be
established. Such information will also help to improve the methodology by which additives
are selected because selection is almost always made via an ad hoc trial-and-error process
using empirically derived heuristics. This can be a lengthy process that can delay the release
of a product, resulting in the loss of potential sales. By incorporating detailed mechanistic
~ understandings of various excipients with the known structure of a protein, ideal formulation
recipes will likely be developed more quickly and maybe predicted prior to the formulation
phase. However, mechanistic inquiries tend to be narrow in focus in terms of the contribut-
ing factors that influence stability and often serve to promote previously proposed models.
Here, we review fundamental concepts employed to understand the effect of additives on pro-
teins, some recent molecular level inquiries on a few select additives to highlight overlooked
contributions to the suppression of protein aggregation and to establish the importance of
the key objectives of this thesis. Most notably, but not exclusively, we take an interest in
intra-solvent interactions (i.e. interactions between additive molecules), which are often ig-
nored or not considered when studying protein-additive interactions but is something that
has been gaining attention lately due to the availability of molecular dynamics simulations.
The need to study such interactions is evident because proteins are seldom formulated with
just a single cosolute and stability might be improved if intra-solvent interactions are tuned

appropriately to enhance stabilizing effects.
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1.1 Preferential Interactions

Though the topic is well established and has been reviewed many times before, 207 it will be
helpful to briefly address the concept of preferential interactions because the most dominant
influence an additive may have on the physical properties of a protein stem from whether

the additive is attracted or repelled from the surface of a protein?®®

and this concept is
fundamental in addressing protein-additive interactions on a molecular level.! In addition,
as new insight is shed on the mechanisms of various aggregation suppressing additives, it
is important to compare such results to what has generally been accepted as contributing

factors in the stabilization. This is critical in developing a clear mechanistic picture because

many current mechanistic explanations have been built on indirect evidence.

1.1.1 Binding and Exclusion

It is well established that if the concentration of an additive in the local domain around a
protein differs from the concentration in the bulk solution, significant changes in the ther-
modynamic properties of the protein will arise that influence solubility and conformational
stability.?® The most often used method to quantify such behavior is via measuring or cal-
culating the preferential interaction coefficient, I'o3, which is a measure of the preference a

cosolute has for the protein surface and is defined by the following expression,

), )
Ty = [ 22 - (22 : 1.1
* <8m2 T,P,u3 8/113 T,Pm2 ( )

where m, T, P and p represent molal concentration, temperature, pressure, and chemical
potential, respectively.?® The subscripts used indicate solution components in Scatchard
notation: water (subscript 1), the protein (subscript 2), and the cosolute (subscript 3).
Additives with a positive I'y3 are typically described as being preferentially bound to the
protein surface due to an increase in the concentration of the cosolute in the local domain
and this favorable interaction, as indicated by Equation 1.1, lowers the chemical potential

of the protein. The opposite is true for additives with a negative I'y3, which are typically
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described as being preferentially excluded from the surface of the protein.

Preferential binding or exclusion can arise from either indirect (often called nonspecific
interactions) with the protein surface or direct (i.e. specific) interactions with individual
amino acid residues or the peptide backbone.?® Most notable of the nonspecific interactions
are volume exclusion and perturbation of surface free energy. To elucidate, additives larger
than water will tend to induce preferential hydration, which is equivalent to preferential
exclusion, due to there being a solvation layer around the protein which is accessible to water
but not the additive.?® Furthermore, if the additive changes the surface tension of water, it
will tend to be either depleted (higher surface tension) or accumulated (lower surface tension)
at the protein-solvent interface in accordance to the Gibbs absorption isotherm given that
the protein surface constitutes a liquid interface.?® However, one is cautioned in drawing
conclusions directly from surface tension measurements at an air-water interface considering

that air is a poor model for a protein surface.??

Direct interactions with amino acid residues or the peptide backbone may arise due to
electrostatic interactions,3! hydrogen bonding, *? cation-7 interactions with aromatic residues, >3
hydrophobic interactions,3* and solvophobic effects. 33 The last category of interaction is often
used to describe additives which enhance the repulsion between the solvent and hydrophobic
residues due to how the additive is solvated by water, giving rise to the term “kosmotrope”
and the opposing term “chaotrope”, which are additives that reduce repulsive interactions
with hydrophobic residues.®> Such interactions are often referred to as indirect given that
the interaction arises from how the additive changes the structure of water. These terms
have long been used to categorize additives and for the most part, have lost their original
meaning. Though the mechanism is often used to explain how certain additives can enhance
or disrupt the hydrophobic effect that cause proteins to fold and hydrophobic particles to
aggregate,3? it is still heavily debated to this date given that it is unclear to what extent an

additive may change the structure of water. 3¢
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1.1.2 Intra-Solvent Interactions

As pointed out above in the above section, preferential interactions can arise from a number
of direct and indirect interactions between the protein and additive. However, we would
like to point out in this section, in prelude to the discussion later in the chapter, that intra-
solvent interactions between additive molecules will influence how the molecules interact
with the protein. This is a general theme throughout this thesis, as the implications of such
interactions have only recently come to light in determining the aggregation suppression
mechanisms of a variety of additives. Of particular interest is the effect a counterion may
play in the interaction with a protein.

The Hofmeister Series is a well know and often cited empirical ranking of how commonly
used ions influence protein solubility and stability. The behavior can be correlated with
preferential interactions but it is still unclear what gives rise to the differing behavior between
the ions. Recent studies, though, have discovered that the extent of hydrogen bond formation
between the cation and anion contribute to this behavior, suggesting that strong attractive
interactions will lead to clustering and will inhibit an ion that would otherwise bind to a
protein from making such an interaction. This is of particular importance in explaining the
behavior of guanidinium. A strikingly similar behavior is also observed for nonionic additive
mixtures, such as urea-TMAO, suggesting that the behavior of a particular additive will be

influenced by other cosolutes if the formulation has multiple components.

1.1.3 Thermodynamic and Kinetic Effects
1.1.3.1 Conformational and Colloidal Stability

It can easily be shown and understood that preferential interactions will influence any reac-
tion the protein may undergo if the extent of the preferential interaction differs between the
product (P) and reactant (R) states, as described by the Wyman Linkage Function:37

OAG® OlnK
- ( o ) = (6lna3) =TIl —TE. (1.2)
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The two main reactions of interest, unfolding (denaturation) and precipitation (salting-out),
result in changes in solvent accessible surface area (SAA), which is directly linked to the
extent of preferential interactions,® whether the additive is bound or excluded. As a re-
sult, if the nature of the interaction with the protein does not change, bound additives will
tend to induce a state with the most surface area exposed (unfolded and dissolved), while
excluded additives will tend to induce a state with the least amount of surface area exposed
(folded and precipitated). Though this trend is absolute for precipitation, it is only gener-
ally true for unfolding due to the exposure of hydrophobic residues and a reduction in the
density of charged residues on the protein surface, both of which can change the nature of
the protein-additive interaction. Therefore, other thermodynamic techniques which involve
thermal unfolding (e.g. DSC, CD Spec., etc.) are required to confirm how a cosolute influ-
ences conformational stability.?® Such effects play an important role in protein aggregation
by two different means: conformational and colloidal stability.?! The most dominant fac-
tor that causes protein aggregation is thought to be the reduced exposure of hydrophobic
patches.? The unfolded or partially unfolded states are more prone to aggregation due the
exposure of hydrophobic residues that are typically buried in the native state and the struc-
ture of a protein is not static, making it likely that the native state is in equilibrium with a
number of different partially unfolded species.*® Whether or not partial unfolding is the rate
limiting step in aggregation, additives which tend to promote a compact, native state (e.g.
sugars, polyols, etc.) will often inhibit aggregation by either slowing the unfolding step or
reducing the equilibrium concentration of aggregation prone species.’® On the other hand, if
aggregation proceeds through a nucleated polymerization pathway, additives which increase
protein solubility may inhibit aggregation by shifting the nucleation equilibrium toward the
dissociated state.*! And lastly, disrupting protein-protein interactions, or making proteins
more colloidally stable, is often discussed as a major contributing factor towards the inhi-
bition of aggregation.?! This is something that is not always well captured by the overall
preferential interaction coefficient, thus the need to study osmotic second virial coefficients

and to perform MD simulations to elucidate molecular level interactions. In particular, the
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disruption of protein-protein interactions which provide or reduce colloidal stability are often

discussed, most notable are ones that are electrostatic or hydrophobic in origin.

1.1.3.2 Gap Effect

While the thermodynamic effects preferential interactions have on the solubility and confor-
mational stability of a protein have long been established, up until recently, it was unclear
how such interactions directly influence the rate of protein association. Baynes and Trout 42
investigated this through computational methods and developed a model which incorpo-
rates additive size and preferential interactions into the relative rate of protein association.
Consistent with depletion forces, a well-established aspect of colloid science,*® for a given
additive size, the model predicts that the more excluded the additive, the more it enhances
association, a fundamental phenomenon in crowded media** and something often observed
for large additives, such as PEG and dextrin. 5% Likewise, bound additives were predicted
to inhibit association in relation to the degree of preferential binding, consistent with how

denaturants increase solubility and stabilize unfolded proteins against aggregating.

The key observation, though, was that as the additive size was increased while holding
the preferential interaction constant, the rate of association decreased by several orders of
magnitude for all types of additives via a “Gap Effect” mechanism (see Figure 1-1, which
shows a drawing based on the original results). That is, as two protein molecules associated, a
gap formed in which the additive was two large to solvate but still large enough for hydration,
thus leading to an increase in the free energy of the encounter complex due to the exclusion
of additives from this gap. This effect, of course, was more pronounced for larger additives,
due to an increase in the size of the gap, and for bound additives, which had a greater
affinity to solvate the protein. An important consequence of this phenomenon, though, is
that additives which are neither preferentially bound nor excluded will slow association if
they are much larger than water, thus exerting a purely kinetic effect on protein aggregation.
Such a hypothetical molecule is referred to as a “neutral crowder and is comparable to the

behavior of arginine, a unique additive with such behavior. It should be pointed out for
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Figure 1-1: “Gap Effect” predictions of the change in the rate of protein asso-
ciation, shown as the relative rate constant, as a function of additive size and
preferential interaction. The model was applied to the association of two spher-
ical protein molecules with a radius of 20 A in the presence of a 1 M solution
of spherical additives. The plot also includes predictions using a “hard sphere”
potential, which serves as a limit for enhanced association via a depletion force
resulting from preferential exclusion.

clarity that the “Gap Effect” model is fundamentally different from how depletion forces
arise when large colloidal particles (e.g. proteins) are immersed in a fluid of smaller colloidal
particles (i.e. hard sphere additives). In such a case, only steric exclusion interactions exist
(i.e. T3 = [gfericBuclusion o~ _ 4V  where Cs is the molar concentration of the additive and
Vs is the volume of the excluded shell) and thus, when the excluded volume shells overlap
when two proteins approach each other, a gap of pure water forms at a separation distance less
than the diameter of the “hard sphere” additive. This essentially creates an osmotic pressure

force on the two protein molecules, forcing them together and thus, enhancing the rate of
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association (see Figure 1-1, which includes a prediction for “Hard Sphere” additives, showing
that the Baynes and Trout model incorporates depletion force effects). This phenomenon
is entropic in nature since the association of the protein molecules decreases the volume of
exclusion, giving the “hard sphere” additives more volume to solvate. However, the case
when Tg3 > TgjerieBreusion (a]] values below the “Hard Sphere Additive” curve in Figure
1-1) implies that attractive interactions exist between the protein and the additive that
counteract the steric exclusion. Since large additives cannot penetrate the excluded volume
shell, such attractive interactions increase the concentration of the additive above that of the
bulk concentration in the solvation layers immediately outside the excluded volume region
(observed as peaks in radial distribution functions). Such an increase in concentration in the
solvation layers around the protein will obviously counteract the depletion effect because of
the loss of this more concentrated volume when two protein molecules associate. In other
words, as ['g93 increases for a given additive size, there is an ever increasing concentration
difference between the solvation layers and the gap of pure water, an entropically unfavorable
condition. At some point this exclusion will exceed the depletion force effect and the additive
will then inhibit association, giving rise to the Gap Effect mechanism described by Baynes
and Trout. As shown in Figure 1-1, for large additives, this occurs at I'y3 values well below

zero, making it possible for additives with a I's3 = 0 capable of inhibiting association.

1.2 Molecular picture of Protein-Additive Interactions

Now that the general effects of solution additives have been discussed, the remainder of the
chapter will focus on the current understanding of the mechanisms by which a select group
of commonly used additives affect protein stability. Of course, these additives have been the
subject of numerous reviews and research articles over the past three decades. The intent of
this section is to report recent mechanistic insights obtained from a molecular interactions
perspective. In particular, we have focused on the effects of additive-additive and direct
protein-additive interactions, which up to this point have not been considered heavily in the

pursuit of understanding how additives inhibit aggregation. In a typical protein formulation,
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a variety of additives might be present because of the high cost of removing an additive
added to the protein solution during processing. However, the presence of multiple additives
in a formulation leads to a scenario where the interplay between multitudes of interactions
determines the overall stability of the drug. Therefore, it is critical to understand the effect

of a particular additive on all other molecular interactions in the formulation.

1.2.1 Urea

Even though urea is a widely used denaturant, understanding how the molecule forms at-
tractive interactions with proteins will be useful in developing a complete understanding of
protein-additive interactions. The mechanism of urea induced protein denaturation has been
studied extensively from both theoretical and experimental viewpoints; however, no clear
consensus has been established given that the mechanism is still actively debated.*” The two
basic lines of reasoning suggest that urea denatures proteins via either a direct (interaction of
urea with the protein) or an indirect (effect of urea on water structure) mechanism, however,
as new insights emerge, the two mechanisms are likely not mutually exclusive, though they
are often treated as such.4"*8 The direct effect is gaining more attention as the main driving
force for denaturation; however, the means by which this interaction arises is still disputed,
with recent evidence suggesting stronger interactions with nonpolar groups rather than the
often claimed hydrogen bonding to polar residues.*

Given the circumstances of this ongoing debate, we cannot effectively give a conclusive
view of the urea mechanism. However, we would like to highlight an overlooked interactions
in urea solutions, and emphasize the need to understand all molecular interactions while
designing formulations. It has been speculated for more than a half a century® and now
widely accepted, that urea has a tendency to reversibly self-associate in solution.! Today,
however, this phenomenon is not often taken into consideration in explaining how urea de-
natures proteins and the implications of urea self-association are far from clear. Recently,
Stumpe and Grubmuller3? showed that the association of urea molecules contributes to the

indirect effect but more importantly, their results indicate how urea might be able to pref-
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erentially interact with apolar groups, contributing to the direct effect. Urea substitutes
well for water, geometrically, in the hydrogen bond network but energetically, the strength
of the hydrogen bonds are quite different. Water-water hydrogen bonds are stronger than
water-urea or urea-urea hydrogen bonds. This difference in hydrogen-bond strength leads to
urea self-interaction and strengthens the water structure, giving insight into how urea may
interface between less polar residues and water. Other researchers have since incorporated
urea association in mechanistic models that take into account both indirect and direct in-
teractions, giving rise to the idea that urea association will induce concentration dependent

behavior. 52

Along the lines of additive-additive interactions, the counteracting effect of trimethy-
lamine N-oxide (TMAO) on urea induced protein denaturation provides a classic and nat-
urally occurring example of the effect intra-solvent interactions have on protein stability.53
Early studies suggested that the two osmolytes acted independently of each other. Later
on, MD simulations suggested that TMAO strengthens the urea-water interaction, thereby
limiting urea-protein interactions by inhibiting urea-protein hydrogen bonds.%* Recent stud-
ies indicate strong TMAOQO-urea interactions, with the TMAO-urea hydrogen bond stronger
than the TMAO-water hydrogen bond, leading to the hypothesis that urea and water prefer
to solvate TMAOQ, rather than the protein. These studies reiterate the need to understand

all possible interactions in aqueous protein-additive solutions.?3

1.2.2 Guanidinium

From a preferential interaction perspective, salts are typically treated as single components
despite the presence of two or more ions in solution. The behavior of the cation and anion
could differ widely, not only in terms of their interactions with the protein surface, but also
in terms of their self-interaction. The role of intra-solvent interactions in protein-protein
interactions is most obvious for the case of guanidinium (Gdm) salts.?®5" GdmSCN and
GdmCl are protein denaturants, whereas, (Gdm),SQO, is effectively neutral in its effect on

protein stability. 585
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The effect of the ions on proteins have been explained in terms of the changes_ induced
by these salts on the water structure, with sulfate salts labeled as kosmotropes (structure
makers) and SCN salts labeled as chaotropes (structure breakers).5® However, changes in
the water structure seems to be only limited to the first solvation layer around the ion
and a relatively new picture of direct interactions of these ions with each other and with
proteins has been gaining ground.® (Gdm),SO, has been shown to form mesoscopic clusters
in solution and these clusters are formed due to the ability of Gdm and sulfate ions to
form multiple hydrogen bonds with each other, which are stronger than the hydrogen bonds
formed between ions and water.%® GdmSCN shows a marked contrast in terms of ion pairing
as compared to the sulfate salts, with limited or negligible interactions between Gdm and
SCN ions.%%% The difference in the ion pairing behavior of these salts is likely a contributing
factor in the reversal or enhancement of the denaturing ability of Gdm. For the sulfate salt,
the binding of Gdm to the protein surface is limited due to the strong interaction between
Gdm and sulfate ions, which make Gdm molecules unavailable for binding to the protein
surface. %162 These conclusions were drawn based on not only molecular dynamics simulations
but neutron scattering data of the Gdm salts as well. The presence of clusters could affect
solution properties such as viscosity, protein diffusivity, etc., that could influence the rate of

aggregation, however, the contribution from such changes have yet to be investigated.

The preferential interaction coefficient values at concentration of 1 M for BSA in the
presence of Gdm salts show that the sulfate salt (Gdm(SOy)1/2) is excluded (I';3 = —8)
and the chloride salt is highly bound (T'y3 = 18).%3 The contrasting clustering behavior for
these salts provides a more realistic explanation of these observed preferential interaction
values. Before, it was believed that the effects from each ion were additive and the net
contribution was responsible for the behavior. To elaborate, for (Gdm),SO4 and other
Hofmeister salts, the cation and anion were thought to act independently of each other
and the resulting preferential interaction coefficient and influence on stability was simply
an average of the effect the two solutes imposed. Such an explanation is satisfactory for a

mixture of uncharged solutes, however, for electrolytic solutions, such a scenario would result
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in an unfavorable charge separation for (Gdm),SO,, with the Gdm molecules bound and the
sulfate ions excluded.®? From a molecular interaction perspective, cation-anion clustering
would not result in such a charge separation and the interaction with sulfate would limit the
hydrogen-bonding and cation-7 interactions of Gdm group with the protein, thus eliminating
its denaturing effect. It is likely that the intra-solvent interactions exhibited in the series of
studies featuring Gdm extends to the whole Hofmeister Series, but to a lesser degree given
that Gdm and sulfate are on the two ends of the spectrum of hydrogen bond donating and
accepting ions, respectively.®®

Strong support for the clustering model over the previous model comes from a case
in which a protein was found to have the unique behavior of being sensitive to GdmCl
denaturation but insensitive to stabilization from alkali metal sulfates.6!:62 For this particular
protein, (Gdm)»SO,4 had no destabilizing effect, which leads to only one possible conclusion,
that sulfate inhibited the binding of Gdm due to clustering because sulfate had no stabilizing
effect on the protein. These results confirmed that ions could affect the self-interaction of
each other and their interaction with the protein. For a binary salt solution, there are
ten possible binary interactions in a protein-additive mixture with the possibility of each
interaction affecting the other. However, as seen in the case of Gdm salts, only a few of

these possible interactions play a dominant role in protein stability.

1.2.3 Arginine

The amino acid arginine is a fascinating case study in terms of the multitude of interactions it
may form that influence how it interacts with proteins. To summarize, it (1) is large relative
to water (volume exclusion), (2) increases the surface tension of the solution,4®° (3) is a
salt (chloride form most common), thus electrostatic and counterion interactions come into
play (4) is zwitterionic, thus has two other ionic charge locations, (5) has the hydrogen bond
donating and protein denaturing functional group guanidinium, which allows it to interact
favorably with the protein surface or hydrogen bond accepting groups, (6) has a hydrogen

bond accepting carboxylate moiety, (7) has an amine group, another location for donating
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hydrogen bonds and (8) has a hydrophobic alkyl chain three carbons long.

Various experimental observations have been made about the effects of arginine on
protein-protein association reactions. It has been shown that arginine reduces attractive
protein-protein interactions, as indicated by a shift from a negative to positive osmotic sec-
ond virial coefficient measured by light scattering experiments,® increases the solubility
of unfolded species of hen egg white lysozyme,®” and decreases the rate of association of
unfolded and partially folded intermediates on the folding pathway during refolding as mea-
sured by native protein activity and size-exclusion chromatography.®® Attempts have been
made to develop cosolvents that are similar to arginine, but more effective at inhibiting ag-

69,70 Therefore, a clear picture of the mechanism by which arginine inhibits protein

gregation.
aggregation is desirable. Many theories have been proposed to explain the effect of cosol-
vents on proteins.34%6571-7 In 1888 Hofmeister”! ordered cations and anions according to
their ability to stabilize protein solutions. The origin of this series has been attributed to the
structural changes that ions cause in the water network. However, this rationale only applies
to the simple monoatomic ions. For complex molecular cosolvents like arginine, several func-
tional groups in the molecule produce complex solvent structuring patterns that depend on
the nature of the functional groups and their relative positions. Arginine is an aggregation
suppressor, but it increases the surface tension of water on addition, which is similar to the
behavior of the protein denaturants, like guanidinium hydrochloride(GdmHCI).% Experi-
mental studies to determine the solubility of amino acids in aqueous arginine reveal that
arginine, like GAmHC], interacts favorably with all the amino acid side chains, with both
compounds showing strong interaction with aromatic residues.®® However, the interaction
of arginine with the protein surface is limited due to its large size as compared to Gdm. It
is speculated that the limited binding of arginine plays a major role in its ability to sup-
press aggregation. Recently, Schneider and Trout?® have reported an interesting trend in the
interaction of arginine with proteins as a function of concentration and protein size. They
observed that at low concentrations, arginine is bound to the protein surface ('3 ~ 0)

but as the concentration increases, arginine becomes increasingly excluded from the protein
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surface. They suggested that the possible reason for this non-linear exclusion of arginine
from the protein surface is that the protein surface becomes saturated with arginine as the
concentration is increased. The current understanding of the mechanism by which arginine
inhibits aggregation is limited. There are three proposed hypothesis for the effect of arginine

on the stability of protein solutions.

1. Tsumoto et. al.® suggested that interactions between the guanidine group of arginine
and tryptophan side chains on the protein surface may be responsible for suppression
of protein aggregation. Solubility of tryptophan is significantly increased in GdmHCI

solutions due to the cation-7 interactions. 5

2. Baynes and Trout*? proposed the “Gap effect” theory?? could explain the aginine
induced protein aggregation suppression. Neutral crowders (like arginine) do not affect
the free energy of unfolding, and are, hence, “neutral”, but due to their larger size
as compared to water molecules they “crowd out” the protein-protein interactions.
The authors proposed that arginine can be a “neutral crowder” as the magnitude of
the observed aggregation suppression matches the theoretical prediction for that of a

neutral crowder of a size of arginine.

3. Arginine molecules stack in a head-to-tail fashion, exposing their methylene groups as a
hydrophobic column along one crystallographic axis.” Das et. al.”* proposed that the
arginine clusters in solution also display a hydrophobic surface by a similar alignment
of arginine’s three methylene groups. This hydrophobic surface can interact with the
hydrophobic residues on the protein surface, which could inhibit protein aggregation.
They showed that arginine increases the solubility of pyrene in water and modulates

the hydrophobic interaction of Alzheimer’s amyloid beta by binding to its surface.

Based on the above survey, it can be seen that there is no agreed upon mechanistic

picture of the arginine-induced aggregation suppression.
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1.3 Objectives and Outline of Thesis

The main objectives of this thesis are to (a) understand the mechanism by which arginine
inhibits protein aggregation, and (b) design new additives based on the “neutral crowder”
theory and the acquired understanding of the arginine mechanism.

The methodology for the estimation of Preferential interaction coefficients is reported in
Chapter 2. Structure and Interactions in aqueous arginine solutions has been investigated
to understand the intra-solvent interactions and their role in determining the overall protein
stability (Chapter 3). Aqueous arginine solutions are also very effective as an eluent in
affinity chromatography. We have used a molecular level approach to study the mechanisms
by which arginine affect protein-protein interactions between an antibody and Protein-A.
(Chapter 4) Preferential Interaction coefficients of proteins in aqueous arginine solutions show
a unique trend as compared to other commonly used additives. On the basis of this study,
the molecular level interactions responsible for the non-linear exclusion of arginine from
the protein surface are identified (Chapter 5). The implications of the arginine mechanism
established on the basis of the understanding of the protein-arginine and arginine-arginine
interactions for the design of cosolvents are discussed in Chapter 6. In Chapter 7, the rational
design approach based on the “neutral crowder” theory and the accquired understanding of
the arginine mechanism is presented. In Chapter 8, we will present some of the salient

conclusions of the thesis and possible future directions.
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Chapter 2

Estimating Preferential Interaction

Coeflicients of Proteins

The theory of preferential binding and the concept of preferential interactions between pro-
tein and cosolvents have been proposed to understand the effect of cosolvents in biomolecular
systems.”® The preferential interaction coefficient is a purely thermodynamic quantity which
measures the excess number of cosolvent molecules in the vicinity of the protein molecule as

compared to the bulk cosolvent. The connection between the thermodynamic definition and

77,78 79-81

comes from statistical mechanics

Tow = { piI — pi1 n_§
23 =\ N3 ny T (21)
ny

where n; denotes the number of molecules of species j in domain ¢, and the angled brackets

the intuitive notion of binding

<> stand for ensemble average. Subscripts 1, 2 and 3 stand for water, protein and cosolvent
respectively. Superscripts I and I1 stand for bulk and local domain respectively. When
the cosolvent concentration is higher in the local domain of the protein as compared to
the bulk domain, I'y3 is positive, indicating a favorable interaction. On the other hand,
a lower cosolvent concentration in the vicinity of protein leads to negative I's3, indicating
an unfavorable interaction. Thus, the modifier “preferential” essentially indicates that the

protein has higher affinity (preference) for one solvent over other.
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For several decades, dialysis/densimetry was the only established method for experi-
mentally measuring preferential interaction coefficient for protein-cosolvent systems. >6482:83
Recently, Courtenay and coworkers have utilized a new methodology based on vapor pressure
osmometry to calculate preferential interaction coefficient.®4 86 In order to predict preferen-
tial interaction coefficients, several cosolvent interaction models have been proposed.37#6-88
The most general model of cosolvent interaction comes from considering equilibrium of all
possible protein cosolvent complexes.3” Although the model is general, it requires estimation
of large number of equilibrium binding constants which cannot be determined experimen-
tally. Schellman® proposed a site exchange model which reduced the number of unknown
constant to one by assuming that exchange reactions take place on fixed number of bind-
ing sites on protein surface which are estimated based on calorimetry data.®® The model
assumes independent binding sites on the surface of the protein with the same binding
constant. Record and coworkers® developed the local-bulk domain model which measures
solution composition difference between protein surface and bulk solvent. This model also
requires measurement of an unknown constant, the partition coefficient between bulk and
protein surface. Kirkwood-buff theory has also been used to calculate preferential interaction
of cosolvents with proteins.®®°! Recently, Local chemical potential equalization model which
uses Kirkwood-Buff theory to calculate changes in cosolvent and water concentration near
the protein surface has been proposed.®® The local chemical potential equalization model

also requires unknown constants which are determined either experimentally or by fitting

the experimental preferential interaction data.

Molecular dynamics simulations can be used to calculate preferential interaction coeffi-
cients. This method can be used to estimate preferential interaction coefficient for systems
where no experimental data is available. Baynes and Trout! performed the first molecular
dynamics simulations to estimate the preferential interaction parameters. They were able
to accurately compute the parameters on selected systems with 2 ns simulations. Recently,
Kang and Smith® have performed simulations to evaluate preferential interaction of urea

with lysozyme using KBFF and OPLS urea force fields while applying positional constraints
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on the C* atoms of the protein to prevent unfolding. They found that preferential interac-
tion coefficient varied significantly with change in force field. However, both the force fields
failed to predict the experimental preferential interaction coefficient value. They averaged
over 5 ns of simulation time to determine preferential interaction values.

This study aims to elucidate the effect of simulation time, force field parameters and
protein structure fluctuations on the preferential interaction of cosolvents with proteins by
extended molecular dynamics simulations. To this aim, simulations with proteins lysozyme,
a-chymotrypsinogen A, and RNase T1 and cosolvents urea, glycerol, arginine hydrochloride,
guanidinium hydrochloride and glucose are performed to study the predictive ability of the
approach for cosolvents with very different effect on proteins. In order to elucidate the
sensitivity of the preferential interaction to changes in force field parameters, simulations with
two different force fields for cosolvents urea and glycerol are performed. The first set of force

1.9 and glycerol

field parameters are obtained from the urea model proposed by Duffy et a
parameters are based on analogy from carbohydrate parameters.% Recently, new force
field parameters are reported for both these cosolvents,?* simulations are performed with

these parameters and compared with results obtained using the older force field parameters.

2.1 Methods

2.1.1 Simulation Setup

All simulations employed the CHARMM229% force field parameters for proteins and TIP3P*7
model for water. Structures of RNase T1 (PDB code: lygw), Hen egg white Lysozyme
(PDB code: 1e8l) and a-Cgn A (PDB code: 2cga) were obtained from the Protein Data
Bank.% Force field parameters for arginine were taken from the CHARMM?22 force field.
The CHARMM force field parameters are for arginine molecules with N and C terminals
bonded to the neighboring residues in the protein structure. For arginine molecules present
in the solution, the N terminal is protonated (-NH7 ), and the C terminal is deprotonated (at

pH of the systems investigated here) according to the CTER and NTER parameters avail-
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Table 2.1: Setup of Simulation systems

Protein cosolvent cosolvent molecules water molecules
RNase T1 Urea 90 4544
RNase T1 glycerol 87 4596
RNase T1 ArgHCI 90 4110
RNase T1 - - 2932
Lysozyme Urea 157 8353
Lysozyme glycerol 157 7538
Lysozyme ArgHCl 158 8479
Lysozyme GdnHCI 173 9657
Lysozyme Glucose 166 9109
a-Cgn A Urea 220 11973
a-Cgn A glycerol 210 11592
a-Cgn A ArgHCl 188 10411
a-Cgn A GdnHCI 207 11541
a-Cgn A Glucose 205 10857

able in CHARMM. The force field for glucose was taken from the CHARMM carbohydrate
simulation force field.® Force field parameters for guanidinium were taken from CHARMM
parameters for arginine with the atomic partial charges assigned symmetrically. % Two dif-
ferent force field parameters for glycerol and urea were used. The first set of parameters for
these cosolvents were taken from the parameters used by Baynes and Trout.! The second
set of parameters were taken from the recently published force field parameters for these
cosolvents.?? Simulations for RNase T1 and hen egg white lysozyme were performed using
CHARMM® and simulations for a-chymotrypsinogen were performed using NAMD 19! soft-
ware package. Details of the simulations are shown in Table 2.1. Simulations performed in
CHARMM used a truncated octahedral box extending a minimum of 12 A from the protein
surface while simulations performed using NAMD used a cubic box of 75 A extending a min-
imum of 12 A from the protein surface. All simulations were performed at 298 K and 1 atm.
The pH of each simulation was set up by changing the protonation states for each ionizable
chain to the dominant form expected for each amino acid at the pH of interest. Simulations
involving RNase T1 and lysozyme were performed at pH 7.0, and those involving a-Cgn A

were performed at pH 4.75. The initial placement of water and cosolvent molecules were ran-
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dom. The systems were equilibriated for 1 ns as it was reported to be sufficient equilibriation
time. %3 Equilibriation time of 1 ns is also sufficient to remove any bias due to the initial
random placement of additive molecules. The diffusivities for the set of additives studied
in this paper lie in the range 1.31 x 107° (urea)- 5.90 x 107!° (ArgHCl) m?/s. Therefore,
1 ns is sufficient for the cosolvents to drift significantly from their original position. The
configurations are then saved at an interval of 0.1 ps to compute properties of interest.
Simulations involving RNase T1 were repeated with harmonic restraints on the pro-
tein backbone atoms. The restraints were applied using the harmonic atom constraint in
CHARMM. The program calculates the deviation of the backbone atoms with respect to the
reference structure of the protein and adds an additional energy term, X;k;m;(r; — 7o;)? for
all atoms that are to be restrained. k; is the force constant, m; is the mass of the atom 4, r;
is the position of the atom 7, and r¢; is the position of the atom in reference structure. The
reference structure is chosen to be the minimized crystal structure of RNase T1. The value
of force constant used is 5. Simulation of RNase T'1 and urea is also repeated with restraints

on all the atoms in RNase T1, using the same procedure.

2.1.2 Calculation of Preferential Interaction Parameters

The preferential interaction parameter is calculated in the NTP ensemble. MD simulations
use the description of preferential interaction parameter as a measure of how the cosolvent
concentration changes when protein is added to the solution in order to keep the chemical
potential of cosolvent constant. This preferential interaction coefficient cannot be measured
directly using experiments. Therefore, approximate definitions of preferential interaction
coefficient are used. Vapor Pressure Osmometry (VPO) measures the change in cosolvent
molality when protein molality is changed at constant T,P and water chemical potential(u;).
Dialysis/ Densimetfy measures the change in cosolvent molality when protein molality is
changed at constant T, cosolvent(us) and water chemical potential (u;). Schneider and
Trout?® have reported the exact relationship between the preferential binding coefficients

measured using VPO and dialysis/densimetry. The quantitative differences between the
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experimental preferential binding coefficients measured using the two techniques for a set of
five commonly used cosolvents and three proteins was found to be less than the error in the

individual measurements.

The method of calculating preferential interaction parameters, based on a statistical
mechanical method applied to all-atom model with no adjustable parameter, was developed
by Baynes and Trout.! This approach is used to calculate number of bound molecules to
the protein without a priori information about any binding sites on the protein and yields
a detailed description of interactions between proteins and cosolvents. The variation of
concentration as a function of distance from protein surface is used to calculate I's3 as a
function of distance from protein until it approaches a constant value. The MD run is saved
at periodic time intervals (0.1 ps) and these saved frames are used to find I'y3. The following

points elucidate the algorithm used in calculation of the preferential interaction parameter:

1. Every molecule (water and cosolvent) is treated as a point at its center of mass. Dis-
tance of the molecule from the surface of all protein atoms is calculated. Every atom

is considered as a sphere with radius equal to its Van der Waal radius.

2. The minimum of all such distances is identified and is put into bins of size 0.1 A. We
found that an accuracy of 0.1 A is required to capture details in the variation of I3
with distance. From the definition of instantaneous I'y3(t), 23 as a function of distance

r from protein can be computed using,

Tos(r,2) = i (r,t) — nH (r, 1) (Z;Eg) . (2.2)

The ratio ni/n{ is the ratio of bulk cosolvent to solvent density. The distance * at
which the number density ratio goes to a constant value is identified as bulk. The
above formula can be modified to incorporate the effect of movement of water and
cosolvent molecules in and out of the local domain of protein. I's3 is estimated at each

value of r assuming that it is the end of the local domain. The I'y3(r,t) for distances
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r greater than 7* will be constant. With this modification, the expression is!%?

Tos(r,t) = na(r,t) — na(r,t) (ELW) , (2.3)

ny —ny(r,t)

where nj is the total number of cosolvent molecules, and n; is the total number of water
molecules. The motivation to modify Equation 2.2 comes from the fact that Equation
3 provides all of the information necessary to estimate the preferential interaction
coefficient. The apparent I'p3 (Equation 2.3) as a function of distance r from protein
provides value of the preferential binding coefficient for all possible values of the extent
of the local domain. This gives the value of the preferential binding coefficient and how
far we need to go away from the protein surface to get a reasonably constant value.
Equation 2.3 is used to determine the value of r*. The final value of '3 obtained
from Equation 2.3 will be same as the value of I'y3 obtained from Equation 2.2 (ni/n!
estimated using 7* ). Once r* is determined, either of the equations can be used to
obtain the final prediction. I's3(r*,t) is the constant value reached beyond 7*, and it

is the instantaneous value of the preferential interaction coefficient, I'y3(t).

3. The preferential interaction coefficient for the entire trajectory is defined as the time

average of all these instantaneous values.

(2.4)

b S Taslt)
23 — ___7__——’

where 7 is the time period of the entire run, and I';3(¢;) stands for the value of the

preferential interaction coefficient at time ¢;.

Another method to estimate I'y3, which requires estimation of the radial distribution function
g(r) of the cosolvent and water around the protein surface, can be used. To estimate g(r) =
p(r)/p(c0), a number density function is obtained as a function of distance r from protein

surface: p;(r) for water and ps(r) for the cosolvent. The preferential interaction coefficient
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is related to the radial distribution functions of the cosolvent (g3) and water (g ):

Calt) = ndl(0) = nfl(0) (2 ‘2) 25)
o )pl(oc) [awav (2.6)
S / (95(r) — gu(r))dV. (2.7)

= p3(o0 ) 93(7" )dv —

The integral extends from r = 0 to oo, but this integral is evaluated from protein surface to
the box boundary (~ 10 — 15 A). It should be noted that the expression inside the integral
is equal to zero in the bulk domain. r* is the distance from the surface of protein at which
bulk domain begins where g3(r) and g;(r) are both equal to 1. The box size is chosen to be
greater than 7*. The two methods discussed here give the same estimate of I's3. However,
the second method involves additional steps for estimating the radial distribution function

and subsequent intergation of Equation 2.7 in the local domain of protein.

For a 1:1 electrolyte cosolvent in a solution, the excess number of solute molecules around
the protein involves both the distribution of cations and anions. Therefore, preferential
interaction coefficient calculations would require an estimate of I" for both the cation and

the anion. The preferential interaction coefficient for the cosolvent would then be given by8!
Pas = (Po,—3 + o438 — [2Z3]) /2, (2.8)

where I'y _3 is the preferential interaction coefficient for the anion, I'y 13 is the preferential
interaction coefficient for the cation, and |Z;| is the net charge of the protein. If the counter
ions added to balance the protein charge are the same as the cation or anion then the charge
on the protein is subtracted from I'y3 as the first Z3 ions accumulate on the protein surface

to satisfy the charge balance and do not contribute to the preferential interaction coefficient.
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2.1.3 Estimation of statistical error

Computer simulations are subject to statistical errors due to finite sampling. For our long
(but finite) simulations we compute averages and variances assuming Gaussian statistics.
For simulation data that contains a total of 7., time steps with statistically independent

observations of A(7), the variance in the mean is given by:103
7> ((A)run) = 02(A)/Trun (2.9)

However, the data points in our simulation are not independent. Therefore, the entire run is
broken down into blocks of length 73, such that there are n; such intervals. Thus, the (A);’s
for n, blocks are used to calculate variance o2({A),). As the block length becomes large
enough to be statistically uncorrelated, the variance in means of block averages is inversely
proportional to the block length. This constant of proportionality is required in order to

evaluate the statistical error in the run. This constant is defined as: 1%

2
o _ o 102 ((As))
5= ) = Ty

(2.10)

The quantity s is called the statistical inefficiency, and any technique that reduces s will
allow the calculation of more accurate simulation averages. The statistical inefficiency s
reaches a plateau value as the block length 73, is increased. This asymptotic s value along

with 75, and 02(A) are substituted in Equation 2.10 to calculate o({A5)).

2.2 Results and Discussion

2.2.1 Extent of the local domain

In order to decide the value of r* which separates the local and bulk domain, a plot of I'y3
as a function of distance r from the protein surface is used. This quantity I's3 is called the

apparent preferential interaction coefficient by Baynes and Trout! and has been plotted in
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Figure 2-1: I'y3 plotted as a function of distance from the protein surface for the
systems comprising protein RNase T1 in aqueous argHCI, glycerol and urea
solutions.The corresponding preferential interaction coefficients are reported in
Table 2.2. The simulation results shown in the figure are for unrestrained protein
simulations.

Figure 2-1 for RNase T1 with three different additives. The apparent preferential interac-
tion coefficient at any given distance r from the protein gives information about the excess
number of cosolvent molecules inside the region defined by r. Water molecules being smaller
than cosolvents have a higher presence in the vicinity of protein, which is apparent from the
negative dip in preferential interaction coefficient between 1-2 A. At farther distances from
the protein, the larger cosolvent molecules are no longer excluded and the preferential inter-
action parameter increases and subsequently attains a constant value. In all the three cases,
the values remain constant after 6 A, and this distance can be taken as the location of bound-
ary separating local and bulk domain for these cosolvents. For other simulations involving

proteins Lysozyme and a-Cgn A, the value of r* is found to be also around 6 A. The same
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information can also be obtained from the plot of bulk density ((n3 — n3(r))/(n1 — ni(r)))
as a function of distance r from the protein as shown in the Figure 2-2. It can be seen from
the figure that bulk density values are constant beyond 6 A. Therefore, 6 A can be chosen as
r*. In the set of simulations reported in this paper, a small divergence of apparent I's3 and
bulk density values beyond 6 A is observed. These are caused by small fluctuations in the
bulk density and apparent ['s3 in the region beyond r*. These fluctuations could change the
final predicted value. The r* value reported here is applicable only to the systems studied

in this paper and depends on the protein and cosolvents.
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Figure 2-2: Ratio (n3-n3(r))/(n;-n;(r)) as function of distance r from the protein
surface for the systems comprising RNase T1 in aqueous argHCI, glycerol and
urea solutions.

o1



I'p3

) 7 1 1 1 1
0 2 4 6 8 10

r(A)

Figure 2-3: Apparent [';; obtained using equations 2.2 and 2.3 for the system
RNase T1 in aqueous urea solution.

2.2.2 Preferential Interaction Coefficients

93 values for the system RNase T1 and urea computed using equations 2.2 (for different r*
values) and 2.3 are shown in Figure 2-3. The I'y; values obtained using equation 2.2 for r*
values greater than 6 A are equal to the I'y3 values obtained using equation 2.3. Computed
values of I'y3 for RNase T1 and cosolvents urea, glycerol and arginine hydrochloride along
with their statistical error are shown in Table 2.2. The confidence intervals on I's3 are an
estimate of the statistical error resulting from the use of a finite trajectory. For compar-
ison with the computed values, the experimental values spanning the molality of interest
are interpolated to the bulk molality calculated from the simulations. Baynes and Trout!
estimated the I'y3 values for RNase T1 and cosolvents urea and glycerol based on only 2 ns
of dynamics. The calculated average values for the first two nanoseconds and for the en-

tire run obtained from MD simulations are compared with the experimental values obtained
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from literature in Table 2.2. Experimental data for RNase T1 is available for only one of
the cosolvents studied in this paper, urea. The computed value of I'y3 compares favorably
with the experimental data for the first 2 ns. However, for extended runs the computed
values differ from the values obtained from the first 2 ns of dynamics. It is expected that the
I'y3 values for extended simulations would give a better match with experimental data, but
the extended simulation value for urea is 13.8, which is much higher than the experimental
value of 6.4. The I'y3 values for extended simulations of glycerol and ArgHCl also change
significantly from the values computed over 2 ns. Furthermore, glycerol is a stabilizer which
is expected to have a negative preferential interaction coefficient, but the predicted value
from simulations is 1.9.

Table 2.2: T'y3 for RNase T1 computed from MD simulations and available exper-
imental values extrapolated to the concentration of interest.

Cosolvent  Simulation time [p3 o3 Experimental ['s3  myp
(ns) (First 2 ns) (Entire run)  (Densimetry)®3
ArgHCl 15 -5.242.0 -2.1£0.9 1.20
glycerol 15 2.6+2.3 1.941.0 1.04
Urea 19 5.2+1.6 13.8+0.9 6.40 0.94

Table 2.3: I';s for a-Chymotrypsinogen A computed from MD simulations and
available experimental values extrapolated to the concentration of interest.

Cosolvent Simulation time I'a3 Experimental o3  mpyi
(ns) (VPO)3

ArgHC1 15 -8.0+2.5 -8.7+2.9 1.05

GdnHCI 15 2.2+1.5 3.7£0.9 0.98

Glucose 15 -3.4+1.9 -4.6+£0.4 1.03

glycerol 15 1.7£1.6 -14.440.7 1.02

Urea 15 10.4+1.7 8.8+1.0 0.96

The I'y3 values for a-Cgn A and Lysozyme in aqueous solutions of cosolvents argHCI,
gdnHCl, glucose, glycerol and urea are shown in Table 2.3 and 2.4 respectively. Schneider
and Trout?® have performed experiments with proteins Bovine Serum Albunﬁn (BSA), a-Cgn
A & Lysozyme, and a variety of cosolvents employing Vapor Pressure Osmometry (VPO) to

measure the I'y3 values. Experimental values from the literature using Dialysis/Densimetry
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Table 2.4: T'y3 for Lysozyme computed from MD simulations and available exper-
imental values extrapolated to the concentration of interest.

Cosolvent Simulation time I3 Experimental I's3 Experimental I'ss  mpk
(ns) (Densimetry )54 (VPO)?3

ArgHCI 15 -3.7+1.5 -3.9 -4.2+1.6 1.05

GdnHCI1 15 3.74+0.8 3.44+0.9 1.02

Glucose 15 -2.6+1.1 -2.7+0.3 1.03

glycerol 10 -2.0+0.9 -6.3+0.3 1.17

Urea 15 8.8£1.2 6.3+1.0 3.1+0.9 0.99

to measure ['s3 were available for Lysozyme with the cosolvents argHCl & urea. Our com-
puted values of I's3 agree quite favorably with the experimental data except for the cosolvent
glycerol. The predicted I'y3 values for glycerol are much higher than the experimental values
for both a-Cgn A and lysozyme. For lysozyme-urea, the experimental values based on VPO
and Dialysis & Densimetry are different from each other. The computed value of 8.8 com-
pares well with the Dialysis/Densimetry value of 6.3, but it is much higher than the value of
3.1 measured using VPO. Computed values for the cosolvent argHCIl, with lysozyme match
well both the VPO and densimetric measurements at 1 molal total argHCl comcentration.
However, Schneider and Trout?® have shown that the I's3 values for the lysozyme-argHCl
reported by Kita et. al.®* differ significantly from the VPO and the Dialysis/Densimetry
measurements performed by them at lower concentrations. For the cosolvents gdnHCI and
glucose, the computed I'y3 values match well with the experimental VPO values. It is im-
portant to establish the validity of the methodology due to the difference in the predicted
and experimental values observed for some protein-cosolvent studied here. Therefore, these
extended runs are investigated in to understand why there are deviations from the observed

experimental values.

2.2.3 RMSD Analysis

Root mean square deviation (RMSD) represents the average deviation of protein structure
from a reference structure, the reference structure in our case was the protein structure

obtained after the minimization of the system. It was found that RMSD of RNase T1 is
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Figure 2-4: RMSD variation with time from simulations of protein RNase T1 in 1
m aqueous solution of cosolvents argHCI(Red), glycerol(Green) and urea(Blue).
The black curve shows the time variation of RMSD from simulation of RNase T1
in water box without any cosolvent. Inset shows the same plot for the first 2 ns.
The simulations results shown above are for unrestrained protein simulations.

related to the large variation in I'y;. Note that, during the simulations, the protein was not
fixed in any way and was free to rotate or translate through the box. Therefore for purposes of
calculating the RMSD, the protein is re-centered and reoriented so that the RMSD captures
only structural changes like partial unfolding and not changes due translation and rotation.
A plot of RMSD versus time is shown in Figure 2-4. For the first 2 ns of dynamics, the RMSD
values are stable, and therefore, Baynes and Trout ! did not observe such behavior. For the
longer trajectory, the RMSD values for RNase T1 even without any cosolvent reached a peak
value of 4.0 A and RNase T1 has a very high RMSD for all three additives, the highest being
6.6 A for arginine, 6.2 A for urea and 5.8 A for glycerol. Thus, the presence of cosolvent

seems to have an effect on the protein conformation resulting in unfolding to some extent.
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Table 2.5: RMSD of proteins Lysozyme and a-Chymotrypsinogen A from the
minimized structure computed from simulations of the respective proteins in
aqueous cosolvent solutions.

Protein  cosolvent RMSD (A)
Lysozyme ArgHCl 1.740.2
Lysozyme GdnHCI 1.84+0.2
Lysozyme Glucose 1.74+0.2
Lysozyme glycerol 3.0+0.3
Lysozyme Urea 2.81+0.2
a-Cgn A ArgHCl 2.1+0.2
a-Cgn A GdnHC1 2.0+0.2
a-Cgn A Glucose 2.3+0.3
a-Cgn A glycerol 2.1+0.3
a-Cgn A Urea 2.24+0.4

Experimental data on the unfolding of RNase T1 in aqueous urea solutions show negligible
unfolding up to 3 molar urea, and the time scales for our simulations are very small for
such transformation to take place.!® The average RMSD value for RNase T1 in a water
box without any cosolvent is 3.5 A which is comparable to fluctuations observed in the
presence of cosolvents. Structural fluctuations are high even for highly excluded cosolvents
which tend to stabilize the protein structure. Table 2.5 shows the RMSD of Lysozyme and
a-Cgn A in the presence of cosolvents urea, gdnHCIl, argHCI, glucose and glycerol at 1
molal total concentration. These values are in the range 1-3 A, and the standard deviations
are less than 0.4 A, which indicates that after initial adjustment in the proteins solvent
accessible area due to presence of cosolvents, only minor structural fluctuations take place
during simulation. This indicates that these high RMSD values observed for RNase T1 are
not related to cosolvents. The fluctuations in protein conformations are correlated with the
fluctuations observed in the preferential interaction parameter. Due to structure fluctuations,
the protein is not in the native state. This leads to sampling of configurations which would
not be sampled in a real experiment. The uncertainties in the I'y3 are low but the wrong set
of configurations have been sampled. Therefore, the experimental I'y3 values do not match
the theoretical prediction. If experimental data is not available, Figure 2-4 can be used to

decide whether restricted simulations are required or not. For example, experimental data
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is not available for RNaseT'1-ArgHCI system but large unphysical fluctuations observed in
this case would significantly affect the estimated I';3. While evaluating I's3, it should be
ensured that the protein remains in the native state. Therefore, external restraints need to

be applied to keep the protein in a stable state during simulations.

2.2.4 Restrained simulations

In order to study the effects of protein dynamics on the preferential interaction parameters,
the simulations were repeated for RNase T1 and cosolvents urea, glycerol and argHCl, but
with the protein backbone atoms constrained to their minimized structure positions as de-
scribed in the simulation setup section. Another system was studied comprising of RNase
T1 and cosolvent urea with the entire protein resstrained to its minimized structure. The
simulation time for the system with the entire protein restrained in the aqueous urea solu-
tion is restricted to 7 nanoseconds, as the system is found to be equilibrated with respect to
I';3. The cumulative average reaches a constant value of 8 within 1 nanosecond and is within
+0.5 of that value for further times. Similar behavior is observed for the backbone restrained
simulation as well. Comparison between the RMSD observed during the restrained and un-
restrained simulations is shown in Table 2.6. Restrained simulations show a small average
deviation from the minimized structure as compared to the unrestrained simulations as de-
viation from minimized structure is only due to fluctuations of side chain residues. Table 2.7
compares the I'y3 values from restrained and unrestrained simulations, showing significant
differences. For the cosolvent urea, both the backbone and the entire protein restrained
simulation values compare favorably with the experimental data.

Thus, constraining the protein greatly reduces the fluctuations in the measured preferen-
tial interaction parameter and moreover, leads to a values much closer to the experimental
values. In which cases should artificial restraints be applied on proteins? For RNase T1,
experimental data on unfolding and conformational stability does not provide any reason for
applying restraints. At 1 molal urea concentration, negligible protein unfolding is observed

experimentally.'% AG(H,0), which is obtained by extrapolating the free energy of unfold-
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ing, AG, as a function of urea concentration to zero concentration is used as a measure of
stability of native state. RNase T1 and lysozyme have AG(H,0) values of 8.9 Kcal/mol
and 8.8 Kcal/mol respectively.!% Lysozyme shows stable RMSD values during simulation
whereas RNase T1 shows large structure fluctuations. Similarly, a-Cgn A has a AG(H,0)
value of 14.2 kcal/mol (higher than RNase T1) but it still shows stable RMSD values. The
only reason which can explain high RMSD values for RNase T'1 during simulation is that the
force field is not able to replicate stable protein structure in solution. Thus, a rule of thumb
could be that restraints should be applied when the RMSD of the unrestrained simulation
is greater than 3-4 A.

Table 2.6: Root Mean Square deviation (RMSD) of protein RNase T1 from the
minimized structure computed from MD simulations in which protein is re-
strained. The last column lists the RMSD values from unrestrained simulations.

Restraint Cosolvent RMSD (A) RMSD (A)
Restrained Unrestrained

Backbone ArgHCl 0.5+0.1 6.0+0.5
Backbone glycerol 1.14+0.1 4.440.8
Protein Urea 0.4+0.1 4.9+1.1
Backbone Urea 0.6£0.1 4.94+1.1

Table 2.7: Comparison between I'y; computed from restrained and non-restrained
MD simulations, and available experimental values extrapolated to the concen-
tration of interest.

Restraint Cosolvent Simulation time '3 N P I3

(ns) Restrained Unrestrained Experimental®
Backbone ArgHCI 10 -44+1.3 -2.1£0.9
Backbone glycerol 10 -0.1+1.1 1.9+1.0
Protein Urea 7 8.0+0.8 13.8+£0.9 6.4
Backbone Urea 10 8.1£1.0 13.8+0.9 6.4
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Figure 2-5: Comparison between simulated preferential interaction parameter o3
for glycerol and a-Cgn A at 300 K and pH 4.75 as a function of time obtained
using glycerol force field parameters taken from Baynes & Trout!(Force field 1),
and Kamath et. al.?(Force field 2). The experimental value is -14.39.3

2.2.5 Effect of force field parameters

2.2.5.1 Glycerol

The force field used in the simulation involving cosolvent glycerol was constructed using the
standard CHARMM geometries and partial charges for the atoms in a -CHOH unit as done
previously.! The computed T'y3 values for glycerol are much higher than the experimental
values. Therefore, the current force field underpredicts the extent of exclusion of glycerol from
the protein surface. Recently, Kamath et. al.? have reported new force field parameters for
glycerol. The density computed using the new force field matches well with the experimental
density data in the range 0.5-5.0 molal glycerol concentration. In order to test the new force

field parameters, a simulation for the system a-Cgn A-glycerol is performed with new force

59



Force field 1 ——
, Force field 2 - - -- -

o

0 2 4 6 8 10
r (A)

Figure 2-6: Comparison between RDF’s of glycerol as a function of the closest
distance(r) to any protein (a-Cgn A) atom obtained using glycerol force field
parameters are taken from Baynes & Trout! (Force field 1), and Kamath et. al.2
(Force field 2)

field parameters as this system shows the maximum deviation from the experimental value.
A plot of cumulative I'y3 as a function of simulation time for the two force field parameters
is shown in Figure 2-5. The I'y3 value obtained using the new force field parameters is -2.0
as compared to 1.7 computed using the old force field. However, both these values are much
higher than the experimental value of -14.4. Comparison between the radial distribution
function of glycerol around the protein molecule for both the force fields is shown in Figure
2-6. The RDF’s are calculated from the surface of the protein. Therefore, the peaks in
the RDF’s are located at a shorter distance as compared to RDF’s calculated from the
center of the closest protein atom. The new force field from Kamath et. al.? shows a
smaller first peak signifying more exclusion of glycerol molecules from the local domain

of protein. Exclusion from the protein surface requires glycerol molecules to have more
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favorable interactions with water versus the protein surface. In order to test whether these
force fields replicate the interaction with water molecules correctly, their interaction with
water molecules is studied in detail. To obtain partial charges for a molecule in CHARMM,
QM minimum interaction energies and geometries between molecule and water along with
dipole moments are used as a target function. This approach is used for inter-molecular force
field parameterization involving electrostatic interactions.'%All quantum calculations were
performed using Gaussian03.%" The QM level of theory used is the standard HF/6-31G*
and MP2/6-31G*. No corrections for basis-set superposition error(BSSE) were made for the
HF calculations in accordance with the standard charmm force field development procedure.
Comparison between the interaction energy of the -OH groups in glycerol with water, the
minimum energy distance and the dipole moment of glycerol measured for both the force
fields and QM data is shown in Table 2.8. The HF/6-31G* interaction energies match well
with the empirical interaction energies computed from the force fields, if a scaling factor
of 1.16 is applied to overcome the underestimation of the interaction energy using HF/6-
31G* level of theory.'® The minimum energy distance is expected to be ~0.2 A shorter
than the QM value. Hartree-Fock model overestimates the minimum interaction distances
due to the absence of the dispersion contribution and neglect of many body effects.'% For
the middle OH group, the minimum energy distance is much higher than the QM value of
2.83 A. Empirical dipole moments are expected to be ~10 % larger than the QM value.
For both the force fields, the match is poor. Furthermore, if we move to a higher level of
theory(MP2/6-31G*) and account for the BSSE, the match between empirical values and
QM data is even poorer. BSSE is calculated using the counterpoise method.!%® Therefore,
these force fields do not represent the interaction of glycerol with water correctly, the most

likely reason why predicted I'y3 values do not match well with the experimental values.

2.2.5.2 Urea

Force field parameters used in our simulations are based on the urea model by Duffy et.

al.% Cabballero-Herrera and Nilsson* have proposed a new set of urea parameters which
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Figure 2-7: A glycerol molecule with atoms labeled according to the atom names
used in Table 2.8.

Table 2.8: Comparison of energies, minimum energy distances for glycerol-water
interaction and dipole moment obtained using two glycerol force fields with QM
data. The units of interaction energy, dipole moment and minimum energy dis-
tance are kcal/mol, Debye and Angstrom respectively. HF energies are reported
without BSSE correction. Glycerol force field parameters are taken from Baynes
& Trout'(Force field 1), and Kamath et. al.?(Force field 2).

HF/6-31G* MP2/6-31G* Force field 1 Force field 2

Interaction energy HO1-OHH -6.11 -7.80 -7.51 -6.80
Interaction energy HO2-OHH -0.13 -3.03 0.15 0.01
Dipole moment 3.56 3.75 4.47 2.69
Min. energy distance HO1-OHH 1.98 1.91 1.81 1.83
Min. energy distance HO2-OHH 2.83 2.29 8.95 8.00

takes into account urea dimer formation, while being consistent with the protein parameters
used with the CHARMM® force field and the TIP3P® water model. A simulation involving
lysozyme-urea system is repeated with the new force field parameters for urea. The plot
of cumulative I'y3 as a function of simulation time for the two force field parameters is
shown in Figure 2-8. Final I'y3 values for the new force field is 6.6 which is lower than
the I'y3 value of 8.8 computed using the old force field. Furthermore, the value compares
quite favorably with the experimental value of 6.3.° Lin and Timasheff® have not reported
error bars on the experimental data, but in other papers dealing with the estimation of

['23 experimentally using Dialysis/Densimetry by Timasheff and coworkers®®482 in which
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Figure 2-8: Comparison between simulated preferential interaction parameter I's;
for urea and lysozyme at 300 K and pH 7.0 as a function of time obtained using
urea force field parameters taken from Baynes & Trout!(Force field 1), and
Caballero-Herrera & Nilsson®(Force field 2).The experimental value reported
using dialysis and densimetry is 6.3.%

they have reported error bars, the error is in the range 2-4. Therefore, both the force
fields give a good match for I'y3 with experimental data. Analysis of the interaction of urea
with water (similar to the analysis performed with the glycerol models) is not performed
for the urea models as the partial charges for both urea models are not estimated using
the standard CHARMM?® empirical force field parameter estimation procedure. Caballero-
Herrera and Nilsson? have estimated partial charges based on the interaction of urea in a
complex with several water molecules, whereas Duffy et. al.®* optimized partial charges
based on interaction of water molecule with each individual atom in urea. However, the
important issue here is the sensitivity of I'p3 to changes in the force field parameters. The

urea models used here match their respective experimental target data, like free energy of
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hydration® of urea, QM interaction energies* with water etc. but due to the differences in
the chosen target experimental data set, the force fields give different I'93 values. The I'o3
value changes from 8.8 to 6.6, which is approximately a 25% change, due to differences in
the parameter estimation procedures for two models. Therefore, the preferential interaction

of cosolvents is very sensitive to force field parameters.

The comparison betwen cosolvent models for glycerol and urea clearly highlights the

importance of correct force field parameters in estimating preferential interaction coeflicients.

2.2.6 Minimum Simulation time

In order to get accurate estimate of I'y3, sufficient sampling of position-space configurations
in time is required. The parameters which affect the time required for good sampling of
cosolvent position space are diffusivity of cosolvent, concentration of cosolvent and protein
dynamics. The total simulation time must be much larger than the average time between
cosolvent-cosolvent contact, as cosolvent dynamics is the most important time scale in this

system.! The average time between cosolvent contacts can be approximated as

¢ _ L 3‘/:90lv 203 ~ 1 Vsolv 2/3 (2 11)
contact = 6D 47I"I’LX - 12D Ny '

where D is the cosolvent diffusivity, Vi, is the solvent volume, and ny is the number of

cosolvent molecules. Urea is the smallest cosolvent studied in this paper with a radius of
gyration equal to 1.4 A, and argHCl is the largest with a radius of gyration equal to 3.2 A
The diffusion coefficients for urea and arginine in a cosolvent-water system at 1 m cosolvent
concentration are 1.31 x 107° m?/s and 5.90 x 10719 m? /s respectively. 19119 The ¢ 5nsqc: value
for urea is about 90 ps and the value for argHCl is 200 ps. Considering that simulation time
should be 100 times longer than the cosolvent contact time, simulation time for urea, and
argHCl should be 9 ns, and 20 ns respectively. These estimates should only be used as a rough
guideline before the start of simulation as the diffusion coefficient varies significantly from

the experimental value for most cosolvent models. Diffusion coefficient for the urea model
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proposed by Caballo-Herrera and Nilsson? is twice as large as the experimental value. !0
Similarly, the glycerol model proposed by Kamath et. al.? has an error of 15% in the
predicted diffusion coefficient value. Furthermore, diffusion of cosolvents in the local domain

is affected by the interaction with the protein.
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Figure 2-9: Statistical inefficiency as a function of the square root of the block
size for preferential interaction coefficient data from simulations of Lysozyme
and cosolvent ArgHCl. The dotted line shows the value where a plateau is
approached.

Statistical error estimation based on section 3 is performed for all the systems investigated
in this paper. A representative plot of statistical inefficiency against Tbl /2 (square root of the
block size) for the preferential interaction coefficient in a simulation of lysozyme-ArgHCI
system is shown in Figure 2-9. Preferential interaction coefficient values are estimated for
every picosecond of simulation. A plateau value of S = 680 is reached. This implies that
only one configuration in every 680 ps contributes a completely new information to the

average value. In other words, this is the measure of autocorrelation in data. ArgHCI has
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Table 2.9: Statistical inefficiency(S) values for preferential interaction coefficient
calculated from simulation of cosolvents with proteins Lysozyme, and o-Cgn A

Protein cosolvent S  Protein  cosolvent S
Lysozyme ArgHCl 680 a-Cgn A ArgHCl 590
Lysozyme GdnHCl 260 a-Cgn A GdnHCl 220
Lysozyme Glucose 265 «a-Cgn A Glucose 410
Lysozyme glycerol 240 a-Cgn A glycerol' 230
Lysozyme Urea! 350 glycerol? 330
Urea* 300 a-Cgn A Urea 340

the highest statistical inefliciency as it samples cosolvent position space slowly due to its
large size as compared to other cosolvents studied here. Statistical inefficiency values for all
the simulations performed with proteins lysozyme and a-Cgn A are shown in Table 2.9. It
can be seen that S values depend not only on the cosolvent but also on the protein, which
highlights the importance of both solvent and protein dynamics. The statistical inefficiency
values are used to calculate the observed standard deviation of the average I'y3 values. The
observed standard deviation assuming different total simulation time can be compared to
gauge the effect of simulation time on error bar. For the lysozyme-argHCl system with
statistical inefliciency of 680, for simulations of length 5, 10, 15, 20, and 30 ns, the standard
deviation in I'sg would be 2.47, 1.74, 1.43, 1.23, 1.01 respectively. The standard deviation
in experimental data are typically in the range 1-2, therefore simulation time of 15 ns would
give good confidence interval. For other cosolvents, the statistical inefficiency values are
smaller which would mean even smaller error. Therefore, for the cosolvents studied here, the

simulation time should be in the range 10-20 ns to get a confidence interval in the range 1-2.

2.3 Conclusions

A quantitative method based on single trajectory MD simulations, with all atom poten-
tial models was tested and validated for proteins RNase T1, lysozyme and a-Cgn A, and
for cosolvents covering a range of positive and negative binding behavior. MD simulations

were performed over extended time of about 10-20 nanoseconds, which revealed some com-
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putational properties of the system not seen earlier.! The extended simulations without
constraints do not match the experimental data and the simulation results reported ear-
lier for RNase T1. Unphysical protein structure fluctuations were observed which lead to
changes in the predicted ['y3 values. A constrained protein trajectory successfully overcame
this problem yielding good agreement with experimental values for extended runs. Protein
dynamics as well as solvent dynamics play an important role in determining I'»3. In order to
sample all conformations in a system, longer runs are needed. Cosolvent dynamics defines
the most important time scale to be captured in the simulation, and this time scale depends
on the diffusivity and thereby on the size of the cosolvents. For the cosolvents studied here
and all other cosolvents with similar sizes, the simulation time should be in the range 10-20
ns in order to get a reliable estimate of I's3. MD simulations used standard CHARMM force
field and the results are found to be sensitive to these force field parameters. Preferential
interaction is measure of preference of protein surface for cosolvent as compared to the water
molecules. Therefore, cosolvent-water interactions should be given more weight when evalu-
ating and optimizing the force field parameters for cosolvents. Force field parameters taken
from non-compatible force fields or built from analogy can be relied only after testing their
match with extensive experimental target data or quantum mechanical data. Having said
all of that, the approach presented here, allows the calculation of accurate values of I'y3 from

molecular simulations without any ad-hoc parameter fitting.
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Chapter 3

Interactions in Aqueous Arginine

Solutions

When attempting to explain the arginine mechanism, many researchers start by addressing
the effect of the guanidinium moiety. Indeed, the guanidinium functional group must play
an important role, because not only is arginine the only amino acid with a guanidinium moi-
ety, no other amino acid exhibits aggregation suppression characteristics quite like arginine,
though other amino acids, particularly proline, have been used as stabilizers. However, with-
out a clear understanding at the molecular level, not only of the interaction of arginine with
protein molecules, but also of how arginine behaves in solution, the arginine mechanism will
remain a mystery. Recently, aqueous urea’? and Gdm57 solutions have been investigated to
obtain a comprehensive picture of the interaction of water and cosolvent molecules in solu-
tion, which has implications for the mechanism by which these cosolvents denature proteins.
In view of the importance of these interactions in aqueous cosolvent solutions, it is of interest
to examine more closely the structure of and interactions in aqueous arginine solutions, the
interactions between the arginine and the protein surface residues, and the implications of
these interactions for the mechanism by which arginine inhibits aggregation. There have
been no reported simulation studies of aqueous arginine solutions to the best of the authors’

knowledge. Here, a molecular dynamics study of this binary system is described. The main
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focus is on the structural and energetic (hydrogen bonding) properties of aqueous arginine
solutions. The temperature and arginine concentration dependence is covered here for the
full experimentally accessible range. Simulations of proteins in aqueous arginine solutions
were also performed in order to understand the interaction of arginine with the protein

surface.

3.1 Methods

3.1.1 Simulation Setup

Table 3.1: Setup of the simulation system. The number of argHCl and water
molecules in the system, and molal concentrations are listed. The saturation
limit at 298 K is at a molal concentration of 2.81.3

Number of Number of Molality
Water molecules ArgHCI molecules
4000 18 0.25
3778 34 0.50
3556 48 0.75
3333 60 1.00
3111 70 1.25
2963 80 1.50
2825 89 1.75
2694 97 2.00
2568 104 2.25
2444 110 2.50
2343 116 2.75

All simulations were performed using the NAMD'%! package, with the CHARMM?22%
force field. The TIP3P®" water model was used. The pKa values for the C-terminal, the
N-terminal, and the side chain in an arginine molecule are 1.8, 9.0, and 12.5 respectively. '*!
The N-terminal and the side chain are protonated, whereas the C-terminal is deprotonated
in the pH range 1.8-9.0. This pH range is of interest as proteins are observed to be highly
unstable at low and high pH. 12113 Therefore, force field parameters for arginine were taken

from the CHARMM force filed with the protonated N terminal, and the side chain, and
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Figure 3-1: Labeling scheme for the atoms in arginine, and water molecule and
chloride ion. In the subsequent figures, all nitrogen atoms are shown in blue,
oxygen in red, carbon in cyan, chloride in green, and hydrogen in white.

deprotonated C terminal. The parameters for the N and C terminal were taken from the
CTER and NTER parameters available in CHARMM. Mass densities were compared to the
experimental density data,® and the error was found to be ~ 1 %. All simulations were
performed in the NpT ensemble with periodic boundary conditions, and full electrostatics
were computed using the particle mesh Ewald (PME) method,'* with a grid spacing of 1 A
or less. The pressure was maintained at 1 atm using the Langevin piston method, 1*® with a
piston period of 200 fs, a damping time constant of 100 fs, and a piston temperature of 298
K. An integration step of 1 fs was used. The initial size of the periodic rectangular box was
set to (50 A)? in all of the simulations. To set up the simulation systems for various arginine
hydrochloride concentrations ranging from 0.25 to 2.75 molal, arginine and chloride ions were
randomly placed within the simulation box (while assuring no overlap), and subsequently
overlapping water molecules were removed. The system was then equilibriated for 1 ns at
constant pressure and temperature. All 11 systems described in Table 3.1 were simulated for
10 ns each. Simulations with 2.50 molal concentration were also performed at five different
temperatures ranging from 278 to 358 K for 10 ns. We have also analyzed the interaction
of arginine (1 molal concentration, 298 K, 1 atm, pH 4.75) with the surface groups of the

protein a-Chymotripsinogen A. A 50 ns simulation of a-Chymotripsinogen A was performed
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in a 75 A box containing 188 arginine and 10411 water molecules. In order to study the
interaction of arginine with hydrophobic residues which are not normally accessible in a
folded protein, a 25 ns simulation of a helical peptide, melittin in a 2.75 molal ArgHCI
solution was performed. Melittin is a 26 amino acid peptide with 15 hydrophobic residues
and has a +6 charge at pH 7.0.1'6117 The simulation box with sides of 60 A contained 1

melittin, 204 Arginine, 210 chloride ions and 4121 water molecules.

3.1.2 Clustering

Self-aggregation or clustering of arginine molecules was quantified in terms of the reduction
of total solvent accessible surface area of arginine with respect to a monomeric arginine
molecule. The solvent accessible area was estimated using standard CHARMM commands
with a probe sphere of 1.4 A radius. The solvent accessible surface area was used as a
measure, since minimization of exposed surface area is one of the main driving forces for
clustering. Furthermore, it has been reported that this measure is more sensitive than other

measures like Kirkwood-Buff integrals. 32

3.1.3 Effect of cosolvent on the protein association reaction

In order to quantify the effect of cosolvents on protein-protein association reactions, we
study a model system for the association of proteins. The reaction of two parallel, planar
plates and the reaction of two spheres are used as the extreme cases of the geometry of
tWo associating proteins. The two spheres, each 20 A in radius are used a model for the
association reaction involving two spherical proteins. The distance between the centre of
the proteins is defined as the reaction coordinate, x. For planes, the distance between the
faces of the planes acts as the reaction coordinate. The surface area of the plates (400 A?)
is selected to make the change in the protein solvent accessible area of reaction same as for
the case of the two spheres. The thermodynamic properties of these plates are obtained by
calculating the property per unit surface area of a pair of infinite plates and then multiplied

by the area. The free energy of this protein complex, uso(z) can be modeled as described
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previously, 42

z— 2 T— 2

Spheres : pgo(x) = (1;5)6 —821e (%) 4 2.12¢~(*%° , (3.1)
oed\2

Planes: puso(x) = (%)6 — 8.51e~ @19 1 9. 02¢~(*5*)", (3.2)

The above equation places a 2 kcal/mol free energy barrier for the association between the
two proteins. The dimer state is chosen to be 8 kcal/mol more stable than the monomer
state. The free energy in the presence of cosolvent is computed by adding the free energy
in the absence of additive with the transfer free energy. The transfer free energy, Au¥ is

computed via:4%68

™3 [ Oy
Apl = — / (—-——> [y3dm 3.3
[1/2 A am3 — 23 3 ( )

The expression for I'93 from equation 2.7 is substituted into the above equation.

m3 o
tr __ ﬁ _
A;I,Q = A C3 <am3)T,P’m2 </(g3 gl)dV) dm3 (34)

The above equation can be simplified using the following assumptions. (1) The water co-
solvent interactions are ideal, which makes the derivative of us with respect to ms equal
to RT/m3. (2) The concentration of cosolvent is low so that molal and molar concentra-
tions are equal. (3) The RDF of the cosolvent and water with respect to the protein are
represented using a three parameter Exp-6 potential. This function was fitted to the ra-
dial distribution functions obtained using molecular dynamics simulations.425% Applying the

above assumptions equation 3.4 is simplified to
Apy = —RTcs / (e (Us)/RT _ o= {U2)/BT gy (g5), (3.5)

where R is the gas constant, T is the absolute temperature, c3 is the cosolvent concentration,
(Uas) is the protein-cosolvent potential of mean force, (Us;) is the protein-water potential

of mean force. The intergral is over the system volume which is a function of the reaction
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coordinate. The relative change in the association rate can be calculated using:

ka

_ —AAY /T
== e 3
ko

(3.6)

where k, is the rate constant in the presence of cosolvent, kg is the rate constant in the

absence of cosolvent, AApg is the change in the activation free energy, & is the Boltzmann’s

constant, and T is the absolute temperature.

3.2 Results and Discussion

3.2.1 Structural properties
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Figure 3-2: Radial distribution functions between Gdm and carboxylate carbon

(8c,-cs), the Gdm carbon atoms (g¢,_¢,), and between the N-terminal and the
C-terminal (gn,_¢,) of the arginine molecule at a concentration of 2.75 molal.

Spatial density distributions, including the translational and the rotational degrees of

freedom, would capture details of the solution order. Such an analysis is possible for planar
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and rigid molecules like urea and Gdm.***" A conformation analysis of arginine in the gas
phase shows a large number of local minima with comparable energies, due to the many
easily rotatable single bonds.''®? Due to the flexibility of arginine, spatial density distri-
butions were found to be smeared in the vicinity of the molecule. Therefore, site-site radial
distribution functions (RDF) were used to characterize the geometry and short-range order

of arginine-water solutions.

Figure 3-3: Snapshots of arginine molecules from the MD simulation illustrating
possible configurations in which the two arginine molecules can interact to from
a dimer. A dimer formed due to the hydrogen bonding between the Gdm and
carboxylate groups (left). A dimer formed due to hydrogen bonding between
the N-terminal and the C-terminal of adjacent arginine molecules (center). A
dimer with the stacked Gdm groups (right).

Figure 3-2 shows the RDF between the middle carbon atoms (g¢,_c,)of the arginine
molecules at 2.75 molal concentration. The first distinct peak is at 4.2 A, and the second
peak is at 7.6 A, with a shoulder at 9.6 A. The first peak corresponds to the two adjacent
arginine molecules bonded together by two or more hydrogen bonds in a head-to-tail fashion
due to the strong interaction between the Gdm and carboxylate groups as shown in the

left panel of Figure 3-3. The second peak corresponds to adjacent arginine molecules with
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their N-terminal and carboxylate groups hydrogen bonded (center panel Figure 3-3), and
Gdm groups stacked on top of each other as shown in the right panel of Figure 3-3. Gdm
ion stacking in aqueous solutions has been reported by Mason et. al.5” based on the MD
simulation and neutron diffraction experiment of 3 molal GdAmHCI solution. Vondrasek et.
al.!?9 have reported that the cavitation energy, dispersion interactions, and the reduction
in electrostatic repulsion due to the flat geometry and non-homogeneous charge distribution
are the main factors responsible for the favorable association of like charge Gdm-Gdm pairs.
The distance between Gdm groups is observed to be around 4 A. This distance is larger
than the Van der Waals contact distance, but it is not sufficiently large for water molecules
to occupy the gap. Gdm-Gdm pair can also be stabilized by the tendency of the chloride
ions to occupy equatorial positions in the Gdm plane. The presence of the chloride ion
diminishes the inter-ion repulsion due to like-charged Gdm groups.!?! The distance between
Gdm carbons in this case is observed to be around 7.5 A, which is the same as the value
reported for hetero-ion complexes in GdmHCI solutions.®” Some arginine-arginine dimers
were found to be in fully extended conformations in which the carboxylate and N-terminal
of the adjacent arginine molecules were held together by two hydrogen bonds as shown
in Figure 3-3. The shoulder in the second peak corresponds to such dimers. The dimers
formed due to hydrogen bonding between Gdm and carboxylate groups of adjacent arginine
molecules also contribute to the same peak. It was observed that such tail-to-tail or head-
to-tail hydrogen bonding increases with the increase in concentration as arginine dimers
can interact with other dimers or free arginine molecules. The guanidinium carbon-carbon
(gc,—c;) and the Gdm carbon-carboxylate carbon (g¢,—¢,) RDF’s are shown in Figure 3-2.
The C;-C; RDF shows two peaks around 4 A, and 7.5 A. These peaks correspond to the two
different types of Gdm-Gdm stacking discussed above. The C;-C¢ RDF shows a peak at 3.8
A, with a shoulder at 4.2 A. The maximum corresponds to the hydrogen bonding between
Gdm and carboxylate groups of adjacent arginine molecules. The shoulder corresponds to
the carboxylate group hydrogen bonded to the N-terminal group of the adjacent arginine

molecule. These RDF’s also give a measure of the population of two different types of dimers
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shown in Figure 3-3. It can be seen from the figures and the coordination number obtained
after integrating these curves (not shown here) that the population of the first dimer which
has two arginine molecules bonded with two to four hydrogen bonds and is higher than the
other dimers. The Ny-Cg RDF exhibits a peak around 3.5 A, which correspond to the the
hydrogen bond between the the N-terminal and C-terminal of adjacent arginine molecules.

The C-terminal carbon within the same molecule is not included in the calculation of the

RDF.

The radial distribution functions for the N-terminal nitrogen and the chloride ion are
shown in the Figure 3-4a. The prominent first peak in this function is at 3.2 A, with a
significant shoulder at 5.4 A. The maximum corresponds to the chloride ion occupying the
position between hydrogen atoms of the N-terminal nitrogen (see Figure 3-5). The shoulder
corresponds to the chloride ions coordinated to a water molecule hydrogen bonded to the N
terminal nitrogen. There is a competition among the chloride, water and the arginine atoms
to hydrogen bond with the N-terminal nitrogen. The peak height decreases with increasing
concentration due to the hydrogen bonding interaction between the N-terminal and the
carboxylate group of arginine. The chloride-chloride radial distribution function (Figure 3-
4b) shows three peaks. The first maximum is at 4.8 A, which corresponds to the two chloride
ions mutually coordinated to an intervening water molecule. The second peak falls at 7.4 A
and corresponds to the two chloride ions occupying adjacent positions in the first hydration
shell around the Gdm group and the N-terminal (see Figure 3-5). The third peak at 9.8 A
corresponds to the two chloride ions coordinated with the Gdm group and the N-terminal

each. In agreement with the previous MD simulations of chloride salts, 3”122

no significant
direct chloride ion pairing was observed under these conditions. The Gdm carbon-chloride
RDF (Figure 3-4c) shows two prominent peaks. The first peak is at 3.8 A, with a shoulder
at 4.5 A. The first peak corresponds to the chloride ion occupying the position in the first
hydration shell between the hydrogen atoms of the Gdm, hydrogen bonding to each at angle

of 140°. The shoulder corresponds to the chloride ions making a single linear hydrogen bond

to a single hydrogen of the Gdm (see Figure 3-5). The second peak in the RDF is at a
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Figure 3-4: Radial distribution functions between chloride ions and (a) the N-
terminal Nitrogen, (b) the chloride ion, and (c) the Gdm carbon.
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Figure 3-5: Arginine-Chloride ion pairing found in the simulations. The distances
reported in the figure correspond to the peaks in radial distribution functions
shown in the Figure 3-4. Hashed lines denote a hydrogen bond and dotted lines
denote a partial double bond.

distance of 6.6 A and corresponds to the chloride hydrogen bonded to hydrogen atoms of
the Gdm with a water molecule acting as a bridge. The first peak decreases in height and
second peak height increases with increase in concentration due to the hydrogen bonding

interaction between arginine molecules which restricts the direct interaction of chloride ion.

RDF’s between water-oxygen and arginine atoms are shown in Figure 3-6. Water molecules
can be seen to be strongly coordinated with the three charged groups in the molecule as
shown by the prominent peaks in the RDF’s (N4-Oy,Cs-Oy,,C1-Oy,). However, the middle
carbon atom shows no prominent peak due to the hydrophobic nature of the three methylene
groups in the center of the molecule. The water structure around arginine is not significantly
perturbed due to the self-interaction of arginine. The water molecules form linear hydrogen
bonds with the Gdm group and are therefore, constrained to remain in the plane of the Gdm
group. When two arginine molecules form a cluster with Gdm-Gdm stacking, the equatorial
positions are still unoccupied. Furthermore, these n-mers are held together by bonding with
only a part of the group. For example, in a dimer with head-to-tail bonding, only one of the
nitrogen atoms in the Gdm group is involved. The water-water radial distribution functions

(not shown here) also supports this observation. It is seen that arginine only slightly per-
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Figure 3-6: Arginine-water, site-site radial distribution functions. RDF’s for N-
ordinate.

terminal nitrogen, and carboxylate carbon (C;) are offset 1.5 unit along the

turbs the water structure. The population of the first solvation shell, which can be used as

80

a measure of the short-range order in the water structure does not change significantly with



an increase in argHCl concentration. This observation indicates that the indirect effect of

arginine on proteins through its effect on the structure of water is not significant.

3.2.2 Hydrogen bonds

The strength and the number of hydrogen bonds in the aqueous arginine solutions give
further insight into the nature of the interactions. Figure 3-7 shows the number of hydrogen
bonds per molecule for different arginine concentrations. The number of arginine-arginine
hydrogen bonds per arginine molecule increases with increasing concentration. The number
of arginine-water bonds decreases with the increasing concentration. The total number of
bonds per arginine molecule decreases slightly as fewer arginine-arginine bonds are formed
than arginine-water bonds are lost. For water, similar behavior is observed in terms of total
number of hydrogen bonds per water molecule. This marginal decrease in the number of
hydrogen bonds per arginine or water molecule again confirm the observation that arginine
perturbs the water structure only slightly.

Figure 3-8 shows the hydrogen-bond energies for all donor-acceptor combinations. The
strongest hydrogen bond is formed between the carboxylate oxygens (acceptor) and the N-
terminal nitrogen (donor) pair with an average energy of 33 kJ/mol (298 K). The strongest
hydrogen bonds between arginine and water were those formed between the water oxygen
(acceptor) and the carboxylate oxygen (donor) with a mean energy of ~30 kJ/mol (298 K).
The water-water hydrogen bonds (20.5 KJ/mol) are weak as compared to arginine-arginine
or arginine-water hydrogen bonds. The self-aggregation of arginine is therefore enthalpically
favorable. From the entropic viewpoint, a single arginine molecule would free about 10 water
molecules. The number of water molecules replaced by an arginine is calculated by placing
an arginine molecule in a water box and counting the number of water molecules within 2.2
A of arginine molecule. Therefore, the self-interaction is promoted as the water molecules
solvating the individual arginine molecules are released, which increases the translational and
rotational entropy. The lifetime of individual arginine-arginine hydrogen bonds is calculated

using the procedure of Rapaport.!?® The average bond lifetime is found to vary between
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Figure 3-7: Average number of hydrogen bonds (a) per arginine molecule (b) per
water molecule.

7-9 ps, depending on the solution concentration. However, the time for which two arginine
molecules in a cluster stay connected is found to lie between 90-110 ps. The clusters are held

together by multiple hydrogen bonds, the individual hydrogen bonds breaking after every
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Figure 3-8: Mean energy per hydrogen bond for all donor-acceptor combinations
at 2.50 molal concentration.

7-9 ps, but the cluster breaks after a much longer time.
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3.2.3 Clustering
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Figure 3-9: Solvent accessible surface area as a function of argHCl molality normal-
ized by the total number of arginine molecules in the system (left). Percentage
loss in surface area as a function of argHC] molality. (right)

Figure 3-9 shows the mean surface area per arginine molecule and the percentage loss in
surface area compared to that of a single arginine molecule in a water box as a function of
concentration. The maximum percentage loss in area is 50%. The solubility of argHCI at
298 K is 2.81 molal. For the highest concentration (2.75 molal) studied here, the percentage
loss in surface area is ~45%. With increaseing temperature, the extent of clustering (for 2.50
molal) is observed to decrease, due to a higher solubility and increase in the overall volume
of box. However, this approach overestimates the extent of clustering due to the fact that,
in the absence of any interaction, random contacts between arginine molecules would reduce
this solvent accessible surface area. Stumpe and Grubmiiller®? have proposed a procedure t.o
distinguish this from real self-aggregation for the clustering in aqueous urea solutions. Such
area loss due to random contacts is expected to be small in case of arginine due to the low

diffusivity and strong interaction between arginine molecules.
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Figure 3-10: Number of contacts per arginine molecule between the Gdm and
Carboxylate groups (C,-Cs), Gdm groups (C;-C,), and the N and C-terminal of
arginine molecules in solution.

The populations of clusters of various sizes were calculated where the criteria for a
molecule to be in a cluster are (a) connected by one or more hydrogen bonds (b) the specified
atoms are within a given distance range, which is defined by the position of the first minimum
between the atoms in the appropriate g(r). The second constraint applies only to the clusters
with Gdm-Gdm stacking. The cluster size is calculated by counting all the molecules that
are connected to one other molecule in a cluster. The number of contacts between the groups
in the interacting arginine molecules is calculated using the same criteria. The number of
Gdm-Carboxylate, Gdm-Gdm, and N-terminal-C terminal contacts per arginine molecule as
a function of concentration is shown in Figure 3-10. The Gdm-Gdm and Gdm-Carboxylate
are the dominant modes of contact between arginine molecules in solution. A single argi-
nine molecule can form up to four contacts. The number of contacts is observed to increase
with increasing concentration. The total number of contacts at 2.75 molal concentration is
2.3. The population of clusters as a function of size and the probability to find an arginine

molecule in a cluster of a given size is shown in Figure 3-11. It is found that for the 0.25
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Figure 3-11: Distribution of population of arginine clusters. (a) Normalized popu-
lation of arginine clusters of various sizes. (b) Probability of finding an arginine
molecule in a cluster of a particular size.

molal system (Figure 3-11b), 45% of the arginine are in dimers or higher order n-mers. On an

average, only 13% of the arginine was found to be in n-mers larger than a dimer. If a number
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of clusters of various sizes are considered, only 25% of the clusters are dimers or higher order
n-mers. For the 2.75 molal system, the number of arginine molecules present as monomers is
as low as 18%. The n-mers from monomer to decamer account for ~60% of the total arginine
molecules. From the plot of number of clusters of various sizes, it can be seen that there
are few very large clusters present in the solution at 2.75 molal. For low concentrations,
the solution is dominated by the arginine monomers and dimers but as the concentration
increases the n-mers of larger sizes are formed. These n-mers are nanoscale clusters held
together by hydrogen bonds, hetero-ion pairing and Gdm-Gdm stacking. These clusters are
significantly larger in size as compared to a single arginine molecule, and as such, they are

expected to play a significant role in stabilizing the protein molecules in mixed solvents.
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Figure 3-12: Radial distribution functions of the guanidinium carbon(C,) and the
carboxylate carbon(Cs) in the arginine molecule around the protein a-Cgn A.
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Amino acids

Figure 3-13: Contact coefficient, CC r; for each amino acid in o-Cgn A. The
colors represent the hydrophobicity of amino acids. Red Hydrophobic; blue
Hydrophilic; The intensity of the bars depends on the normalized hydrophobicity
values® of each amino acid. The label BAK denotes the protein backbone. It can
be seen that there is no trend between the CC values and the hydrophobicity of
the residues.

3.3 Protein-Arginine Interaction

In order to understand the role that interactions between the protein surface and the argi-
nine play in the mechanism by which arginine inhibits aggregation, a molecular dynamics
simulation of the protein a-Chymotripsinogen A in a 1 molal aqueous arginine solution was
performed. Arginine is found to interact with the protein surface mainly via the guanidinium
group. Radial distribution functions of the guanidinium and the carboxylate carbon in the
arginine molecule around the protein a-Cgn A are shown in Figure 3-12. It can be seen that
arginine is preferentially oriented with respect to the protein surface. The preferential bind-

ing behavior of arginine with each type of amino acid and the backbone in a-Cgn A is shown
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Figure 3-14: (a) Cation-7 interaction between a tryptophan residue on the surface
of a-Cgn A and Gdm group of an arginine molecule in solution. (b) Snapshot of
arginine molecules present in the local domain (6.0 A) of a-Chymotripsinogen A.
Arginine molecules present as dimers are shown in red. (c) Snapshot of the MD
simulation box containing aqueous arginine solutions at 1 molal concentration
(right). Water molecules are shown as blue dots for clarity. Hydrogen bonds
between arginine molecules are shown as hashed red lines.
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in Figure 3-13. The contact coefficient is defined as the ratio of the arginine concentration
around a particular amino acid and the bulk concentration. Stumpe and Grubmiiller 34 have
reported contact coefficient values for interaction of urea with glycine capped tri-peptides.
The normalization with the bulk concentration gives a better idea of the tendency of the
cosolvent to interact preferentially with the surface of a particular amino acid. The number
of arginine molecules and chloride ions bound to each amino acid on the protein surface is
included in the supporting information. Arginine is observed to interact strongly with the
aromatic and charged residues on the protein surface. The charged groups in arginine can
interact with both the positively and negatively charged amino acid side chains. Arginine is
observed to interact with charged residues via hydrogen bonding, similar to the behavior of
arginine in aqueous solution. The average concentration around the arginine and glutamic
acid residues on the protein surface is found to be 2.1 and 1.6 times the bulk concentration
respectively. The Gdm group interacts with aromatic side chains residues via cation-7 in-
teractions. Figure 3-14a shows an arginine molecule interacting with a tryptophan residue
on the protein surface. The average surface concentration of arginine around tyrosine and
phenylalanine side chains in a-Cgn A is found to be 1.4 and 1.3 times the bulk concentration
respectively. The backbone atoms can hydrogen bond with the arginine molecules. The av-
erage number of arginine molecules bound to the backbone atoms is 5.8, which corresponds
to a contact coefficient value of 1.0. In our simulations, interactions between hydropho-
bic residues and arginine is observed. The methylene groups in the arginine molecule can
interact with the hydrophobic residues on the protein surface. If we consider all the non-
aromatic hydrophobic residues (Val, Ile, Leu, Met, Cys, Ala, Pro, and Gly) the average local
concentration around these residues is 0.5 times the bulk concentration which indicates that
arginine does not interact strongly with the hydrophobic resides. In the native structure of
the protein, the hydrophobic resides are not accessible to the solvent. Methionine, Histidine,
and Tryptophan have low contact coefficient values due to the limited exposure of these
residues to the solvent. Water molecules can interact with these partially exposed residues,

but large arginine molecules cannot. Therefore, a simulation of the polypeptide with exposed
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hydrophobic groups (melittin) was performed to assess the interactions of arginine with the
hydrophobic regions. The total number of arginine coordinated with the protein is 9.0. The
number of arginine coordinated with the hydrophobic residues (Val, Ile, Leu, Pro, and Gly)
is 2.9, corresponding to a local concentration of 0.54 relative to the bulk concentration. Al-
though the number of aromatic and charged amino acids in melittin is less than the number
of hydrophobic amino acids, these amino acids account for 6.1 molecules out of 9 molecules
coordinated with the protein. Furthermore, arginine clusters were not found to interact with
the hydrophobic residues by stacking the methylene groups to form a surface as suggested
by Das et. al.”™ Therefore, simulation of a polypeptide with exposed hydrophobic groups

also provides similar results for the interaction of arginine with protein surface residues.

The preferential interaction coefficient, I's3, measures the excess number of cosolvent
molecules within the local domain of the protein as compared to that in bulk solution.
Recently, Schneider and Trout® have reported preferential binding coefficient data for a-
Chymotripsinogen A. The experimental preferential binding coefficient value at 1 molal con-
centration is -8.7+2.9. The computed value of -8.34+0.7 is in good agreement with the
experimental data. Arginine solutions are comprised of monomers and higher order n-mers.
It would be interesting to look at the preferential binding data for the monomers (T'23.m) and
higher order n-mers. I's3,, can be calculated by counting the number of monomers in the lo-
cal and bulk domain. Similar calculations can also be performed for the higher order n-mers.
However, the standard deviation of these coefficients would be large due to the small pop-
ulation of these n-mers. Therefore, longer simulations would be required to calculate these
coefficients. However, the difference between the overall I'y3 and I'y3.m would give an average
value for all n-mers (n ;= 2). For a-Cgn A, the [23m was found to be -5.08. The value
for T's3m is higher than the overall T'y;. This implies that the concentration of monomers
within the local domain is higher that the n-mer (n;=2) concentration. This is expected
because the local concentration around protein is less than the bulk concentration and the

self-interaction between the arginine molecules increases with the increasing concentration.
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Figure 3-15: Relative change in the association rate for 20 A spherical proteins
caused by a 0.5 M cosolvent solution as a function of cosolvent size.

3.3.1 Mechanism

The three proposed mechanisms by which arginine inhibits protein aggregation should be
reassessed based on the molecular level insights obtained from the simulations performed in
this paper.

Neutral crowders are cosolvents which have a preferential binding coefficient value of
zero (or slightly positive) and are larger than water in size. The preferential binding data of
arginine from Schneider and Trout?® clearly shows that arginine is highly excluded from the
protein surface and therefore, it cannot be classified as neutral. However, arginine can still
be classified as crowder. Arginine molecules which accumulate on the protein surface are
responsible for crowding out the protein-protein interactions. According to the “gap effect”
theory, the rate of association decreases with the increasing additive size and preferential

interaction coefficient. Arginine has a negative preferential binding coefficient, which would
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increase the association rate of proteins. On the basis of the simulations of aqueous arginine
solutions, it is concluded that arginine forms clusters in solution and these clusters have
sizes larger than the arginine molecule. This effective increase in the size of arginine due to
self interaction counters the change in the association rate due to exclusion of arginine from
the protein surface. Therefore, the observed aggregation suppression would be equivalent
to a neutral crowder of the size of an arginine molecule. The aggregation suppression effect
of arginine on the proteins can be illustrated clearly using the association model described
in the methods section. The relative change in the association rate as a function of the
additive size for two different values of ['y3 is shown in Figure 3-15. Arginine has a radius
of gyration of 3.6 A. If arginine is assumed to be neutral (T'y3 = 0) then relative change in
the association rate is 0.57. If the arginine is excluded from the protein surface (I'sz < 0),
then the ratio k,/ko would be greater than 0.57. However, the size of arginine is most likely
enhanced due to the self-interaction which compensates for the negative contribution due
to preferential interaction. Experimental or theoretical preferential interaction coefficients
for arginine hydrochloride are reported for four proteins.® The values at 0.5 molal argHCl
concentration lie in the range -4 to -1. Therefore, a value of -2.5 is chosen as the preferential
interaction coefficient for the model protein. For I's3 = —2.5, the value of k,/ko is 0.8. From
the I'e3 = —2.5 plot in the Figure 3-15, it can be seen that the effective size of the arginine
should be about 4.8 A for the k,/kq to be equal to that of the neutral crowder(Iy; = 0)
with the size of an arginine molecule. On the basis of the loss of the surface area per
arginine molecule, the population of monomers and higher n-mers can be calculated. At 0.5
molal, the percentage of monomers is 68%. Therefore, the effective size of the arginine in
the solution is calculated to be 4.77 A, which is same as the effective size of the arginine
required to compensate for the exclusion of arginine from the protein surface. The effective
size is calculated based on the population of monomers and dimers in solution. At low
concentrations, the solution predominately contains monomers and dimers. The size of the
dimer is assumed to be equal to the size of the two arginine molecules separated by the

distance equal to the location of the first minimum in the RDF between arginine molecules
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Figure 3-16: Relative change in the association rate for the spherical and planar
proteins due to arginine solution as a function of concentration.

in solution. Arginine is preferentially excluded from the protein surface. Therefore, the local
concentration around protein is less than the bulk concentration. The extent of clustering
of arginine increases with increasing concentration, which implies that the Lot monomer Will
always be higher than the I's3. The T3 monomer value calculated for the simulation of a-Cgn A
in 1 m arginine solution supports this point. From the viewpoint of aggregation suppression,
monomers have a small size but a higher I', and n-mers have low I' but are large in size.
This observation shows the trade-off between I' and the size of the cosolvent in terms of their

effect on the association rate.

The relative change in the association rate as a function of arginine concentration for
the two extreme cases of spherical and planar proteins is shown in Figure 3-16. In order
to calculate the rate of association in the presence of arginine, experimental preferential

interaction data® for lysozyme in arginine solution and the effective size of the arginine
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molecule in solution are used. The relative change in the association rate is calculated using
equation 3.6. Hirano et. al.'?* have reported the aggregation rate constant for lysozyme
with and without arginine. The experimental value at 600 mM is found to be 0.14, which

is in agreement with our predictions of 0.11-0.30.

On the basis of the simulation results, it can be concluded that arginine interacts strongly
with aromatic residues. The number of aromatic amino acids in any protein are typically less
than 10% of the total number of amino acids.*?® Therefore, the number of arginine molecules
bound to the aromatic residues would be a small fraction of the total number of arginine
molecules associated with the protein. If we consider a situation that all the aromatic
residues in a-Cgn A are exposed then the number of arginine molecules bound to them
can be calculated on the basis of the number of arginine molecules coordinated per residue
for a particular amino acid. The number of arginine associated with the aromatic residues
would be 12. However, if the same analysis is done for non-aromatic residues. The number of
arginine associated with the non-aromatic residues is found to be 77. The number of arginine
associated with the aromatic residues is a small fraction of the total arginine associated with
the protein. Therefore, the interactions between arginine and aromatic residues alone cannot

account for the aggregative suppression behavior of arginine.

Simulation results and experimental light scattering data suggest that arginine forms
molecular clusters in solutions.” However, the hypothesis that these clusters present a large
hydrophobic surface by the alignment of their methylene groups is not supported by the
simulations. The simulation involving Melittin which has an exposed hydrophobic surface
does not show any such interactions. No large hydrophobic surfaces similar to the hydropho-
bic columns present in L-arginine crystals is observed in simulations of aqueous arginine
solutions. A typical snapshot of the MD simulation box containing aqueous arginine solu-
tion with and without protein is shown in Figure 3-14b and c. It can be seen that n-mers
(; n=2) of arginine are formed by hydrogen bonding between charged groups without any
alignment of methylene groups to form a large hydrophobic surface. In order to support

the hypothesis that the interactions between methylene groups in arginine clusters and the
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protein surface are responsible for the aggregation suppression, Das et. al.”* measured the
solubility of pyrene and performed ANS fluorescence emission intensity studies of aqueous
arginine solutions. The solubility of pyrene was observed to increase in the presence of argi-
nine. The solubility of pyrene increases with the decrease in the polarity of the solvent.
The ANS fluorescence intensity also increased, and a blue shift in the maximum wavelength
was observed. These changes in ANS fluorescence are observed when the fluorophore is
in hydrophobic environment. On the basis of these observations, the authors suggested
that methylene groups in arginine are responsible for these effects on non-polar compounds.
However, pyrene is a polycyclic aromatic hydrocarbon, which forms a large flat aromatic
system, and ANS is a charged molecule with phenyl and napthalene rings. It has been
shown that the Gdm group interacts strongly with aromatic residues due to cation-7 inter-
actions.33%%126 Recently, Mason et. al.33 have reported that GdmCl significantly suppresses
aromatic interactions between pyridine molecules but has no effect on the isopropanol aggre-
gation. Therefore, the Gdm group is more likely to be responsible for both the phenomenon
observed by the authors. Das et. al. also showed that arginine increases the solubility of
the AB;_42 peptide and decreases fibrillar formation. They suggested that arginine clusters
with aligned methylene groups mask the hydrophobic surface of AB3;,_4o. However, AB;_4o
has 4 aromatic and 12 charged residues which can interact with the arginine molecules via
cation-m interaction and salt-bridge formation respectively. The authors have shown the
effect of arginine on various compounds, but there is no conclusive evidence for the presence
of a hydrophobic surface formed due to stacked methylene groups or relating the observed
effects to such a hydrophobic surface. Furthermore, the simulations results reported in this
paper show that there is no such surface formed due to the stacking of methylene groups.
Therefore, the anti-aggregative property of arginine is most likely not due to hydrophobic

interactions between the clusters and the protein surface.

The proposed effect of the arginine on the free energy of protein along the refold-
ing/aggregation reaction coordinate is shown in Figure 3-17. In the absence of arginine

(solid line), the small aggregate (A,) is formed from an unfolded or partially unfolded inter-
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mediate (I). These unfolded intermediates are formed due to the exposure of hydrophobic
residues which are not exposed in the native state (N). In the presence of arginine (dotted
line), the interaction of arginine with aromatic groups of the partially unfolded intermediates
stabilizes these intermediates. Crowding around the macromolecule leads to an increase in
the height of the barrier corresponding to the association of the partially unfolded proteins
to form an aggregate. The free energy of the encounter complex increases due to the exclu-
sion of the arginine from the gap between the associating macromolecules. The free energy
of the native and the aggregated states also change due to the presence of arginine. The
interaction between the hydrophilic groups on the protein surface and arginine (enthalpic)
lowers the free energy whereas the exclusion of arginine from the protein surface (entropic)
increases the free energy. However, arginine is not a highly excluded cosolvent (as compared
to sucrose and other sugars). Therefore, it is expected that the free energy of the native and

the aggregated states will decrease in the presence of arginine.

It has been shown that the charge based interactions between peptides are the dominant
force for association in aqueous solution.?” The self-interaction of arginine is also due to the
hydrogen bonding between the oppositely charged groups. It raises an interesting question:
Why do other charged amino acids not show such strong self-interaction? The possible reason
for such a behavior can be the absence of Gdm like side chain in other amino acids. The Gdm
side chain can have strong, multiple interactions and forms a planar structure, which helps
in Gdm-Gdm stacking and interaction with neighboring molecules in aqueous solution.”
Lysine has a positively charged side chain but it does not form clusters in solution. '?® Another
possible reason for a such a behavior could be the presence of a highly flexible methylene chain
which would significantly reduce the stability of the dimers. Recently, Schulund et. al.!18119
have shown that molecular rigidity is critical for the stability of the dimers formed by arginine
in the gas-phase. They showed that 2-(guanidino carbonyl)-1H-pyrrole-5-carboxylate forms
more stable clusters than arginine due to the rigidity of the groups holding the terminal
carboxylate and Gdm groups. Therefore, making the chain less flexible might lead to better

inhibition of protein aggregation. On the basis of the mechanism proposed in this paper,
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Figure 3-17: The effect of arginine on the free energy protein states along the
refolding/aggregation reaction coordinate. The solid line represents the free en-
ergy in the absence of cosolvent and, as a dotted line in the presence of cosolvent.
Additive molecules are shown as large black circles and water molecules as small
grey circles.

any change in the cosolvent structure which promotes self-interaction keeping the preferential

interaction same would improve the aggregation inhibition ability of the cosolvent.

3.4 Conclusions

This study aimed at understanding the structure and interactions in aqueous arginine so-
lutions. The radial distribution functions obtained from the simulations suggested a ten-
dency for the arginine molecules to self-associate. There are several ways in which arginine
molecules can self-associate. The hydrogen bonding between the Gdm and carboxylate group
and the stacking of Gdm groups in adjacent arginine molecules are the two important con-
tacts between arginine molecules. The weak hydrogen bonds between arginine and water

are replaced by stronger arginine-arginine hydrogen bonds on self-association. The total
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number of hydrogen bonds per water molecule remains almost constant, which shows that
arginine substitutes well for water in the hydrogen bond network. The population of the
first solvation shell (within 0.5A) around water molecules decreases by a small amount with
increases in the arginine concentration. This shows that the water structure is not perturbed
significantly by the presence of arginine molecules.

From our results, it can be seen that the self-association of arginine could play an impor-
tant role in its binding and inhibition of protein aggregation. These results also highlight the
role of the carboxylate group in the arginine molecule. Guanidinium salts (e.g. GdmHCI)
interact too strongly with the protein and thereby unfold the protein which promotes aggre-
gation. The presence of carboxylate group in arginine would limit the interaction of Gdm
group with protein surface. Therefore, the interaction is strong enough to stabilize partially
unfolded intermediates but not strong enough to unfold the protein. From the simulation of
proteins in an aqueous arginine solution, the aromatic and charged residues were found to
interact with arginine via cation-7 interactions and hydrogen bonding respectively. These re-
sults demonstrate that to explain how cosolvents work, all the possible interactions between
the components of a mixed solvent have to be analyzed. The existing mechanisms for the ef-
fect of arginine on protein aggregation are analyzed on the basis of the information available
from the simulation results and recent experimental preferential binding data of arginine. A
detailed analysis of all the existing mechanism shows that none of them by themselves are
completely consistent with the simulation results. The mechanism proposed in this paper
takes into account the intra-solvent and solvent-protein interactions. The crowding due to
the arginine molecules within the local domain of the protein and the interactions due to
the Gdm group are mainly responsible for the aggregation suppression by arginine. The

crowding effect of arginine is enhanced due to its self-association.
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Chapter 4

Arginine as an Eluent in Affinity

Chromatography

Monoclonal antibodies (mAbs) are currently used for several diagnostic and therapeutic
applications, including treatment of diseases like Alzheimer’s and cancer.”12%713! Due to
the enhanced demand for these antibodies, large-scale manufacturing processes have been
developed. However, the presence of several different compounds in the production medium

makes purification of antibodies the most critical step in the entire production process. 1327135

Affinity chromatography is a widely used separation process that makes use of the binding
sites on the antibody. 36138 It involves reversible binding of an antibody to a resin containing
a ligand, which interacts with specific binding sites on an antibody. Antibodies are grouped
into five classes based on the sequence of their heavy chain constant regions: IgM, IgD, IgQG,
IgE and IgA. IgG is the most commonly used antibody for therapeutic purposes and is the
focus of this paper. Antibodies are further subdivided structurally into two variable domains
(Fab) linked to a constant domain (Fc), as shown in Figure 4-la. The Fab domain binds
the antigen, whereas the Fc domain has binding sites for several proteins such as Protein A,
Protein G, etc. Typically, Fc domain binding sites are used for purification purposes because
Fab is the active part of IgG. Protein A is one of the most widely used natural ligands for

the antibody purification process, allowing rapid and selective separation of antibodies. 33
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Protein A is a constituent of the cell wall of Staphylococcus aureus and it consists of four
homologous regions that can bind the Fc part of IgG from various species. Deisenhofer?
obtained the crystal structure of the complex formed by a human IgG Fc fragment and a
fragment B of Protein A. Recently, Cavallotti and coworkers'3® have performed the molecular
modeling of Protein A affinity chromatography to understand the properties of the complex
between fragment B of Protein A and the Fc domain of IgG. They have identified the key
amino acids involved in the complex formation by replacing the amino acids in Protein A
with alanine and estimating the variation in the binding free energy. The authors have
also estimated theoretical binding free energy (-9.2 kcal/mol) of the IgG-Protein A complex,
which matches well with the experimental binding free energy (-9.8 kcal/mol).'*® Protein A
mimetics have been build with improved IgG binding properties.*® This high affinity leads
to effective separation of the antibody from the production medium but makes the elution of
the antibody difficult. Highly acidic solutions are required to elute antibodies from Protein
A columns. These harsh conditions lead to denaturation and subsequent aggregation of
antibodies, which reduces the yield of monomeric antibodies. Several different approaches
have been used to counter this problem, e.g., using low affinity ligands'! or eluents that

work under milder conditions, etc.!42

Arginine has been used in various chromatographic techniques to elute antibodies and
other proteins under mildly acidic conditions. 1911142143 Experimental studies have been per-
formed to test arginine derivatives, and other amino acids such as glycine, proline, lysine and
histidine; but none of them are as effective as arginine under similar conditions.4? Guani-
dinium Hydrochloride was found to be an effective eluent; but the eluted antibodies showed
more aggregates than arginine due to the denaturing effect of guanidinium hydrochloride.
The ability of arginine to elute antibodies increases with increasing concentration, with al-
most 100% recovery of IgG4 at 1 M concentration and pH 4.3. Sodium citrate is commonly
used as an eluent and gives ~90% recovery at pH of 2.7 and 0.1 M concentration. 10:11,142
At pH 4.3, sodium citrate has | 10% recovery at the 0.1 M concenration. The recovery of

antibody from the column is dependent on several factors including the type of feedstock
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used, its composition, the type of antibody, and experimental conditions. Therefore, the
dramatic change in recovery with increased pH may not be observed for all antibodies at
the same experimental conditions. However, the general trend that for citrate solutions, the
recovery decreases with increasing pH, will still hold. Arginine solutions are widely used
for suppressing aggregation and for enhancing the refolding yield of proteins.%%66 However,
for a molecule to be an effective eluent, it should not only inhibit aggregation of the eluted
antibodies but also facilitate dissociation of the IgG-Protein A complex. Although arginine
has been widely used as an eluent in various chromatographic techniques, no computational
studies have been performed to elucidate the mechanism of arginine elution. Molecular dy-
namics simulations can give us insight into the interactions between arginine and surface
groups of the Fc domain and Protein A involved in complex formation. Furthermore, the
effect of cosolute molecules on the free energy of the binding of proteins can also be esti-
mated. In this study, simulations of the Fc domain of IgG, the B fragment of Protein A
and the IgG-Protein A complex are performed in the presence of arginine at two different
concentrations. The effect of arginine on elution is compared to that of sodium citrate by
performing simulations in similar conditions. The results obtained from this study provide
a molecular-level understanding of the mechanism of arginine elution, which is useful for the

design and search of effective eluents for affinity chromatography.

4.1 Simulation setup

4.1.1 Initial structure

Crystallographic coordinates of the IgG-Protein A complex were obtained from Protein Data
Bank (PDB) entry 1FC2 (Figure 4-1c), which includes half of the FC domain of IgG1 and
the B domain of Protein A.® The region of the antibody involved in the complex formation
is usually referred to as the “consensus binding site” (CBS), as this site is involved in the
interaction of IgG with several ligands, both natural and synthetic.®44148 Iy order to avoid

the relative bending of the CH2-CH3 sub-domains of the antibody, the whole FC domain of
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Figure 4-1: (a) Structure of the IgG obtained from pdb 1HZH.” The heavy chains
are shown in red and blue and the light chains are shown in green. (b) Side view
of the Fc domain. (c) Structure of B fragment of Protein A bound to a part of
the Fc domain of IgG obtained from pdb 1FC2.8 (d) The overlap between the
two structures (1FC2 and 1HZH) obtained after transforming the coordinates
of 1FC2.

IgG was reconstructed. This was accomplished by matching the crystallographic structure
of the complex (Figure 4-1c) with the X-ray structure of the full antibody obtained from
PDB entry 1HZH" (Figure 4-1b). The CYS residues forming disulfides bonds in the hinge
region of entry 1FC2 were selected and translated to overlap with the corresponding cysteine
residues in entry 1HZH. The overlap was optimal in the consensus binding site (CBS), but
not as good at both ends of the half-FC domain of IgG; therefore only the coordinates of
the CBS binding site of 1FC2 (obtained using the matching) were introduced in the 1HZH

entry, to replace the original coordinates. This resulting structure (Figu