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Abstract
"SPACE AND FUNCTION ANALYSIS"

"A Computer System for the generation of
functional layouts in the S.A.R. Methodology".

Alfonso Govela

Submitted to the Department of Architecture on February 1977
in partial fulfillment of the requirements for the degree of Master
of Architecture in Advanced Studies.

As part of the S.A.R. Methodology, a set of computer
programs has been implemented to carry on the systematic generation
of all the possible functional layouts for a given design criteria.

They are intended to help the designer analyze and evaluate
the relationships between a space and its function, and display the
consequences of different design standards on different sizes and
layouts of spaces.

The main assumption is that a space can be analyzed
functionally by looking at characteristic arrangements of furniture
or equipment, that correspond to a certain function.

A function can be defined in terms of the location,
dimensions and relations between furniture elements and spaces.

A set of design standards describe a spatial system and
constraint a solution space where particular layouts can be
effectively, and if necessary, exhaustively explored by a procedure
that generates as many arrangements as desired.

This generative capability is aimed to help in the
development and evaluation of standards for spatial performance. By
studying the different layouts that each set of standards permits,
different evaluation techniques can be defined to compare, select
and agree on the most adequate criteria for an actual situation or
an hypothetical case.

Thesis Supervisor: Nicholas Negroponte

Title: Associate Professor of Architecture.



0. Introductlon?

This Thesis Is concerned with the formulatlion of
architectural functions and the analysls of thelr spatlal
consequences, It has orlglrated through several Interests
and it reflects thls In the different sectlons. On one
hand it comes from an Interest 1In spatial deslgn and
deslgn methodologlesy on the other 1t has grown from an
Iinterest in computer applicatlons and generatlve
technlquesy, as analytlcal tools within the framework of
deslgn.,

The maln problem that 1t approaches Is the first
loglcal operation in the orocess of designing *supports*
In the S.A.R. Methodology. It attempts +to provide a
systematic way to define spatial functlons and spatial
characterlstics, and present a procedure that enumerates
all the posslbie relations between a functlon and a space.

Its conceptual basls come from two dlfferent
fileldsy a participatory deslign disclpline origlnated as an
alternative solution to0o mass housing problemsy, and the
models that have become standard practice In the computer
fleld of Artiflclal 1Intelllgence. The flrst provided a
structured vienw of the problems In cdeslgn on the basls of

which functlonal standards are descrlbedy, while the



seconds through *Problem-Solving® and ‘*Tree-Searching®
technlques, provided a way of generating the different
functional l|ayouts that these standards permit.

At though the flrst represents new Jldeas In
archltecturey the secondy we mlght sayy ls an ldea that
has been around for sometime. However, lts application In
this case is different in an I mportant sense.
Prcbtem=Soiving has been orfented to the representatlion of
procedures that find solutlons by searching through a
range of posslbliitles accordlng to some glven rules. A
procedure that *designs® or flnds deslgn solutions In thls
sense, besldes belng far away In terms of our knowledge of
designs would miss the Issue of values impliclt In deslign.
What matters [s not only the sotutlons but the deflnition
of +the probltem and the process to reach thls result, as
values are deflned constantly In each declsion taken.

In deslign, It is more relevant the problem of evaluatlon.
Not how we get solutlons but how do we evaluate thelr
consequences., To analyze declslons, we have to evaluate
thelr consequences and we have fto enumerate thelr results,
through the enumeratlor of results we can compare one
declslon agalnst another and select the one we consider

more adequate. Searching and enumeratlor are In princliple



equlvalents, and it Is in the context of enumeration that
the technlques of Problem-Solving are used In thls Thesls.
At the scale of function analysis, It is not another
approach to use the computer as designer, but an attempl to
extend a small part of a methodology that recognizes the
problem of values, to the scale of a roomy, and provide a
generatlve method that can be used as its maln analytical
operatlon.

In the first chapter the problem area is deflned with our
maln assumptlonse. Followlng 1ty there 1s a aenerszl
presentatlion of the S.A.R. principles and an outilne of
the Problem-Solving represertatlions and search techniaues.
In the third chapter the principles of both S<A.R. and
Artiflcial Intelllgence are applled and extended to ttre
SPACE and FUNCTION ANALYSIS, and in the fourth an outtiine

of the computer system ls presented.



1.- PROBLEM DEFINITION AND ASSUMPTIONS.

1.1.- Background:

Spaces In human environments, must frequently
have a purposey they exlst as contalners for humzan
actlvitles. Hithin them, actions of different klnds are
contlnuously performed In a multltude of ways. The
importance of thelr purpose, shows in fact, In our
identlfylng +themy In everyday languages wWlth names that
refer to the action or actlons that can be reallzed within
Its Ilmits,

Thls serjies of actlvitlies constitute what nwe
cally or think asy the *use*® that Is made of a space, or
the *functlon® that has beer assigned to [t. Uslng a space
or carrying on a series of activltles can resutt from a
careful planning process at the tlime when the space |s
created, or simply result from a spontaneous adaptation,
at a fater point In tlme, to a functlon that was nelther
considered 1In its creation, nor planed to be contalned by
ite. In either case, the success or fallure of thls ‘"use®
depends In the relations between different characterlistlics

of the space, such as shape, proportlons or dimenslions, to
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name a few, and the kind of function that can be assligned
to 1t. Spatial characteristics permit or prevent,
sometimes In a deflnite strong ways the performance of
certaln functions.

In the process of desligny, the asslgnment of
spatial types to activities or wuses,  Is one of the
Inltlatl, 1f not the flrst step taken In the generation of
spatlal solutions, These types are almost always roughly
set up at the beginning of the process and thelr
deflnltion fluctuates wuntil the very endy, according to
other, often more global, clrcumstances In the deslign.

Must of the time, assumptlons already exlst In
the form of cultural preferences or In the form of
standards that delimit the range of possible spaces
corresponding to a functlon. These norms or personal
preferences, set the acceptabie characteristics for a
spacey but very seldom provlde a framework for
understandlng the reasons behlind thelr exlstence, or the
Impllcations when a change In thelr deflnitlion Is made. By
being wunaware of thelr rationale, we sometimes fall to
comprehend the relatlons between the two, and consequently
fall to understand what the Impact of dlifferent spat]al

solutlons mlght be on different uses.
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The problem of relating spaces to functions
might be considered a trivial problem without any need for
explanatjons, or simply a matter of desian experlience
where no further systematlizatlion or exploratlon Is needed.

At a practical levely, however, there has been an
increasing Interest during t he {ast ye ars, fcr
*performance®* studies of different kindse The economlic
analysis of buildings ras belng shifted from the more
*solid* actual cost of the building construction, to tre
more °*softer® Interest In the bullaing use over Its whole
life perioc. The proportion of costs between the Initial
construction expenses ( %) and the malntenance bills ( %)
indlcates areas where savinags can become more substantlal,
and has pointed out the Importance of understandlng how
spaces are used, (1)

At a deepery, more signiflcant level, on the
other hand, there has been an Increasing questlioning of
values and assumptlions behlind deslign solutlons, as It
becomes aparent that desigr problems are not well deflined
technlcal sltuations with cltearcut solutlons, but
difficult problems which solutions represent impllcit set
of valuesy, and which values must be agreed wupon before

attempting any technical implementation.
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As Rittel (2), has pointed out qulte correctly,
the Iincreasing critlique on professlonal work stems from
challenging the tests for efficlency, by renewed
preocupation wlth thelr consequences tor equlty. The
professlonal®*s Jobsy "....0nce seen as solvling an
assortment of problems that appeared to be deflinable,
understandabte and consensuale.se'y Is belng contfronted now
with the fact that “...the seemlng Cconsensus «.s.«. ls belrg
eroded by .... dlfferentiation of valuese.a..". “eesThere
seems to be a growlng reallzatlon that a weak strut In the
professional®*s support system lles at the juncture where
goal-formulation, problem-definltion, and equlty Issues
meet...",

How to provide a basis for the first klnd of
spatial analysls, and how to coordlnate the formulatlon
and evaluatlion of standards or values at this second

level, are the main two lssues whlch motivated, al though

-of course- they were not solvedy the work done In this

thesise.
12« Problem definitjion?
The jdea behind SPACE and FUNCTION analysls was

to developy along the ltines of the S.A.R. methodology (3},
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a systematic way of figurlng out the relations between a
space and its functlion or its set of possible functlions,

Its mailn objectives were to wunderstand what
makes a space adequate for a certaln use, when can we
realistically assign activities to a glven space, or what
are the consequences of changlng spatial characterl!stics
or functional requirementse

How to formulate functlons, describe spaces, and
analyze the relations between these two, are ¢the main
parts of the thesis work. How to flnd outy, for 3 glven
function, one or all the spaces where [t can be contalned
In a satisfactory way$ or for a glven spacey how to find
outy one or alt the functlors trat can be contalned by it,

are the particular questlons that we would attempt to

answer.

1«3.- Assumptlons:?

A deslgn problem In itfself, the development of
this SPACE and FUNCTION analysls has been approached wlth
certaln assumptions In mind:

- Independently ot defendling, rationallzling or
explalnlng where personal values for a function come from,

it was consldered more relevant to flnd out how can
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functions be expressed in a way that helps us understand
their spatial lmplicatliors.

- It was assumed that a function can be deflned
In terms of the pleces of furnlture or eqgulpment that are
needed to carry on a certalr activity. To talk about the
use of a space, we can deflne then the serles of elements
that should be <contained by Ity together with their
posltlons In space and the possible relatlions beween
different pleces,

- Functions formulated In these terms, represent
a set of standaras or value systems which Impllcitly
define a range of *acceptable® uses that a space can have.
An arrangement of eilemerts that correspond to thls
functional definition Is called a *functional tayout®, and
it stanas for one of the possipble valid distributlions of
elements In space.

- To evaluate the consequences of different
standards, we have to look at all the posslible
arrangements that are lImgplicltiy permited by them. Only
by knowing what wvarlations 1In functlonal fayouts are
posslible, Wwe can analyze, understahd or refutate, in terms
of thelr implications, deslgn values in design solutlions,

- Functlonal definltlons are, thereforey, not
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attempted as definlte laws or patternsy but rather as
statements open to refutation, as implications are
evaluated through the erumeration of thelr posslble

consequences,

The formulatior of functionai standards and the
enumerafion. of thelr possiblte tayouts are the main
assumptions behinada SPACE and FUNCTION analysise. The
methodologlical basls for these two parts are explored In
the next chapter, its final form In chapter three, and the
Implementation of a generatlive computer system In chapter

four.
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Chapter One,

Notes? —_

(1) "Life-Cycle costlng In the Pubtic Buitdings Service®,
Ge.S.A. General Services Administratlon,
Pubtic Bullding Service,

Study made by Booz-Allen & Hamilton Inc. for
GeS.A.3P.B.S.

(2) RITTEL HORST, "Ollemmas In a General Theory cof
Plannlng*,
Working Paper 194, Unlversity of Californla,
Berkeley, Cale. NoOve. 1872,

(3) BOEKHOLY JeTHey THIJSSEN A Pa, DINJENS PeadaM.y
HABRAKEN N.Jo.
“Varlatlonst The Systematic Deslgn of Supports®,
forthcomming MsIeT. Press. Cambrldge Mass. 197¢,
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2.- METHODOLOGICAL BASIS AND ENUMERATION TECHNIQUES

Standaras or norms must be formulated In a way
that oefmits the evaluatlon of thelr conseauences. They
should be describeds at least, In a3 way that alloss
testing particular layouts; buty, more Important, and not
so obvlous, they should be structured In a way that
permits the systematic enumeration of these layoutse.

That standards must be sufflclientiy deflned +to
permlt the evaluatlon of layouts, Is a clear polnt and can
be solved In different wayse. That their formutation must
permlt the exaustlve enumeratlon of all posslible layouts
if necessary, might be clear from the standpolnt of
understanding their Impilcatlons, but It s not so
transparent how It can be Implemented.

In thls chapter twWwo maln 1deas are revised.
First +the general principles of the S.A.R. <Stitching
Archltecten Research>» Group (1), are opresented as a
methodologlcal basis thaty, having solved this formulatlon
problem at the scale of housingy, can be aopplled =-or
rathery, reduced- to the scale of space and functlon
analysis; and secohd, the general princliples of
Probtem=-Solving and Enumeration technicues are presented

3s a framework that can be used In the actual generatlion
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of layouts.

2ele~ SeA.Re formulation of Design Problemst

2.1.1.- Parts and Relatlons?

In the S.A.R, methoaology, design problems can
be formulated in terms of "...an envlironment and elements
that have to be placed In that environment...”(2). There
is always a site, environment or context where dlfferent
elements can be positioned, and the stancards that deflne

a set of values in deslgn solutlon can always be expressed

AN

in terms of that site, its elements and thelr positlionse.
Dependlng on the scale we wnWork, the slte can
vary from the spaces In <clty blocky to one area In room

space, and accordlngly, the elements that are posltioned
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in them can range from the pieces of furnlture needed to

perform a functlon to the support structures where people

dwell In an urban envlronrenrt,

Sites can appear In deslgn problems as glven
situations, that 1s contexts or constralns that exlist
already angd that are external to the designer actlonss or
they c¢an be deflned durlno the design process. They can
represent one speclflc situation, as mlght be the case of
a slte as an wurban blcck, wWhere lnfrastchture, slzey
dimenslons,y and surrounding bulldlngs are establlshed and
well deflned} or they c¢an be used to descrlibe multiple
sltuations, and stand then as general schemes or models
for several instances of similar sites.

The elements that are posltloned In a slte can
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be detined by the deslgner or selected from some range of
possible options. In either case, to formulate standards
that relate elements and site, elements have +to be
described with sufficlent exactitude. Type and number of

elements, shape and dimenslons, are the basic Informatlon
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that aould be required for any description of them.

Among these elemerts there are certaln relations
that should have to be deflned. Elements can relate fto
each other In dlfferent ways, that is In terms of their
being adjacent, near to each other, separated from,
contailned by, etCes Thelr relatlons result from program
requirements that should be present in the deslgn
solution, ard as part of these requlrements they should
also be described precisely.

A  "well deflned"™ deslgned problem in the
methodologys Ils formed then by the following parts and
relations?

1. A description of the envlironment.

2. A defined set. of elements that could be wused
in the environment.

3. Data about the location of elements relative
to one another,

4, Data about the locatlon ot the elements in
the envirodonment.

2¢1.2.~ Levels of definltion?

The formulation of Site, Elements, Relatlons and
Positions, can be applied at different levels and at

different scales of the deslgn problem. As sald before,y
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the Slte cah be an urban block, Oor a space lIn a rooms, and

the elements can be housing structures, or furniture

pieces.

It Is characterlstic In this formulatlon, that

the Slte at one scale, becomes an Element at the next
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level up, and lts elements consequently, stand as Sites
for the next formulation one level down. The varlations
of element layouts at one scale become then, together wlth
thelr positions In thelr site, one of the elements that
can be used In the definltion of standards one level up.
A room can be the Site for furniture ltayouts, and together
with one possible functional layout be an element for a
dweliing site. A dwelling with all 1ts rooms becomes then
an element lnvthe bul lding sltey and bulldings become
elements In the urban block.

2¢1.3.- Operatlions of Analysls?

The evaluation of standards at any level of thls
hlerarchy, Is performed by generating all +the possible
layouts for a given site at a glven level.

We start with the smaller layer In tre
structure, explore 1[ts atternatives and 11f satisfled,
agree to select some basic layout varlations as elements
for the next level up. In there We generate agaln all the
possible variations among whichy In turn, some are
selected to pop up as elements to the next element In the
levelsy untll we reach the layouts of the final lavyere.

To continue the example In the lllustratlions

above the possible room layouts, or the uses that can be
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asslgned to a room of 3.60 X 4.10 m would be? (SEc/DRe AVALYSIS)

And the varlatlons of room arrangements In an
apartment floor, would be genericallyt (E4S51c vAAAITON=D

some of whlch coutd result In the posslble floor
plans, (&ld—melﬂﬂavs)

and whlch could be positioned, simitarly In an
urban block as: (URBIN 77ssS¢E)

This formulation structures a deslgn problem In
2 wnay that permits the systematlic enumeration of layouts.
In chapter 3 these general princliples will be applled to
the scale of SPACE and FUNCTION ANALYSIS, and it will be

shown through an example how s the enumeratilon carrled
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In the tollowning sections, some refevant
technlques from other flelds wlll be descrlbed as we have

drawn from then the basic aporoach for our method of

enumeratione.



31

2¢2¢- Enumeratlion Technlques:?

At the beglnnling of the Thesis, technlqgues from
Combinatorial Theory were explored as 1t was thought that
furniture arrangements constitute a problem of asslignlng
furnlture pleces to parts in the site, and therefore the
enumeration of layouts and the existence of conflgurations
are both problems of a strorg comblnatorlal nature.

These techniques presented the atractlive of a
whole body of theory that could be brought to use In our
particutar case. A furniture layout for example, could be
represented as a SYSTEM of DISTINCT REPRESENTATIVES
problem, where we deflne for each space [n the site a set
ot elements that can be positioned In it, and we see each
furnlture conflguratlon as a selection of pleces, one
among each sety that are posltioned respectlvely In each
ot the spaces. Consliderlng then each posltioned plece a
*representative’ of the spatlial set, and conslderlng the
collection of positioned pleces as a *system of distinct
(not repeated) representatlives® for all the sets we have.

Unfortunately, In our case, thls asslgnment
depends on several factors, llke size, fltting in site,
relatlons to other elementsy, that cannot be defined in the

formulation of our problem, as our problem conslst In fact
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In tindlng out flrst, what ot these asslgnments can be
aone at all, and then enumerating the layouts that
correspond fo them.

As an alternative, *problem-solving*
representations and *tree-searching* methods from
Artiflclal Intelligence, were explored as models of our
probtem and as techniques that we can use for tthe
evaluatlon of functlonal standardse.

cenerated from an IiInterest In expanding the
areas of application for computers, Artlificlal
Intelllgence has evolved durlng +the last 20 vears to
explore, among other thirgss the formulatlon of general
frameworks for *problem=-solving®. From psycholioglcal
studles of how people proceed In solving partlicular tasks,
to the development of technlques that permlt a procedurszl
definitlon of these approaches, 1t has produced, besides
quite heated polemics (3)y a serles of principles and
technlques that are relevant to our problem.

Whether the existance of these technlaques show
any dJdegree of intetligence In the person or system that
uses them, or whether there can be such a thing as a
general problem solver, are guestions not only beyond the

Iinterests of this theslsy, but questlons that tend to
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dlstract us from the relevance that these methods have in

themselves.

The baslic outline of problem=solving
representatlons and tree-searching methods follons on.

2elele- Problem=Sociving in generals
Representatlon and Searcht

We can say ttrat there Is a problem to be solved
when we percelve a dlscrepancy between a sltuation as It
1s and a sltuatlon as we think that It should be.
Confronted with thls dlscreoance, we are forced to find
the actlion, or the collectlon of actions, that can reduce
thlis dlfference and bring the actual characterlstics of
the present sltuation as near as possiblie to the deslired
characterlstlics of our ldeal sltuatlon.

A problemy In these terms, conslsts 1In tkre
recognition of discrepancles between different sltuations
and the proposal of a plan of actlons that <can take wus
from the <conditlons that we have, to thte condl tions that
we thlnk we ought to have. (4)

There is enough room for discusslon on how it lIs
that we actually go about produclng plans of actlon, but

for our case, it mlght be sufficlent to say that effectlve
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actions, must of the time, result from previous thought
and evaluationy and such thought and evaluation arlse from
an understanding, through an Internal! models, of the
problem structure that we are confronted wlth.

A model of ftnhis structure conslists In an
internalization of the main characterlstics of the problem
and the set of possible operations that we can perform to
bridge the gap between present and deslred condltlons.

To build models or representatlions of a problem,
we engage In a process of urderstandings, and to do so0 we
have to demand certaln conditions in the descriptions that
we bultde ODescriptlons should not contradlct aspects of
reality, since [f we wecrk with a representatlon instead of
dealing directly with the actual situatlon, we want to
correlate our results with results that the ‘real®
situation might produce, or otherwise our solutions can
not be of any use., Descriptions should tend themselves to
practlcal expression of the problem and permit the
expresslion ot the processes that can ‘be used in our
attempts to reach Its solutlons. He want to descrlbe the
structure of the problem iIin a consistent way, wlth a
practlcal formulatlon of 1its Information and a relevant

reoresentation of the processes involved In changing old
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congltions into new, more desirable ones.(5)
How to bulld such descrliptions for the problem
and how to manlpulate them In looklng for solutions, are

the two maln conceptual issues in *problem-solving*

methods, corresponding to REPRESENTATION and SEARCH.
2¢2:2.~ Representations
*Problem=-solving" representat lons describe
problem condltions together wlth laws of transformation

that speclfy how to change one conditlon Into another.

Probliem conditions describe the actual or
Initlial situation, an Intermedlate or partial situation,
and the desired or *goal® sjituatlon. The legal set of

actlons that can be wused In solving the problem are
defined by the transformation laws, and the combination of
both conditlons and transformatlions, speclfy the extent of
a set of situations among which there mlght exist the
solution that we are |ooklng for.

As Newell and Simon present [t eeslTo state a
problem s to deslgnate (1) a TEST for a class of symbol
structures (solutions of the problem)y and (2) a GENERATOR

of symbol structures (potentlal solutlions). To solve a

problem Is to generate a structure, using (2) that
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satlsfles the test of (1)..." (56)

2.2+2.1.- Basic Model, Post Productlion Systems?

The basic princlple behind these representatlions
goes back to a general computation mechanism presented by
Emit Post In 1943. Post proposed to analyze expresslons In
toglcal systems as strings of symbols written In some
finlte aiphabety, and analyze logical systems as "sets of
rules that tell how some string of symbols may be
transformed Into other string of symbols®™. (7)

A simple model that represents, for example, the
structure of ®*pallndromes®*y words that read ldentically
forwards and backwards, In a Post®s Productlon System,
would bet

Alphabets asbsyc

Axloms or inltlal situatlonst asbscyaasbbycc

Productlionst

$ --> aga (P1)
$ =-=> Db3b (P2)
$ --> cC3%c (P3)

where, the alphabet represents the symbols we
can use In constructing rew strings. The axloms are our

Iinitlal sltuations, or the strings that we take as glven,
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not derlved from any other source. *$* stands for a
strings any string, that [s elther an axlom or a string
that has been generated from the successlve appl icatlor of
productlions to axioms. The productions represent an
ordered palr of symbol strings wlth a left sldey such as
*$* and a right side such as *a$®, which Indicate possible
transformatlions of the string on the left Into the string
on the rilght, That Is *$* Into *ata‘.

As can be seen from the productlon rutes, tte
system will only generate ‘*pallndromes®™ and all the

possible *palindromes® composed from the letters *a*,*b*,

or c’y given the fact that the axlioms are "patllindromes®
alreadyy, and each production rule mlrrors the same
elements In both sides of a previous wvorde.

The generation of the word ®*bacacab® would bet

/.- [ bl sitvator
______ predvetion (P3) a-»cac

2-  achda | prducton (F1) eac —> acacd

¢~ bRdA[ED _ __ podvehor (PZ) acaca > bacecat

and the °*problem® of generatlng a goal °®*bacacab’

out of an inltlal situatlion *a*® would be equlvalent to the
problem of finding out the sequence of productlon rules

.that will take us from *a® Into °*bacacab’.
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Dur problem description has bullt within ltself
thens both the capabllity for generation and the test for
solutions. The structure of palindromes Is understood and
expressed as a °system of transformations®. "...In as
much as it Is a system and not a mere collectlon of
elements and thelr propertles, these transformations
involve laws? the structure ls preserved or enrlched by
the Interplay of its transformation 1|aWwsy mhlch never
yleld results external to the system nor employ elements
that are external to Ite.e"

“eeo({lts) notion of structure is comprlsed (in
short) of three key ldeast! the idea of wholeness, the ldea

of transformation, and the idea of selt-regulationess™

(8).

2¢242¢2+= Graph Notatlont

B8efore golng Into the descrlption of wvarlations
of thls baslic model, we should Ilook first at some
notatlonal ©prlincliples used in the descriptlion of
problem-solving methods that are relevant to thls theslis.

Problem-solving representatlons share, beslides
being systems of transformatlonsy the use of the

mathematlcal notion of a GRAPH as a common notatlon. (9)
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A “GRAPH™: G = (N,E), consists of a finlte,
nonempty set of *nodes® *N", and a set of "edges® "E*,
used to represent a set of elements and relations that
exist between them. The set of nodes *N*™ stands for the
elements we want to talk about, and the set of edges ™Eg"
corresponds to the relations that exist between pairs of
these elements In the set. Graphlically, nodes are
represented by dots or clrcles, and edges are shown as
llnes that link related nodes. A *GRAPH" would be, for

instances

Vead
6 = (N,E) YA
N = (lymyn)
E = ((‘ym’,(l,n’y(m,n)) '

FIANE= 2,/

I1f we thinky as we dld before, of probilem
representations belng general descriptlons of problem
situatlons related by transformatlons, we can begln to see
the correspondance between the notlon of a graph and the
notion of probtem representatlion.

At a first level, nodes can correspond to
elements,y, condltlons or <characterlistics 1In a probliem,

edges can correspond to deslired relations among them, and



40

a graph would stand then for an Inltlat, a partlal or a
final problem sltuatlon. At a second level, nodes can
become now problem situations In themselves, and edges
represent transformatior 1laws, productlon rules, or
changes from one sltuatldn Into a new different ones the
graph standing then for the set of sltuaticns among whlch
we search for a solution., B8elng the graph an abstract
descrilptlon of a structure, that Is a set of parts and
thelr relatlons, It can be wused to represent both the
structure of particular problem situationss and the
structure of general problem transformatlons.

According on how we deflne the nodes and edges,
a graph can be described expllcltly, as In the example
above in flgure(2.1), or it can be described Implicitly,
as In the generatlon of the ;pallndrome' words, where
nodes were not Ilsted one by one, but defined as Initlal
situatlons or slmply as valld combinatlons; and where
edges were defined as gproduction rules, or as relatlons
petween general schemes of strings, denoted by "$°, and
new confligurations that contain the previous scheme plus
an addition of the letters ®*a*, "b* or °‘c'. It ls sald
that the graph Is defined implicltly, because by means of

initlal situatlons and production rules, we can 3lways
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have a way of finding out whetner a strlng ls a member of
the set of nodes, or whether a transformatlon Is a member
of the set of links, Instead of having to defline
expllcitly each and everyone of the members of both sets.
A graphlcal representation of one portlon of the

implicit *palindrome® graph, would be?

()
- - £ () reee oo )EC
aaa () bat () cac O QD o) O ccee
acacal
gocweo (Nbaaab) O O O O ONOIN® sevveCNCCCCE
caweoa {) O O 0O O O O Q O O Oeeee svees)
bacacak cecccece

FPINRE Z2Z.

where at the top we have an empty string, from
where we can select each of the posslible axloms, to whilch
we can apply each of the possible productlons, and
contlnue dolng so as 1{ong as we want, generatling new
*pallndromes® everytlme the graph grows further and
further downe.

If this graph notatlon Is going to be used as a
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conventlon for problem-solving representatlons, then 1t s
important to deflne several concepts that are relevant for
this purpose, besldes what we bhave already sald about
nodes and edages.

When we have a seauence of edges of the forms

(N1sn2)9(N29yn3) 4 (n34n4) sescsey{nNNnynn=-1)

CAD)) (2,n3)

rnhere the node at the end of each edge
corresponds to the node at the beginnlng of the next edge,
this sequence 1ls called a *path®'. A "path® goes along a
sequence of llnearly connected nodes and for this reason
It can also be represented ast

N14N24N33ec0evenn

ne

n%

and be sald to have a ®"path length® of n-1, that
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Is a length equal to the number of edges Inctuded In the
sequence,

When all the nodes In a ‘path® are dlstinct,
with exception possible of the first and the last node,
then we say that the ®*path® is °*slmple®. HWhen the first
and last nodes of a °*simple path® are equal to one
another, then we call thls path a *cycle’.

The graph in figure(2.1) has one cycle, from bl
to *1*, and the graph ln figure(2.2) has no cycle at all,
but several paths. Hhen a graph, llke the second one, has
a first node which no edce enters, each of the other nodes
have only one entering edges and from the flirst node,
called the °*root®, there is a °®path® to every node In the
graph, then the graph ls called a °"tree®.

*Trees® are lmportant graphs to us, because In
thelr paths they show dlstinct sequences of nodes from an
initlal nodey the root, to some flnal nodes, down at thre
bottom of the graoh. The Initial sltuatlon plus the rules
of transformation, can then ®*grow® a ‘tree® whose branches
are all the possible paths from that glven sltuatlon, to
the set of sltuatlons that mlght constitute a solutlon;
and flndlng a solution becomes then equlvalent to finding

the sequence of transformations through a certaln path
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that can take us from the tree root to a deslred node down
Its branches.,

Everytime we grow a series of edges out of a
node In the tree, we say we expand the node one level
down. The set of nodes at the end of these expanded edges
are called the ‘*successors® of the expanded node, and
these In turn becomes the “*predecessors® to the newnly
created nodese.

Nodes and edges, ftrees and paths, are baslc
concepts of Graph Theory which are used as notatlon for
probiem-solving methods not only because of their
expresslve posslibititiesy, but because they glve us access

to other theoretical notions that willl be explalined fater

on (ref. chapter(3)).

2¢2+¢3.- Maln types of Representatlions:

There have been three general kinds of problem
representations In problem-solving methodss (10)

1.- STATE-SPACE REPRESENTATIONS,

2e- PROBLEM-REDUCTION REPRESENTATIONS.

3.- THEOREM PROVING,

2¢2¢3e1.~ State-Space?
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In the case of STATE-SPACE representatlons,
problem condlitions or problem situations are described by
“STATE DESCRIPTORS"™ which represent certaln
characterlistics of the probtem solution at a certaln polnrt
in time,

Initial and flnal situatlons are expressed
respectively as existing and desired characterlstlcs whilich
not necessarely have to be restrlcted to the format of
strings, but that can take any form of description more
approplate for the problem In hand. In the case of tre
*palindromes®, for instancey str ilngs would have been such
a form and the words *a® and *bacacab® would have been the
Initlal state descrlgptor and the flnal state descriptors
for the problem of generating the expresslion *bacacab®.

Legal transformations 1In thls representatlon
appear as "0OPERATORS'" or rules that speclfy, In very much
the same fashion as In Post Productlon Systems, how to
change a "STATE DESCRIPTOR*™ Into a rew *“STATE DESCRIPTOR".

The set of all sltuatlons that can be reached by
the aopllcation of these operators to the Inltjial state
constitute what s calted the *STATE-SPACE™, that ls,
stillt back In our *palindrome® example, all the

combinations of words that contaln the tetter *a®* in the
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middle and whose letters repeat alternatively "a*® or *b*
or *c® on each slide of it,.

An example, taken from Nilsson(1971), where a
STATE-SPACE representation has nelther state-descrlptors,
nor operators described as strings, is a model for a
sllding-blﬁck 8-puzzle.

In this puzzle there are 8 numbered block
located In a 9, 3 by 3,4 cell spacey, which can be sllde
agalns the empty cell to form certaln conflgurations such

ast

Operators in this case correspond to the valld
and possible movements of the empty cell from one locatlon
to anothery, as blocks are sllded to occupy lts previous
place, and an example of the operators ‘rules® wculd be
figure(2.3).

Supposing that the Inltlal sltuation is?

and the final, desired configuration Is?

then one sequence of transformations that can
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produced the flinal conflguratlon wouid be?

STATE-SPACE representations lend themselves to
préctlcal expressions of problems with structures that
have a sequential characteristic. Dlfferent sltuatlons can

be explored from prevlous situatlons. At any polnt In time
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we can analyze the state we are In, to find what Is the
existing dilfference Yo our flnal goal, and the process of

reachlng a solutlon can be composea of a concatenation of
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operations, one after the other, contlnuously modifylng a

state Into a new state,

2¢243.2e- Prcblem-Reduction?

In PROBLEM-REDUCTION representations, we deal
instead with the structure of the problem ltself. Rather
than working with descriptlions of +the different steps
taken to solve a problemy we explore how an orlglnal
problem can be reduced or decomposed into simpler
“primlitive problems®™ which solutions Imply the solutlon of
the larger one.

Problem reduction methods are concerned wlth
strategles that can be pursued to reach a solution. These
strategies are orlented to decompose an original probl em
into a set of smaller components which solutlons mlght be
easler to obtain,

The elements that we deal with In thls mode of
representatlon are therefore descriptlons of problems,
called *"PROBLEM ©DESCRIPTORS™, <consistling of Inltlal
sltuatlonsy, goal sltuatlors and operators that transform
one Into the other, as was presented |In the prevlious
*state-space® representation. We might, In fact, think cf

thls representation as belng one J|level hlgher from the
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previous one, and contaln ®*state-space® representatlons as
problem descriptors of components In a hlerarchy of
problem sltuatlons.

The legal transformatlons In thls case, are
decomposlitions of one problem into lts posslible
components. They are accompllshed through "OPERATORS™ that
speclify how one problem descriptor mlght be transformed
Iinto a set of possible subproblem descriptors. Through the
appllcation of threse operators, we can generate a set of
related subproblems and among lts combinations look for
those descrlptors that we can more easily satlsty.

If the *state-space® of a problem represents the
set of all posslble sltuatlons that can be vreached by
appllcations of state-space operators, the appllicatlion of
problem-reduction operators generates the set of all
possible strategles we can chose from, befote exploring
any partlcular state-space descriptor,

One example of thls reduction method can be the
following *declslon tree®, proposed by the Natlonal Flre
Protection Associatlon for the analyslis of fire
protectlonsystems for bulldings.(11) In here, the most
general statement of the problem mlght be simply *ftlre

protectlon®y but the design of flre protective measures
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implles the selection among dlfferent valld strategles,
the one that provldes the desired protection and the
desired cost or performance. figurel(2.7).

The elements are cifferent actlons that <can be
taken as protftective measures, and thelr Implementatlon
implies a subset of problems that have to be solved.
Subprobliems whichy In their turn, represent different
actlons with smaller subset of problems and so on untl! we
get some basic *primitives® for every kind of action.

The operators break a protection measure Into a
collectlon of alternatives that can solve Its
implementatlon. Ffor each <collectlon of al ternatives
dlfferent combinations constltute a solutlon., There might
be alternatlves which by themselves can solve the problem,
or alternatives which can be used only in combinatlion with
other dlfferent measures. The flrst alternatives are
descrlbedy In our graph rotatlion, as *OR®* successors of
problem descriptor nodes., Either of them can solve by
itself our problem, and we say then that alternative one,
OR alternatlve twoy, OR whathever other alternatlve Is
avallable, can be selected as a wlnnlng strategy. The
second alternatlves are *AND* successors of problem

descrlptor nodes. Al of tnem have 1o be satlsfled In
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order to to have our problem solved, and therefore we say
that alternative three, AND alternatlve four, AND
alternative flve, must be selected and satlisfled to
proceed in our solution.

As can be seen In the plcture (flgure(2.7)), a
strategy consists then of the combination of opaths,
through °*AND®*/*OR* nodes, that reaches a set of ‘primitlve
problems® which solutlion can be found.

Problem-reduction representations can be
attempted when the problems trat we want to model can be
decomposed In a similar fashion, when |Its soluticn
structure has this hlerarchical order among lts different

parts, and when the process of reaching a solutlion can be

stated as a synthesls of related “primlitlive™ soltutlonse.
2¢2¢3¢3¢- Theorem=Provings
In THEOREM-PROVING representatlonsy, sltuatlons
are described wusling a loglcal formalism, for example
“first-order predicate calculus™, as a language 1In whlch

inltlial and flra! condltions of a problem can be expressed
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as valld sentences, and where loglcal analysls can be
per formed In order to find out 1Impllcations, oproofs or
deductlons about statements of our problem.

The elements in thls representation, belong, as
In the <case with Post Production Systems, to a glven
alphabet. Their combination result from operations that
dictate how symbols can be assembled 1Into legltimate
strings or expressionsy called "well formed formuias"}
which relevance, besides thelr legal formul ation, can
always be decided by Interpreting them as assertlions on
some domaln of lInterest.

The formalism represents the set of all the
valld and meaningful statements that can be made about an
area in particular, as new statements can be deduced or
manlpuliated by the application of ‘rules of Inference' to
previous statements. Its two main parts include flirst, the
*syntax® or the part that regulates how "“well formed
formulas®™ <can be constructed out of other "well fofmed
tormulas®™ or out of symbols In the alphabet; and second,
the *semantics* or the part that reiates "well formed
formulas®™ to the domaln of Interest, by assigning them a
*true® or *false® value.

Al though thils representation offers the
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aavantages of generallty, uniformlty of representatlon and
the logical power of techniques for making deductions, it
always remains difflcult to reach the level of
formallzation that [Is demanded, and difflcult also to

express our knowledge of speclflc problems 1n loglcal

formalisms as the predlcate cafcutus.

2e2el4e= Search?

For alil the previous representations, once we
have formulated our probltem In thelr terms, the second
Issue that remains to be solved is how to find the
sequence of operators or Inference rules, that can
transform a state descriptor into another state
descrliptor, break a problem Into lts components, or deduce
a new statement out of an old one.{12)

Which alternatives to select when there are
several ftransformations that can be applled, and how to
control the growth of branches In our tree to a number of

paths that still can be explored wlthln reasonable tirme

bounds, are the maln problems of search.
2e2elhele~ Basic Technlques?

For the first problem, that is which
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alternatlves to select next, two conventlons can be
established on how to explore systematlically all the paths
in the solutlon space of a glven problem. Depending on how
we proceed exploring nodes, or In what orded we declde to
generate alternatlves at each level of the graph, we can
move along the breadth or along the depth of the paths
that extend out of the tree root.

If we declde to explore all the successor nodes
at a given polnt, before continulng to expand them Into
other levels further down, we say we conduct the search In
a BREADTH-FIRST manner as shown

in flgure(2.8), If we declde to explore oniy one
node at each level of the tree, and proceed doing so, for
each successive nodes until we reach a terminal branchy or
until we have explored all of the possible paths, we say
that we conduct the search then In a OgPTH-FIRST wWays sSee
figure(2.9).

BREADTH=-FIRST or DEPTH-FIRST searches are
conventions on how to visit each of the nodes In a
solutlon space, and depending on the structure of the
problem, each of them bhas particular advantages or
disadvantages. When solutlons are unevenly distributed

through the Jlevels of the tree, as in flgure(2.8), a
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depth-flrst search may spend longer time exploring
alternatives beyond the level where a shorter path might
have been found 1f wWe bhad use breadth-flrst search
insteade But, on the other hand, when solutions exlst at
simllar levels of the ftreey(flgure 2.9) a ot of
unnecessary work would be done by breaath-first searches
when depth-first would find the solutlion much more faster,

Independent of these <conventions, trees for
problem-solving situations tend to increase thelr slze
qulte rapidly. Even small alternative generators, llke the
oprators In the 8-puzzle presented In the description of
state~-space representations, combine with each other into
large number of posslbllitles and paths. For example, In
thls case, three klnd of operators, one -at the center
positlon- that produces four alternatives when appilled,
four -aft the cifferent sides- that produce three
alternatlves each, and four -at each of the corners- that
generate onily two alternatlves’ can combine, in sequences
that contaln 14 moves, Into a state-space of 1,497,792

posslible paths, extending out of our Initlal conflguration
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in figure(2.,4)., Problems with ltarger number of operators,
and with operators that expand larger number of
possibilities can aquite éasy reduce a representation In
these terms, to a non-operative alternative.

The control of this *ever present threat of
exponentjial exploslon of search®" (&), demands a knowledce
of the problem structure. We cany In fact, measure our
understanding of a problem 1In terms of representatlons -
which processes reduce search to a minimal operation, and
say that the less we know about a problems the more we
have to search for lts solution.

A °*pruning® of branches, or a recuctlon of the
combinations that have to be explored in a problem space,
can only come from embedded knowledge In the process of
branch selection and generatjion of alternatives.

A pollcy for branch selection can take advantage
of particular characterlistics of the problemy, and declide
which 1s the next expansion to proceed, by ranking
successive nodes against their °‘promise® (10) to succeed)
or suppress altogether the exploratlion of branchess by
certain rules of thumb, cal led *heuristic
Informatlon® (10).

Simple heuristlc information can reduce
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supstantlally a problem space. In the 8-puzzie tree of
figure(2.6), all operators were applled blindly to each
problem state, without recognizing that for every type of
operatlon -center,sidescorner- there lIs a movement that
reverses the siftuatlon to the state we had before 1its
appllcation. Preventing thelr appllcatlon results lﬁ thre
smal ler partlal tree of flgure(2.10).

If besides ttese reductions, the *promlse* of
each node can be evaluated In terms of the length of the
path and the number of misolaced blbcks, then tre
*EVALUATION FUNCTION® (10)3

f(n)=g(n)+H(n)

where g(n) Is the path tength, and H(n) Is the
number of misplaced blocksy can help us to select the
nodes In a “BEST-FIRST™ manner and réduce the search to

the tree in filgure (2.11).
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2e2el4e2¢e- Backtracking?

One of the exhaustive techniques for searching
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the set of all possiblie solutlons to a glven problem s
*BACKTRACKING®*, (13)

It explores systematically the solution space of
a problem, by partially expanding solutions an e lement at
the time, In a depth=-first fashlon, and by ®*backtracking®
or retracing Ifs steps to the state of a previous decislon
Iin order to try another possiblllty, whenever It reaches a
point where no further elements can be aaded, or whenever
all the components have beer added to form a valid result.

Problems amenable +to being solved by this
technique have a combinatorlal structure that permlts the
sequentlal expanslion of thelr solutions. These are formed
by several partss, each of them capablie of taking one of
several values, depending on some general definition of
the . problem. In this definition the set of parts is
clearly establlished together with all thelr values and the
restrlctlons or ‘constraints”® that stipulate what
constitutes a valid result.

Thelr structure consists of?

- A set of parts, or *selectlon spaces®

( X1y X299 scoeccncsey Xn )

each of whlch represents a set of posslible

values from where a partlcular declslon or setectlon can
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be made according to a

- Criterla of constralints

¥( X1y X249 sescseassss XN )

In order to expand a

- Solutlon represented as a *vector® of ilength n

( X1y X2y eevessescss XN )

where every elemert *x1® *x2* to °*xn" correspond
to a valld selectlion from the set of parts.'X1' or *X2* or
*Xn* respectlively.

An exhaustive search for solutlions In this
structure means that all the possible values for *X1°® have
to be consldered, one wnay or another, against all the
possibile values for *X2* ands thelr result similarly
compared with all the posslible wvalues of all ttre
*sejectlon spaces® until *Xrn® with all 1ts elements has
been explored. The *Carteslan Procduct® of all these sets,
or the product of all the elements in the set °*X1° times
all the elements In the set *X2° and so on until set *Xn*,
1e@el X1 X X2 X secseeseX Xry represents the number of
possiblllities that have to be explored In order to find
out the set of all vectors that satisfy the constralnt
restrictlons for valld solutions.

In a BRUTE FORCE approachy nhat we would do, Is
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proceed to construct each of the posslble complete vectors
resulting from these combinatlons and once constructed,
test them against our criterla In order to find out 1f we
have a vallid solution.

The way backtracking works howevery, makes
unnecessary the explicit consideratlon of all the values
in the °*selection spaces®. By proceedling sequentlally In
the selectlon of values for a solution, we can always test
at whatever polint we are, what are the chances for
succeeding In the vector being expanded.

Looking at the criterla of constralnts we can
always tell whether the next set, from where we can select
an element, contalns a candidate for a valld extenslon of
the vectors, or whether by having none of these, our
solution can not be expanded In that dlrection any more.

At any point in time durling the generation of a
solutlon, we can not guarantee that a valid solution lIs
being formed, but we can always know when a partially
valld solutlon can not be extended anymore. We can not
guarantee continuous advance towards a solutlon, but we
can provide a stopplng rule that excludes large sectliors
of our solution space, without having to explore them

expllcltly, and wlthout bhaving to walt for a complete
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vector In order to test for Its validity.

Backtracklng can be better understood uslng our

Sl=( 11

s2=( 2122)
$3=( J13)
SA=( 4142)

$3=( 31)

S8=( 81)

FIURE Z.[Z

graph notatlont figure(2.12).

- At the beginring of the tree of possiblilties,
we have an [Initial solutlon, or a node that represents our
Initial vector of length zero, as no declislons have been
made yet.,

- From this starting point, we can construct a
tree by representing each of the possible selectlions as
branches that grow out of thils root. Each of the values In
*X1* would appear as a node at the end of these branches
and stand for a possible selectlon to be added to our
vector,

- From each of these nodess we can select now
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one of the values In *X2* whlch,s In Its turn, would expand
into a second level of branches; and from the resulting
rnodes we continue branching on untii we have Included all
the posslble selectlons of *Xn°*.

- Constructing a solutlon, consists then In
'pushlng our path towards further levels donwn In the tree,
untlt we reach a termlinal branch, or until we hlt a dead
end.

By convention, we can select branches out of a
nodey In a tleft-to-rlcht manner, such that we always plck
out the flrst branch In the left to exit a nodes and we
always return +to the next avallable feft branch when we
retrace our steps to return to a prevlious nodee.

With these two directions, down and
left-to-righty, we can move systematlcally across all the
paths in the tree, visiting the nodes in the followlng
ways (frooReE 2./3) ]

The importance of backtracklng as a search
mechanlsmy however, relles In a stronger crliteria for
branch selection that incorporates, as descrlbed before,
tests or *stopplng rules® to help reduce the number ot
nodes that have to be explicitly explored. HWith such

icrlferla, everytlme we advance from a gliven node to lts
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si=( 1,2,)

s2=( 8,5,)

$3=( 3,4,)

S4=( 5,4,)

$5=( 5,8,)

Sé=( J,2,)

FIGURE Z.135

successors, we look first for a sﬁbset of wvalid cholces
that do not violate any of the problem constralnts, and
from thls subset we plck out lts leftmost member.

A graphics example in fligure(2.14) shows the
consequences of thls procedure, Starting from the root,
we find first the node *x11® as a possible extension and
we advance there, At thls point, we look now for the valid
subset of *X2* and find out that the nodes *x21° and *x22°
are both Invalld selections and only the node °*x23°
constitutes a valid posslbility of extending our path. By
doling so, We can see now, how a whole reglon of the tree,
extending below the invalid nodess Is ruled out of

considerations, slince all the paths that go through these



70

Si=C 1
S2=( 212223)
$3=( 313223

SA=( 414244)

INVALID NODES = o

FIANRE 2. 44

nodes would by definifion be wrong.

This cutting out regions during fthe search
process Is called *preclusion®. By discovering a dead end
at a certain level of the treey, we "preclude® or exclude
from further conslderations, all the paths below such
points, To preclude large reglons of the tree we have to
formulate our constralnts In a way that makes such
sequential analysis possibley, and structure our solutlion
space In a way that brings forward these vliolations as
soon as possible.

One way of doing this Is to sort the ‘selectlion
spaces"® by increasing number of cholces along the
different levels of the tree, so that we have the sets

with the smaller number of elements at the beglnnlng or
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near the root, and the larger sets at the bottom of the
tree. As violatlons - occur in certaln combinatlons of
elements, having the fewest cholces at the beglnning wlilil
tend to produce larger preclusions of paths than If It
were done otherwise,

Toge ther Wwlth *precluslon® and *branch
ordering®y some other technlques such as ®branch and
bound® and °®branch merging®, are used to help reduce the
amount of work spent searching for solutlons.

*Branch and Bound® incorporates to the criteria
for branch selectlon, conslderations for preference values
among different successorse. Besides knowing if a successor
Is a wvalld or an 1lnvalld option, we can rank It now
agalinst the others according to a predefined scale of
preference, .and proceed In out selectlon trying to
maximize or minimize the overall ©preferences Vln a
solutlon. Bounded by lower of upper (lmits respectively,
our criterija for acceptable solutions 1Is continuously
modifled as we move along the branches of the tree and
encountfer new cholces that can be made. Looking at them
we can decide whether or not we can lmprove our sltuation,
and by increasing or decreasling our previous bounds, drop

out branches that extend beyond out {imitsy, effectlively
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reduclng the reglons of nodes that have to be conslderede.

*Branch merging®y on the other hand, recognizes
the fact that In many cases what Increases the slze of a
solution space, is not only the expiotion 1In combinatins
of elements, but redundancy in the definltion of paths. ¥We
might spend a lot of time consldering dlfferent reglors
that constltute only different versions of a same
solution. As mlght be the case In problems wWhose
soiutlons share symmetrles, rotatlions or translatlons, all
of them transformations that allow wus to construct new
solutions out of old ones. Solutions that share these
properties are sald to be equivalent under such
transformatlons, or *lsomorphic® +to one another. Branch
merging or *isomorph rejetion®y, as it Is also called, loks
for these equivalences elther before or during the search
and trles to merge or collapse *clusters® of equlivalenrt
paths Into sequences of non-lsomorphic solutlons which
reduce our solution space, but allow us nevertheless to
expand the results to aill the possible varlatlons If
desired.

2.3. Concluslons?

As a combination of all these technlques,

backtrackling provldes an organlized approach to exhaustlve
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searches, Increase iIn size of *selectlon spaces® can stllil
bring back comblnatorlal explosionsy, and 1ts soflutlon
timey, even with the use of digltal computersy, can take In
some cases, more than anyone could walt. But a clever use
of preclusion, the lImplicit vs, expliclt enumeration of
soliutlons and the sequertlal expansion, with the
imptications that this has on memory resources, stliJ
makes of backtracking a valld method for enumeratlon
problems which could not be solved otherwlse.

The Importance that it has in generatlng
solutions, 1is frequentily criltiziced in the same grounds,
Havling to construct solutlons in orded to flnd out it they
exist at atly might not be a graceful or elegant way in a
theoretical sensey, but must of the timey for good or for
bady It Is the only cholce we have for problems whose
structure still lacks a more powerful explanatory theorye.

In our particular case, the generatlon of desiagn
conflgurations, thls critlcism should not stop wus from
using tree-searching methods, but rather take It as It Is,
an Indlcatlon to a larger need that demands future and
related development.

And reallize that the "...computer]zation of

these processes Is only of secondary Importance. The maln
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Issues are still the better understanding of the theory of
spatial contiguratlions and of our reasonling in

/
manipulating them, Here seem to lie the slgnlflcance of

investigations..«" (14).
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3.~ SPACE AND FUNCTION ANALYSiS.

This chapter expands the general principles of
the S.A.R. methodology to the descrilptlon of spacess the
formulatlion of functlional standards and the analysis of
thelr relations.

It descrlbes In detalil firsty how sfaﬁdards
about functlions can be defined In terms of a slte, a set

of elements, thelir relatlors and thelr positlons; and

proceeds then to present a process that enumerates all the
possible alternatlives, along the llnes of the
*state-space* and *problem=-reduction® methods for

generating alternatives,

3.1.- Formdlaflon of Standards?

3e1el.- Site:

The site constltutes the environment where we
place elements according to certaln rules. At the scale of
functlonal analyslisy the environment Is formed by a space
or a set of spaces that deflne a room or an area within a
room where a functlon can be performed.

As contalner for thls functlon, standards about
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the slte can be deflned at two maln levelst: one 1n terms
of what is called the ACTUAL SITE, and another In terms of
the FORMAL SITE.,

3e1e1.1.- ACTUAL SITE?

The actual slte represents the area under
consideration, a glven exlstlng space or a space belng
proposed as part of a deslgn. Characterlstics of thlis
site can be defined in terms of lts SPATIAL or MATERIAL
ELEMENTS.

As SPATIAL ELEMENTS we can describe the set of
areas that form the total space, and for each of thenm
deflne thelr SHAPE, DIMENSIONS and RELATIONS. Shapes Iin
this appllicatlion, have been restricted to rectangular
flgure or any comblnatlor of rectangular componentse.
figure (3.1as 3.1b). Dimensions lnclude the length, width
and helght of atl spatlal parts. The representatlion of how
these parts flt together to form the total slte ls done
through the descriptior relatlons between them, such 3s
the ad)acencles, overlapplngs and contalnments shown In
flgure 3.1.c.

As MATERIAL ELEMENTS we can describe tre
physlical contrapart that delimlts the spatlal elements,

llke blank walls, access walls, windows, etcsy and define



81

7 X,
2la

I ALIAEN T O/ L
4 | c C |l

c |8

0

Bl

FIaUREE 3./,
agaln for each of themy, beslides Ilts TYPE, thelr SHAPE,

FlarRe 3.2,

DIMENSIONS and RELATIONS. flgure 3.2.

The actual site might be thought as the bullit
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total space that <can cortaln a functlon. It can be
represented, In the graph notatlon, as a set of nodes that
correspond to spatial and materlal elements together with
thelr shapes and dlmenslons, and a set of links that

stands for the spatlal or materlal relatlons that exlilst

FIoRE 3.3

between the two kinds of elements. figure 3.3.

3.1.1.2.- FORMAL SITE?

The formal site, on the other hand, represents
‘spaces or areas that we mlght say, do not exlist at altl In
the sense of bulit space, but are conventlons used for the
formulation of standards.

As In the case of rooms In the housling

situations cescribed with the S.A.Re. Methodology, we can
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look at several functional layouts and notlice that among
thelr wvarlety, furnl ture pieces tend to be grouped in
certaln ways. They are, most of the time, allgned along
the wall in most llving spaces, or they are centered In
space, surrounded by clrcuiatlon or operatjion spaces, in
most equipment layouts.

To descrlbe such schemes of agrupatlon, we can
talky, as 1s done at the housing scale, of ZONES and
MARGINS. A system of ®*functlonal® (1) ZONES and MARGINS
represents those areas in the actual slte, where
functlonal elements are, Oor can be, positloned.

Through them we <can make general statements
about possible arrangements., A room, for example, where a
function can be accomplished only on one of Its walls,
.lets say a kltchen where furnlture and appllances tend to
group along the necessary connec tions, would Dbe
represented as the slte In flgure 3.4,

As an actual site, ;e can describe its spatlal
dimensions and physlcal elements (figure 3.4a). As a
formal slte we can specify a ZONFE and a MARGIN ad}acent to
the wall °*HW1°® where kitchen furniture may be positloned.
No particular layout has been defined yet, but we have

made a general °*slte® statement about posslible layouts
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Freoer 3.4

along the wall °"H1®,

A zone can help us deflne where elements can be
POSITIONED, a margln adjacent to the zone can help us
deflne what are the different lengths that elements can
have., If we agree, for Instance, that In a system of
zones and marglns, elements posltioned 1In zones must
always end 1ln margins, then the site In flgure 3.4.5 wouid
represent a statement about possible tayouts, and
represent at the same time a restriction on the DIMENSIONS
of kitchen pleces that might filt such a slte. (flgure
3.5),

Zones and Marglns c¢an be wused fto Peprgsent

conventions about the POSITION and DIMENSIONS of elements
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In one directlon.

A system of zones and marglins can have different
wldthsy run along one boundary of the spacey, cross It 1n
the mlddle, extend across lts whole length or wldth, or
simply cover one part of our actual silte. (flgure 3.56).

To define conventions on posltlons and
dimenslions In the opposite direction, we can agaln use a
S«A+Rs concept. A SECTOR Is a part of a ione and margln
which length can be speclfiede. If for Instance, In our
klitchen example,y, the wall ®*W1® has a wlndow and wé want to
say that some of the furnilture pleces must always be. in
front of the window, then we can break a zone Into several

parts, -one of whlch has a length that corresponds to the
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those pieces can be posltioned. (flgure 3.7).

A zone, as a formal construc ty has only one
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dimenslont wldthe, The sectors can have both dimenslons?
length and width. A zone In an actual site can take |Its
length from a combinatlon of sectors, or take it from the

actual dimensions of the space where 1t Is positioned., In

such case, wWe can say that a zone wlth Its length and
ZnE o
s/ sz m;; | >zay:7
59
=
ZHE3 37 = 35

Pl 3.8 , \/ﬂwtz

wildth defined, has only one sector equal to Itself,

A system of zones, sectors and marglns ls called
a ZONE DISTRIBUTION. It stands for a set of well deflned
areas wlthin a room, which can be used to descrlbe general

statements .on how elements are positloned, and what

element layouts are acceptable, (figure 3.8).

3.1.2.~ Elementst
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The elements are the pleces of furniture or
equlpment that are needed to perform a functlon. As was
said In the assumptions of chapter 1, a functilon <can be
defined In terms of the posslble layouts of elements used
while performing it.

Elements can be defined 1In terms of their
PHYSICAL UNITS or thelr USE SPACE, and for each of these
certaln RESTRICTIONS might be described.

3e1e2.1.- PHYSICAL UNITS:

The physical units of furniture or equlpment are
the actual materlial pieces that constitute them. For each
element we can describe the SHAPE and DIMENSIONS of 1ts
plecesy, together with the RELATIONS that exist among them.
Simliar to the restriction of slte plecesy, the shape of
physical unlits of an element s (iImited to rectangular
flgures or any combination of them. As shown In flgure
3.9 elements can have one or several physlcal unlts,
assembled In different wayss but for each of them we have
to define thelr length, width and helght.

3.1.2.2.- USE SPACE?

The use-space Is the space that 1s needed along
or around a physlcal unit to be able to use lt. Use=-space

can be the space we need around a table In order to sit
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down,y the free spaCe needed to swlng doors open, the space
needed +t0 open drawers, or the space that should be left
free for equlipment parts to move around.

Use-space can be described also as one or
several rectangular shapes with DIMENSIONS and RELATIONS.
The dotted Ilnes In flgure 3.94 delimlit use-space
rectangles for several pleces. They can be related among
themselves to form complex use-spacesy, or related to
specific physical unlts through position, or adjacencles.

3e1e2¢3e- RESTRICTIONS?

Physical unlts and use-spaces can be restricted
In certaln ways. For a glven plece of furnlture, certaln

-0t Its physical parts or use-spaces could be overlaped by
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parts of dlfferent furniture pieces.

Indepencent on how the Fe!aflon be tween two
elements is stated through the next Issue 1n the
deflnltlion of standards (l.e. 3¢1.3.- Relatlon between
elements), we can specify at the level of each furniture
plece, It the plece can or cannot be overlapped by elther
physical wunlts or use-spaces of other elements. Together
with thls restriction we can define for each piece [f a
mlnimal access slde Is required and by how muche.

3.1.3.- Relatlons between elements!

Elements can be located related to one another
In several ways.

Reltations between elementsy, called here “element
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constraints®, are 1In theory any speclficatlion about
relative posltlons that can be described and that can be
tested., In this application, however, onily three -In fact,
three varlatlons of one- relations are supported:?

- ADJACENGCY.

~ OVERLAPPING,

= CONTAINMENT.

Element constralnts relate two elements at the
time and express certaln condltlons that should be
satisfled In a functlional flayout. They can regulate, for
example, Wwhether felementci‘ should be adlacent to
'e(emenf—Z', ‘element-2°* should be contained by

‘element~-3°, or whether *element-1* should overlap
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‘element-4°,

3.1.3.1.- Simple and Compound Element Relatlonst

Refatlons can be expressed In two wayss In one
we can list a serles of *simple® constralnts In statements
of the form °*ELEMENT-RELATION-ELEMENT®, as was done In tre
last paragraph.

Thls is quite stralghtforwards and In this sense
clear and simple. But, on the other hand, it restricts tbre
formutation of relatlons to {ong lists of equally
Important, atl having to bte satisfled, constralnts whlch
rarely corresponds to the way we think about retatlons
between elements, or the way we mlght select one
constralnt over another If we could have the optione.

To include tris optlony there is a second way in
which relatlons can be expressed?! °compound® constralints.
*Compound®* relations are slmple constralnts tinked by
togical connectives °*AND* °'OR's and capable of belng
denled by °*NOT°*. With them we can formruiate relatlonrs
such as?

S1. *"*element-1°® cr *element-2°* or “element-3°
should be adlacent to *element-4°*, but *element-2°* should

never be adjacent to *element-1°*, nelther should
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*element-3° be contalned by *element-4°"",

Compound relatlons have a speclal notatlion (1),
perhaps sufficiently bisarre to obscure thelr advantage.
Instead of saylnagl

element-1 relation element-2

as we sald before, simple statements are
expressed now as?

(relation element-1 element-2)

wherey, Inslde a palr of parentheslis we deflne
first the relation and then the list of elements that are
related by it. So that the statement?

"*element-1" should be adlacent to ‘element-2°"

Ils turned Into the statement

(should_be_adjacent_to *element-1* "element-2°)

or for simpilclty

(ad}acent el e2)

The reasons for thls lInversion mlght become
clearer, although perhaps not Justiflable In terms of a
usery If we thlnk that elements In a relatlon can be |In
themselves other relations, as the case would be for two
statements connected by *and®. The relatlon *and® has two
elements: statement-1 and statement-2. So If we want to

say? *‘*statement-1' and °*statement-2'", we say
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(AND statement-1 statement-2)

and, if be each statement we substlitute simple
relations with the same format as

(adjacent el e2)

{adjacent e2 e3)

then we have

(AND (adjacent el e2) (adjacent e2 e3))

or a compound relatior formed by the blnar
relatlion °*AND®*, that ls a retatlon with two elements, each
of them a nested binary relation "ADJACENT®, wlth the
format:

(Cflaflog} azelafionz el e%)(relatlon3 el eZ))

r'"[ "___,-.__-J‘I" = ¥
(relationl elementi element?2)

.Compound element relatlons use as bulldling
blocksy, the °*ADJACENT", “OVERLAP® and °*CONTAINS® binary
relatlons, which <can be nested at the bottom of a
hierarchy of other blinary relations as "AND®" and °*OR*®,
together with the wunary relatlon °*NOT*y to form more
compix relations llke: ('52)

Whlch correspgonds to our prevlous statement Si .
A graphical representation of these relatlors
can be visualyzed In terms of a ftreeys whlich shows a

- relation on each nodey, and for each node twWwOo or one



S2: CANED (OR (R (AJDOACENT E/ ES)

(Ao23cenT =2 E4))
(ADIACGENT E3 7))

(MOT™ (OR (ADLIACENT EZ £7)
[ covurnmWED 3 ££))))

elements as successors of blnary or unary relatlons
respectlvely. The statements In (57) » and In (52)

, would look like the followling flgure 3.12, whlich can
help explaln the pature of the system of parenthesls,

Or iIf we don®t break our building bltocksy, but
show them as a llne statement, It would look llke the tree
in flgure 3.13,.

Simple constralnts represent one 11st of
relations to satlsfy, compound constraints represenrt
several alternatives that can be accepted depending on the
combination of connectlves that we use.

Statements llnked by *AND®* have to be both

satisfied. Both relation-cne and relatlon~-two, represent
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FINRE 3./2 :

“/(Awedsw' E/ E£9)
— 7 T~ taomaEnr £z 59)

oe
\
W0 / (o254 £3 EF)

\ A APHIGE £Z £7)
f
#o R~ (covrawer &3 £5)

rFiovkE 3./3:

constraints that we want satisfled In a functlonal layout.
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Our first formulatlion of simple statements would be
equlvalent then to a Ilst of statements llinked only by
AND*s.

Statements that are |llnker by °*OR® connectlves,
can be conslidered In two ways: as ‘*lInclusive-or® or
*excluslve-or®. Inclusive OR's Imply that for two
statementts, we can satlsfy elther or the two, or both of
them In the final layout. Excluslive OR"s lmply that 1If we
have one of the two satlsfied, then the other cannot be
present at the same time,

Statements preceded by °*NOT* simply reverse
thelr flnal relationse.

For our example In figure 3.11, if the OR®s are
consldered as Incluslve OR's then, there would be 7
possible alternatives (figure 3.14) which would be
accepted as valid combinatlons 1f appear In the final
arrangement.

If the OR®s were excluslve, then only the first
three lists wWould be conslidered acceptable.

3.1e4e- Positlon of elements in the slte.

The locatlon of elements In the site Is deflned
through °*POSITION RULES®*. These rules speclfy a relatlon

between an element and a site where 1t can be posltioned.
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L= (ADHEVT Er E4)
Z— (APMEAT™ =Z 54D
33— (AvraEwr EF EL)

L= [ AP29ENT E/ EF)
(AOIENT EZ =)

5~ (APOAENT &/ E4)
(Ao EF £4)

6.~ (AOIENT EZ &)
(AONENT E> 54)

T = (AOWMER) £/ &F)
(AP 2 BF)
(AT £3 ES)

Lot 3./4 ¢

Posltlon rules can relate elements to the site
at dlifferent |evels, Elements can be located simply In
the space that forms the actual slite, *room-x*, they can
be located In zones wlthin the room, *zone-1*, or they can
be positioned In sectors wlthln the zones, ®sector-a‘.

Simitar to the relations between elements,
positlon rules can be expressed as °‘simple® positlon
ruless or °*compound® pcsitlon rules. The simpler relatlon
between an efement and Its site would be?

elementl is positioned In sitel, or

(PUT_ON elementi sitel)

in the same notation that we wused for element
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constralnts.

The compound posltion rules wlll use agaln the
connectlves °*AND® *OR® and *WNOT* to form nested posltlion
rules that define several alternative locatlons for an

element, or several alternative elements that a space In

CAVO (VO (A€ (Furmew £/ Zous7)
o £/ Zouesz))

(DO (P E£Z ZwWES)
(rmow £3 ZooeE3)))
(K (Arov &F ZWeE7D
(P EF CoaR=Z)))

HOVE B /5 ¢

the site can contaln, Ilke the rule In flgure 3.15

ana its tree representation (flgure 3.16).

3eleb4e1l.~- Levels of Oefinltlon and Expanslon of
Posltlion Rules:!

Even though both express relatlons, poslition
rules are different from element constralints In several
ways?

- Flrsty, they relate elements to slte, vs.

relating elements to elements,
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o (vmow £/ zwE7)

- * < (row £ zouez)

e (Amow £z zZowE3)

oy / ~~ (PN £8 zove3)

T (Pt B4 ZowE/)
o€ =

T~ Arov E¢ ZWEZ)

FontE 3./ :

- Secondy for a slte structured as a space wlth
zones and sectors, a slmple position rule (P.R.) can
define relations between elements and site at any of these
three levels. A compound P.R. can use any combination of

these °bullding blocks®*y using the same terms as In

(WD (RN  elemenr /o)
(D (PEW  demenr zere?)
(AVZN  giarmems Sector?))

element constralnts, to descrlbe a positlion standard as:
To generate all the posslible layouts that

correspond to this rule, howevery, we have to knonw the
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positions that *ei1*® can actually have withln °*spacel®, and
the positions that *e2®* can take withln ‘®zonel®*. For
enumeratlion, all positlons have to be deflined at the most
detalled level of the slite.

In a simlilar way to the case made for compound
element constraints, there iIs a confllct between how much
information we should 3ive In a standard to npermlt
enumeratlion, and the way we thlnk about posltional
constralnts,

For a position rule, this confilict can be solved
In the followlng wnay!?

- Each P.R. deflned at any level of the site
Implies all the possible pe.re.®s that can be formed by
relating its element to each of the parts that the slte
has one level down.

If, for example, a3 slte has two zonest Z1 and
Z2y then the pe.r.t

(PUT_ON el sitel)

implies botht

(PUT_ON e1 Z1)

(PUT_ON el 22)

- As the rule Is cdeflned generally, i.e. site,

vse speciflcatlyy le.e. Z1 or Z2, then we can assume that
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elther of the two posltlons ls valldy, and we <can proceed

to link them with an *excluslve=-or®*, to form the new rule?

(& (A= E7 zee7)
CArav E7 zomezZ))

which simply says, If we want *el® poslitlioned In
*sitel® then ®"ei® posltioned In any of the two parts of
*sitei” would be accepted as a valld solutlon. If each

zone, Iin turn, has two sectors, for examplet Z1 has S1 and

(R (0 (Arow £/ S
CAT=N & S2))

e (Fumow £/ S3)
(PEw E $%))

S2, and Z2 has S3 and S4, then the rule would turn into:
which agaln assumes that ®el® In °S1*, or ‘*e1l®
in °*S2*s, or ®ei1*® In °S3°*, or "ei® In °*S4*, would all be
valid positions.
By automatically expandlng a rule from one
general level to Its constituents In the following levels,
ne can avold having to define each and everyone of the

possibie positions that an element can have. Our orlginal
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rule at the beglinnlng of the sectlon, can be expanded then

(e (& (e (Arov & 5)
(Prmov £/ S2))

(o [ AEN £/ 53)
(PvTow £ =)V
e (0 (AT-av £Z S/)
V=N £2 sz ))
A= E35)))

Into:

P (Amoy E¥ SE)
ver (o £2 S7)))

A positlon standard can be expressed also as?

where If e* stands for all our elements, lets
say! 'el® and ‘'e2°'. It meanst "put all the elements In
any place of the sltes as long as element “e2° Is not
positloned in sector °S2*'*, and by a simllar procedure as
ne did before, the expresslion e* Is first expanded Into
all the elements in the problem definltion?

(PUT_ON el slite)

(PUT_ON e2 site)
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Iinked then by *AND®*, because we want all

(D (ArH = SE)
Pvzon EZ SUE))

satlsfled

(NP (WP (Arm E/ SIE)
CAEN £z STE)

T (PoEod B2 S7Y)

and we have the resultling ruies
which for a site wlith two zonesy Z1 and Z2s two

sectors S1 and S2 1n Z1i, and only one sector S3 In Z2,

(WD WY (O (R (P £/ 57D
AW £ Y
(PTmN £ S5F))
[OR (OF (FvEN EZ 57)
(AN E2 52))
(N EZ 53D))
(A2 (R EZ STV
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would be convertea into?l

3elel4e2.- Positlorn Rules in Overlapplng Zones?

A third difference between p.r.°'s and element
constralnts resutlts from the slte having two or more
over lapping zones where one sector Is shared by both
areas.

If position rules were always simple and always
defined at the level of sectors, thls would represent no
problem, as we would have to list atl the elements that go
in each sector. If we allow compound rules at several
levels, however, then we have to define a way to tind out
which element goes where.

For example, a problem with the followlng
definlitlons

Slte: 71 wlth S1 and S1i, Z2 with S2 and S3,

Elements?! el and e2,

</

7 53 )ZZ o (o€ (Frmew £/ z/)
[0e (avroy EZ ZZ2)
s Ao £3 Z/0)
(OR (FY7= N £Z &)
Ao £3 22 )))

Position Rule: dces not define which elements

can -be positloned in sector S2. If we thlnk of P.R.'s as
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describlinrg subsets of elements that can be positlioned In a
site then,
Z1 can have (el or e2 or e3)

22 can have (e2 or e3)

and if we expand the rule into jts sector

(WD (6 (oR (A7 £/ &7)
(v & S52))
(OR (oR (A& £2 87D
(For £2 52 )
(o€ (vr E2 S7)
Avr £3 52 ))))
(R (@ (Arr &7 32)
(Fyr £2 53))
(e (A7 £3 s2)
(P £3 53 ))))

definltlons
then the subsets for each sector would bes
S1 can have (el,e2,e3)
S2) can have (el,e2ye3) from Z1
S22 can have (e2,e3) from Z2
S3 can have (e2,e3)
where S2 s undefined because It has tno

different subsets of elements that can be posltioned In
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ite Having these subsets, however, we can declde a
convention on how to positlon elements in overlapplng
zones. If elements In S2 can only be those that appear In
both zones Z1 and Z2, then the Intersectlon of $21 and S22

deflnes the position rules for S2,

S21 (et1ye249e3)

(62'83)

S22

S2 = (e2ye3)

(D (o2 (Avmon £/ S7)
(OR (oR (Ao £2 )
Az 62 52))
(R (rPvrow £3 5/)
CFAvEen E3 52 0))

(OR (R (Av-ov EZ 52)
(Pvev EZ S3))
(o€ [P E3 52 )
(vzov £3 53 ))))

and the posltlon rule would bes

To expand the rules of Iintersecting zonesy, ne
can proceed then as we dld In 3.1.4.1. but for each
overlapplng sector, we have *to check flrst for the

intersectlion of rules, and select those positions that
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satisfy thls test.

3.2e= Standards:?

A set ot functional standards is deflned by a
system of elements and reiatlons. The elements correspond
to the spatlal parts of both site and furniture pleces,
The retatlons correscond flrst, to element constralnts
that regul ate retlative locatlons, and secondy posltion

rules that regulate absolute ltocations of an element In

the site.

In a more formal manner, a set of standards
consists of a 4-tuplet

( Sy E4y Ry P )

wheret

- *S* Is the set of spatlal, actual and formal,
parts that form the environment.

- *E* Is the set of spatlal, physical-unlts and
use-spacey, parts that form the furnlture pleces.

- *R* 1s the set of deslred retatlonsy, slmple or
compound, between elements in °‘E°.

- *P* Is the set of deslred poslitlonsey simpie or

compound, that relate elements In *"E* wlth elements In



110

A set of stancards implles a set of possible
graphs L s whlch are formed by nodes that correspond to
elements In °*S® or *E*, or both; and are llnked by edges
that correspond to relations In °*R*®* or "P®, or both.

A functlonal layout, or a furnlture varlant, Is
one of the possible graphs 1In Ls where the Iinks
correspond to one of the desired comblnatlons of relations
in *R*, together with cne of the deslred combinatlions of
posltions In *P*'y for a glven SyEsRyPe

To evaluate a set of standards, the subset L* of
Ly which contains all the functional layouts, has to be

enumerated.
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3+.3.- Enumeration:

For the set L* We do not have a list of members,
but we have instead a crilteria for membership. We do not
know a prlorl what are the posslble functlonal layouts
that a standard can have, but we have a criterla for
judging when a layout Is a valld or an invatlld furnlture
arrangement,

To enumerate L* then, we have fto construct all
the possible graphs In L which qualilfy as functlonal
tayouts according to thls criterla. From the set L of
possible graphs, our ®"solution space®, we have to extract
all the varlatlons that are members of L*.

To do thisy we need rules that partition the
solutlon-space Into dlfferent *“chunks™ where solutlors
might exist, and equally lmportant, wWe need rules that
rejecty as soon as posslibie, "chunks™ that do not contaln
any solution at all. (figure 3.17)

Not having these rules would mean having a
sltuatlon where all the polnts In the deslgn criterla have
the same Importance, and therefore, all have to be
anallzed to the same level of detall, <checklng alil the
comblinatlons and varlations of thls criterla on each

conflguratlone.
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When these rules can be deflnedy We can express
through them the structure of our solution-space. We can
construct or reconstruct whatever the case mlght be,
entlre portlions of thls space whenever thls becomes
necessary. HWe can state, through them, the possliblililty of
a layout, or its valldity In terms of some condi tions.

At dlifferent levels of detall, we can construct
tayouts one at the time, and check that some condltlonrs
are satlsfled In order to know If the next, more
developed, jayouts are worth looking at. He <can
systematically look for members of L*¥ needed to evaluate a
standard,

flgure 3.17¢

3e3ele~ Overviens

The S.A.R., formulatlon of standards, with Its
parts and relatlons, provides a way for expressing these
rules.

The generatlon of furniture varlants can be
carrled on by sequentlally constructlng a solutlon or
*graph®', where we add one element to the slte according to
the poslitlon rulesy, and we check at each step tre
satlsfactlion of the element constralnts between the

posltloned elements.
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FIWVRE 3./7

At the most simple level, thls generatlon can be
carried on as a °'depth-first*® search, and the enumeratlon
of layouts «can be repreéenfed as a *"State-Space® model
wherei

- the graph belng constructed represent our
*state-descriptor®,

- the position rules constitute tre

*state-operators*, and
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- the relatlons between elements are the

criterla against which states are tested, as shown n

rl
\ LR B 4 >N

LN

b —g— * e > o rd
alc a I3 ale
o] --b b 4
b b?? ZE‘ -3r d il
a a
d| b bl e P2
bid igc E§§1 - b i

flgure 3.18:

flgure 3.18:

At a higher levely, the compound position rules
can be used to decompose the problem {[into different
subprobliems which can make the search slmpler. Each
alternative combinatlon of posltion rules 1In compound
poslitlon rules, can be considered as a separate problem
with sever al subprobiems expressed as state-space
descriptlons, as shown In figure 3.19:

flgure 3.198

3¢3.2.~ Description of the process?
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FIGURE 3,/2

The process for generating L* breaks down the
task of exhaustive enumeration Into a hlerarchy of smalter
problems with different levels of complexitys, The
descrlption of this hlerarchy will be done, first In a
qulck outlilne of the problem reduction sféos, and second,
in a search for tfunctlonal fayouts presented through a
detalled example. Generallzations and definition of terms
will be made along the way as It becomes necessary.

3¢3<2+1+ Problem reductiont

The solutlon space of a functional standard, can
be constructed through the appllication of two kind of
rul est

- GENERATION RULES
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- TEST RULES

GENERATION rules produce alternatives or
partitlon the solutlon space [Into subsets that may contaln
solutions. TEST rules check the existence of solutions In
those partitions produced by GENERATION. Generate and
Test, through “®operators® and °*constralnt criterlia®,
systematlically expand and preclude reglons of the solutlon
space,

Generate rules are of two dlitferent klnds,
corresponding to the two levels, simpife and compound, that
positlon rules can have?

- TRUTH TABLEs and

- PERMUTATION OF ELEMENTS

For compound posltion rules, we can explore the
dlifferent ailternative posltion that are accgpfable for an
element (figure 3.19) through the construction of a TRUTH
TABLE, as explained 1In 303024200 ?or simple posltlon
rules, we can explore the different f0cat;ons an element
can take withln 1ts zone or sector through the PERMUTATICN
OF ELEMENTS, or the vaflatlons In absolute poslitions.

Test rules are also of two different kinds?

- POSITIONAL, and

- DIMENSIONAL
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These are operatlons that check the POSITION and
DIMENSION of elements In a slte, as regulated by a
functional standard.

Positlonal Tests are the!

- EVALUATION OF POSITION RULES, and the

- EVALUATION OF ELEMENT CONSTRAINTS

Absolute poslitions of elements can be tested by
the EVALUATION OF POSITION RULES, and relative positlors
car be tested by the EVALUATION OF ELEMENT CONSTRAINTS.

Dimensional Tests Include tests for?!

- ZONE DIMENSIONS

- SECTOR DIMENSION

- MARGIN DIMENSION

and check the slze of an element agalnst tre
width of a zone, as In ZONE DIMENSION, agalnst the length
of a sectory as In SECTOR DIMENSION, and agalnst both the
length and wldth of a margir, as In MARGIN DIMENSION,

An Important, both dimensional and posltional,
constraint Is the CIRCULATION between elements In the
slte. It can be deflned either by absolute poslitlon 1f
asslogned to be In a certaln zoney, or It can be defined by
relatlve position if assigned to be through the dilfferent

use~spaces or remalning marglns In a glven lavyout.
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These operatlons have a preference order between
themselves. For instance, we can not attempt a
permutation of elements In a zone untll we know what are
the posltion rules that asslign such etements to the zone.
If these positlon rules are compound, we have to declde
tirst what valid alternatlve locatlon of elements we will
try, before doing any permutations or changese.

Once such locations are known, we have to check
the dimensions of the elements against zones and sectors,
to find out 1f that tocatlor can be, In fact, occupled by
them or not. Only then we can permute elements we kncw
can have valld positlons and valld dimenslions, and check
whlle constructing these different arrangements, that the
relatlve positlons are belng satisfled, that the marglns
can hold . all the elements in the adjointing zones, and
that the overall circulation pattern ls respected.

The different levels Into which the enumeration
task Is broken down, are then in order of Importance?

1.- TRUTH TABLE,

2.- EVALUATION OF POSITION RULES.

3.- PRECLUSION.

Le- ZONE DIMENSION.

Se= SECTOR DIMENSION.
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6o~ PERMUTATION OF ELEMENTS.
7«=- MARGIN DIMENSION.,
8.- EVALUATION OF ELEMENT CONSTRAINTS.

9,~- CIRCULATION,

corresponding to the expanslon or pruning
R BEE EXNE/ON
EVRLuerion o 2. PRANT
PRE/SioN RUNVNT
ZMNE IMEVESON PRONNG
SECDR OMENS/ONS PRNNG
RTINS ENPAVBON
ABCoM OTENSIONS FENAG
BAuRIoN OF E.C. PR
CIREYRB TN PPRNING

K7 %

operatlons as shown In figure 3.20.

figure 3.20:

EXAMPLE?

The following exampie wlll be used to describe
how these operatlions IiInteract to enumerate all Tt he

possible layouts for the standard:



SITE: e v
ra

ELEMENTS? >

RELATIONSE (447 (0R (AOMGNT DESK BED.PHYSIZHL (V7T )
(A023GENT LESK it/ ))

(BOIRENYT DESK cLaseT))
WD (o8 CFvmeov BED Z2
POSITIONS? ¢ ¢ CRYTON CiHaie zg)
(O (Pvrow BED Z&)D
flgure 3.21% (AND VN CLoskET 2 ),

RN DESE Z5)))
The first operation to be apolled to start the

enumeratlon process would be thent

343¢2+41e Truth Table:

If the solution space stands for all the
functional layouts that a glven standard can have, then
the first partltlion that we can make corresponds to the
possible alternative positlon rules that are Implicit in a
compound rule.

To do thisy we can conslder each ‘buliding
block® In a compound rule, as a slmple refatlon that Is or
is not satlsfled in different alternatlive positlon rules.
To each simple relation, we can asslgn a *value*, lets say
TRUE or FALSE, accordlng to whether or not we declde *to
have these positions satlsfied Iin the reglon of the

solutlon space that we want to explore.
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All the dlfferent comblnations of values that
these relations can have, represent all the subdlvisions
that can be made out of a solution space at the general
level of position rules. Without having explored yet any
actual layout, we decide first what alternatives should be
pursued among the dlfferent opermlited by the positlon
rules,

Compound statements can be TRUE or FALSE
depending on whether the combination of vatlues for each
simple posltion rule, represents a valid or an 1Invalld
position rule.

The subdlivlslon of the solution space Into
alternative combinatlons of values can be expressed then
by a TRUTH TABLE, that asslgns TRUE or FALSE values to

each of the simple rules (n all the possible combinatlons.

|
{

4(,,/—e¢auzz ol le/lgl el el bl el 18l el /ey bl/lol [d/lorols
“,/ T~ (At chan par-r-ivava"A"-1%% va"Ar-A"-2% VAV W 2%
S /ff’d,‘z; o\l g aé/ooe‘/ya ; 77

~ — S€ 0101081010 VAVA47 a4 o O ./ e

WEL f' ,,gn@. Do seol/Vi/I/I7 Azl VIiZV 12 i i2

FlomeeE 322
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flgure 3,22t

In our example (flgure 3.22), there can be 32 of
these posslblilities. The positlon rule Is represented by
a horizontal tree on the left sldey, and the Truth Table [s
represented by a matrlix where each single rule appear as a
row that <can take the values True or False, 0 or i, and
the dlfferent possiblilitles appear as columns that cross
along alternative values for each row.

Truth Tables are °*plnary counters® Insofar they
enumerate or “*count® with True or Falsey 0 or 1 values,
all the alternatives for a compound statement. As can be
seen In figure 3.22, each column represents a number from
0 to 31 In blnary. As suchy, and for large compound rules,
there can be a *counting problem®y that Is, each newn
simple rule added to the compound, lncreases the number of
alternatives from 2 to 2. So for one simple relatlcn
there are two values, for a compound relation wlth two
simple relations there are four values, for a compound
relatlon wlth three simple relations there are 8 values,
and so on3 running into the enumeration or *countling® of
large numbers very easy.

For the tlme beingsy thls problem has been képt

in mind but no solution has been Implemented to reduce
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this generation of alterha?lves. One possiblilty could be
to direct the asslgnment of values towards those
combinatlons must likely to produce valid oosltion rules,
startlng our ®*counting® from the flrst valld comblnatlor,
such as column * * In filgure 3.22. How to find out ttrese
valld comblnations Is the oproblem in EVALUATION OF
POSITION RULES.

3¢3.2.2. Evaluation of Positlon Rules?

Only some of the opartitions for compound
posltlon rules are valld comblnations that interest us.
These are combinations of simpte relations that have a
TRUE wvalue for the compourd statement. To find out these
alternatives, we EVALUATE each of the columns in the TRUTH
TABLE In the logical sense.

As expressed In 3.1.3.2, the connectlives that
tie together slimole retations 1Into compound statements
have a definite meaning?

- for each, *AND®'y, the two elements 1In the

relation have to be *true* to have the whole relatlion

- eemernt7 |9 1° |/

SN elerentz | © ad

Q
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evaluated to °*true‘*,
- for each exclusive °*0OR®*, elther one of the two

elements have to be "true® to make the compound statement

N~ comodz |O|\O|/ |/
ol o

*true®.
- for each Incluslve *OR*y, one of +the two or

both elements being *true® produces a °*true® compound

QI
NS

agbrenfr |©

o,
stz /

o\/ |/ |/

relation.

- for each *NOT*y a *false® element makes a

o/
o

AT — glewent/s

~N

*true® relation and viceversae.
*AND",°"0OR*4*NOT*, are evaluated then accordlng
to these simple tables. When several °"AND®*,"OR® or *NOT‘'s

are nested In compound statements, we first flnd out the
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values for the ‘*loner® reiations In the hlerarchy, pass
then the resulting values as values of the elements for
the next relation upy and continue doing so untll we reach

the final retatlon, and have the whole statement

L oc oc
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evaluatedy, as shown In figure 3.23.

flgure 3,23t

In the truth-table generated for our standard
example of flgure 3.21, the positlon rules that evaluate
to *true® are only columnst 26+27+28,30,31 and 32, as
shown In flgure 3.24. Only these comblnations of slimple
relatlons represent valid alternatives of the compound
poslition rule at the left slde of the table, and oniy

these combinatlons make any sense ¢to contlnue exploring
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for opossible different layouts. If we think of the
columns In the matrix as branches golng out of our tree

root, we can preclude then from further conslderation all

o — (B &t 22) —
ap] = G 2T
~ # Bod 24)
R o e o) —
~[Ar PesK Z4) —

EvaLis o

Flake 3,24

the reglons that extend down those paths.,

flgure 3.243

Through compcund relations we can decompose a
problem Into the dlfferent posslble locatlons for the
elements. Through the asslgnment of truth values, we can
explore all the posslble decomposltions that can be made
for each problem. Through the evaluation of these values
we can declde which of the alternative poslitions should be
conslidered valid and continued being explored.

- 343¢2¢3+ Precluslon of repeating elements?
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Moving In our example In a left-to-right manner
across the different position alternatlives, we would look
now Into branch 26s as compound statement
evaluated to be true.

Thls statement and all the rest that have passed
our prevlous test, are checked now for PRECLUSION of
repeatlng elements.

As can be better seen In brach 30, Jumping a
tlIttie ahead, there are some cases when compound rules can
be evaluated to true, but 3assign ¢two times the same
element,y, In here °*bed'sy to dlfferent posltions 1In the
environment? zone [ and zone Z2. Thls repetition of
positlons for one element cannot be, obviously, accepted.
An element can not be 1In two pltaces at the same time.
Even though evaluated to TRUE, thls compound statement
makes no sense when Interpreted as a real posltlon rule.

The test for valld branches wlth repeating

G 8, M 16, 722, 24
elements, would preclude then columns, or branches,/ 30 and
32, from further conslderatlons and reduce the search for
functlonal layouts to brancheé&f%6,27,28 and 31y as shown
In figure 3.25.

flgure 3.25:2

3e3e2.4. Zone Dlmensions?
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After selectilng one combination of positlon
rulesy valld and without repeating elements, there ls only
one part In the site where each element can be positioned.
The posltion of elements is asslgned to only one of tre
posslbie spaces In the environment, and we have to check.
now lf dimenslonwise thls asslgnment ls correcf.\

Elements can be positloned in 2zones or sectors
Ify, flrst there 1Is a rule that deflines so, and éecond,
there s an agreement on how the dimenslions of element and
site should be considered. If, for Instance, eleﬁents are
only allowed to end In margins, then we have to check now
that at least one of the element dimensions -length or
ﬂldfh- Is equal or ltarger to the width ?f.the zZone wWhere

it Is golng to be posltioned, and equal or smaller than

the wlidth of both zone and ad)oinlng margln.
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figure 3.26¢
For our example, both 2zone Z1i and Z2 are
suficclently small to contain any of the four elements In

any posltion. So this test ls passed by all the remalning
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branches as shown in figure 3.27.



130

flgure 3.27:

3¢e3e2.5., Sector Dlmenslons?t

Valld positlions In zones have to be checked now
along the other dimensliont length. Elements, we know, can
be located In zones Z1 and Z2, for branches 26427,28 and
31, wlthout repetitlon and flting within the width of both
zones and marglnse.

The test for Sector Dlmensions, checks [f all
the elements assigned to a zone can also fit along its
length, or along the tencth of the sector where they have
been assigned If thls would have been the case.

Sector DIimensions checks that the sum of lengths
or Wwidths, depending on how they are posltioneds, of all
the elements 1In a zone/sector does not exceed the length
of such part of our silte.

flgure 3.28¢

When the sum of lengths or wldths of all
elements Is smaller than the corresponding dimension of
the zone or sector, the difference Is occupled by an empty
space with that {ength or wldth.

As a convention, thls space Is treated as one
entlty. It 1Is not broken down Into several empty spaces

between elements but appears as one unlt that can be
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changed 1n position but keeps always lts dlnension,

Under thls test, branchzz31 Is exciuded from

further expanslion, but all the rest continue as valld
b 23 261w 3
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optlons where furniture layouts might exlst.

flgure 3.293
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3¢34247« Permutatlion of Elements?

For each of these optlons, as was sald before,
we have SORTED each element In the rule to only one valld
and posslible space iIn the site,

For branch 26, this assignment of elements fto
slte would bet

Z2 with closet and desk.

ZL with bed.

This sort present two Interesting
characterlstics?

1.- It produces a CLASS of turnjiture {ayouts.

2.- It permits sorting the element constralnts
into GLOBAL or LOCAL constraints that can be used for
pruning criterla.

1.~ We know that as far as zones and sectors are
concerned, that ls wlthout consliderlng margins, we have
already a valld furnlture flayout, which schemat ically can
be represented as?

Thls layout satlsfies one alternative positlon
rule, Its elements fit In the Wwldth of the zones where
they have been assigned, and they also fit the length of
the only sector that each zone has.

If we forget for a moment that elements wlthin
the zones can swWltch posltlons, we can say we have already
found a furnlture varlant. If on the other handy, we accept

that each element can vary lts location In the zone, we
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can say then that we have found a CLASS of furniture
layouts. We have found, indeed, a reglon in the solutlon
space where several arrangements share the same positlion
rule and are valldly asslgred to the same sector or zones
of a slte,

The different arrangements In thls CLASS are

formed by the permutatiors of the element locatlions Iin

)

: |
FlovtE 3,30 /1 R |
A ——

each zone. Zone Z2 can be, for lInstance, elithers

=7 —>

and fZone Z4 can be elthers

=
1Q
L
==
1
*_...-
Flouek 3, 3/
- v, *
The combinatlon of these dlfferent locationss
generates several equivalent arrangements that have the

same elements In the same zones, and that constlitute and
EQUIVALENCE CLASS of furniture layouts in terms of the
relatlion *posltion®.

Exploring our sofutijon space from

*top-to-bottom®*, we have partitioned the set of all
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possSlble jayouts into EQUIVALENCE CLASSES where |ayouts
are grouped by similarlties. By *merging® our arrangements
into branches *re. 2.2.4.2) that can be tested wlthout
positloning yet any furniture plece at all, we reduce the
exponential explotion we <could have had, had we started
putting the bed In the lower corner of 22 then trled to
put the desk In the upper corner of Z4, and so on, for
each possible combinatlon.

To enumerate the layouts In each egqulvalence
classy, we have to construct now all the permutatlons of
elements In the slte. We bulld a comblnatorlal treey, or In
terms of our State-Space representation, we model our
class by an Inltlal state and a serles of rules that can
generate all the equlvatltent furniture layouts.

For our example In branch 26y the eaqulvalence
class would be generated by the followlng representation:

1.- The *state-descriptor® Is the formal slte
plus the positloned elements.

2.- The Inltlal state ls the empty site.

(\

3.~ The goal state Is the site with all the
elements poslitioned.

4t.- The state-operators are the llst ot slmple
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prosition rules wlth *true® values In the Truth Table

column that we are exploring:?

R —> |22 24

o B”') g

g |e| —> |¥T 7
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R |

Where the ooperators simply state that a fayout
should be formed by the two posslble arrangements of
elements In zones Z2 and Z4. That an arrangement In Zi
should be f§rmed by two elements E1 and E2 elither of which

can be a desk or a closety, and that an arrangement for 2722



137

. “33——) &0

R7. |E3| —) |y spe<e

Rw. \g8—>| T

Ry. E———Q o

FI60RE A,23: éw*z)

CLOSET

PESK



138

shouid be formed by two elements E3 and E4 whlch can be
either a bed or an ehpty space.

Applying these operators to the Inlitial fayout,
flrst E1 then E2 then E3 and then EL4y, we generate the

fotlowing 4 tayouts as shown In the bottom of our tree in

N E E

figure (3.34).
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Elements are positloned here always In the same
ways however, elements can be posltioned dlfferently

withln the same zone. The bed for example could be

=

assigned to Z4 ast which corresponds to its four 90

FIGE 3.3%

degrees rotations, From SECTOR DIMENSIONS, wWe know that
this plece 1Is smaller than 1Its slte (Z4), and ther ls a
remaining empty space. Therefore we can declde on any of

these posltlions to appear in the furniture layout, and

OR OR ar

. ez > |emPly £ .

FIGUE 336

change the operators E3 and E4 Into
The elements desk and closet, on the other hand,

fi1t exactly In zone Z2, therefore they can only be rotated
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180 degrees, which keeps their dimenslions along the zone

— e

s 3,37
- -
RO, |E2 ? oK
{ e same
K |Er) — > o o€ o

K8, E?"—T)l_r_ ce T

| o
£9, Ez_""} ED oR

FIRE B.38 -

changing the operators E1 and EZ2 Into
Which could produce a comblnatorial tree {lke
the one partlally represented In the followlng plcture,

Qenerating 64 possibie layouts with similar posltions.
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2.~ Classes of furnlture layouts help us also
sort the element constralints 1into Global or Local
constralnts. If we think of a furnitdre layout as a room
arrangement formed of different arrangements at ttre
zone-sector level, then we can break down our previous

State-Space representation Into the foflowlng model?$
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room level?

- state descrilptor = same,
- Initlal state = same,
- goal state = samey
- sfate-dperators = asslgnment of zone
arrangements generated by!
zone level?!
- state descrilptor = 72,
- inltial state = empty Z2,
- goal state = complete 72,
- state-operators = asslgnment of
V=4
zy >
EZ|
7l —> - loe . aeF5 o O
£zl — O oC @ J¥-74 = 1€

AIGoRE B.90a ;

elements to zones ast
zone level?l
- state descriptor = 74,
- Inltlal state = empty Z4,

~ goal state = complete Z4,
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- state-operators = asslgnment of
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£3
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elements to zone as?

which woul d produce the folloning room
24 - } r } . —p— ' . O O 0
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state-operatorss? :ZLEEEEEEf
In the generatlon we would proceed flrst +to

apply one of the operators at the room {evely lsee?
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ROOM| =¥ (22}

but In order to do thls we would have to find

out flrst an arrangement at zone Z4 whlch can be used as

therefore we have to construct It by

: L
]

[:}C) O PoE 30

applylng the operators at the zone level: (Bwo)

-

Aok 340¢

thls operator,
,]'A

Y274

|

e R g 4 8 O ]

whlch producet (3s¢)

o ——

O

Frovee 340f

that we can apply to formt (B.90¢)

and continue wlith ZZ In a simllar way, first

witht (14{{5)
to get: (3.404)
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and then: (3. 904)

—

to forms

This representatlon of NESTED State-Space
descriptionsy where the result of one search oroduces the
operators for the next search one level upy, produces the

same equlvalence <classy and permlts us to sort the
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constralnts In the follonlng way?

A  GLOBAL CONSTRAINT relates elements in
different zones or sectors,

A LOCAL CONSTRAINT relates elements In the same
zone or sector.

As wlil be seen In the section EVALUATION OF
ELEMENT CONSTRAINTS (3+3.2.9), the constralint criterla for
the first State-Space at room level would Include those
relatlons that apply between elements In Z2 and Z4, whlle
the conétralnfs in the second State-Space would lnclude
those relations that apply to element In Z2 and for ftre
third State-Space those relations that constraint element
positions in Z4.

These sorted Element constralnts, wlth MMARGIN
DIMENSIONS and CIRCULATION are the remaining tests trat
can help us prune branches In our exploratlon of the

Solution Space.

3e3.2.8, Margin Dimenslons?

When two or more zones share a wmargln betwneen
themy, the elements that can be positlone In each zone,
might overliap portlons of the margin If thelr dimenslors
are larger than the width of the zone,

As the functior of a margln 1Is preclisely to
allion the position of elements with different wldths, when

a turnlture plece extends beyond the wilidth of |ts zone it
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occuples a portion of the margin.

When two elements in opposite zones end within a
common maraln, confllicts mlght occurrt if the sum of both
overlappings 1is smaller or equal than the margin then
the elements flt, If the sum Is larger than the margln
dimensions then the elements overlap. Ffor overlapping
elements we have to check 1f thls overlappling ls permited
or not.

As the generatlion of layouts proceeds at any of
the levels, room, zone or sectors everytlme we assign an
element to 1lts positlon, we test the margln dlimenslors
agalnst prevlious arrangements +to see If there is a
confllict fhaf stops the search from goling any further.

In branch 7 for example, only two arrangements
would pass the test whlle In branches 26,27,28 all the 64
posslible Qould pass it wlithou any confllct In case ne
continue our search all the way down to the bottom of our
tree:, passlhg the tests of EVALUATION OF CONSTRAINTS and

CIRCULATION.

3¢3.2.9. Evaluation of Element Constraintss

Etement constraints, llke posltion rules, are
expressed by compound statements whlch can be TRUE or
FALSE, depending on partlicutar comblnations of TRUE-FALSE
values In thelr simple components. Different from positlon

rules, however, the assignment of these values Is not done
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through a °*blnary counter®, or a declsion on which
alternatives to explore, buth through the evaluatlon of

actual, oresenty relatlonse.
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If an element |is positlioned In the site then 1t
elther satisfies some relatlons to other exlsting elements
or not. If It does, the rel@atlons have a value TRUE, if a
defined element constralnt Is not satisfied among the
present elements then the relatlon ls set to FALSE.

The evaluation of compound eiement constraints
is done 1Ilke the evaluatlion of posltion rules, from the
bottom-up, that ls from simpler relatlons to compound
statements as In flaure (3.25).

If the relatlons, however, can be evaluated only

when all the values are set to TRUE or FALSE, then wne have
to walt for a complete layouts, but it a layout s
generated through a serles of nested State-Space

representatlons, we can break the constralnts as was sald
before, so that we can evaluate each representation
without having to walt for the results In any other 2ZzZone
or sector arrang .

In branch 26y thls would mean that the relatlion

( AND (OR (ad}acent desk bed)
(adfacent desk chawr))

(adpucent desk close? )

have to be broken down Into the follouling

element constraints:?
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rooms (v (x (dgétteﬂ/' st padt)
(izcern? Sesk chrr))
&hﬁﬂdﬂﬂ‘aéwi’aﬁvef))

zone 723 (44«1:@1;‘ adesk cioset)

zone Z418 rer7e

We can do thls by applying the transformatlions

L7 /

/e,bnmlt b 22 - chorment!  zone

Rkt hor! . imdz zome? RAAE _ afommont 2 amez
LOodle GFBLL

shown In the next tables!
which reduce our tree of element constraints
Into several trees, each one corresponding to the relation
that have to be satisfled at the level of the site.
pruning away ali those comblinatlons In branch 26
that do not satisfy the <constraints and reducing the
possible layouts to 12, 1f there were no fur ther tests

from the origlnal 64 that we could have had in fligure
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3+39.

In this case the State-Space of zone Z2 always

produces valld arrangements because [ts two elements are
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always ad}acent, and therefore precluslon comes at a
global level, between X2 and- Z4 in the relatlon of
adjacency bed-desk. When a plece Is not positloned, 1l1ke
the case of the chalr, In our example branc 26, then we do
not evaluate that constralnt, It 1s assumed that the
positlon rules have prlority over the element constralnts.

As long as we can have ®*true® values we proceed
wlth our search, when we don*t we stop. True constralnts,

howevers still have problems because the desk "ad}acent’

1|
o]

to the closet as int blocks the access to lts use space.

Therefore, after checking element constraints we have to

check for CIRCULATION,

3¢342.140 Circulationt

Each element we positioned has to have acces to
its use space. IF thls access is deflined as a spatlial
element that ls located Iin a2 zone, then we treat 1t as any
other element, and specify the relations that it should
have with the furnlture pleces It will serve. |

It the clrculatlion 1ls deflned simply as access
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to every use space wlthour any partlcutar speclficatlon,
then we have to check that there is a chaln ot use-spaces,
or leftover spaces through which +thls access can be
solved.

This last test corresponds to the second case.
Everytime we position a furniture piece we check for this
path. If we think of the layout belng constructed as a
graphy, finding a clrculation path is then a problem of
finding a *spannlng-tree® for that graph. A spannlng tree
is opreclsely a path that goues through some of the Ilinks
but vislts all of Its nodese. Our clrculation path has to
be a serles of spaces use-spaces, marglns or leftover
spaces that are |linked bth adjacencles of a certain
minimum, that we can walk around, and that should allow
us to reach each plece of furnlture In the roome.

Flndiné a spanning tree for a graph 1ls a well
soived problem with several alforithms that can be used.
(2).

We apply thls as a prunnilng criteria 1In the
followlng way!

-everytime an element Is addedsy we construct a
path or spanning tree for 1t, If we succeed we have a

valld clrcutatione.
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-1f we fall we stop any posltlion of elements In

our comblnatorial tree,

With this test our posslible 12 layouts for
brancn 26, come down to 4 whlch represent our basic
furnlture varliants for one case of positlon rules, and

which are the end of our long search.

When we apply thls complete procedure to all the
other branches
7, 27 and 28, we end up wlth the 19 baslc fdrnlture

layouts that our standard permitse.

" BRAMH 7: 26z 27 = 26 -
0|
L1
: : L] >
LT | 0
»% scc solofrons — L a :
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4, COMPUTER SYSTEM!

A computer system was Implemented to <carry on
the process deflned In the last chapter. It can be used as
an Independent ®furniture shu fiter*, or be Incorporated as
the operatlon of SPACE and FUNCTION ANALYSIS In tre
computer programs belng lsplemented at M.,I.T. for the
generatlon of Baslc Varlants at the Housling Level by M.
Gerzso.

From the user polint of view, tre system appears
as bhavlilng two maln parts: one correspondlng to the
definltlon of standards, and ancther correspondlng to tte
process of querylng thls Irnforrations, cuerylng flrst for
exlsting relatiors such as slzes ot furnitdre, ad}acencles
In the sitey et .5 and second for Implicit configurations
or furniture varlants.

Internally 1t ls organized In four modules?

- a front end *SARCASM®"y or wuser Inter face of
the baslec varlants programy written by M. Gerzso and M,
Grosse.

- a Relatlonal Cata Base, °RDB°,

- a RDB set manipulatlion routines, *QUERY
LANGUAGE™,

- and the SEARCH programs,
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4L.,1. Relat]lonal Data Basel

The standards formulation, t he Information
needed durling the enumeratlon process and the resultlng
conflgurations are stored Ir a RDB(1) whlch constitutes
the maln bank of Informatlor for the system. There Is only
another representatlon for rules used iIn the gene}aflon
process. (1In the Permutetlon of Elements).

A small, In core, ROB was wrltten specliflcally
for the furniture shuffler and the S.A.R., Baslc Variants
programe.

In thls kind of data base, Informatlon Is stored
as entltles and thelr relatlons. As ls aulte obvious now,

after the descrlptlion of S.A.Re and the enumeratlon



160

process, both our standards and our *®state-descriptors®

are basically that: entitles and relatlions. For example,

SIE = 5/, 52

Eleuens = E,EZ

JOSTION RUES = (NP (R (PveoN £/ 51)
Ao &1 57

oz vEov £Z /)
O w5

Elsusyr cwsmans = (qafacent £/ £2)

PVRE 4Z:
o:zg__ Sl upirs U5 RUES P24 EN
AR 72 - AW 74 3|/ 3 |49
PAN-T A AY-7 4 |/

7|z

412

FIonE 4.3 :
ke SR

the simple functlont Fuues 42

would be represented 1In our RDB ast: Aowge 43

Where we have |lsfs of entitlesy, one for thre

slte entltles, another for our elements entitles, and we

have a llst of relatlons, Ir thls case blnary relations,

one for the posltion rules, the other for the adjacencles.
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A RDB conslsts of a general representation for
information, It provides a way of «cefining lists of
entitles and lists of relatlons. What we put In those
lists s up to us. We can Input a standard as we dld
before, or we can Input a3 state-descrlptory, durlng our
search process, as: (FOVE 4'49 -

Where we can keep track of elements that have
been posltioned In the site as E1 and Si.

Thls general representation is concerned wlth
the 1loglcal structure of the data, rather than Its actual

contents, we can change our descriptions as we please,
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Inciude as complex forrulaticns as deslired, retrieve
partial relatlons or construct new ltists out of exlstirg
ones.

Preclse descriptlon ot thls structure can be
made through relatlonal algebra or relational calculus,
together wlth a set of operatlons whlch can be apptlled to
retrieve or

In our case the RDB was Implemented wlith the
following data structure:¢%%%4§44?

where we keep the entltles and thelr relatlons
as two external 1llsts which contain respectlvely 20
entrles for entlity llists, and &40 entrles for relatlcn
lists

In such entr les we keep baslc data about ttre
entlty chalns or the relatlon chalns, such as name (l.e.

sltey, elements) (lece position rules, adlacenclies), a
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pointer to the beglnnlng of each list and a pointer to - he
end of each list, plus addltlonal siots that were thought
necessary but were not used at ally, such as type and
format of entlties and relations.

For each Infcrmation list, we have an entry In
the chaln for each entl y that we want to store. Each
entry has a name, a type, a polnter to a property |Ilist
sexplalned further down, and two polnters that Ilnk 1t to
the previous or to the next entry in the same Iist.

In a property llst, addltlo al Infermatlon Is
kept for each element beslides its name and type. The idea
of this llst has been to be as flexlble as posslble In
terms of the elements we use for our reoresentatlons.

From the descriotion In 3.1 we can see that our
information can be divided In the followlng way: and we

can see that the relatlonal part Is taken care of by tre
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SFY774L AN S 724,
AN,
AW KELAT N,
entlity and the relatlon lists, whlle the particulasr
Information rowy Is Incluced In thls property |Ilst. In

here we can |link several ®*atributes® that an entry might
have, spatlal or nonspatials For each atrlbute we have a
*property® entry whlch keeps track of the name of tre
Informatlion, for example? dimenslons, restrictlons,
graphlcs, etce3 the actual data (in different data
structures), and the needed pointers to further elements
In the property llist.

By subdivlding Informatlion In thls way we can
store dlfferent kinds of elements In the entlty llists, anrd
keep thelr different data In dlfferent entries of property
l1sts.

In the other part of our RDB, we have for each
relation 1ist, an entry representlng a palr of elements

belng related by 1t. In thls entry we donot need to store
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the elements agalny, but we store Insteaa an *1d°* for such
elements, a reference that can help us get to them In tre
Informatlon 1{lsts where they are. 3y dolng so we avold
redundancy of informatlor. In our case thls *ld®* 1is tre
address locatlon of thre data entry In core, and we have
theretore a polnter for each element {(ocatlon In the pair.
The two other ltems are polrters that link our palr to the
previous and next pairs In the chalr.,

Several routlnes were wrltten to Insert,

retrieve, delete or query elements and relations, as shown

oo \__,P,T
—

PEEE GET

In flgure 4.6

and In more detall, they arej

Hith them we can iInsert elements (PUTSPC), cr
relatlons{PUTRDB) delete entrles In Information lists
(DELENT) or relation palrs In relatlon llsts (DELREL) or
relation palrs In all the relatlion lists (DFLRDB);S
retrieve the values of some relations (VALNAM)3 or make

comblned querlies as wlil be hown In QUERY LANGUAGE.
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The detalls of these routines are In tre
programmers manual not Included In these Thesls.

The advantages of an RDOB({(1) are thent ease of
use, as slmple tables 11lke the ones In flgure 4.2 are
easler to underSténd, flexibillty, preclislony ease of
imptementatlon, data Irdependencey clarlty and the data

manliputatlon tanguages (mimically present in 4.3).

4.2« Spatlal Representatlon?

The spatial representation of furniture layouts
ls organized aroung L.Teague’s Ph.D, (2) Thesls onr *"The
representatlon of Spatial Relatlonshlps 1In a Comouter
System for bulldlng design™.

Teague descrlbe spaces In a bullding as‘ a
network of rectangles wlthln a larger rectangle. Based In
Tutte®s network representation of squared rectangles(3),
1t extends thls descriptlorn to three dlimensions. By using
the followlng representatior.

It express In retwork terms the spatial
organlzatlon and makes therefore avaltlable the results of

network theory for the analysls and synthesls of spatlal
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reltatlonshipse.
In this network, spaces are described by *arcs®

or *directed links® which *flow® correspond to thre
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vertlcat {(z) or the nhorizontall{x,y) dimsrnsions of tre
space. The adjacercles between sides of two soaces 3are
descrlbea as "nodes' which recelve on ore side the arc*

‘flow" of the left space, lets say, anc wWwhlch are tra2

origln for tre *arc flow®" for the spaces :(n the righrt

B
Al ® 4 |
&
c E >
D L
1 p

slde, llke

This mode of represertatlon 3s opoosed for
Instance, to Fastman®'s (4) or Yessio's (5), was selacted
for two reasons!

1= Its Iimitatlors to rectangla shaoes d» rot
Interfere with the princicles In tre metrodology. Ir fact,
ever thougkh we have complex shrapes, they are always
composed of rectanjles because In the ena, ZONES ard
SECTORS restrict the analysis to ortogonal soaces, anrd two
directlons.

2.- Its network descriptlion blends [tself aulite
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well wlth our RDOB and the network becomes one more
relation in our data for conflgurations.

One change wWas madey, however, Instead of
representing spaces as arcs and sides as nodes,y we
switched spaces as nodes and sldes as llinks. Having then a
graph with geometric characteristics such as shape anrd
dlmersions for each node, and having at each llnk ttre
amount of adjlacency between two spaces.

There lé some llwltatlons to Teague®s elegant
representation, wnhen we cornstruct thls graph seaquentially
as 1t Is done durling generatlon of Iayouts (at Permutatlicn
of Elements), we have to keep track that all the resulting
spaces are rectangles always. So, as he does, we establi]lsh
a convention on how to obtain this * squarec"
representation. In our example! we can see how when we
add our chalr-physical=-unit (this layout by the way
corresponds to the generction of layout 1 In branch 28) we
get an L shaped roon. What we do then Is extend the
*free®* cornery, l.e. SouthEast of chalry to the end of our
spacey and subdivide the room Into *room® and ‘roomi°®.

The same happens with chalr—use;space and we get
*rooml® *"room2® and ®"room®

Hhen we put the bed-p.ue. then we Just reduce
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‘roomi®* and *room2®, which d sappear with the position of

ouir.gp OuIR.S e by W N‘
" A,mf////

<YLK 1) CUIR. LS DESX RS DESK pu W 2l

AV
won|  wor I pd

- | |

the bed-use-space.

The network In the rlght side of our figures
should serve to lilustrate that there Is always a spanning
tree at each level which allok us to move from one element

to another.
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untll we get the flnal layout which Is a baslic furnliture

ouir. ouin.g | oehs desc iy Wﬂ‘

o
- | ] \%\L

- "1 fL"'/ \B"

A E

IR A CuIR.US DESK QS  DESX JPu W

9ED.PV CLOSpS CLOS P F_%LLWN

R b ol

varlant.

As a layer In our RDB there 1s a seft or outines
that keep track of this NETWORK control. They chec where
corners of spaces fall, what 1Is  the contalnment or
overlapping of other spaces, and wnmake the necessary
adjustments In our representation as shown before

Le.3. Query Language:?

Through thls module; I should says, pretentlously

catlled, QUERY LANGUAGE, simple aqueries can be constructed
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out of comblnatlons of basic set operatlons such asi

MEMBERSHIP, INTERSECTION anc UNIONs to retrijieve or form

nenw Information In the RDB., Together wlth VALNAM in our
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previous routlnes, they constltute a reduced verslon of a
refatlonal calculus, whlch we <can use to express,
simllarly to our prevlious rules, tre followlng auerles In

the SARCASM syntax:?

[OR (/S ADNENI=TOUEST BED PESK)
(/8 AOINCENT=TD-RISHS~ AR DESK))

where (1ls relatlon_name entityl entl y2) lcok for members
1 and 2 of the relatlon palr wunder the relation
*retfation_name®*, and OR is the same loglcal cornective
that we have used before. This query would be answered
TRUE after we positioned the fourth element In our layout
1 or branch 28.

(D808 (JAE #PIFENT TD. 4LEFT BED)
(PHE  BY WFuz))

A different example, will get the value of all
elements to the left of the bed, the value of all tte
elements by the wall2 and slll find the set Intersectlion
of the two, to produce 2 list of elements each of them
adlacent to the left of the bed and by the wall2.

Will return the elements that satlsfy any of the
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(OR.ROB (IRUE ADIMER-TOLEF~ BED)
(PHE By WHLZ))

two relatlons, *adjacency® or °*by®'y, verforming a set

union.

SEHCH
\ﬁ SoLvToN l

Backridck

The routlnes trat do thls work are?
4.4y Searcht

Search Is a recurslve, backtracklng proceduce
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whlch carrles on the enumeratlon process detlned before.
Its parts correspond to each of the S operatlons we
explalned In there, coordlnated by a gereral procedure,

This procedure explores the tree of
possiblllitles In our solutlosm space by apolylng the
following princlples:?

- startlng at the root, It looks flrst for one
valld alternative among the successor nodes, whether In
the blnary-counter or the permutatior of elements.

- 1t It flnds one acceptable alternatlve, It
advances then one level down [In the tree, and applies tre
respectlve operator, . an asslgnment of TRUE-FALSE
valuesy or the positloninc of a furnlture plece.

- after advanclng one level, [t checks If we
have a solutjon or not, 1If we do, 1t backtracks to thre
previous level and trles to find a next successor; If It
doesn®*t find a solutior 1t starts agaln, tooking for the
successors at the next level down.,

-when there are no valld successors to extend a
possible solutliony It backtracks to a previous level
and starts to look for other nodes In different branches.

- when we have a solutlon, and only one |Is

demanded, It succeeds In [ts search and ends the process;
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when all are asked 1t contlinues lookin for wvalld
SUCCesSsors, advanclng, backtrackling and recording all tre
other solutlons until there are no more branches left to
explores,

Its general parts are thent

and the operaticns of enumeration correspond
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Se=- CONCLUSIONS?

Wlth this generative method we can find out If
there 1s one possible conflguratlion or furnlture
arrangements, or we can find out alit the possible
conflguratlons for a glven space.

We can show then what layout consequences are
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implicit 1In a tunctlonal standard. We can starf playlrg
then wlth the four parts o¢f our deflnlitlon and change
parameters In the SITEsy or the POSITION RULES, or tre
ELEMENTS or the CONSTRAINTS, and observe which new
conflgurations appear or whlch conflgurations disappear.

If we are interes in the minlmal dimensliors
that a space should have to contalin a functlon, ther we
can construct with [t the S.A.R. GCHART OF CRITICAL
LAYOUTS, where for a rectangular slte we show In a matrlx
forms, a set of rooms with a certain Increment In the x or
y dlimenslons, and we display In the first comblnation of
dimensions that can hold our standard, the flrst or all
(sequentlatly) layouts that are posslilble.

The CHART now is used to represent the norms
that - an archltect has Ir mind when he assigns dimrenslors
to spaces, and as.such It 1s the flrst steo Iin the deslcn
of supports. Hith the appl lcatior ot the S.A.R.
orinciples to functlonal deflnitlons, we <can now be
preclse In our formulztlon of norms, and be able to
produce not one, but all the furnlture arrangements that
exist In each room of the CHART.,

Thls exhaustive capabliliity 1s not *proved® In

the mathematical sense In thls Theslsy, but merely *felt"®
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that 1t might be true.

We have however a basls for Inters
exploratlons. If we asslign preference values to position
or relatlons, we can obtaln layouts In terms of more
*desirable* configuratlions or less ®deslirable®
arrangements. If we asslgr cost factors to the dlfferent
arrangements, we can talk about economic performance of a
space. It we show the conseauences of our design standarcs
we can have a meaningful dialogue for personal
preferences and a tcol for analyzlng spatlal norms, cr
formulating new spatlal stardards.

The generation rtas been made very much in an *'ad
hoc® manner, grablng concepts from dlifferent oplaces as
they were neededy, and mixing them perhaps In a very
unelegant way, but for the time belng 1t has been an
excltling experlence to be able to enumerate deslcn
alternatlives.

If It started from interests 1In different
tlelds, It dld not end with answers for each, but lnstead
left many questions In all. How to deflne a deslgn In
terms that permit Its exhaustlve enumeratlon c¢f
poscsiblilities is a problem not solved in this Thesls, but

barely touched. How to acvance In the dlrectlon of thls
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Theory of Spatlal Conflgurations and our reasonlng In
manlipuliating themymlght not ©be <clear now but certainly

worth to contlnue explorling.
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