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Abstract<br>"SPACE AND FUNCTION ANALYSIS"

"A Computer System for the generation of functional layouts in the S.A.R. Methodology".

Alfonso Govela
Submitted to the Department of Architecture on February 1977 in partial fulfillment of the requirements for the degree of Master of Architecture in Advanced Studies.

As part of the S.A.R. Methodology, a set of computer programs has been implemented to carry on the systematic generation of all the possible functional layouts for a given design criteria.

They are intended to help the designer analyze and evaluate the relationships between a space and its function, and display the consequences of different design standards on different sizes and layouts of spaces.

The main assumption is that a space can be analyzed functionally by looking at characteristic arrangements of furniture or equipment, that correspond to a certain function.

A function can be defined in terms of the location, dimensions and relations between furniture elements and spaces.

A set of design standards describe a spatial system and constraint a solution space where particular layouts can be effectively, and if necessary, exhaustively explored by a procedure that generates as many arrangements as desired.

This generative capability is aimed to help in the development and evaluation of standards for spatial performance. By studying the different layouts that each set of standards permits, different evaluation techniques can be defined to compare, select and agree on the most adequate criteria for an actual situation or an hypothetical case.

Thesis Supervisor: Nicholas Negroponte
Title: Associate Professor of Architecture.

## O. Introduction:

This Thesis is concerned with the formulation of architectural functions and the analysls of thelr soatlal consequences. It has orlgirated through several interests and it reflects thls in the different sections. On one hand it comes from an interest in soatlal design and deslgn methodologles, on the other it has grown from an Interest in computer apolicatlons and generative technlques, as analytlcal tools within the framework of design.

The maln problem that it approaches 15 the first logical operation in the orocess of designing "supports" In the S.A.R. Methodology. It attempts to provide a systematic way to define spatial functions and spatial characterlstlcs, and present a procedure that enumerates all the possible relations between a function and a space.

Its conceptual basis come from two different fields, a participatory design discloline origlnated as an alternative solution to mass housing problems, and the models that have become standard practice in the computer fleld of Artiflclal Intelligence. The flrst provided a structured view of the problems in design on the basls of whlch functional standards are described, whlle the
second, through "Problem-Solving" and "Tree-Searching" technlques, provided a way of generating the different functional layouts that these standards permit.

Although the flrst represents new ldeas in archltecture, the second, we mlght say, is an ldea that has been around for sometlme. However, its apolication in this case is different in an lmportant sense. Prcblem-Solving has been orlented to the representation of procedures that find solutlons by searching through a range of posslbilitles according to some glven rules. A procedure that ${ }^{\text {edesigns }}$ or finds deslgn solutions in thls sense, besldes belng far away in terms of our knowledge of design, would mlss the issue of values impliclt in design. What matters $1 s$ not only the solution, but the definltion of the problem and the process to reach thls result, as values are cefined constantly in each declsion taken. In design, $1 t$ is more relevant the problem of evaluatlon. Not how we get solutlons but how do we evaluate thelr consequences. To analyze declslons, we have to evaluate thelr consequences and we have to enumerate thelr results, through the enumeratlor of results we can compare one declsion agalnst another and select the one we consider more adequate. Searching and enumeration are in princlple
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equivalents, and it is in the context of enumeration that the technlques of Problem-Solving are used in thls Thesis. At the scale of function analysis, it is not another approach to use the computer as deslgner, but an attempt to extend a small part of a methodology that recognizes the problem of values, to the scale of a room, and provide a generatlve method that can be used as its main analytical operatlon.

In the first chapter the problem area is deflned with our main assumptions. Following it, there is a general presentation of the S.A.R. principles and an outiline of the Problem-Solving represertations and search techniaues. In the third chapter the principles of both S.A.R. and Artiflcial Intelligence are apolled and extended to tre SPACE and FUNCTION ANALYSIS, and in the fourth an outilne of the computer system is presented.


1.- PROBLEM DEFINITION ANO ASSUMPTIONS.
1.1.- Backgr ound:

Spaces in human environments, must frequently have a purpose, they exlst as contalners for human activities. Within them, actions of different kinds are continuousiy performed in a multitude of ways. The importance of thelr purpose, shows in fact, In our identlfylng them, in everyday language, with names that refer to the action or actlons that can be reallzed within 1ts llmits.

This series of activitles constitute what we call, or think as, the "use" that is made of a space, or the ${ }^{\text {functlon }}$ that has beer asslgned to lt. Using a space or carrying on a series of activitles can result from a careful planning process at the tlme when the space is created, or simply result from a spontaneous adaptation, at a later point in time, to a function that was nelther considered in its creation, nor planed to be contalned by it. In either case, the success or fallure of thls use* depends in the relations between different characteristlcs of the space, such as shape, proportions or dimenslons, to
name a few, and the kind of function that can be asslgned to $l^{\prime}$. Spatial characteristics permit or prevent, sometlmes $\ln$ a deflnite strong way, the performance of certain functions.

In the process of deslgn, the assignment of spatial types to activitles or uses, is one of the Inltlal, If not the flist step taken In the generation of spatial solutions. These tyoes are almost always roughly set up at the beglnning of the process and their definltion fluctuates until the very end, according to other, often more global, circumstances in the deslgn.

Must of the time, assumptions already exist in the form of cultural preferences or in the form of standards that dellmit the range of possible spaces corresponding to a function. These norms or personal preferences, set the acceptable characteristics for a Space, but very seldom provide a framework for understanding the reasons behind thelr exlstence, or the lmplications when a change ln thelr deflnition ls made. By belng unaware of thelr rationale, we sometlmes fall to comprehend the relations between the two, and consequently fall to understand what the lmpact of different spatial solutlons mlght be on different uses.

The problem of relating spaces to functions mIght be consldered a trivial problem without any need for explanations, or simply a matter of design experience where no further systematization or exploratlon is needed.

At a practical level, however, there has been an increasing Interest during the last years, for - performance" studies of different kinds. The economlc analysis of buildings ras belng shifted from the more "solld" actual cost of the building construction to tre more "softer" interest in the bullaing use over its whole Iife perioc. The proportion of costs between the Inltial construction expenses (\%) and the malntenance bills (\%) indlcates areas where savings can become more substantlal, and has pointed out the lmportance of understanding how spaces are used. (1)

At a deeper, more signiflcant level, on the other hand, there has been an lncreasing questioning of values and assumptions behind deslign solutions, as it becomes aparent that desigr problems are not well deflned technical situations with clearcut solutlons, but difficult problems which solutions represent implicit set of values, and which values must be agreed upon before attemoting any technical implementation.

As Rittel (2), has pointed out quite correctiy. the increasing critiaue on professlonal work stems from challenging the tests for efflclency, by renewed preocupation wlth their consequences for equlty. The professional's job, "....once seen as solving an assortment of problems that appeared to be deflnable, understandable and consensual...", is being confronted now with the fact that "...the seemlng consensus .... is belrg eroded by .... differentlatlon of values...". "...There seems to be a growing reallzatlon that a weak strut in the professional's support system lles at the juncture where goal-formulation, problem-definltion, and equity lssues meet..."'.

How to provide a basis for the first kind of spatial analysls, and how to coordinate the formulatlon and evaluation of standards or values at thls second level, are the main two lssues whlch motivated, although -of course- they were not solved, the work done in thls
thesis.
1.2.- Problem definition:

The idea behind SPACE and FUNCTION analysls was to develop, along the lines of the S.A.R. methodology (3),
a systematic way of figuring out the relations between a space and its function or its set of posslble functions.

Its main oblectives were to understand what makes a space adequate for a certaln use, when can we realistically assign activities to a given soace, or what are the consequences of changlng spatial characterlstlcs or functional requirements.

How to formulate functions, describe spaces, and analyze the relations between these two, are the main parts of the thesis work. How to find out, for a glven function, one or all the spaces where it can be contained In a satisfactory way; or for a glven soace, how to find out, one or all the functions trat can be contalned by it, are the partlcular questlons that we would attempt to
answer.
1.3.-Assumot1ons:

A design problem in itself, the development of thls SPACE and FUNCTION analysis has been approached with certaln assumptions in mind:

- Independently of defending, rationalizing or explainlng where personal values for a function come from, It was consldered more relevant to find out how can
functlons be expressed in a way that helos us understand their spatial lmplicatiors.
- It was assumed that a function can be defined In terms of the pleces of furnlture or equlpment that are needed to carry on a certalr activity. To talk about the use of a space, we can define then the serles of elements that should be contained by $1 t$, together with their positlons in space and the possible relations beween different pleces.
- Functions formulated in these terms, represent a set of standaras or value systems which lmplicitly define a range of ${ }^{\text {acceptable }}$ uses that a soace can have. An arrangement of elemerts that correspond to thls functional definition is called a functional layout", and it stanas for one of the posslble valld distrlbutions of elements in space.
- To evaluate the consequences of different standards, we have to look at all the possible arrangements that are lmflicltly permlted by them. Only by knowing what varlations in functional layouts are possible, we can analyze, understand or refutate, in terms of their implications, design values in design solutions.
- Functional deflnitlons are, therefore, not


Notes: $\qquad$
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(2) RITTEL HORST, "Ollemmas in a General Theory of Plannlng",

Working Paper 194, Unlversity of Callfornla, Berkeley, Cal. Nov. 1972.
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2.- METHODOLOGICAL BASIS AND ENUMERATION TECHNIQUES

Standaros or norms must be formulated in a way that permits the evaluatlon of their conseauences. They should be described, at least, in a way that allons testing particular layouts; but, more important, and not so obvious, they should be structured in a way that permits the systematic enumeratlon of these layouts.

That standards must be sufficiently deflned to permlt the evaluation of layouts, is a clear polnt and can be solved in different ways. That their formulation must permit the exaustlve enumeration of all posslble layouts if necessary, might be clear from the standpolnt of understanding their implications, but it is not so transparent how it can be implemented.

In thls chapter two maln ldeas are revised. First the general principles of the S.A.R. <Stltching Archltecten Research> Group (1), are presented as a methodological basis that, having solved this formulation problem at the scale of housing, can be aoplled -or rather, reduced- to the scale of space and function analysis; and second, the general principles of Problem-Solving and Enumeration technioues are presented as a framework that can be used in the actual generation
of layouts.
2.1.- S.A.R. formulation of Design Problems:
2.1.1.- Parts and Relatlons:

In the S.A.R. metroaology, design problems can be formulated in terms of "...an environment and elements that have to be placed in that environment..."(2). There is always a site, environment or context where alfferent elements can be positioned, and the stanaards that deflne a set of values in design solution can always be expressed

in terms of that site, its elements and their positions. Depending on the scale we work, the site can vary from the spaces in city block, to one area $\ln$ room space, and accordingly, the elements that are positioned

In them can range from the pieces of furnlture needed to perform a function to the support structures where people

dwell in an urban environmert.
Sltes can appear in design problems as given situatlons, that $1 s$ contexts or constralns that exlst already and that are external to the designer actlons, or they can be deflned during the design process. They can represent one spectific sltuation, as mlght be the case of a site as an urban blcck, where infrastructure, size, dlmenslons, and surrounding bulldings are established and well deflned; or they can be used to describe multiple situations, and stand then as general schemes or models for several instances of similar sites.

The elements that are positloned in a site can

be deflned by the deslgner or selected from some range of possible options. In either case, to formulate standards that relate elements and site, elements have to be described with sufflcient exactitude. Tyoe and number of elements, shape and dimenslons, are the basic information

that woula be reaulred for any descrlotion of them.
Among these elemerts there are certaln relations that should have to be deflned. Elements can relate to each other in alfferent ways, that is in terms of their being adjacent, near to each other, sedarated from, contalned by, etc.. Thelr relatlons result from program requirements that should be oresent in the design solutlon, ard as part of these requirements they should also be aescribed precisely.

A "well deflned" deslgned problem in the methodology, is formed then by the following parts and relations:

1. A descriotion of the environment.
2. A defined set of elements that could be used in the environment.
3. Data about the location of elements relative to one another.
4. Data about the location ot the elements in the environment.
2.1.2.- Levels of definltion:

The formulat lon of SIte, Elements, Relat lons and Positions, can be applied at different levels and at different scales of the design problem. As sald before,
 pleces.

It is characteristic in this formulatlon, that the Slte at one scale, becomes an Element at the next
level up, and lts elements consequently, stand as sites for the next formulation one level down. The varlations of element layouts at one scale become then, together with thelr positions in their site, one of the elements that can be used in the definltion of standards one level up. A room can be the site for furniture layouts, and together with one possible functional layout be an element for a dwelling site. A dwelling with all its rooms becomes then an element in the building site, and bulidings become elements in the urban block.
2.1.3.- Operations of Analysls:

The evaluation of standards at any level of this nlerarchy, is performed by generating all the possible layouts for a given site at a given level.

We start with the smaller layer in tre structure, explore its alternatives and lf satlsfled, agree to select some basic layout varlatlons as elements for the next level un. In there we generate agaln all the possible variations among which, in turn, some are selected to pop up as elements to the next element in the levels, untll we reach the layouts of the final layer.

To continue the example in the illustrations above the possible room layouts, or the uses that can be
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asslgned to a room of $3.60 \times 4.10 \mathrm{~m}$ would be: (sEcrae ANALYSIS)
And the varlations of room arrangements in an apartment floor, would be generically: (BASk valomons) some of whlch could result in the dosslble floor plans, (5UB-VARIATINOS)
ana which could be positioned, simllarly in an urban block as: (UREAN TISSUE)

This formulation structures a design problem in a way that permits the systematic enumeration of layouts. In chapter 3 these general princlples will be applled to the scale of SPACE and FUNCTION ANALYSIS, and it will be shown through an example how ls the enumeration carried
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2.2.- Enumeration Technlques:

At the beginning of the Thesis, techniques from Comblnatorlal Theory were explored as it was thought that furniture arrangements constitute a problem of assigning furnlture pleces to parts in the site, and therefore the enumeration of layouts and the existence of conflgurations are both problems of a strong comblnatorlal nature.

These techniques presented the atractive of a whole boay of theory that could be brought to use in our oartlcular case. A furniture layout for examole, could be represented as a SYSTEM of DISTINCT REPRESENTATIVES problem, where we deflne for each space in the site a set of elements that can be positioned in it, and we see each furniture conflguration as a selectlon of pleces, one among each set, that are positloned respectlvely in each of the spaces. Conslderlng then each posltioned plece a "representatlve" of the spatial set, and consldering the collection of positloned pleces as a system of distinct (not repeated) representatlves" for all the sets we have. Unfortunately, in our case, thls asslgnment depends on several factors, like slze, fitting in site, relatlons to other elements, that cannot be defined in the formulation of our problem, as our problem conslst in fact

In finding out first, what of these asslgnments can be cone at all, ana then enumeratlng the layouts that correspond to them.
As an alternative, "problem-solving"
representations and tree-searchlng" methods from
Artiflcial Intelligence, were explored as models of our
problem and as technlaues that we can use for the
evaluatlon of functional standards.
Generated from an interest in expanding the
of application for computers, Artificlal

Intelligence has evolved durlng the last 20 years to explore, among other things, the formulation of general frameworks for "problem-solving". From psychologlcal studles of how people proceed in solving particular tasks, to the development of technlaues that permlt a procedural definltion of these approaches, it has produced, besldes quite neated polemics (3), a serles of princlples and technlques that are relevant to our problem.

Whether the existance of these technlaues show any degree of intelligence in the person or system that uses them, or whether there can be such a thing as a general problem solver, are questions not only beyond the Interests of this thesls, but questlons that tend to
dlstract us from the relevance that these methods have in
themselves.
The baslc outline of problem-solving representations and tree-searching methods follows on. 2.2.1.- Problem-Solving in general, Representation and Search:

We can say trat there is a problem to be solved when we percelve a discrepancy between a sltuation as it is and a situation as we think that it should be. Confronted with thls discrebance, we are forced to find the action, or the collection of actions, that $c a n$ reduce thls difference and bring the actual characterlstics of the present situation as near as possible to the desired characterlstics of our ldeal situation.

A problem, in these terms, consists in tre recognition of discrepancles between different sltuations and the proposal of a plan of actlons that can take us from the conditlons that we have, to the condltions that we thlnk we ought to have. (4)

There is enough room for discussion on how it is that we actually go about producing plans of actlon, but for our case, it mlght be sufficlent to say that effectlve
actions, must of the time, result from previous thought and evaluation, and such thought and evaluation arlse from an understanding, through an internal model, of the problem structure that we are confronted with.

A model of this structure conslsts in an Internalization of the main characterlstics of the problem and the set of possible operations that we can perform to bridge the gap between present and desired conditlons.

To build models or representations of a problem, we engage in a process of understanding, and to do so we have to demand certaln conditions in the descriptions that we bulld. Descriptlons should not contradict aspects of reality, since if we work with a representation instead of dealing directly with the actual situatlon, we want to correlate our results with results that the "real" situation mlght produce, or otherwise our solutlons can not be of any use. Descriptions should lend themselves to practical expression of the problem and permit the expression of the processes that can be used in our attempts to reach lts solutlons. We want to descrlbe the structure of the problem in a conslstent way, with a practlcal formulation of its information and a relevant representation of the processes involved in changing old
conditions into new, more desirable ones. (5)
How to build such descriptions for the problem
and how to manlpulate ther in looking for solutions, are
the two maln conceptual issues in problem-solving.
methods, correspondlng to REPRESENTATION and SEARCH. 2.2.2.- Representation:

- Problem-solving* representations describe
problem conditions together with laws of transformatlon that speclfy how to change one condition into another. Problem conditions describe the actual or Inltial situation, an intermedlate or partial situation, and the desired or 'goal' situation. The legal set of actlons that can be used in solving the oroblem are defined by the transformation laws, and the combination of both condltions and transformations, speclfy the extent of a set of situations among which there might exist the solutlon that we are looking for.

As Newell and Simon present it: "...To state a problem ls to designate (1) a TEST for a class of symbol structures (solutions of the problem), and (2) a GENERATOR of symbol structures (potentlal solutlons). To solve a problem is to generate a structure, using (2) that
satisfles the test of (1)..." (6)
2.2.2.1.- Basic Model, Post Production Systems:

The basic princlple behind these representatlons goes back to a general computatlon mechanlsm presented by Emil Post In 1943. Post proposed to analyze expressions in loglcal systems as strings of symbols written in some finlte alohabet, and analyze logical systems as "sets of rules that tell how some string of symbols may be transformed Into other string of symbols". (7)

A simple model that represents, for example, the structure of ${ }^{\text {•palindromes", words that read } 1 d e n t i c a l l y}$ forwards and backwards, in a Post's Production System, would be:

Alphabet: $a, b, c$
Axioms or in!tlal situatlons: a,b,c,aa,bb,cc
Productions:
\$ $-->$ a\$a (P1)
$\$-->\quad b \$ b$ (P2)
$\$-->$ (P3)
where, the alphabet represents the symbols we can use in constructing new strings. The axioms are our Initlal situations, or the strings that we take as glven,
not derived from any other source．•\＄＂stands for a string，any string，that is either an axiom or a string that has been generated from the successive application of productions to axioms．The productions represent an ordered pair of symbol strings with a left side，such as －\＄＂and a right side such as＂a\＄＂，which indicate possible transformations of the string on the left into the string


As can be seen from the production rules，the system will only generate palindromes and all the possible＂palindromes＂composed from the letters＂a＊，＂b＂， or＂c＂，given the fact that the axioms are＂palindromes＂ already，and each production rule mirrors the same elements in both sides of a previous word．

The generation of the word bacacab＂would be：
1．－回 ．．．．．．initial situation
2．－c回c ．．．．．．．production（P3）a $\rightarrow$ cac
3．－acracda ．．．．．production（ $P /$ ）sac $\rightarrow$ acaca
4．－blalaldab ．．．production（P2）acaca $\rightarrow$ bacacab and the＂problem＂of generate Ing a goal •bacacab＂ out of an initial situation＇a＇would be equivalent to the problem of finding out the sequence of production rules that will take us from ${ }^{(a \cdot}$ Into ${ }^{\text {b }}$ bacacab＂．

Our problem description has bullt within ltself then, both the capablifty for generation and the test for solutions. The structure of palindromes is understood and expressed as a "system of transformations". "...In as much as it is a system and not a mere collection of elements and their propertles, these transformations Involve laws: the structure $1 s$ preserved or enriched by the interplay of its transformation laws, which never yleld results external to the system nor employ elements that are external to 1 t..."
"...(Its) notion of structure is comprlsed (ln
short) of three key ldeas: the idea of wholeness, the idea of transformation, and the ldea of self-regulation..."
(8).
2.2.2.2.- Graph Notatlon:

Before golng Into the description of varlations of thls basic model, we should look first at some notational principles used in the description of problem-solving methods that are relevant to this thesis.

Problem-solving representatlons share, besides being systems of transformatlons, the use of the mathematlcal notion of GRAPH as a common notation. (9)
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A "GRAPH": $G=(N, E)$, consists of a finlte, nonempty set of "nodes" "N", and a set of "edges" "E", used to represent a set of elements and relations that exist between them. The set of nodes "N" stands for the elements we want to talk about, and the set of edges "E" corresponds to the relations that exist between palrs of these elements in the set. Graphlcally, nodes are represented by dots or clrcles, and edges are shown as IInes that link related nodes. A "GRAPH" would be, for instance:


$G=(N, E)$
$N=(1, m, n)$
$E=((1, m),(1, n),(m, n))$

flgure z.l

If we think, as we dld before, of problem representations belng general descriptions of problem situatlons related by transformations, we can begln to see the correspondance between the notion of a graoh and the notion of problem representation.

At a first level, nodes can correspond to elements, conditions or characteristics in a problem, edges can correspond to deslred relations among them, and
a graph would stand then for an Inltlal, a partlal or a final problem sltuatlon. At a second level, nodes can become now problem situations in themselves, and edges represent transformatlor laws, productlon rules, or changes from one sltuation into a new different one; the graph standing then for the set of sltuations among whlch we search for a solution. Being the graph an abstract description of a structure, that ls a set of parts and thelr relations, it can be used to represent both the structure of partlcular problem situations, and the structure of general problem transformatlons.

According on how we define the nodes and edges, a graph can be described expllclty, as in the example above in flgure(2.1), or it can be described implicitiy, as in the generation of the "palindrome" words, where nodes were not listed one by one, but defined as inltial situatlons or slmply as valld combinatlons; and where edges were defined as production rules, or as relations between general schemes of strings, denoted by ${ }^{\left(\$^{*} \text {, and }\right.}$ new conflgurations that contain the prevlous scheme plus an addition of the letters 'a", " $b$ " or " $c$ ". It is sald that the graph is defined implicitly, because by means of inltial situations and production rules, we can always
have a way of finding out whether a string is a member of the set of nodes, or whether a transformation is a member of the set of links, instead of having to define explicitly each and everyone of the members of both sets.

A graphical representation of one portion of the implicit "palindrome* graph, would be:
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where at the too we have an empty string, from where we can select each of the possible axioms, to which we can apply each of the possible productions, and continue doing so as long as we want, generating new "palindromes" everytlme the graph grows further and further down.

If this graph notation ls going to be used as a
convention for problem-solving representations, then it is important to define several concepts that are relevant for this purpose, besides what we have already said about nodes and edges.

When we have a sequence of edges of the form: $(n 1, n 2),(n 2, n 3),(n 3, n 4), \ldots,(n n, n n-1)$

where the node at the end of each edge corresponds to the node at the beginning of the next edge, this sequence is called a "path". A "oath" goes along a sequence of linearly connected nodes and for this reason It can also be represented as:

$$
n 1, n 2, n 3, \ldots, \ldots, n n
$$


and be sad to have a "path length" of $n-1$, that

Is a length equal to the number of edges Included in the sequence.

When all the nodes In a path" are distinct, with exception possible of the flrst and the last node, then we say that the "path" is 'slmple". When the first and last nodes of a 'slmple path" are equal to one another, then we call thls patr a cycle'.

The graph in figure (2.1) has one cycle, from ${ }^{\prime \prime} \mathbf{I}^{\text {• }}$ to '1., and the graph in figure(2.2) has no cycle at all, but several paths. When a graph, like the second one, has a flrst node whlch no edge enters, each of the other nodes have only one entering edge, and from the first node, called the "root", there is a "path" to every node In the graph, then the graph ls called a "tree".

- Trees ${ }^{\text {- }}$ are lmportant graphs to us, because in their paths they show alstlnct sequences of nodes from an initlal node, the root, to some final nodes, down at tre bottom of the graph. The initial situation plus the rules of transformation, can then "grow" a tree" whose branches are all the possible paths from that given situation, to the set of situations that might constitute a solution; and finding a solution becomes then equivalent to finding the sequence of transformations through a certaln path
that can take us from the tree root to a desired node down its branches.

Everytlme we grow a series of edges out of a node in the tree, we say we expand the node one level down. The set of nodes at the end of these expanded edges are called the 'successors" of the expanded node, and these in turn becomes the "predecessors to the newly created nodes.

Nodes and edges, trees and paths, are baslc concepts of Graph Theory which are used as notation for problem-solving methods not only because of thelr expressive possibilitles, but because they glve us access to other theoretical notions that will be explalned later
on (ref. chapter(3)).
2.2.3.- Maln types of Representatlons:

There have been three general kinds of problem representations $\ln$ problem-solving methods: (10)
1.- STATE-SPACE REPRESENTATIONS.
2.- PROBLEM-REDUCTION REPRESENTATIONS.
3.- THEOREM PROVING. 2.2.3.1.- State-Space:

In the case of STATE-SPACE representations, problem conditions or problem situations are descrlbed by "STATE DESCRIPTORS" which represent certain characterlstics of the problem solution at a certaln polnt In time.

Initial and flnal situatlons are expressed respectively as existling and deslred characterlstles whlch not necessarely have to be restricted to the format of strings, but that can take any form of descriptlon more approplate for the problem in hand. In the case of tre "palindromes", for instance, strlags would have been such a form and the words 'a" and "bacacab" would have been the Inltial state descriftor and the flnal state descriptors for the problem of generatlng the expression "bacacab". Legal transformations in thls representation appear as "OPERATORS" or rules that speclify, in very much the same fashion as in Post Production Systems, how to change a "STATE DESCRIPTOR" into a new "STATE DESCRIPTOR". The set of all sltuatlons that can be reached by the application of these operators to the inltial state constitute what is called the "STATE-SPACE", that ls, still back in our pallndrome examole, all the combinations of words that contaln the letter "a" in the
middle and whose letters repeat alternatively"a" or "b* or "c" on each side of it.

An example, taken from Nilsson(1971), where a STATE-SPACE representation has nelther state-descriptors, nor operators described as strings, is a model for a sliaing-block 8-puzzle.

In this puzzle there are 8 numbered block located in a 9,3 by 3 , cell space, which can be silde agains the empty cell to form certain conflgurations such as:

| 1 | 8 | 7 |
| :--- | :--- | :--- |
| 2 |  | 6 |
| 3 | 4 | 5 |

Operators in thls case correspond to the valld and possible movements of the empty cell from one location to another, as blocks are sllded to occupy its prevlous olace, and an example of the operators "rules" would be flgure(2.3).

Supposing that the inltlal situation is: and the final, desired conflguration ls:
then one sequence of transformatlons that can


FIGURE 2.3:
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produced the final conflguration would be: STATE-SPACE representations lend themselves to practlcal expressions of problems with structures that have a sequential characterlstlc. Different sltuatlons can be explored from previous situations. At any polnt in time


## Figues 26.

we can analyze the state we are $\ln$, to find what ls the
existing difference to our final goal, and the process of
reaching a solution can be composed of a concatenation of

prevlous one, and contaln •state-space• representatlons as problem descriptors of components in a nlerarchy of problem sltuations.

The legal transformations in thls case, are decompositions of one problem into lts posslble components. They are accomplished through "OPERATORS" that specify how one problem descrlptor mlght be transformed Into a set of possible subproblem descriptors. Through the appllcation of trese operators, we can generate a set of related subproblems and among lts combinations look for those descrlptors that we can more easlly satlsfy.

If the estate-space of a problem represents the set of all possible sltuatlons that can be reached by applications of state-space operators, the application of problem-reduction operators generates the set of all possible strategles we can chose from, before exploring any particular state-space descrlotor.

One example of thls reduction method can be the following edeclsion tree", proposed by the National fire Protection Association for the analysis of fire protectlonsystems for bulldings. (11) In here, the most general statement of the problem mlght be slmply eflre protectlon', but the design of flre protective measures
imolles the selection among different valld strategles, the one that provides the desired protection and the desired cost or performance. figure(2.7).

The elements are cifferent actions that can be taken as protective measures, and thelr implementation implles a subset of problems that have to be solved. Subproblems which, $\ln$ thelr turn, represent different actlons with smaller subset of problems and so on untll we get some basic "primltives" for every kind of action.

The operators break a protection measure into a collection of alternatives that can solve lts implementation. For each collection of alternatives different comblnations constltute a solution. There mlght be alternatlves which by themselves can solve the problem, or alternatives whlch can be used only in combination with other different measures. The flrst alternatives are descrlbed, In our graph rotation, as ${ }^{\circ} O R^{\prime}$ successors of problem descrlptor nodes. Either of them can solve by itself our problem, and we say then that alternative one, OR alternatlve two, $O R$ whathever other alternative ls avallable, can be selected as a winnling strategy. The second alternatives are "ANO" successors of problem descriptor nodes. All of tnem have to be satlsfied in


FIGURE 27
order to to have our problem solved, and therefore we say that alternative three, AND alternative four, AND alternatlve flve, must be selected and satlsfled to proceed in our solution.

As can be seen in the ploture (flgure (2.7)), a strategy consists then of the combination of paths, through $A N D \cdot / O R \cdot$ nodes, that reaches a set of erimitive problems* which solutlon can be found.

Problem-reduction representations can be attempted when the problems trat we want to model can be decomposed in a similar fashion, when its solution structure has this hierarchical order among its different parts, and when the process of reaching a solutlon can be
stated as a synthesis of related "primitlve" solutlons. 2.2.3.3.- Theorem-Proving:

In THEOREM-PROVING representations, sltuations are described using a logical formallsm, for example "first-order predicate calculus", as a language in whlch inltial and final conditlons of a problem can be expressed
as valld sentences, and where loglcal analysls can be performed in order to find out lmpllcations, proofs or deductlons about statements of our problem.

The elements in this representation, belong, as In the case with Post Production Systems, to a given alphabet. Their combination result from operations that dictate how symbols can be assembled Into legltimate strings or expressions, called "well formed formulas"; which relevance, besides thelr legal formulation, can always be decided by interpreting them as assertions on some domaln of interest.

The formalism represents the set of all the valld and meaningful statements that can be made about an area in partlcular, as new statements can be deduced or manlpulated by the application of "rules of inference" to previous statements. Its two main parts include first, the "syntax" or the part that regulates how "well formed formulas" can be constructed out of other "well formed formulas" or out of symbols in the alphabet; and second, the "semantics" or the part that relates "well formed formulas" to the domain of interest, by assigning them a - true• or •false value.

Although thls representation offers the


#### Abstract

aavantages of generallty, unlformlty of representation and the logical power of techniques for making deductlons, it always remains difflcult to reach the level of formallzation that $l s$ demanded, and difflcult also to express our knowledge of speciflc problems in logical


formallsms as the predicate calculus.
2.2.4.- Search:

For all the previous representations, once we have formulated our problem in thelr terms, the second issue that remains to be solved is how to find the sequence of operators or Inference rules, that can transform a state descriptor into another state descriptor, break a problem into lts components, or deduce a new statement out of an old one.(12)

Which alternatlves to select when there are several transformations that can be apolied, and how to control the growth of branches $\ln$ our tree to a number of paths that still can be explored within reasonable time
bounds, are the maln problems of search. 2.2.4.1.- Basic Technlques:

For the flrst problem, that ls which
alternatives to select next, two conventions can be established on how to explore systematlcally all the paths in the solution space of a glven problem. Depending on how we proceed exploring nodes, or in what orded we declde to generate alternatlves at each level of the graph, we can move along the breadth or along the depth of the paths that extend out of the tree root.

If we declde to explore all the successor nodes at a given point, before continulng to exoand them into other levels further dowri, we say we conduct the search in a BREADTH-FIRST manner as shown

In flgure(2.8). If we declde to explore only one node at each level of the tree, and proceed doing so, for each successive nodes untll we reach a terminal branch, or untll we have explored all of the posslble paths, we say that we conduct the search then in a DEPTH-FIRST way, see figure (2.9).

BREADTH-FIRST or DEPTH-FIRST searches are conventions on how to visit each of the nodes in a solution space, and depending on the structure of the problem, each of them has partlcular advantages or disadvantages. When solutlons are unevenly distributed through the levels of the tree, as in figure (2.8), a
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depth-first search may spend longer tlme explorling alternatives beyond the level where a shorter path might have been found $1 f$ we had use breadth-flrst search instead. But, on the other hand, when solutions exist at simllar levels of the tree, (flgure 2.9) a lot of unnecessary work would be done by breadth-first searches when depth-first would find the solution much more faster. Independent of these conventions, trees for problem-solving situations tend to increase thelr size quite rapidly. Even small alternative generators, IIke the oprators in the 8 -puzzie presented in the description of state-space representatlons, combine with each other into large number of posslbilities and paths. For example, in thls case, three klnd of operators, one -at the center positlon- that produces four alternatives when apolled, four -at the cifferent sides- that produce three alternatlves each, and four -at each of the corners- that generate only two alternatlves; can comblne, in sequences that contaln 14 moves, Into a state-space of $1,497,792$ possible paths, extending out of our initlal conflguration

In figure(2.4). Problems with larger number of operators, and with operators that expand larger number of Dossibilities can quite easy reduce a representation in these terms, to a non-operative alternative.

The control of this ever present threat of exponential explosion of search (6), demands a knowledce of the problem structure. We can, $\ln$ fact, measure our understanding of a problem In terms of representations which processes reduce search to a minimal operation, and say that the less we know about a problem, the more we have to search for its solution.

A "prunlng" of branches, or a recuction of the combinations that have to be explored in a problem space, can only come from embedded knowledge in the process of branch selection and generation of alternatives.

A pollcy for branch selection can take advantage of particular characterlstlcs of the problem, and decide which is the next expansion to proceed, by ranklng successive nodes against their promise (10) to succeed; or suppress altogether the exploratlon of branches, by certain rules of thumb, called neuristlc Information*(10).

Simple neuristlc information can reduce


FIGURE 2.10 :
substantlaliy a problem space. In the 8 -duzzle tree of flgure(2.6), all operators were applled bilndly to each problem state, without recognizing that for every type of operation-center,side, corner- there is a movement that reverses the situation to the state we had before its appilcation. Preventing thelr applicatlon results in tre smaller partlal tree of flgure(2.10).

If besides trese reductions, the "promise of each node can be evaluated in terms of the length of the path and the number of mlsolaced blocks, then tre - EVALUATION FUNCTION' (10):

$$
f(n)=g(n)+W(n)
$$

where $g(n)$ is the path length, and $W(n)$ is the number of misplaced blocks, can help us to select the nodes in a "BEST-FIRST" manner and reduce the search to the tree in flgure (2.11).
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2.2.4.2.- Backtracking:

One of the exhaustive techniques for searching
the set of all possible solutions to a given problem ls -BACKTRACKING•• (13)

It explores systematically the solutlon space of a problem, by partially expanding solutions an element at the time, in a depth-first fashlon, and by backtracking" or retracing lts steps to the state of a previous decision in order to try another possibllity, whenever it reaches a point where no further elements can be aded, or whenever all the components have beer added to form a valid result. Problems amenable to being solved by thls technique have a comblnatorlal structure that permlts tre sequentlal expansion of their solutions. These are formed by several parts, each of them capable of taking one of several values, depending on some general definition of the problem. In this definition the set of parts is clearly established to gether with all thelr values and the restrictions or "constralnts" that stipulate what constitutes a valid result.

Their structure consists of:

- A set of parts, or "selection spaces"
( $x_{1}, x_{2}, \ldots . . . . . . . x_{n}$ )
each of whlch represents a set of possible values from where a particular declsion or selection can
be made according to a
- Criterla of constraints
* ( $x 1, \times 2, \ldots . . . . . .$. . $\times n$ )

In order to expand a

- Solutlon represented as a vector" of length n
( $\times 1, \times 2, \ldots \ldots \ldots \ldots$..............
where every elemert "x1" $\times 2^{\prime}$ to "xn" correspond to a valld selection from the set of parts "x1" or "x2" or - $x_{n}$ - respectively.

An exhaustive search for solutlons in thls structure means that all the posslble values for "xi" have to be considered, one way or another, against all the possible values for " $\times 2$ " and, their result slmilarly compared with all the possible values of all tre -selection spaces" until "Xr• with all its elements has been explored. The 'Carteslan Procuct' of all these sets, or the product of all the elements in the set "xi" times all the elements $\ln$ the set " $\mathrm{X} 2^{\prime}$ and so on until set " Xn ", l.e.: $X_{1} \times x_{2} \times \ldots . . . . x_{r}$, represents the number of possibllities that have to be explored in order to find out the set of all vectors that satlsiy the constralnt restrictions for valid solutions.

In a BRUTE FORCE approach, what we would do, is
proceed to construct each of the possible complete vectors resulting from these comblnations and once constructed, test them against our crlterla in order to find out if we have a valid solution.

The way backtracking works however, makes unnecessary the explicit consideration of all the values In the selection spaces". By proceeding sequentlally in the selection of values for a solution, we can always test at whatever point we are, what are the chances for succeeding in the vector belng expanded.

Looking at the criterla of constralnts we can always tell whether the next set, from where we can select an element, contalns a candldate for a valld extension of the vector, or whether by having none of these, our solution can not be expanded in that direction any more. At any point in time during the generation of a solution, we can not guarantee that a valld solution ls being formed, but we can always know when a partlally valld solution can not be extended anymore. We can not guarantee continuous advance towards a solution, but we can provide a stopping rule that excludes large sectiors of our solution space, without having to explore them explicitiy, and without having to walt for a complete

```
vector in order to test for lts valldity.
    Backtracking can be better understood using our
```



FIGURE 2.12
graph notatlon: figure(2.12).

- At the beginning of the tree of posslblilties, we have an Intitial solutlon, or a node that represents our Inltial vector of length zero, as no declsions have been made yet.
- From this starting point, we can construct a tree by representing each of the possible selections as branches that grow out of thls root. Each of the values in "X1" would appear as a node at the end of these branches and stand for a possible selection to be added to our vector.
- From each of these nodes, we can select now
one of the values in ${ }^{\circ} \times 2$ " whlch, in lts turn, would expand into a second level of branches; and from the resulting riodes we continue branching on untll we have included all the possible selections of ${ }^{\prime} \times n^{\prime}$.
- Constructing a solution, consists then in pushing our path towards further levels down in the tree, untll we reach a terminal branch, or untll we hlt a dead end.

By convention, we can select branches out of a node, $\ln$ a left-to-rlght manner, such that we always plck out the flrst branch in the left to exlt a node, and we always return to the next avallable left branch when we retrace our steds to return to a previous node.

With these two directions, down and left-to-rlght, we can move systematlcally across all the paths in the tree, visiting the nodes in the following way: (figuee 2.13)

The importance of backtracking as a search mechanlsm, however, relles in a stronger criterla for branch selection that incorporates, as described before, tests or "stopping rules" to help reduce the number of nodes that have to be explicitly explored. With such criterla, everytlme we advance from a given node to lts
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successors, we look flrst for a subset of valid cholces that do not violate any of the problem constralnts, and from thls subset we plck out lits leftmost member.

A graphics examole in flgure(2.14) shows the consequences of this procedure. Starting from the root, we find first the node "x11" as a possible extension and we advance there. At this point, we look now for the valid subset of " $\times 2$ " and find out that the nodes ' $\times 21^{\prime}$ and ${ }^{\circ} \times 22^{\text {" }}$ are both invalld selections and only the node ' $\times 23^{\text {' }}$ constitutes a valld posslbillty of extending our path. By doing so, we can see now, how a whole reglon of the tree, extending below the invalid nodes, is ruled out of consideration, slnce all the paths that go through these
$S 1=(11)$
$\mathbf{S 2}=(212223)$
$\mathbf{S 3}=(\mathbf{3 1 3 2 3 3})$
$S 4=(414244)$


INVALID NODES $=:$

FlGure 2.M
nodes would by definition be wronge
This cutting out regions during the search process is called "preclusion". By discovering a dead end at a certain level of the tree, we "preclude" or exclude from further conslderations, all the paths below such points. To preclude large regions of the tree we have to formulate our constralnts In a way that makes such sequential analysis posslble, and structure our solution space in a way that brings forward these violations as soon as possible.

One way of doing this is to sort the eselection
spaces by increasing number of cholces along the different levels of the tree, so that we have the sets with the smaller number of elements at the beginning or
near the root, and the larger sets at the bottom of the tree. As violations occur in certaln combinations of elements, having the fewest cholces at the beginning will tend to produce larger preclusions of paths than if it were done otherwlse.

Together with "preclusion* and branch ordering", some other technlques such as "branch and bound" and "branch merging", are used to help reduce the amount of work spent searching for solutlons.

- Branch and Bound incorporates to the criteria for branch selection, conslderatlons for preference values among different successors. Besides knowing if a successor is a valid or an invalld optiong we can rank it now agalnst the others according to a predefined scale of preference, and proceed $1 n$ out selection trying to maximize or minimize the overall preferences in a solution. Bounded by lower of upper llmits respectively, our criteria for acceptable solutions is continuousiy modifled as we move along the branches of the tree and encounter new cholces that can be made. Looklng at them we can decide whether or not we can improve our situation, and by increasing or decreasing our previous bounds, drop out branches that extend beyond out limits, effectively
reducing the reglons of nodes that have to be consldered. -Branch merging*, on the other hand, recognizes the fact that in many cases what increases the slze of a solution space, is not only the explotion in combinatins of elements, but redundancy in the definltion of paths. We might spend a lot of time consldering different regiors that constlfute only different versions of a same solution. As might be the case in problems whose solutlons share symmetrles, rotations or translations, all of them transformations that allow us to construct new solutlons out of old ones. Solutlons that share these properties are sald to be equivalent under such transformatlons, or "lsomorphlc" to one another. Branch merging or "isomorph rejetion", as it is also called, loks for these equivalences elther before or during the search and tries to merge or collapse eclusters" of equivalert paths into sequences of non-lsomorphlc solutlons which reduce our solution space, but allow us nevertheless to expand the results to all the possible variations lf desired.


### 2.3. Conclusions:

As a combination of all these technlques, backtracklng provides an organized approach to exhaustlve
searches. Increase in size of eselection spaces* can still bring back combinatorlal explosions, and lts solution time, even with the use of digital computers, can take in some cases, more than anyone could walt. But a clever use of preclusion, the imollcit vs. expllcit enumeration of solutions and the sequertlal expanslon, with the implications that this has on memory resources, stiN makes of backtracking a valld method for enumeration problems which could not be solved otherwlse.

The Importance that it has in generating solutlons, is frequently critiziced in the same grounds. Having to construct solutlons in orded to find out if they exist at all, might not be a graceful or elegant way in a theoretical sense, but must of the time, for good or for bad, it ls the only cholce we have for problems whose structure still lacks a more powerful explanatory theory.

In our partlcular case, the generation of design conflgurations, thls critlelsm should not stop us from using tree-searching methods, but rather take it as it ls, an Indication to a larger need that demands future and related development.

And realize that the "...computerization of these processes is only of secondary importance. The maln

Issues are stlli the better understanding of the theory of spatlal configurations and of our reasoning in manlpulating them. Here seem to lle the slgnlflcance of investigatlons..." (14).

```
Chapter Two, Notes:
(1)(2) BOEKHOLT J.T., THIJSSEN A.P.,, DINJENS P.J.M.,
HABRAKEN N.J.
                            "Varlatlons: The Systematlc Design of Supports",
                            forthcomming M.I.T. Press. Cambridge Mass. 1976.
(3) WEIZENBAUM J.,
                            "Computer Power and Human Reason".
                            W.H. Freeman, San Francisco 1976.
--- DREYFUS H.L.,
                            "What computers can"t do".
                            Harper & Row, N.Y. 1972.
--- PAPERT S.,
    "The Artificlal Intelligence of H.Dreyfus"...
(4) ARCHER, B.L.,
    "An Overview of the Structure of the 0eslan
Process".
    In "Emerging Methods In Ervironmental Deslgn and
    Plannlng", (Ed. G.T. Moore), M.I.T. Press,
    Cambrldge 1970, pp.285-307.
--- RITTEL, H.,
    "Some princloles for the deslgn of an
educational
    system for deslgn".
    part I, DMG-Newsletter Vol. 4 No. 12, Dec. 1970
    po.3-10.
    part II, DMG-Newsletter Vol. 5 No. 1, Jan. 1971
    pp.2-11.
(5) KAPLAN A.,
"The Conduct of Inquiry", Chandler Pub.Co., San Franclsco 1964.
--- McCARTHY J.,
"Some Phllosophlcal Problems from the Standooint of
Artlficlal Intelligence*.
Machine Intelllgence 4/1969, (Ed. Meltzer and
```

(6) NEWELL A., \& SIMON H.,
"Comouter Sclence as Emolrical Inqulry:
Symbols and Search".
Comm. A.C.M. Vol. 19, No. 3, March 197E,
pD.113-126.
(7) MINSKY M.,
"Computation: Finlte and Infinlte Machlnes".
Prentice-Hall, Englencod Cllffs, N.J., 1967.
(8) PIAGET J.,
"Structurallsm",
Harper Torchbooks, N.Y., 1971.
(9) HARARY,
(10) NILSSON N.,
"Problem-Solving Methods In Artificial
Intelilgence".
McGraw-H1II, N.Y. 1971.
(11) Commlttee on Systems Concepts for Fire Protection
In Structures, Nov. 1974, NATIONAL FIRE
PROTECTION
ASSOCIATION, Boston Mass..
(12) SEARCH
(13) GOLOMB S. \& BAUMERT L.
"Backtrack Programmlng",
J.A.C.M. Vol.12 No. 4, Oct.65, pD.516-524.
---- BITNER J.R., \& REINGOLD E.M.,
"Backtrack Programmlng Tecrnlques",
C.A.C.M. Vol.18 No. 11, Nov.75, po.651-656.
---- KNUTH D.,
"EstImatIng the Efflciency of Backtrack
Programs".
Mathematics of Computation, Vol. 29, No.129,
Jan.75,
pp.121-136
---- SWIFT J.D.,
"Isomorph Rejection in exhaustlve search

```
```

technlques".
Amer. Math. Soc. Proc. Symp. Appl. Math. 10
(1960),
pp.195-200.
---- WALKER R.L.,
"An enumerative techniaue for a class of
combinatorlal
problems".
Amer. Math. Soc. Proc. Symp. Adol. Math. 10
(1960),
pp.91-94
(14) RITTEL,H.,
"Theorles of cell corfigurations" in Emerglrg
Methods in Environmental Design and Planning, ed. G.T.
Moore, M.I.T. Press, Cambrlage, 1970.

```
\[
78
\]
3.- SPACE AND FUNCTION ANALYSIS.

This chapter exoands the general princloles of the S.A.R. methodology to the descrlption of spaces, the formulation of functlonal standards and the analysis of thelr relations.

It describes in detall first, how standards about functions can be defined in terms of a slte, a set of elements, thelr relations and thelr positlons; and proceeds then to present a process that enumerates all the possible alternatlves, along the lines of the -state-space• and •problem-reduction• methods for
generating alternatives.
3.1.- Formulation of Standards:
3.1.1.- SIte:

The site constitutes the environment where we place elements according to certaln rules. At the scale of functional analysis, the environment is formed by a space or a set of spaces that deflne a room or an area within a room where a functlon can be performed.

As contalner for thls functlon, standards aboct
the site can be defined at two maln levels: one in terms of what is called the ACTUAL SITE, and another in terms of the FORMAL SITE.

\subsection*{3.1.1.1.- ACTUAL SITE:}

The actual slte represents the area under consideration, a glven exlsting space or a space belng proposed as part of a deslgn. Characterlstics of thls site can be defined in terms of 1 ts SPATIAL or MATERIAL ELEMENTS.

As SPATIAL ELEMENTS we can describe the set of areas that form the total soace, and for each of them deflne their SHAPE, DIMENSIONS and RELATIONS. Shapes in this application, have been restricted to rectangular flgure or any comblnatlor of rectangular components. flgure (3.1a, 3.1b). Dimensions lnclude the length, width and helght of all spatlal parts. The representat ion of how these parts fit together to form the total slte ls done through the descriptior relations between theme such as the adjacencles, overlapplngs and contalnments shown in flgure 3.1.c.

As MATERIAL ELEMENTS we can describe tre physical contrapart that delimits the spatial elements, Ilke blank walls, access walls, windows, etc., and deflne
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agaln for each of them, besides lts TYPE, thelr SHAPE,

FIGURE 3.2.


DIMENSIONS and RELATIONS. flgure 3.2.
The actual site might be thought as the bullt
total space that can contain a functlon. It can be represented, in the graph notatlon, as a set of nodes that correspond to spatlal and materlal elements together with thelr shapes and dimenslons, and a set of links that stands for the spatial or materlal relations that exlst

\section*{FlGURE 3.3}

between the two kinds of elements. figure 3.3.
3.1.1.2.- FORMAL SITE:

The formal site, on the other hand, represents spaces or areas that we mlght say, do not exist at all in the sense of bullt space, but are conventlons used for the formulation of standards.

As in the case of rooms in the housing situatlons described with the S.A.R. Methodology, we can
look at several functional layouts and notlce that among their variety, furniture pieces tend to be grouped in certaln ways. They are, most of the time, allgned along the wall in most llving spaces, or they are centered in space, surrounded by circulation or operation spaces, in most equipment layouts.

To describe such schemes of agrupation, we can talk, as ls done at the housing scale, of ZONES and MARGINS. A system of 'functlonal' (1) ZONES and MARGINS represents those areas in the actual site, where functional elements are, or can be, positloned.

Through them we can make general statements about possible arrangements. A room, for example, where a function can be accomplished only on one of lis walls, lets say a kltchen where furnlture and appllances tend to group along the necessary connections, would be represented as the site in flgure 3.4.

As an actual site, we can describe its spatlal dimensions and physlcal elements (figure 3.4a). As a formal site we can specify a ZONE and a MARGIN adjacent to the wall \({ }^{-W 1}\) where kltchen furniture may be positloned. No particular layout has been deflned yet, but we have made a general eslte' statement about possible layouts
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along the wall \({ }^{\circ}\) W1.
A zone can help us deflne where elements can be POSITIONED, a margin adjacent to the zone can help us deflne what are the different lengths that elements can have. If we agree, for Instance, that In a system of zones and margins, elements positloned in zones must always end in margins, then the site in flgure \(3.4 .\), would represent a statement about possible layouts, and represent at the same time a restrictlon on the DIMENSIONS of kltchen pleces that mlght fit such a site. iflgure 3.5).

Zones and Margins can be used to represent conventions about the POSITION and DIMENSIONS of elements
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In one directlon.
A system of zones and margins can have different widths, run along one boundary of the space, cross it in the mlddie, extend across lts whole length or width, or simply cover one part of our actual site. (flgure 3.6).

To define conventions on positions and dimensions in the oposite direction, we can agaln use a S.A.R. concept. A SECTOR is a part of a zone and margin which length can be specifled. If for Instance, In our kitchen example, the wall "Wi has a window and we want to say that some of the furniture oleces must alway be in front of the window, then we can break a zone into several parts, one of which has a length that corresponds to the

length of the window, and stands for the sector where
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those pleces can be positioned. (flgure 3.7).
A zone, as a formal construct, has only one
dimenslon: width. The sectors can have both dimenslons: length and width. A zone \(\ln\) an actual site can take lis length from a combinatlon of sectors, or take it from the actual dimensions of the space where it is positloned. In such case, we can say that a zone with its length and

width defined, has only one sector equal to ltself.
A system of zones, sectors and margins ls called a ZONE DISTRIBUTION. It stands for a set of well deflned areas wlthin a room, whlch can be used to descrlbe general statements on how elements are positloned, and what
element layouts are acceptable. (figure 3.8).
3.1.2.- Elements:

The elements are the pleces of furniture or equlpment that are needed to perform a function. As was said in the assumptions of chapter 1, a function can be defined 10 terms of the oossible layouts of elements used while performing it.

Elements can be defined in terms of thelr PHYSICAL UNITS or the Ir USE SPACE, and for each of these certain RESTRICTIONS might be descrlbed.
3.1.2.1.- PHYSICAL UNITS:

The physical unlts of furniture or equlpment are the actual material pleces that constitute them. For each element we can describe the SHAPE and DIMENSIONS of lts pleces, together with the RELATIONS that exist among them. Similar to the restriction of slte pleces, the shape of physical unlts of an element ls limited to rectangular flgures or any combination of them. As shown in flgure 3.9 elements can have one or several physical unlts, assembled in different ways, but for each of them we have to define their length, width and helght.
3.1.2.2.- USE SPACE:

The use-space is the space that is needed along or around a physical unit to be able to use lt. Use-space can be the space we need around a table in order to sit

\(3.9 a\)

3.96

Figuee 3.9 .
down, the free space needed to swing doors open, the space needed to open drawers, or the space that should be left free for equlpment parts to move around.

Use-soace can be described also as one or several rectangular shapes with DIMENSIONS and RELATIONS. The dotted llnes in flgure 3.96 dellmit use-space rectangles for several oleces. They can be related among themselves to form complex use-spaces, or related to specific physical unlts through position, or adjacencles.
3.1.2.3.- RESTRICTIONS:

Physical unlts and use-spaces can be restricted In certain ways. For a given plece of furniture, certain of 1 ts physical parts or use-soaces could be overlaped by

Darts of different furniture pieces.
Indepencent on how the relatlon between two elements is stated through the next lssue in the definltion of standards (1.e. 3.1.3.- Relatlon between elementsl, we can specify at the level of each furniture plece, \(1 f\) the plece can or cannot be overlapped by elther physical unlts or use-spaces of other elements. Together with thls restriction we can define for each piece if a minimal access slde is required and by how much.
3.1.3.- Relations between elements:

Elements can be located related to one another
In several ways.
Relations between elements, called here element
constraints', are in theory any speclfication about relative posltions trat can be described and that can be tested. In this application, however, only three -In fact, three varlations of one- relations are supported:
- ADJACENCY.
- OVERLAPPING.
- CONTAINMENT.

Element constralnts relate two elements at the time and express certalr condltions that should be satlsfled in a functional layout. They can regulate, for example, whether element-1' should be adjacent to 'element-2•, element-2• should be contalned by 'element-3", or whether "element-1" should overlap
- element-4*。
3.1.3.1.- Simple and Compound Element Relations:

Relations can be expressed In two ways, in one we can list a serles of "slmple" constralnts in statements of the form eELEMENT-RELATION-ELEMENT", as was done in tre Iast paragraph.

Thls is quite stralghtforwards and in this sense clear and sImple. But, on the other hand, it restricts tre formulation of relations to long lists of equally important, all having to ke satlsfled, constralnts whlch rarely corresponds to the way we think about relations between elements, or the way we mlght select one constralnt over another if we could have the option.

To include tris option, there is a second way in which relations can be expressed: "compound" constralnts. Compound" relations are slmole constraints linked by logical connectives "AND" \(O R^{*}\), and capable of belng denled by 'NOT•. With them we can formulaterelatlors such as:
51. "element-1* or element-2* or *element-3* should be adjacent to "element-4", but "element-2" should never be adjacent to element-1", nelther should

```

    (AND statement-1 statement-2)
    and, if be each statement we substltute slmple
    relatlons with the same format as
(adjacent e1 e2)
(adjacent e2 e3)
then we have
(AND (adjacent e1 e2)(adjacent e2 e3))
or a compound relation formed by the blnar
relation "AND", that ls a relation with two elements, each
of them a nested blnary relation "ADJACENT", wlth the
format:

```

```

Compound element relations use as bullding blocks, the "ADJACENT", ${ }^{-O V E R L A P}$ - and "CONTAINS" binary relations, which can be nested at the bottom of a nierarchy of other binary relations as "AND" and $0 \mathrm{OR}^{\prime \prime}$, together with the unary relation ${ }^{\text {NOT', to form more }}$ complx relations like: (52)
Whlch corresponds to our previous statement Si • A graphical representation of these relatlons can be visualyzed ln terms of a tree, which shows a relation on each node, and for each node two or one

```
```

S2: (AND COR (OR (ADOACENT EI EA)
(AODACENT ER EA))
(ADJACENT E3 EA))
(NOT (OR (ADTACENT EZ EN)
(COUTANED EY EA))]

```
elements as successors of binary or unary relations respectively. The statements \(\ln\) (51), and \(\ln\) ( 52 ) , would look like the following flgure 3.12 , whlch can help explain the nature of the system of parenthesis.

Or lf we don't break our bullding blocks, but show them as a line statement, It would look llke the tree in flgure 3.13.

Simple constralnts represent one list of relations to satlsfy, compound constralnts represent several alternatlves that can be accepted depending on the combination of connectives that we use.

Statements linked by "AND' have to be both satlsfied. Both relation-one and relatlon-two, represent
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constraints that we want satisfled \(\ln\) a functional layout.

Our first formulation of simple statements would be equivalent then to a list of statements llinked only by AND: 5.

Statements that are linker by 'OR' connectlves, can be consldered in two ways: as Inclusive-or or - exclusive-or'. Inclusive \(O R\) 's Imply that for two statementts, we can satlsfy elther or the two, or both of them in the final layout. Exclusive \(O R^{\circ}\) s 1 moly that if we have one of the two satlsfled, then the other cannot be present at the same time.

Statements preceded by 'NOT" simply reverse thelr final relations.

For our example in figure 3.11, if the OR's are considered as inclusive \(O R\) "s then, there would be 7 possible alternatives (figure 3.14 ) which would be accepted as valid combinations lf appear in the final arrangement.

If the \(O R^{\prime \prime}\) s were exclusive, then only the first three lists would be consldered acceptable.
3.1.4.- Position of elements in the slte.

The location of elements in the site ls defined through •POSITION RULES•. These rules speclfy a relation between an element and a site where it can be posltioned.
\[
\begin{aligned}
& \text { 1.- (adahcent el Ed) } \\
& \text { 2- (AOAFCETH E2 EH) } \\
& \text { 3- (ADASENT E3 EA) } \\
& \text { 4.- (ADJACENT EI EA) } \\
& \text { (ADJACENT EZ EA) } \\
& \text { 5. (ADPACENT EI EA) } \\
& \begin{array}{l}
\text { 6.- (ADOACEVT EZ EA) } \\
\text { (ADIAGENT ES E4) }
\end{array} \\
& \begin{array}{l}
\text { 7.- (ADDACENT EI EA) } \\
\text { (ADAAGENT EZ EA) } \\
\text { (ADDACENT EZ EA) }
\end{array}
\end{aligned}
\]

HGURE 3.14:

Position rules can relate elements to the slte at different levels. Elements can be located slmoly in the space that forms the actual slte, \(r\) room-x', they can be located \(\ln\) zones withln the room, \({ }^{\circ} z o n e-1^{*}\), or they \(c a n\) be positioned in sectors within the zones, "sector-a".

Slmilar to the relations between elements, positlon rules can be expressed as "slmple" dosition rules, or "compound" pcsition rules. The simpler relation between an element and lts site would be:
elementi is positioned in site1, or
(PUT_ON elementi sitei)
in the same notation that we used for element
constraints.

The compound position rules will use again the connectives "AND" "OR" and "NOT" to form nested position rules that define several alternative locations for an element, or several alternative elements that a space in LAND (AND (AC (FUTON E/ ZONES) (PUTIN E/ ZONE)) (AND (PUTIN EL ZONE 3 ) (PUTTO ES ZONES))
(OP (POTAN EA zouE1) (PNITOW E\& zocezz)))

FGURE 3.15:
the site can contain, like the rule in figure 3.15
and \(1 t s\) tree representation (figure 3.16).
3.1.4.1.- Levels of Definition and Expansion of

Position Rules:
Even though both express relations, position
rules are different from element constraints in several ways:
- First, they relate elements to site, vs. relating elements to elements.


FlGME 3.16:
- Second, for a site structured as a space with zones and sectors, a simple position rule (P.R.) can define relations between elements and site at any of these three levels. A compound P.R. can use any combination of these bullaing blocks', using the same terms as in
```

(AND (AUTON element nom)
(AND (PUTEON element zone1)
(PUEON alement secorTI))

```
element constraints, to descrlbe a position standard as:
To generate all the possible layouts that correspond to thls rule, however, we have to know the
positions that \({ }^{*}\) e1• can actually have within *space1*, and the positions that e2" can take witrin *one1". For enumeratlon, all positlons have to be defined at the most detalled level of the slte.

In a similar way to the case made for compound element constraints, there is a conflict between how much information we should give in a standard to permit enumeration, and the way we think about positional constralnts.

For a position rule, this conflict can be solved In the following way:
- Each P.R. deflned at any level of the site Implies all the possible p.r."s that can be formed by relating its element to each of the parts that the site has one level down.

If, for example, a slte has two zones: Z1 and. 22, then the p.r.s
(PUT_ON e1 site1)
Implles both:
(PUT_ON e1 Zi)
(PUT_ON ei Z2)
- As the rule is deflned generally, i.e. site, vs. speciflcally, i.e. Z1 or \(Z 2\), then we can assume that
either of the two positions ls valid, and we can proceed to link them with an excluslve-or", to form the new rule:
\[
\begin{aligned}
& \text { (OR (PUTAN E1 zones) } \\
& \text { (PUTON ET zonez)) }
\end{aligned}
\]
which simply says, If we want 'el' positioned in "sit el" then \(\cdot \mathrm{e}^{\prime}\) positioned \(\ln\) any of the two parts of -sit el' would be accepted as a valid solution. If each zone, in turn, has two sectors, for example: \(Z 1\) has \(S 1\) and COR (OR (PITON ET SI)
(PITON E SE))
(OR (PITON ET SB)

\((P U T O N ~ E I ~ S 4)) ~\)

S2, and \(Z 2\) has \(S 3\) and 54 , then the rule would turn into: which again assumes that \({ }^{\circ} \mathrm{e} 1^{\circ} \ln { }^{\circ} \mathrm{S} 1^{\prime \prime}\), or \({ }^{\circ} \mathrm{e} 1^{\circ}\)
 valid positions.

By automatically expanding a rule from one general level to its constituents in the following levels, we can avoid having to define each and everyone of the possible positions that an element can have. Our original
rule at the beginning of the section, can be expanded then (AND COZ (OE (PUTON Et si) (PITON E/ SE)
COC (PUTON EI 53)
(FUTON E ( 4 )
(AND (OR (PUT-OW EZ SI)
(PITON EZ SI)
(PaTON ES SI))
into:

> GAUD (FUTON E* SITE)
> (NOT (PUTiN EZ SIN)

A position standard can be expressed also as: where if \(e^{*}\) stands for all our elements, lets say: "en" and 'ez". It means: "put all the elements in any place of the site, as long as element "ez" is not positioned in sector 'S2"", and by a similar procedure as we did before, the expression \(e^{*}\) is first expanded into all the elements in the problem definition:
(PUT_ON el ste)
(PUT_ON eZ site)

IInked then by \({ }^{\text {AND', because we want all }}\)
\[
\begin{aligned}
& \text { (AND (AUTON EI SIE) } \\
& \text { (PVTON EL SIE)) }
\end{aligned}
\]
satlsfled
\[
\begin{array}{r}
\text { (AND CAND (PUTON EI SIE) } \\
\text { (PUTON EZ SIE) } \\
\text { (NOT (PUTON E2 SID) }
\end{array}
\]
and we have the resulting rute: whlch for a slte wlth two zones, \(Z 1\) and \(Z 2\), two sectors \(S 1\) and \(S 2 \ln \mathrm{Z1}\), and only one sector \(\mathrm{S} 3 \mathrm{in} \mathrm{Z2}\),
\[
\begin{aligned}
& \text { (AND (AND COR (DR (PUTION EI SI) } \\
& \text { (ATTON E SI) } \\
& \text { (PUTEON E1 53)) } \\
& \text { IOR (OR (PUTON EZ SI) } \\
& \text { (PTHON EZ 区2ग) } \\
& \text { (PUTON EZ SZJ) } \\
& \text { GOTH (PUTTON EZ SID) }
\end{aligned}
\]
would be converted into:
3.1.4.2.- Position Rules in Over lapping Zones:

A third difference between p.r.'s and element constraints results from the site having two or more overlapping zones where one sector is shared by both areas.

If position rules were always simple and always defined at the level of sectors, this would represent no problem, as we would have to list all the elements that go In each sector. If we allow compound rules at several levels, however, then we have to define a way to find out which element goes where.

For example, a problem with the following definition:

Site: Z1 with S1 and S1, Z 2 with S 2 and S 3 ,
Elements: el and ez,


> GAND (OR (FUTON El ZN)
> (OR (PITON EZ ZR)
> (PITON EZ ZN))
> (OR (PUTIN EZ ZR) (PUTIN EZ ZzZ) )

Position Rule: does not define which elements can be positioned in sector S2. If we think of P.R.'s as
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describing subsets of elements that can be positloned in a site then,

Z1 can have (e1 or e2 or e3)
Z2 can have (e2 or e3)
and if we expand the rule into its sector
(AND COR (OR (POT EI SI)
(PuT E S S S)
(OR COR (PUT EZ SI)
(PUT EZ S2))
(A) (PUT ES S )
(PuT ES 52 ) 1)
(OR (OR (PNTEZ SZ)
(PTV EZ S3) )
(OR (PUT EZ SZ)
(PuT E3 53 ) ))
deflnltlon:
then the subsets for each sector would be:
S1 can have (e1,e2,e3)
S2l can have (e1,e2,e3) from Z1
S22 can have (e2,e3) from 22
S3 can have (e2,e3)
where 52 ls undefined because it has two dlfferent subsets of elements that can be positioned in
it. Having these subsets, however, we can decIde a convention on how to position elements in overlapping zones. If elements in si can only be those that appear in both zones \(Z 1\) and \(Z 2\), then the intersection of \(S 21\) and S22 defines the position rules for S2.
\[
s 21=(e 1, e 2, e 3)
\]
\[
s 22=(e 2, e 3)
\]
\[
s 2=(e 2, e 3)
\]
(AND (ORE (PUTON El s) COR COR (futon ER sI) (furan Ez S2)"
(OR CROTON EZ SI) (FuTON E3 SZ M)
(OR (GR (PUTIN EL SI)
(PUTiN EL SB)
(ox (PUTAN E3 SZ)
(PuTIN E3 S3 M)
and the position rule would be:
To expand the rules of intersecting zones, we can proceed then as we did in 3.1.4.1. but for each overlapping sector, we have to check first for the intersection of rules, and select those positions that
satlsfy thls test.
3.2.- Standards:

A set of functional standards is deflned by a system of elements and relations. The elements correspond to the spatlal parts of both site and furniture pleces. The relations correscond flrst, to element constralnts that regulate relative locatlons, and second, positlon rules that regulate absolute locatlons of an element in the site.

In a more formal manner, a set of standards consists of a 4-tuple:
( \(\mathrm{S}, \mathrm{E}, \mathrm{R}, \mathrm{P}\) )
where:
- - S. Is the set of spatlal, actual and formal, parts that form the environment.
- "E. is the set of spatlal, physical-unlts and use-space, parts that form the furnlture pleces.
- \(\cdot\) • Is the set of deslred relations, slmple or compound, between elements in •E•.
- •p. Is the set of desired positions, simple or compound, that relate elements in \({ }^{-} E \cdot\) with elements in
```

*S".
A set of stanoards lmplies a set of possible graphs $L$, whlch are formed by nodes that correspond to elements in 's' or 'E', or both; and are IInked by edges that correspond to relations $1 \mathrm{n} \cdot \mathrm{R}^{\text {• }}$ or $\mathrm{ep}^{\text {•, or both. }}$ A functional layout, or a furniture varlant, is one of the possible graphs in $L$, where the Ilnks correspond to one of the desired comblnatlons of relations in $\cdot R^{\bullet}$, together with one of the desired combinations of positions in •P•, for a glven $S, E, R, P$.
To evaluate a set of standards, the subset $L^{*}$ of L, whlch contalns all the functional layouts, has to be enumerated.

```

\section*{3.3.- Enumeration:}

For the set \(L^{*}\) we do not have a list of members, but we have instead a criteria for membershlp. We do not know a priorl what are the posslble functional layouts that a standard can have, but we have a criterla for judging when a layout is a valld or an invalld furniture arrangement.

To enumerate \(L^{*}\) then, we have to construct all the possible graphs in \(L\) which quallfy as functional layouts according to thls criterla. From the set \(L\) of possible graphs, our "solution space", we have to extract all the varlatlons that are members of \(L^{*}\).

To do this, we need rules that partition the solution-space Into different "chunks" where solutlors might exist, and equally lmportant, we need rules that relect, as soon as possible, "chunks" that do not contaln any solution at all. (figure 3.17)

Not having these rules would mean having a situation where all the polnts in the design criterla have the same lmportance, and therefore, all have to be anallzed to the same level of detall, checking all the combinations and varlations of thls criterla on each conflguration.

When these rules can be deflned, we can express through them the structure of our solution-space. We can construct or reconstruct whatever the case mlght be, entlre portions of thls space whenever this becomes necessary. We can state, through them, the posslbillty of a layout, or its valldity in terms of some conditions.

At different levels of detall, we can construct layouts one at the time, and check that some conditions are satlsfled in order to know lf the next, more developed, layouts are worth looking at. We can systematlcally look for members of \(L^{*}\) needed to evaluate a standard.
flgure 3.17 :
3.3.1.- Overview:

The S.A.R. formulation of standards, with its parts and relatlons, provides a way for expressing these rules.

The generatlon of furniture varlants can be carrled on by sequentlally constructing a solution or - graph", where we add one element to the site according to the position rules, and we check at each step tre satlsfaction of the element constralnts between the positloned elements.
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At the most simple level, thls generation can be carried on as a "depth-first" search, and the enumeratlon of layouts can be represented as a State-Space model where:
- the graph belng constructed represent our "state-descrlptor",
- the position rules constitute tre
"state-operators", and
- the relations between elements are the criterla against whlch states are tested, as shown in

figure 3.18:
flgure 3.18:
At a hlgher level, the compound position rules can be used to decompose the problem into different subproblems which can make the search slmoler. Each alternative combination of position rules in compound positlon rules, can be consldered as a separate problem with several subproblems expressed as state-space descrlptions, as shown in flgure 3.19:
flgure 3.19:
3.3.2.- Description of the process:

(Por szz)
(PTA \(A 22\) ) (PuT Bz2)
(pyr Dzz)
(PUTEZ1) (PUTA 21)

\section*{EIGURE 3,P}

The process for generating \(L^{*}\) breaks down the task of exhaustive enumeration into a hlerarchy of smaller problems with different levels of complexity. The descriptlon of thls hlerarchy will be done, first in a quick outline of the problem reduction steos, and second, in a search for functlonal layouts presented through a detalled example. Generallzations and definition of terms will be made along the way as it becomes necessary.
3.3.2.1. Problem reduction:

The solutlon space of a functional standard, can be constructed through the application of two kind of rules:
- GENERATION RULES
- TEST RULES

GENERATION rules produce alternatlves or partition the solution space into subsets that may contaln solutions. TEST rules check the existence of solutions in those partitions produced by GENERATION. Generate and Test, through 'operators" and "constralnt criteria", systematlcally expand and preclude regions of the solution space.

Generate rules are of two different kinds, corresponding to the two levels, simple and compound, that oositlon rules can have:
- TRUTH TABLE, and
- permutation of elements

For compound position rules, we can explore the different alternative position that are acceptable for an element (figure 3.19 ) through the construction of a TRUTH TABLE, as explained in 3.3.2.2.. For slmple position rules, we can explore the different locatlons an element can take within its zone or sector through the PERMUTATICN OF ELEMENTS, or the varlatlons in absolute positions.

Test rules are also of two different kinds:
- POSITIÓNAL, and
- dIMENSIONAL

These are operatlons that check the POSITION and DIMENSION of elements in a slte, as regulated by a functional standard.

Positlonal Tests are the:
- EVALUATION OF POSITION RULES, and the
- evaluation of element constraints

Absolute positions of elements can be tested by the EVALUATION OF POSITION RULES, and relative dositions car be tested by the EVALUATION OF ELEMENT CONSTRAINTS.

Olmensional Tests include tests for:
- ZONE DIMENSIONS
- SECTOR DIMENSION
- MARGIN DIMENSION
and check the slze of an element agalnst tre width of a zone, as in ZONE DIMENSION, against the length of a sector, as In SEGTOR DIMENSION, and against both the length ard width of a margir, as in MARGIN DIMENSION.

An important, both dimensional and positional, constraint is the CIRCULATION between elements in the site. It can be deflned elther by absolute position lf asslgned to be in a certaln zone, or lt can be defined by relatlve position if asslgned to be through the different use-spaces or remalning margins in a given layout.

These operatlons have a preference order between themselves. For instance, we can not attempt a permutation of elements in a zone until we know what are the posltion rules that asslgn such elements to the zone. If these position rules are compound, we have to declde first what valid alternatlve location of elements we will try, before doing any permutations or changes. Once such locations are known, we have to check the dimensions of the elements against zones and sectors, to find out if that locatlor can be, In fact, occupled by them or not. Only then we can permute elements we know can have valld positlons and valld dimenslons, and check while constructing these different arrangements, that the relatlve positlons are belng satisfled, that the margins can hold. all the elements in the adjolnting zones, and that the overall circulation pattern ls respected.

The different levels Into which the enumeration task is broken down, are then in order of lmportance:
1.- TRUTH TABLE.
2.- EVALUATION OF POSITION RULES.
3.- PRECLUSION.
4.- ZONE DIMENSION.
5.- SECTOR DIMENSION.
6.- PERMUTATION OF ELEMENTS.
7.- MARGIN OIMENSION.
8.- EVALUATION OF ELEMENT CONSTRAINTS.
9.- CIRCULATION.
corresponding to the expansion or pruning
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operations as shown in figure 3.20.
flgure 3.20:
EXAMPLE:
The following example will be used to describe how these operations interact to enumerate all the
possible layouts for the standard:

SITE:


ELEMENTS:


RELATIONS: (AND TOR (ADJACENT DESK BEO.PHYSICAL INT) (ADSACEIT DESK CLOSET)
POSITIONS: (AND (OR (FUTON BED EZ),
(PUTIN CHAIR ZZ)
(OR (PUTIN BED EA)
figure 3.21: (AND (AUTON CUSET 24))
(FUTON DESK ZQ)I)
The first operation to be applied to start the enumeration process would be then:
3.3.2.1. Truth Table:

If the solution space stands for all the functional layouts that a glen standard can have, then the first partition that we can make corresponds to the possible alternative position rules that are lmollcit in a compound rule.

To do this, we can consider each building block in a compound rule, as a simple relation that is or is not satisfied in different alternative position rules. To each simple relation, we can assign a value*, lets say TRUE or FALSE, according to whether or not we decide to have these positions satisfied in the region of the solution space that we want to explore.

All the different comblnations of values that these relations can have, represent all the subdivisions that can be made out of a solution space at the general level of position rules. Without having explored yet any actual layout, we decide flrst what alternatives should be pursued among the different permlted by the position rules.

Compound statements can be TRUE or FALSE depending on whether the combination of values for each simple position rule, represents a valla or an invalld position rule.

The subdivision of the solution space into alternative combinations of values can be expressed then by a TRUTH TABLE, that asslgns TRUE or FALSE values to each of the simple rules \(\ln\) all the possible combinatlons.


FlGuRE 3,22
flgure 3.22:
In our examole (figure 3.22), there can be 32 of these posslbllitles. The positlon rule ls represented by a horizontal tree on the left slde, and the Truth Table ls represented by a matrlx where each single rule appear as a row that can take the values True or False, 0 or 1, and the different possibllitles appear as columns that cross along alternative values for each row.

Truth Tables are "olnary counters" Insofar they enumerate or "count" with True or False, 0 or 1 values, all the alternatives for a compound statement. As can be seen in figure 3.22 , each column represents a number from 0 to 31 in binary. As such, and for large compound rules, there can be a counting problem", that is, each new simple rule added to the compound, increases the number of alternatives from 2 to 2. So for one slmple relation there are two values, for a compound relation with two simple relations there are four values, for a compound relation with three simple relations there are 8 values, and so on; running into the enumeration or "counting" of large numbers very easy.

For the tIme belng, thls problem has been kept in mind but no solution has been implemented to reduce
this generation of alternatives. One possibllity could be to direct the asslgnment of values towards those comblnatlons must likely to produce valid positlon rules, startlng our \({ }^{\text {c counting' from the flrst valld comblnatlor, }}\) such as column • in flgure 3.22. How to find out trese valla comblnations ls the problem in EVALUATION OF POSITION RULES.
3.3.2.2. Evaluation of Position Rules:

Only some of the oartitions for compound position rules are valld comblnations that interest us. These are combinations of simple relations that have a TRUE value for the compourd statement. To find out these alternatives, we EVALUATE each of the columns in the TRUTH TABLE in the logical sense.
- As expressed in 3.1.3.2, the connectives that tie together slmole relations into compound statements have a definite meaning:
- for each, "AND", the two elements in the relation have to be true to have the whole relation AND - elementr \begin{tabular}{|l|l|l|l|}
\hline 0 & 1 & 0 & 1 \\
\hline 0 & 0 & 1 & 1 \\
\hline \hline 0 & 0 & 0 & 1 \\
\hline
\end{tabular}
evaluated to "true',
- for each exclusive •OR•, elther one of the two
elements have to be 'true' to make the compound statement

- true".
- for each Inclusive \(0 R^{\prime}\), one of the two or both elements being "true• produces a "true" compound

\begin{tabular}{|l|l|l|l|}
\hline 0 & 1 & 0 & 1 \\
\hline 0 & 0 & 1 & 1 \\
\hline 0 & 1 & 1 & 1 \\
\hline
\end{tabular}
relation.
- for each "NOT•, a 'false" element makes a

- true• relation and viceversa.
 to these simple tables. When several "AND*, OR" or "NOT*s are nested in compound statements, we first find out the
values for the 'lower' relations in the hlerarchy, pass then the resulting values as values of the elements for the next relation up, and continue dolng so untli we reach the final relation, and have the whole statement

floure 3.23 :
. evaluated, as shown in figure 3.23.
flgure 3.23:
In the truth-table generated for our standard example of flgure 3.21, the position rules that evaluate to •true are only columns: 26,27,28,30,31 and 32, as shown In flgure 3.24. Only these comblnations of simple relatlons represent valid alternatives of the compound position rule at the left slde of the table, and only these combinations make any sense to continue exploring
for possible different layouts. If we thlnk of the columns in the matrix as branches golng out of our tree root, we can preclude then from further conslderation all


FIGRE 3.24
the regions that extend down those paths.
f1gure 3.24:
Through compcund relations we can decompose a problem Into the different possible locations for the elements. Through the asslgnment of truth values, we can explore all the posslble decomposltions that can be made for each problem. Through the evaluation of these values we can decide whlch of the alternative positions should be considered valid and continued being explored.
3.3.2.3. Preclusion of repeating elements:

Moving in our example in a left-to-right manner across the different position alternatives, we would look now into branch 26 , as compound statement evaluated to be true.

Thls statement and all the rest that have passed our previous test, are checked now for PRECLUSION of redeatlng elements.

As can be better seen in brach 30 , jumping a IIttle ahead, there are some cases when compound rules can be evaluated to true, but asslgn two tlmes the same element, in here \({ }^{\text {bed }}\), to different posltions in the environments zone \(Z\) and zone \(Z 2\). This repetition of positlons for one element cannot be, obvlously, accepted. An element can not be in two places at the same time. Even though evaluated to TRUE, thls compound statement makes no sense when interpreted as a real position rule.

The test for valld branches with repeating elements, would preclude then columns, or "bránches, \(/ 30\) and 32, from further conslderatlons and reduce the search for functlonal layouts to branches, \(7,23,26,27,28\) and 31 , as shown In figure 3.25.
flgure 3.25:
3.3.2.4. Zone Dimensions:

maner 3,25

After selecting one comblnation of position rules, valld and without repeatling elements, there ls only one part in the site where each element can be positioned. The position of elements ls asslgned to only one of tre possible spaces in the envlronment, and we have to check now lf dimenslonwlse thls asslgnment ls correct.

Elements can be positloned in zones or sectors 1f, first there is a rule that defines so, and second, there 1 s an agreement on how the dimensions of element and site should be considered. If, for Instance, elements are only allowed to end \(1 n\) margins, then we have to check now that at least one of the element. dimenslons -length or wldth- is equal or larger to the width of the zone where it is golng to be positioned, and equal or smaller than the width of both zone and adjoinlng margin.

figure 3.26:
For our example, both zone \(Z 1\) and \(Z 2\) are suflcclently small to contaln any of the four elements in any position. So this test \(1 s\) passed by all the remalning
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branches as shown in figure 3.27 .
flgure 3.27:
3.3.2.5. Sector Dimensions:

Valld positlons in zones have to be checked now along the other dimension: length. Elements, we know, can be located \(\ln\) zones \(Z 1\) and \(Z 2\), for branches \(26,27,28\) and 31, without repetitlon and flting within the width of both zones and margins.

The test for Sector Dlmenslons, checks if all the elements assigned to a zone can also flt along its length, or along the length of the sector where they have been assigned \(1 f\) thls would have been the case.

Sector Dimensions checks that the sum of lengths or widths, depending on how they are positioned, of all the elements in a zone/sector does not exceed the length of such part of our site.
flgure 3.28:
When the sum of lengths or widths of all elements is smaller than the corresponding dimension of the zone or sector, the difference is occupled by an empty space with that length or width.

As a convention, this space is treated as one entlty. It ls not broken down into several empty spaces between elements but appears as one unlt that can be
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changed in position but keeps always its dimension.
Under this test, branch 23,31 is excluded from further expansion, but all the rest continue as valld


FIGURE 3.29
options where furniture layouts mlght exlst. flgure 3.29:
3.3.2.7. Permutation of Elements:

For each of these optlons, as was sald before, we have SORTED each element in the rule to only one valld and possible soace in the site.

For branch 26, this assignment of elements to slte would be:

Z2 with closet and desk.
Z4 with bed.
This sort present two interesting characteristles:
1.- It produces a CLASS of furniture layouts.
2.- It permits sorting the element constralnts into GLOBAL or LOCAL constraints that can be used for pruning criterla.
1.- We know that as far as zones and sectors are concerned, that is without considering margins, we have already a valld furniture layout, which schematically can be represented as:

Thls layout satlsfies one alternatlve positlon rule, lits elements fit ln the wldth of the zones where they have been asslgned, and they also fit the length of the only sector that each zone has.

If we forget for a moment that elements within the zones can swltch positlons, we can say we have already found a furniture varlant. If on the other hand, we accept that each element can vary its location in the zone, we
can say then that we have found a CLASS of furniture layouts. We have found, indeed, a region in the solution space where several arrangements share the same position rule and are valldy asslgred to the same sector or zones of a site.

The different arrangements in thls CLASS are formed by the permutations of the element locatlons in

Flaure 3,30

each zone. Zone \(Z 2\) can be, for Instance, either:
and Zone 24 can be elther:

Floure 3.31


The combinatlon of these different locations, generates several equivalent arrangements that have the same elements \(\ln\) the same zones, and that constltute and EQUIVALENCE CLASS of furniture layouts in terms of the relatlon \({ }^{\text {• posltion*. }}\)

Exploring our solution space from 'top-to-bottom', we have partitioned the set of all
possible layouts into EQUIVALENCE CLASSES where layouts are grouped by slmilarltles. By "merging" our arrangements into branches *re. 2.2.4.2) that can betested without positloning yet any furnlture plece at all, we reduce the exponential explotion we could have had, had we started putting the bed in the lower corner of 22 then trled to put the desk in the upper corner of \(Z 4\), and so on, for each possible combination.
ro enumerate the layouts in each equlvalence class, we have to construct now all the permutatlons of elements \(\ln\) the slte. We bulld a comblnatorlal tree, or in terms of our State-Space representation, we model our class by an inltial state and a serles of rules that can generate all the equlvalent furniture layouts.

For our example in branch 26 , the equlvalence class would be generated by the following representation: 1.- The 'state-descriptor' ls the formal site plus the positioned elements.
2.- The inltlal state is the empty site.
 elements positloned.
4.- The state-operators are the llst of simple

Flours 3.32:

prosition rules with true values in the r ruth Table column that we are exploring:


MGURE 3.3: (part/)

Where the operators simply state that a layout should be formed by the two possible arrangements of elements \(\ln\) zones \(Z 2\) and 24 . That an arrangement in \(Z \boldsymbol{F}\) should be formed by two elements E1 and E2 either of which can be a desk or a closet, and that an arrangement for Zz


R7. E3 \(\longrightarrow\) empty sperce

R8. \(\square E \square \rightarrow+\)

K9. \(\square=Q \longrightarrow \square\)
DESK
\(R 1 \square \square \square \square\)
CLOSET
\(R 1\) EI \(\rightarrow O \square\) DESK

FIGURE 3.33: (pant2)
should be formed by two elements E3 and E4 which can be elther a bed or an empty soace.

Applying these operators to the inltial layout, first E1 then E2 then E3 and then E4, we generate the following 4 layouts as shown in the bottom of our tree in

flgure (3.34).

Elements are positloned here always in the same way, however, elements can be posltioned differently within the same zone. The bed for example could be


FIGURE 3.35
assigned to \(Z 4\) as: which corresponds to 1 ts four 90 degrees rotations. From SECTOR DIMENSIONS, we know that thls plece is smaller than its slte (Z4), and ther is a remaining empty space. Therefore we can declde on any of these positions to appear in the furniture layout, and


FIGDRE 3.36
change the operators E3 and E4 into
The elements desk and closet, on the other hand, flt exactiy in zone \(\mathrm{Z2}\), therefore they can only be rotated

180 degrees, which keeps their dimenslons along the zone
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thie same Ro. \(\square \rightarrow \square\) of \(\longrightarrow \square\)
\(R H_{1} \square \rightarrow O \square\) or \(\square 0\)

R8, \(\square=\square\) on \(\rightarrow\)

flowae 3.38:
changing the operators E1 and E2 into Which could produce a combinatorlal tree like the one partlally represented in the following plcture, Uenerating 64 possible layouts with slmilar positions.


FIGURE 3.39 :
2.- Classes of furniture layouts help us also sort the element constralnts into Global or Local constralnts. If we thlnk of a furnltdre layout as a room arrangement formed of different arrangements at the zone-sector level, then we can break down our previous State-Space representation into the following model:
```

room level:

- state descriptor = same,
- Initlal state = same,
- goal state = same,
- state-operators = asslgnment of zone

```
arrangements generated by:
```

zone level:

- state descriptor = Z2,
- inltial state = empty Z2,
- goal state = complete Z2,
- state-oDerators = asslgnment of

```


FIGURE 3,40a:
elements to zones as:
zone level:
- state descriptor \(=\mathbf{Z 4}\)
- InItlal state = empty Z4,
- goal state = comolete Z4,
- state-operators = assignment of

\([G] \rightarrow\)
Glovare 3.406 :
elements to zone as: which would produce the following room

state-operators: FlGURE 3.40e:

In the generation we would proceed flrst to apply one of the operators at the room level, lee.:

but in order to do thls we would have to find out first an arrangement at zone 24 whlch can be used as this operator, therefore we have to construct \(1 t\) by \(E\)

22

-

applylng the operators at the zone level: ( 3,40 )


Fiune 3,40e
which produce: (3.02)


FICuRE \(3.40 f\)
that we can apply to form: ( \(3,40 f\) )
and continue with ZZ in a simllar way, flrst
with: (3,40g)
to get: \((3,40 h)\)


Flacke 3403
and then: (3,40h)

to form:
This representation of NESTED State-Space descrlptions, where the result of one search oroduces the operators for the next search one level up, produces the same equivalerice class, and permits us to sort the
constraints in the following way?
A GLOBAL CONSTRAINT relates elements in different zones or sectors,

A LOCAL CONSTRAINT relates elements in the same zone or sector.

As will be seen in the section EVALUATION of ELEMENT CONSTRAINTS (3.3.2.9), the constraint criterla for the first State-Space at room level would include those relatlons that apply between elements \(\ln Z 2\) and \(Z 4\), while the constraints in the second State-Space would Include those relations that apply to element in ZZ and for tre third State-Space those relatlons that constralnt element positions in Z 4 .

These sorted Element constralnts, with MMARGIN DIMENSIOHS and CIRCULATION are the remaining tests trat can help us prune branches in our exploration of the Solution Space.
3.3.2.8. Margin Dimensions:

When two or more zones share a margin between them, the elements that can be positlone in each zone, mlght overlap portlons of the margin if thelr dimenslors are larger than the width of the zone.

As the function of a margin ls precisely to allow the position of elements with different wldths, when a furniture plece extends beyond the wiath of its zone it
occuples a portion of the margin.
When two elements in opposite zones end wlthin a common margin, conflicts mlght occurr: if the sum of both overlappings is smaller or equal than the margin then the elements flt, lf the sum ls larger than the margin dimensions then the elements overlap. For overlapping elements we have to check lf thls overlapping is permited or not.

As the generation of layouts proceeds at any of the levels, room, zone or sector, everytlme we assign an element to lts position, we test the margin dimensions agalnst previous arrangements to see lf there is a conflict that stops the search from going any further.

In branch 7 for example, only two arrangements would pass the test whlle in branches \(26,27,28\) all the 64 possible would pass it withou any conflict in case we continue our search all the way down to the bottom of our tree, passing the tests of EVALUATION OF CONSTRAINTS and CIRCULATION.
3.3.2.9. Evaluatlon of Element Constralnts:

Element constraints, like position rules, are expressed by compound statements whlch can be TRUE or FALSE, depending on particular comblnations of TRUE-FALSE values in thelr simple components. Dlfferent from position rules, however, the assignment of these values ls not done
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through a "blnary counter", or a declsion on whlch alternatives to explore, buth through the evaluation of actual, present, relatlons.


If an element is positioned in the site then it either satisfies some relations to other existing elements or not. If it does, the relations have a value TRUE, if a defined element constraint is not satisfied among the present elements then the relation is set to FALSE.

The evaluation of compound element constraints is done like the evaluation of position rules, from the bottom-up, that 15 from simpler relations to compound statements as in figure (3.25).

If the relat ions, however, can be evaluated only when all the values are set to TRUE or \(F A L S E\), then we have to walt for a complete layout, but if a layout is generated through a series of nested State-Space representations, we can break the constraints as was said before, so that we can evaluate each representation without having to walt for the results in any other zone or sector arrange •

In branch 26 , this would mean that the relation
( AND (OR (adjacent desk bed)
(adjacent desk chair))
(adjacent desk closet))
have to be broken down into the following element constraints:

> room: (AND (ore (adjacent desk bed)
> (adjacent desk chair))
> (adjacent desk closet))
zone z2: (adjacent desk closet)
zone 24 none
We can do this by applying the transformations

Relation elements zoned Relation <ementz zones elements zones
Lock
coral
shown in the next tables: which reduce our tree of element constraints into several trees, each one corresponding to the relation that have to be satisfied at the level of the site. pruning away all those combinations in branch 26 that do not satisfy the constraints and reducing the possible layouts to 12, if there were no fur the tests from the original 64 that we could have had in figure

3.39.

In this case the State-Space of zone \(Z 2\) always produces valid arrangements because its two elements are
always adjacent, and therefore preclusion comes at a global level, between \(X 2\) and \(Z 4\) in the relation of adjacency bed-desk. When a plece ls not positloned, like the case of the chalr, in our example branc 26 , then we do not evaluate that constralnt, it is assumed that the position rules have prlority over the element constralnts. As long as we can have "true" values we proceed wlth our search, when we don't we stop. True constralnts, however, still have problems because the desk *adjacent*

to the closet as in: blocks the access to 1 ts use space. Therefore, after checking element constraints we have to check for CIRCULATION.
3.3.2.10 Circulation:

Each element we positioned has to have acces to its use space. If thls access is defined as a spatial element that is located in a zone, then we treat it as any other element, and specify the relations that it should have with the furnlture pleces it will serve.

If the circulation ls deflned simply as access
to every use space wlthour any partlcular specification, then we have to check that there is a chaln of use-spaces, or leftover spaces through whlch thls access can be solved.

Thls last test corresponds to the second case. Everytlme we position a furniture plece we check for this path. If we thlak of the layout belng constructed as a graph, finding a clrculation path is then a problem of finding a espannlng-tree' for that graph. A spanning tree is precisely a path that goues through some of the links but visits all of its nodes. Our circulation path has to be a serles of spaces use-spaces, margins or leftover spaces that are linked th adjacencles of a certain minimum. that we can walk around, and that should allow us to reach each plece of furniture in the room.

Firding a spanning tree for a graph ls a well solved problem with several alforlthms that can be used. (2).

We apply thls as a prunning criteria in the following way:
-everytime an element is added, we construct a pat'h or spanning tree for \(1 t, 1 f\) we succeed we have a valld circulatlon.
- If we fall we stop any position of elements in our comblnatorial tree.

With this test our possible 12 layouts for brancn 26 , come down to 4 whlch represent our basic furniture varlants for one case of position rules, and which are the end of our long search.


When we apoly thls complete procedure to all the other branches

7, 27 and 28 , we end up with the 19 baslc fdrnlture layouts that our standard permits.

\[
157
\]

\section*{4. COMPUTER SYSTEM:}

A computer system was implemented to carry on the process deflned in the last chapter. It can be used as an Independent *furnlture stu fler", or be incorporated as the operation of SPACE and FUNCTION ANALYSIS in tre computer programs belng lmplemented at M.I.T. for the generation of Baslc Varlants at the Housing Level by M. Gerzso.

From the user point of vlew, tre system appears as having two main parts: one corresponding to tre definltion of standards, and another correspondlng to tre process of querylng thls Informatlons, cuerylng flrst for exlsting relations such as slzes of furnitdre, adjacencies In the site, et., and second for implicit conflgurations or furniture variants.

Internally it ls organized in four modules:
- a front end "SARCASM", or user interface of the baslc varlants program, written by M. Gerzso and M. Gross.
- a Relatlonal Cata Base, \({ }^{\text {R RDB', }}\)
- a RDB set manipulation routines, "QUERY LANGUAGE",
- and the SEARCH programs,


FIGURE \(4.1=\)
4.1. Relatlonal Data Base:

The standards formulation, the information needed during the enumeration process and the resulting conflgurations are stored ir a RDB(1) whlch constitutes the maln bank of information for the system. There ls only another representation for rules used in the generation process. (in the Permutation of Elements).
A small, in core, ROB was written soeciflcally
for the furniture shuffler and the S.A.R. Baslc Variants program.

In this kind of data base, Information is stored as entltles and thelr relatlons. As is aulte obvlous now, after the description of S.A.R. and the enumeration
process, both our standards and our 'state-descrlotors" are basically that: entities and relatlons. For example, SITE \(=51,52\)
Eleneuts \(=\) E1,EZ


EUEMEUT CONSTRAUT = (adjacent El EZ)

\section*{FICURE 4,2:}


Flovae 4.3:
the simole function: FlGURE 4,2
would be represented in our RDB as: FlGURE 4,3
Where we have lists of entitles, one for tre site entltles, another for our elements entitles, and we have a list of relatlons, in thls case blnary relations, one for the posltion rules, the other for the adjacencles.


Floure 4.4:

A RDB conslsts of a general reoresentation for information, it provides a way of cefining llsts of entltles and lists of relatlons. What we put in those Ilsts is up to us. We can lnput a standard as we did before, or we can Input a state-descrlptor, during our search process, as: (FlGune 4.4)

Where we can keep track of elements that have been positioned in the site as E1 and S1.

This general representation is concerned with the loglcal structure of the data, rather than its actual contents, we can change our descriptions as we please,
include as complex formulations as deslred, retrieve partial relations or construct new lists out of existirg ones.

Precise description of this structure can be made through relatlonal algebra or relational calculus, together with a set of operatlons which can be applled to retrleve or

In our case the RDB was lmplemented with the following data structure: (Flome 4,5)
where we keep the entltles and thelr relations as two external lists which contain respectively 20 entrles for entlty llsts, and 40 entrles for relatlon lists

In such entrles we keep baslc data about tre entlity chalns or the relation chalns, such as name (l.e. site, elements) (i.e. posltion rules, adjacencles), a

GENERA RDB, Relational Data Base, aud additional Iufonnation.
1.- RELATIONS: (relation pains)

(relation chain)

2.- INFORMATION (information keys)

Infheader
(information chain)

3. - PROPERV LIST (additional information).


RELATIONS:


INFORMATION:

pointer to the beginning of each list and a pointer to he end of each llst, plus addltlonal slots that were thought necessary but were not used at all, such as type and format of entlities and relations.

For each inf crmation list, we have an entry in the chaln for each ently that we want to store. Each entry has a name, a type, a pointer to a property list , explalned further down, and two polnters that llnk it to the previous or to the next entry in the same llst.

In a property llst, additio al information is kept for each element besides its name and type. The ldea of thls list has been to be as flexible as posslble in terms of the elements we use for our reoresentat lons.

From the description in 3.1 we can see that our Information can be divided in the following way: and we can see that the relational part is taken care of by tre

entlity and the relation lists, whlle the particular Information row, is incluced in thls property list. In here we can link several \({ }^{\text {eatributes• that an entry might }}\) have, spatlal or nonspatizl. For each atrlbute we have a "property entry whlch keeps track of the name of tre Information, for example: dimenslons, restrictions, graphlcs, etc.; the actual data (in different data structures), and the needed pointers to further elements In the property llst.

By subdividing lnformation in thls way we can store different kinds of elements in the entlyy lists, and keep thelr different data In different entrles of property Ilsts.

In the other part of our RDB, we have for each relation list, an entry representing a palr of elements belng related by \(1 t\). In thls entry we donot need to store
the elements agaln, but we store insteaa an "la' for such elements, a reference that can help us get to them in tre Information lists where they are. By dolng so we avold redundancy of informatior. In our case tris "id. is tre address location of the data entry in core, and we have therefore a pointer for each element locatlon in the pair. The two other ltems are polrters that link our palr to the prevlous and next pairs in the chalr.

Several routlnes were written to Insert, retrleve, delete or query elements and relations, as shown


In flgure 4.6
and in more detall, they are;
WIth them we can insert elements (PUTSPC), or
relatlons(PUTRDB); delete entrles in information lists (DELENT) or relation palrs in relation lists (DELREL) or relation pairs in all the relation lists (DFLRDE); retrleve the values of some relations (VALNAM); or make comblned queries as will be hown in OUERY LANGUAGE.



The detalls of these routines are in tre programmers manual not Included in these Thesls.

The advantages of an RDB(1) are then: ease of use, as slmple tables like the ones in flgure 4.2 are easler to understand, flexibility, precislon, ease of Implementatlon, data lrdependence, clarlty and the data manlpulation languages (mimicaliy present in 4.3).
4.2. Spatlal Representat Ion:

The spatial representation of furniture layouts Is organized aroung L.Teague's Ph.D. (2) Thesls on "The representation of Sotial Relationshlos in a Comouter System for bullding design".

Teague describe spaces in a bullding as a network of rectangles within a larger rectangle. Based in Tutte•s network representation of squared rectangles(3), It extends thls descriptlon to three dimensions. By using the following representatlor.

It express in retwork terms the spatlal organization and makes therefore avallable the results of network theory for the analysls and synthesls of spatlal

relatlonshlos.
In this network, spaces are described by "arcs" or "directed links" which "flow" correspond to the
vertical (z) or the norizontal \((x, y)\) dimsrisions of tre space. The adjacercles between sides of two soaces are descrlbed as "nodes" whlch recelve on one side the "arc" -flow of the left soace, lets say, ana whlon are tre orlgin for tre arc flow for the soaces in the rigtt

slae, llke
Tris mode of representation as ondosed for Instance, to Eastman's (4) or Yessio's (5), was selocted for two reasons:
1.- Its limitatlors to rectangle shaoes do rot Interfere with the orincicles in tre metrodology. In fact, ever thouar we have complex srapes, they are always composed of rectangles because in the end, zONES ard SECTORS restrict the analysis to ortogonal soaces, ard two directions.
2.- Its network descriotion blends ltself dulte
well with our ROB and the network becomes one more relation in our data for conflgurations.

One change was made, nowever, instead of representing spaces as arcs and sides as nodes, we swltched soaces as nodes and sldes as IInks. Having then a graph with geometric characterlstics such as shape and dimersions for each node, and having at each Ilnk tre amount of adjacency between two spaces.

There is some ilmltatlons to Teague"s elegant representation, when we corstruct this oraph seauentially as it is done during generation of layouts lat Permutation of Elementsl, we have to keep track that all the resulting spaces are rectangles always. So, as he ooes, we establish a convention on how to obtain thls sauarec* representation. In our example: we can see how when we add our chalr-physlcal-unlt ithls layout by the way corresponds to the generetion of layout 1 In branch 28) we get an \(L\) shaped room. What we do then 1 s extend tre - free corner, l.e. Soutreast of chalr, to the end of our space, and subdivide the room into \({ }^{\circ}\) room" and \({ }^{\circ}\) room \(1^{\circ}\).

The same happens with chalr-use-space and we get "room1" "room2" and "room"

When we put the bed-p.u. then we lust reduce

"room1" and \({ }^{\circ}\) room2", whlch d sappear with the positlon of

the bed-use-space.
The network in the rlght side of our flgures should serve to lllustrate that there ls always a spanning tree at each level which allow us to move from one element to another.
untll we get the final layout wrich is a baslc furniture

varlant.
As a layer ln our RDB there ls a set or outines that keep track of this NETWORK control. They chec where corners of spaces fall, what ls the contalnment or overlapping of other spaces, and make the necessary adjustments in our representation as shown before
4.3. Query Language:

Through thls module, I should say, pretentlously called, QUERY LANGUAGE, simple querles can be constructed
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out of comblnations of basic set operations such as: MEMBERSHIP, INTERSECTION and UNION, to retrieve or form new information \(\ln\) the RDB. Together with VALNAM in our
previous routines, they constitute a reduced version of a relational calculus, which we can use to express, similarly to our previous rules, tref following auerles in the SARCASM syntax:
\[
\begin{aligned}
& \text { (OR (IS AODACENTMO-LEA BED DESK) } \\
& \text { (IS ADDACENTTO-RIGH CHAIR DESK)) }
\end{aligned}
\]
where (ls relation_name entity i entry yd look for members 1 and 2 of the relation dlr under the relation -relation_name", and \(O R\) is the same logical connective that we have used before. This query would be answered TRUE after we positioned the fourth element in our layout 1 or branch 28.
\[
\begin{gathered}
\text { (ANDRES (VALE ADSACEUTTO-LEA IED) } \\
\text { (HUE BY WALTZ)) }
\end{gathered}
\]

A different example, will get the value of all elements to the left of the bed, the value of all the elements by the wall z and will find the set intersection of the two, to produce a list of elements each of them adjacent to the left of the bed and by the wall z.

Will return the elements that satisfy any of the
\[
\begin{gathered}
\text { (OR.RDB (DALUE ACVACENOTO.LEF BED) } \\
\text { (DALIE BY WALZ)) }
\end{gathered}
\]
two relatlons, "adjacency" or "by", performing a set union.


The routlnes trat do thls work are:
4.4. Search:

Search is a recurslve, backtracking proceduce
whlch carrles on the enumeration process deflned before. Its parts correspond to each of the 9 operations ne explalned \(1 n\) there, coordinated by a general procedure.

This procedure explores the tree of possibilitles in our solution space by apolying the following principles:
- starting at the root, It looks flrst for one valld alternative among the successor nodes, whether in the binary-counter or the permutation of elements.
- If It finds one acceptable alternatlve, It advances then one level down in the tree, and applles tre respectlve operator, an asslgnment of TRUE-FALSE values, or the positioning of a furnlture plece.
- after advanclng one level, It checks lf we have a solution or not, lf we do, it backtracks to tre previous level and trles to find a next successor. If it doesn't find a solutior it starts again, looking for the successors at the next level down.
-when there are no valld successors to extend a possible solution, it backtracks to a previous level and starts to look for other nodes in different branches.
- when we have a solutlon, and only one ls
demanded, it succeeds in its search and ends the process;
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when all are asked it continues lookin for valld successors, advanclng, backtracking and recording all tre other solutlons untll there are no more branches left to explore.

Its general parts are then:
and the operations of enumeratlon correspond
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\section*{5.- CONCLUSIONS:}

With this generative method we can find out if there is one possible conflguration or furniture arrangement, or we can find out all the oossible conflgurations for a given space.

We can show then what layout consequences are
implicit in a functional standard. We can start playing then with the four parts of our definltion and change parameters in the SITE, or the POSITION RULES, or tre ELEMENTS or the CONSTRAIATS, and observe whlch new conflgurations appear or whlen conflgurations disapdear.

If we are interes in the minimal dimenslors that a space should have to contain a functlon, ther we can construct with it the S.A.R. GHART OF CRITICAL LAYOUTS, where for a rectangular slte we show in a matrix form, a set of rooms with a certain increment in the \(x\) or \(y\) dimenslons, and we display in the first comblnation of dimensions that can hold our standard, the first or all (sequentlally) layouts that are posslble.

The CHART now is used to represent the norms that an architect has in mind when he assigns dimenslors to spaces, and as such it is the first steo in the desicn of supports. With the apolication ot the S.A.R. orincloles to functional definltions, we can now be precise \(\ln\) our formulation of norms, and be able to produce not one, but all the furniture arrangements that exlst in each room of the CHART.

Thls exhaustive cadablilty is not oroved" in
the mathematical sense in thls Thesls, but merely •felt"
that it might be true.
We have however a hasls for inters
explorations. If we asslign preference values to position or relations, we can obtaln layouts in terms of more - desirable configuratlons or less "desirable• arrangements. If we assigr cost factors to the dlfferent arrangements, we can talk about economic performance of a space. If we show the consequences of our design standarcs we can have a meaningful dialogue for personal preferences and a tool for analyzing spatial norms, or formulating new spatlal standards.

The generation ras been made very much in an ad hoc* manner, grabling concepts from different olaces as they were needed, and mixing them perhads in a very unelegant way, but for the time belng it has been an exciting experlence to be able to enumerate deslon alternatives.

If \(1 t\) started from interests in different flelds, It did not end with answers for each, but instead left many questions in all. How to define a design in terms that permit its exhaustive enumeration of possibllities is a problem not solved in this Thesis, but barely touched. How to advance in the direction of this

Theory of Spatlal conflgurations and our reasoning in manlpulating them,might not be clear now but certainly worth to contlnue exploring.
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