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Chapter 1

Introduction

The Transmission Control Protocol (TCP) [2] is one of the core protocols used for networked communications and is part of the Internet Protocol Suite, the other member being the Internet Protocol (IP). These two protocols combined conform what is generally referred to as the TCP/IP stack. The main functionality of TCP is to offer a connection oriented stream delivery service for application programs, providing the following: reliable in order delivery of data packets, error detection, flow control and congestion control.

TCP was originally designed in 1974, and since then it has undergone several revisions. It is to be noticed, however, that heuristics used in the congestion control algorithms in TCP were designed with wired networks in mind. For example: (1) TCP regards any evidence of lost data as congestion in the network, and (2) TCP can only communicate with one hardware interface at a time.

Regarding (1), TCP will, when there is evidence of data loss, decrease the rate at which the data is being sent. While this behavior is appropriate in wired networks, in wireless networks lossiness can be due to other factors, such as node mobility and background noise. Regarding (2), TCP was developed without the notion of mobile devices and pervasive wireless data networks as we have today. Back then, a single hardware connection would suffice to include a computer in a network, and thus TCP was designed around this model. A modern desktop, laptop or mobile device will have several hardware interfaces to connect to different networks, including wireless.
and cellular data networks. Owing to the way TCP is currently implemented, it is not possible for a connection to use more than one interface at a time.

With this in mind, we are faced with modern mobile devices that use TCP in order to interface with wireless networks. However, given the aforementioned assumptions on which TCP is based, these devices perform sub-optimally in terms of bandwidth usage with connections that are very fragile in lossy environments.

In recent years researchers have attempted to solve these issues by developing new protocols that are capable of multipath packet delivery to improve both performance and robustness in the aforementioned scenarios [19, 15, 20]. Most notably, the development of a “Multi-Path TCP” (MPTCP) has been proposed and several specifications have been drafted. To date, the implementations of this protocol remain limited to simulations, and research seems to have stagnated since 2009.

In this work we have chosen a different path. We use a technique known as network coding to aid us develop a TCP like protocol that addresses the aforementioned challenges.

1.1 Related Work

Network coding was originally developed by Ahlswede et al. [1] in 2000. Ever since, its theoretical properties, such as better bandwidth utilization and increased robustness in lossy networks, have sparked interest into using this technique in transport protocols [17, 18, 13]. However, the functionality of current implementations of network protocols integrating network coding have proved limited.

The work by Sundarajaan et al. [17, 18] proposes a TCP like protocol integrating network coding. However, it uses a sliding window approach for coding operations can have significant decoding delay and may have undesirable worst case behavior. In addition it still requires an implementation in the kernel. In a similar fashion, the work by Liu et al. [13] develops a real world implementation of a transport protocol that integrates network coding for content streaming. However, the protocol proves to be very computationally expensive and thus not suited for devices with limited
computational power, such as mobile phones.

1.2 Contributions

In this work, I design and implement a new TCP-like protocol, CTCP, that integrates network coding to provide better network utilization and increased robustness in lossy environments. CTCP, unlike previous attempts at integrating network coding with TCP, supports delay sensitive applications, such as content streaming. Moreover, CTCP supports multipath packet delivery using multiple hardware interfaces, further increasing the robustness and performance of connections. Finally, by using a novel technique we develop that we refer Sparse Network Coding, we were able integrate network coding into CTCP while minimizing the additional computational overhead. To demonstrate our design we have implemented an application layer version of CTCP.
Chapter 2

Preliminaries

2.1 Network Coding

The theoretical advantages of network coding have been well established in the research community in recent years. The works by Ahlswede et al. [1], Koetter et al. [11] and Ho et al. [10], among others, expose network coding as a technique that allows networked communications to have better bandwidth utilization, and increased robustness and loss resiliency. These results have motivated new protocol designs and implementations, including the work by Sundarajan et al. [17, 18], and the work by Liu et al. [13]. Our work follows this trend, tapping into the power of network coding to provide better networking protocols. Before delving into the details of our implementation of network coding we outline the basics of random linear network coding (RLNC) [10].

Assume that a node is to transfer a data block $D$ over the network. First, it divides the block into $n$ segments $D = [S_1, S_2, \ldots, S_n]^T$, where each segment has length $L$ bits. The node constructs $n$ coded packets to send across the network by computing payloads $[P_1, P_2, \ldots, P_n]$, each of which is a random linear combination of the segments that make up $D$. More specifically, each segment is interpreted as a vector of symbols over the field $\mathbf{GF}(2^q)$, where $q$ consecutive bits make up one symbol.\(^1\) Unless otherwise stated, all of the operations hereon take place over $\mathbf{GF}(2^q)$.

\(^1\)Recent implementations of network coding have chosen $q = 8$ as their field size [18, 8, 13]. This
for some appropriate $q$. The payload $P_i$ is constructed by randomly selecting coding coefficients $C_i = [c_{i1}, c_{i2}, \ldots, c_{in}]$, and computing

$$P_i = C_i \cdot D = \sum_{k=1}^{n} (c_{ik} \cdot S_k).$$

Each coded packet consists of a payload $P_i$, coding coefficients $C_i$ and additional metadata. Upon receipt of $n$ linearly independent packets, we refer to each of these as a degree of freedom, a receiver node can decode the original data $D$ by solving the system of $n$ equations and $n$ unknowns given by

$$
\begin{bmatrix}
c_1^1 & c_2^1 & \cdots & c_n^1 \\
c_1^2 & c_2^2 & \cdots & c_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
c_1^n & c_2^n & \cdots & c_n^n
\end{bmatrix}
\begin{bmatrix}
S_1 \\
S_2 \\
\vdots \\
S_n
\end{bmatrix}
=
\begin{bmatrix}
P_1 \\
P_2 \\
\vdots \\
P_n
\end{bmatrix},
$$

(2.1)

Or simply,

$$C \cdot D = P,$$

(2.2)

where $C = [C_1, C_2, \ldots, C_n]^T$ and $P = [P_1, P_2, \ldots, P_n]^T$. By using Gaussian elimination the receiver can solve this system, yielding:

$$D = C^{-1} \cdot P$$

(2.3)

and thus recovering the original data. Having understood the basis network coding, it is important to discuss the benefits of using NC to judge when it is best to apply it.

---

value proves convenient as each byte makes up one symbol over $\mathbf{GF}(2^8)$. Moreover, this choice of $q$ has been predicted to provide energy efficiency advantages when compared to other possible field sizes [3].
2.1.1 Advantages of Network Coding

Rateless Erasure Codes

Random linear codes are near-optimal rateless erasure codes. Namely, it is possible to generate potentially infinitely many coded packets given a finite set of segments contained in a block of data $D$. Moreover, given any set of $n$ or greater coded packets, it is possible to decode $D$ with high probability. This is true as the linear equations used to generate the payloads are linearly independent with high probability. Once $n$ degrees of freedom arrive at the receiver, the original data block will be decodable. In case of channel erasures, the sender only needs to construct as many packets as those lost and resend these. With high probability, the additional packets will be linearly independent with the packets sent thus far, and therefore be helpful towards the completion of the overall data transfer.

Near-Perfect Asynchronous Coordination

As we stated previously, upon the arrival of $n$ degrees of freedom the original data $D$ becomes decodable. The described scheme is oblivious to the source where the degrees of freedom originated. Hence, an arbitrary number of senders serving the same data $D$ could be used to independently produce the necessary degrees of freedom to complete a data transfer. The latter is done asynchronously, as the payloads generated at each of these sources are linearly independent with high probability, and no synchronization is needed between the different sources for this property to hold. Our implementation takes advantage of this property to allow for delivery of packets using multiple hardware interfaces. This aspect of our implementation is discussed in more depth in Section 3.5. For more details see [5, 10, 14].

2.1.2 Disadvantages of Network Coding

The advantages of network coding come at a price. In particular, the necessary dot and matrix products computed over $\text{GF}(2^q)$ may be of significant computational cost. This has lead researches to attempt alleviating the computational burden of
network coding using several different types of optimizations. Some of these include architecture specific implementations of the dot and matrix products over $\text{GF}(2^q)$ [8], as well as carefully choosing the parameters involved in the specific protocols [3, 13].
Chapter 3

System Design & Implementation

As mentioned already, the use of network coding allows for better bandwidth use over lossy channels, making networked communications more robust and loss resilient, as well as opening the possibility for packet delivery using multiple hardware interfaces [1, 10, 11, 12, 17]. In this chapter, we describe the design and implementation of CTCP: a novel TCP-like protocol that uses network coding for data transfer in the form of a client-server file transfer application.

CTCP’s architecture is driven by three main design objectives: 1) efficient network coding integration, 2) delay sensitive applications such as content streaming and, 3) multipath packet delivery through multiple hardware interfaces. Furthermore, CTCP’s implementation preserves the TCP guarantees of error-free, in order delivery of data along with comparable flow and congestion control policies.

The rest of this chapter is organized as follows: Section 3.1 describes how network coding is integrated into CTCP; in particular we describe Sparse Network Coding (SNC), a novel method to reduce the computational complexity of network coding for real world implementations. Section 3.2 describes the design decisions and implementation details that enable content streaming with CTCP. Section 3.3 describes the main components of our implementation of CTCP and their end-to-end behavior during a generic file transfer. The policies and recovery systems added to make network coding work smoothly are discussed. Finally, Section 3.4 discusses the flow and congestion control policies implemented in CTCP and how these relate previous
TCP implementations.

Throughout this chapter we refer to the CTCP components by their name in our implementation. Please refer to Appendix B for a complete list of the components’ names and descriptions.

3.1 Efficient Network Coding Integration

One of the main challenges of integrating network coding in a real system is the added overhead required for coding and decoding. This added overhead is particularly problematic for the deployment of such systems on mobile devices. Several attempts have been made to alleviate this, including parallelized implementations of the product over GF(2^q) for q = 8 for the use on GPGPUs [16], as well as implementing this product using a lookup table approach, among others [3].

During the development of CTCP, we devised a new scheme that we call Sparse Network Coding (SNC) which allows us to increase the overall performance of the protocol by decreasing the overhead of coding and decoding when possible, adapting to the estimated channel loss rate. In what follows we describe the details of SNC.

As seen in Section 2.1, a node using RLNC will construct coded packets by computing random linear combinations of the segments of the data being served, and subsequently send these to a receiver. The receiver upon receipt will progressively construct and solve a system of linear equations of the form of Equation 2.2, namely:

\[ C \cdot D = P \]

where \( D = [S_1, S_2, \ldots, S_n]^T \) denotes the data being served and its subdivision into segments \( S_i \), \( P = [P_1, P_2, \ldots, P_n]^T \) denotes the payloads sent, and \( C = [C_1, C_2, \ldots, C_n]^T \), where \( C_i \) denotes the coefficients used to construct the coded packet \( P_i \).

SNC is a heuristic designed specifically to reduce the decoding overhead of RLNC at the receiver by restricting the way in which the coding coefficients \( C_i \) are chosen at the sender. This effectively constrains the set of possible \( C \) matrices which need to be
inverted to decode a given data block. Specifically, we want to reduce the number of 
entries that need to be computed in order to find $C^{-1}$. Note that standard Gaussian 
elimination has $O(n^3)$ time complexity.

One way to accomplish this would be to place restrictions so that both $C$ and $C^{-1}$ 
are sparse. There are examples of families of sparse matrices whose inverses are also 
sparse, including nonsingular block-partitioned matrices, as well matrices describing 
the kinematics and static equations of deformable bodies [6, 9]. However, in our 
scenario we want to generate the desired matrices randomly, thus the aforementioned 
families of matrices prove too narrow for our purposes.

3.1.1 Banded Matrices

Instead, SNC uses a different family of sparse matrices called *banded matrices*. A 
banded matrix is defined as a sparse matrix whose non-zero entries lie near the diago-
nal. As such, we can define the *bandwidth* of a banded matrix as the smallest number 
of adjacent diagonals among which the non-zero elements are confined. Following 
our discussion in the previous section, SNC shall tighten the constraints over $C$ and 
$C^{-1}$ so as to make $C$ banded and $C^{-1}$ sparse. The reasoning is that, assuming $C$ is 
banded, we can implement a more efficient Gaussian elimination process tailored for 
this type of matrix. Furthermore, if $C^{-1}$ is also sparse with roughly $O(n)$ non-zero 
entries, then the Gaussian elimination process can be performed in approximately 
$O(n^2)$, as only $O(n)$ entries need to be computed to find the inverse, and each entry 
takes $O(n)$ computations to be found.

The main idea behind SNC is based on the following empirical finding: If $C$ is 
a banded matrix with small bandwidth (roughly $O(\log n)$) then $C^{-1}$ is sparse with 
high probability. Hence it suffices to restrict $C$ to a banded matrix. This can be 
easily accomplished by restricting the way the $C_i$'s are chosen. Namely, we choose 
these so that they consist of at most $k$ consecutive non-zero coefficients, and zeros 
elsewhere. In other words, each coded packet is constructed by computing a random 
linear combination of at most $k$ consecutive segments. For this reason, we refer to $k$ 
as the *coding window*, and abbreviate it as *coding_wnd*. In particular, we notice that
the family of matrices we construct can have their rows rearranged to have bandwidth `coding_wnd`. This is easily done by placing the set of coefficients with the first non-zero entry at position \( i \) in row \( i \). For details on the empirical data please refer to Appendix C.

### 3.1.2 Dynamic Coding Window

One of the interesting properties of SNC is that it exposes the tradeoff between the computational overhead and robustness against erasures. Namely, if we let `coding_wnd` equal \( n \) (the number of segments), we are left with RLNC. Such a scheme is very robust against erasures, but with computational overhead. At the other end of the spectrum we can set `coding_wnd` to 1, in which case each coded packet sent is a “random” linear combination of a single segment. This case is almost equivalent to no coding whatsoever as each coded packet consists simply of a single segment multiplied by a random coefficient.\(^1\) Hence, this scheme has negligible overhead, however it is almost equivalent to traditional TCP, and thus it losses all of the theoretical advantages of random linear network coding.

Having tradeoff between throughput performance and decoding complexity in mind, we can use SNC in an adaptive fashion: We can tune `coding_wnd` according to the perceived erasure rate of the channel thus adding only the minimum overhead necessary to achieve the desired amount of robustness. The optimal `coding_wnd` values for each different erasure levels were found via empirical measures made in our CTCP implementation as well as Monte Carlo simulations of CTCP.

### 3.1.3 Gaussian Elimination

SNC guarantees that the rows of coefficients received for a given data block \( D \) can be arranged so that they form a banded matrix \( C \). Based on this assumption we designed a Gaussian elimination process tailored to find the inverses of the resulting banded

---

\(^1\)For efficiency reasons our implementation of CTCP chooses the first non-zero coefficient of every \( C_i \) to be 1. This avoids the receiver having to normalize each vector when doing Gaussian elimination, while being equivalent to randomly choosing all of the coefficients. In the case described, setting `coding_wnd` to 1 is equivalent to coding with a permutation matrix.
matrices. Most notably, our Gaussian elimination process is optimistic, namely, it will only perform computations to find the non-zero entries of the inverse. Hence, the time complexity of our algorithm is a function on the number of non-zero entries of the inverse. This fact, combined with the empirical data in Appendix C confirming that the inverse of a random low bandwidth matrix is sparse with high probability, implies that our Gaussian elimination process has time complexity $O(n^2)$ with high probability. In what follows we describe this process in detail.

For simplicity, we assume throughout this section that the erasure rate does not dramatically change during the time that it takes to transfer a single data block. Namely, we can assume that coding wnd is constant throughout the transfer of a given data block $D$. Also, our implementation of SNC sets the first non-zero coefficient of every $C_i$ vector to 1. This avoids having to normalize the coding vectors at every step of the Gaussian elimination process.

We start out with an empty matrix $C$ and an empty vector $P$. Our goal is to construct successively $C$ and $P$, based on contents of the received coded packets. In constructing $C$, we maintain the following invariant:

**Invariant.** Every row of $C$ has its first non-zero coefficient in the diagonal and is equal to 1.

All operations performed on $C$ are mirrored on $P$ as well. Once we are done, we are left with a $n \times n$ upper triangular matrix $C$, with all of its diagonal entries equal to 1, and a vector $P$ of payloads that satisfy equation 2.1.

For each Data pckt that arrives let $x = \text{packet\_coeff} = [x_1, \ldots, x_n]$ denote the coefficients used to construct the arriving packet and let $p$ denote the packet’s payload. We execute $\text{Insert}(x, p)$, which returns a boolean value indicating whether the row was successfully inserted or not. The pseudocode is show below in Algorithm 1:

Lines 1-5 attempt to to place $x$ so that its first non-zero coefficient falls in the diagonal of $C$. If this is not possible we go to line 7. If $j = n$, we have reached the end of the matrix and return false. Otherwise we continue in line 8, which sets $x$
**Algorithm 1 Insert(x, p):**

1: \( j \leftarrow x.\text{start\_packet} \)
2: if \( C[j] \) is empty then
3: Insert \( x \) into \( C[j] \)
4: Insert \( p \) into \( P[j] \)
5: Return true
6: else
7: if \( j < n \) then
8: \( x \leftarrow x - C[j] \)
9: \( x \leftarrow \frac{x}{x_{j+1}} \)
10: \( p \leftarrow p - P[j] \)
11: \( p \leftarrow \frac{p}{x_{j+1}} \)
12: if \( x \neq 0 \) then
13: \text{return} Insert(x, p)
14: end if
15: end if
16: \text{return} false
17: end if

Algorithm 1 is designed to insert a new packet \( x \) and its associated payload \( p \) into a block \( C \) in a way that maintains linear independence between packets. The algorithm updates the block \( C \) and payload \( P \) by subtracting the current row \( j \) of \( C \) from \( x \) and normalizing the result. The payload is also updated accordingly. If the new packet is linearly dependent on the previous packets, it is dropped and an acknowledgement packet is sent back to the sender.

Given our invariant, we know that the first non-zero entry of \( x \) is now in the \( j+1 \) position, and it equals 1. Line 9 mirrors these operations on the payload. Finally, line 10 places a recursive call to insert the new values of \( x \) and \( p \) into the \( j+1 \)-st row.

Notice that, if \text{Insert}(x, p) returns \text{false}, it means the arriving packet was linearly dependent with the previously received packets. In this case the packet is dropped and an appropriate acknowledgement, in the form of an \text{Ack\_pckt}, is sent back to the sender to reflect this fact.

After receiving \( n \) degrees of freedom, where \( n \) is the number of segments that make up the block \( D \), performing the steps above yields:

\[
C \cdot D = P,
\]

where \( C \) is the desired upper triangular matrix with all of its diagonal entries equal to 1, and it is banded with bandwidth \text{coding\_wnd}. Finishing the Gaussian elimination process is matter of eliminating the non-zero off-diagonal entries. This can be done
by successively subtracting an appropriate multiple of row $k - 1$ from row $k$, for $k = n, n - 1, \ldots, 2$. This is done for both $C$ and $P$. Once done, we are left with:

$$I_n \cdot D = C^{-1} \cdot P.$$  \hfill (3.2)

In other words, the value of $D$ is now stored in the vector where we originally stored the coded payloads. This yields the decoded values that the receiver wanted to obtain in the first place.

### 3.1.4 Expected Completion Time

In what follows we provide upper an lower bounds for the expected completion time of the overall process of constructing $C$ and $P$ based on the random generation of packets of SNC, and performing Gaussian elimination over them. We focus on the stochastic aspect of this process, while ignoring channel erasures. We start with the upper bounds. Consider the following lemma:

**Lemma 1.** Assume we have received $k$ degrees of freedom. The probability that a new packet chosen by SNC is a degree of freedom is at least $\frac{n-k}{n}$.

**Proof.** If the packets is such that $\text{Insert}(x, p)$ would attempt to insert its coefficients in one of the $n - k$ rows that have not yet been filled, then we are guaranteed for it to be a new degree of freedom. It follows that the probability of being a new degree of freedom must be at least $\frac{n-k}{n}$. \hfill $\Box$

With this lemma in mind we proceed by proving the following theorem.

**Theorem 1.** Using SNC, the expected number of packets that need to be received in order to construct a full rank matrix is bounded above by $n(\gamma + \ln(n))$, where $\gamma \approx 0.5772$ denotes the Euler-Mascheroni constant.

**Proof.** After receiving $k$ degrees of freedom we know by lemma 1 that the probability of receiving a new degree of freedom is at least $\frac{n-k}{n}$. Being a geometrically distributed event, the expected number of packets that need to be generated until this happens
is at most $\frac{n}{n-k}$. Hence the total number of packets generated until obtaining a full rank matrix is bounded by:

$$\sum_{k=0}^{n-1} \frac{n}{n-k} = n \sum_{k=1}^{n} \frac{1}{k} \approx n(\gamma + \ln(n))$$

The result follows.

With this in mind we introduce the following definition.

**Definition.** *Coding Loss Rate:* Rate at which linearly dependent packets are generated. These packets are redundant with previous packets received and thus do not contribute to the overall completion of the data transfer session.

With this notion, from theorem 1 we know that using SNC the coding loss rate is bounded by $\gamma + \ln(n)$. In particular, our implementation uses $n = 128$. Thus the coding loss rate is at most $\approx 5.3\%$.

We now proceed to prove lower bounds on the expected completion time of SNC. We do so by assuming that the packets rows of coefficients chosen by SNC are uniform over the space of all possible rows. Consider the following lemma:

**Lemma 2.** Let $V$ be an $n$-dimensional vector space over a finite field $F$ and $W \subset V$ be a $k$-dimensional subspace. Also, let $M = |F|$. The probability that $x$, uniformly chosen from $V$, belongs to $W$ equals $M^{k-n}$.

**Proof.** Let $w_1, w_2, \ldots, w_k$ be a basis for $W$. We can extend it to $w_1, w_2, \ldots, w_k, \tau_{k+1}, \ldots, \tau_n$ so that it is a basis of $V$. Changing basis, we can now view every element of $v \in V$ represented as a vector $[\alpha_1, \alpha_2, \ldots, \alpha_n]^T$. The event that $v \in W$ is equivalent to the event that $\alpha_j = 0$ for $j = k+1, \ldots, n$. Hence, the probability that $v \in W$ equals $\frac{M^k}{M^n} = M^{k-n}$.

With this we can prove the following theorem.

**Theorem 2.** The expected number of packets that need to be generated to obtain a full rank matrix is at least $n + 1$. 30
Proof. After receiving $k$ degrees of freedom we know by lemma 2 the probability that a newly generated packet will be linearly independent with the previous $k$ degrees of freedom is at most $1 - M^{k-n}$. Hence the event of getting the $k+1$-st degree of freedom is geometrically distributed, and thus the expected number of packets that need to be generated until we get the $k+1$-st degree of freedom is at least $(1 - M^{k-n})^{-1}$. Hence, the total number of packets that we need to generate until we obtain a full rank matrix is:

$$\sum_{k=0}^{n-1} \frac{1}{1 - M^{k-n}} = \sum_{k=0}^{n-1} 1 + \frac{1}{M^{n-k} - 1} = n + \sum_{k=0}^{n-1} \frac{1}{M^{n-k} - 1} > n.$$  

Since the number of packets is an integer, we conclude that the number of packets must be greater than or equal to $n + 1$. The result follows. 

Having these bounds we now consider the Gaussian elimination process.

**Theorem 3.** The SNC Gaussian elimination has complexity $O(n^2)$ in the best case and $O(n^2 \ln n)$ in the worst case.

Proof. In the best case, by theorem 2 we know that the total number of packets generated is $O(n)$. For each packet that arrives, inserting it requires looking at $O(n)$ rows of the current matrix, where each row has coding wnd entries. Thus, constructing the $C$ takes $O(n^2)$ operations. $C$ contains $O(n)$ non-zero off-diagonal entries. Hence we need $O(n)$ extra operations to finish the process. It follows that the total number of operations needed is $O(n^2 + n) = O(n^2)$. The proof for the worst case is analogous, except we use the bound shown in theorem 1. 

This is a significant improvement from the $O(n^3)$ time of the standard implementation of Gaussian elimination.
3.1.5 Other Optimizations

From the analysis shown in Section 3.1.4, the process of accumulating $n$ degrees of freedom is in the worst case just like coupon collector problem. Namely, at each step the probability of receiving a new degree of freedom, after having received $k$, equals $\frac{n-k}{n}$. Hence, the expected amount of rows that need to be generated until we find the next degree of freedom is $\frac{n}{n-k}$. As $k$ increases, we spend increasingly more time waiting to get the next degree of freedom.

To cope with this situation, we implemented two heuristics that help us improve the performance of CTCP under most circumstances. The first heuristic consists on forcing the first $n$ packets being sent to be $n$ degrees of freedom. We can guarantee this by making the indices of the position of their first non-zero entries to be a permutation of the numbers $1, 2, \ldots, n$. Hence, if there are no erasures, the receiver will be able to decode the block $D$ after the first $n$ packets arrive, and thus avoids the problems of decreasing probability of success that arise in the coupon collector. Moreover, this systematic approach to coding ensures that the Gaussian elimination will complete in $O(n^2)$ time.

The other heuristic comes into play once the number of degrees of freedom received exceeds a certain threshold and there has been at least one erasure. In this scenario the sender will emit packets each doubling the value of coding_wnd from the previous. This exponential increase of coding_wnd will make sure that we will receive the final degrees of freedom after a constant (small) number of packets have been received. We note, however, that this will marginally increase the overhead of decoding, but it is a cost that we are willing to pay.

3.2 Delay Sensitive Applications

Previous protocol implementations that integrate network coding in their design, including the work by Sundarajaan et al. [17, 18], Shojnia et al. [8] and Liu et al. [13], compute linear combinations of data chunks across the whole content being transmitted. As a result, these protocols are not well-suited for delay sensitive applications,
such as content streaming, as the data received may be undecodable until enough degrees of freedom are received to decode the entire data.

Unlike previous implementations CTCP divides the data to be transferred into two hierarchical subdivisions: blocks and segments. Each block consists of BLOCK_SIZE segments, where BLOCK_SIZE is a configurable constant. For our purposes this constant is set to 128. Each segment is designed to fit (including the CTCP headers) inside a UDP packet without being fragmented by lower layers. For this to hold, we need the CTCP to be within the network MTU. With our network settings it sufficed to set the segment size to 1325 bytes, padded with NULLs if necessary, to account for EOFs.

![Diagram of block and segment subdivision](image)

Figure 3-1: File subdivision into blocks and segments

To address the issue of streaming we use network coding at the block level. Thus the sender only mixes together segments from the same block and the receiver decodes blocks one by one. As soon as enough degrees of freedom are available to decode a particular block, it is decoded and written to disk. The size of each block, given that each segment is 1341 bytes and BLOCK_SIZE is 128, is 167.625 KB making each block reasonably small for the purposes of streaming, permitting content to be buffered.

However, it is worth noting that addressing the content streaming problem while using network coding is not as simple as just splitting a file into blocks and subsequently into segments. One of the main caveats of such design is block transition: When should the sender stop sending packets of the current block and proceed with the next one while using the available bandwidth efficiently. This issue, along with the strategy used in our implementation are discussed in further detail in Section 3.3.3.
3.3 End to End Behavior

The CTCP implementation follows the client-server pattern, and is done as a file transfer application. The implementation works as a userspace application that uses UDP as the underlying communication protocol. All of the features, including the TCP guarantees, are implemented at the application layer. We chose to implement CTCP in userspace as to avoid directly modifying the kernel's protocol stack and, thus, avoid kernel recompiles among other hassles that this kind of development usually entails. This allowed for rapid prototyping, testing and development and gave us a test bed to understand the effects of policy and feature changes would have on the performance and guarantees of CTCP. The main components of the application are depicted in Figure 3-2 below:

![CTCP client/server application components](image)

**Figure 3-2:** Main components of CTCP client/server application.

In what follows we describe the end-to-end end behavior of the CTCP client-server application. We start by individually examining the server and the client in sections Section 3.3.1 and Section 3.3.2, respectively. We describe each of their components, the state that they keep, and the procedures that each of them carry out during a generic file transfer session. Finally, in Section 3.3.3, we proceed by looking at the lifespan of an individual Data_Pckt (our implementation of a coded packet) during a file transfer, as well as describing a file transfer at the block and multi-block level, including block transitions.
3.3.1 CTCP Server

The CTCP server plays the role of the sender in the data transfer sessions. The implementation of the server consists of two main modules: A controller module and a packet generator module. This division allows for all of the IO (e.g. reading from disk), as well as the computations inherent to network coding (e.g. multiplication over $GF(2^8)$), to be executed asynchronously in threads separate from the main execution thread. In this section we describe in detail each of these modules’ behavior and how they interact with each other.

Controller Module

The controller module is the core component of the CTCP server. It runs in the main thread of the application and it keeps track of the state of any ongoing data transfer sessions. The controller module listens for any incoming requests, and upon receipt of such, it establishes a connection, sends Data_Pckts and listens for acknowledgement packets. The rate at which Data_Pckts are sent is mandated by the flow and congestion control policies set in place (see Section 3.4 for details), and it depends on the feedback information received through acknowledgment packets.

At any given time of an ongoing data transfer session, the state kept by controller module includes the number of the current and next data block, the number of Data_Pckts allowed to send at the current time, flow and congestion control variables to detect erasures, and react to congestion (for details see Section 3.4).

Packet Generator Module

The packet generator module is responsible for reading data from disk, performing the block and segment subdivisions, and generating the Data_Pckts needed by the controller module. It runs asynchronously from the main execution thread via a separate threadpool. The communication between the controller and packet generator modules is done through the Job_q thread-safe blocking deque. When needed, the controller can request new Data_Pckts to be generated by inserting a Coding_Job_t
into the Job_q. This request specifies the block from which the new Data_Pckts should be generated from, the number of packets that should be generated as well as the value of coding window coding_wnd. See Section 3.1 for details of the network coding scheme used.

3.3.2 CTCP Client

The CTCP client serves as the receiver during any data transfer session. The client is responsible for initializing the data transfer sessions, processing any incoming Data_Pckts, decoding and writing to disk decoded data. Unlike the server, the client handles each connection using a single thread. We chose this design, as opposed to having background threads handling the decoding and IO, to avoid situations in which the client receives packets faster than it can decode and write them. This is often true in high speed networks where the overhead from the decoding and/or writing at the receiver dominates the time taken to perform the data transfer. In what follows we list the responsibilities of the client.

1. Initialize the connection: Being the receiver, the client can request a new files to be delivered by the server. In order to do so, the client sends a packet with the SYN flag on, as well as the name of the file that is requesting. Upon receipt of said packet, the server starts a new data transfer session to send the data corresponding to the requested file.

2. Process incoming Data_Pckts: As new Data_Pckts arrive for a given data transfer session, the client does two things. First, it uses the coefficients and payload of the Data_Pckt to perform the first step of the decoding (Section 3.1.3). Second, the client constructs an Ack_Pckt using the information based on the result from the Gaussian elimination, namely, it indicates to the sender whether the received packet's payload and coefficient resulted in a degree of freedom.

3. Decode and write to disk: Once enough degrees of freedom have been received for a given data block, the client performs the last step of Gauss-Jordan elim-
inition, yielding the decoded data for this block. The decoded data is written to disk, and the data transfer session continues.

3.3.3 CTCP at the Packet and Block levels

All data transfer sessions in CTCP start as a request originating from the client asking a server to deliver a specific set of data. This request is in the form of a Act_Pckt with the SYN flag set, and specifying the name of the file requested. Upon receipt of this request the server's controller module opens the requested file and submits a Coding_Job_t to read and generate Data_Pckts corresponding to the first two data blocks using the appropriate value of codingWnd. Until successful transfer of a given block, the following steps are repeated:

1. The server's controller module sends as many coded packets as permitted by the congestion window cwnd (not to be confused with codingWnd).

2. Upon receipt of each packet, the client performs the necessary Gaussian elimination steps, and emits an appropriate Ack_pckt, containing the necessary feedback information for the server to update its internal state. This includes information to detect erasures, abide the congestion avoiding policies, and start the block transition process, among other things.

3. Upon receipt of an Ack_pckt, the server performs all the state updates as necessary and repeats goes back to step 1.

The latter is done until the block has been transferred successfully.

Block Transition

The subdivision of data into blocks and segments gives rise to the problem of block transition. The problem is the following: What should the server do once it knows that the client has received almost enough degrees of freedom to decode a block, and given that the value of the its congestion window cwnd is greater than the number degrees of freedom needed to finish that block. Sending all cwnd packets towards
the current block will guarantee that the client has enough degrees of freedom to decode. This is very inefficient as only a fraction of cwnd packets will suffice, and the remainder will be redundant packets that won't help towards the overall completion of the data transfer. Furthermore, the transmission of the next block is delayed several round trip times causing an overall slower transfer rate. Instead, we want a strategy that minimizes the waste of bandwidth while handling block transitions.

In our implementation we solve this problem by allowing the transmission of two blocks at a time. Namely, once we have are close to finishing the transmission of a block we enter a transition mode in which the server divides the congestion window into two portions: The first portion of cwnd is the size of the number of degrees of freedom needed to finish the current block, plus an additional x% to account for the coding loss rate (usually x is set to 10). The rest of cwnd is used towards the next block. Once the current block is completed, we exit transition mode and continue the data transfer as usual.

3.4 Flow and Congestion Control

The flow and congestion control policies implemented in CTCP borrows ideas from different implementations of TCP, including Reno [2, 7] and Vegas [4], whenever applicable. In what follows we describe these in detail.

3.4.1 Congestion Control

CTCP inherits its congestion control policies from TCP Vegas. It works as follows: After an acknowledgment arrives at the server, the following quantities are computed.

- **rtt**: Round trip time of the coded packet received.

- **srtt**: Smooth round trip time. This is computed in a low-pass filter fashion by using the formula:

\[
srtt = (1 - \phi)srtt + \phi \ast rtt
\]
Algorithm 2 Compute_cwnd(rtt, srtt, cwnd, vα, vβ, vΔ):

1: increment ← 1
2: if vΔ > vβ then  
3: increment ← 1
4: increment ← -1
5: else
6: if vΔ > vα then  
7: increment ← 0
8: end if
9: end if
10: cwnd+ = increment  
11: return cwnd

Where φ is an appropriately chosen constant. In our implementation we set
φ = \frac{1}{\text{BLOCK SIZE}} ≈ 0.04

- vΔ: The percentage change of rtt with respect to srtt. This is computed using the formula below:

vΔ = 1 - \frac{srtt}{rtt}

We control the size of the congestion window cwnd using vΔ as a proxy for congestion. We attempt to maintain vΔ in between two desired values, vα = 0.05 and vβ = 0.2. There are three possible cases: vΔ < vα, vα ≤ vΔ ≤ vβ and vβ < vΔ. The pseudocode for Compute_cwnd is shown in 2 describing the behavior in each of these cases.

Namely, we increase, decrease or keep congestion window the same depending on whether the percentage change of the instantaneous RTT with respect to the smoothed RTT is above, below or within two chosen thresholds, vα and vβ, respectively.

3.4.2 Flow Control and Erasure Detection

The two main flow control policies used in CTCP are slow start and a sliding window.

- Slow Start: We slow start implemented following the specifications outlined TCP Reno with no changes made to it. It is used at the beginning of every
connection and after every timeout.

- **Sliding Window**: CTCP borrows some aspects of the sliding window implementation of TCP Reno. However, as described in Section 2.1.1, network is a rateless erasure code, thus greatly simplifying the logic in its implementation. The reason behind this is that we are sure that *any* \( n \) linearly independent packets arrive at the receiver, regardless of which packets are. Hence, we slide the window every time that we receive an ack. The window may be slid by an extra amount in the case that the erasures have been detected.

### 3.5 Multiple Hardware Interfaces

As mentioned in Section 2.1.1, one attractive property of network coding is its capacity of near-perfect asynchronous coordination. This property allows for data connections to happen over multiple hardware interfaces simultaneously. This is especially attractive given the presence of multiple wireless interfaces, including 802.11, 3G, LTE and WiMax, in today's mobile devices. Up until now, these devices use the different wireless interfaces available to them in an exclusive fashion, i.e. only one interface is used at a time.

The experience improvements brought to the end user by a protocol supporting, from the ground up, multiple hardware interfaces are twofold: First, if two (or more) hardware interfaces are connected simultaneously to their respective networks and both have good signal quality, the end user ideally would be able to enjoy (close to) the combined throughput of the connected networks. Second, even if the signal of one of the hardware interfaces fades, all of the ongoing data transfer sessions can proceed through the remaining hardware interface(s) until better reception is available.

### 3.5.1 Issues with Asymmetric Connections

The current implementation of CTCP supports data transfer sessions over multiple hardware interfaces. However, in a design where data is subdivided into blocks and
segments, and network coding is applied solely at the block level to support delay sensitive applications (Section 3.2), it becomes challenging to effectively utilize the bandwidth provided through connections of varying qualities. In particular, the network coding property “nearly perfect asynchronous coordination” holds only at the block level. Specifically, if the connection associated with one of the hardware interfaces has significantly higher throughput and shorter latency, and assuming that all connections available are being used to deliver packets of the current data block, it is likely that most (if not all) of the needed packets will be delivered by the faster interface. Now, packets for the current data block have also been requested through the other interfaces, and many of them may still be en route to the receiver, owing to the higher latencies. By the time these packets arrive, the corresponding data block may have already been decoded and written to disk, effectively wasting the bandwidth used to deliver these packets. As a result of this, it is necessary to develop adaptive strategies to deal with varying latencies and throughputs of the available connections and utilize the available bandwidth as efficiently as possible. In Section 4.2 we discuss the performance obtained by using multiple hardware interfaces. At this stage CTCP has no policies that allows for better handling of assymmetric connections.
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Results

Our testing was performed using off-the-shelf commodity hardware running Ubuntu 10.04. The server machine had an 12-core Intel Core i7 running 3.47GHz with 16GB of RAM. The client machine had an Intel Core i5 running at 3.20GHz with 3GB of RAM. The server machine was directly connected to the internet via an ethernet jack. The client machine was connected to the internet via our campus wide wireless network, via a USB wireless antenna compliant with the 802.11n draft specification. Each experiment consisted in sending an 11MB file over the network and recording performance including the average and instantaneous throughput as well as latency. In what follows we show the results obtained.

4.1 Single Interface

We were interested in understanding the performance of CTCP as compared to TCP in a lossy environment. In order to have TCP as our baseline, we setup an FTP server to host the same files as the CTCP server. We explicitly avoided scp or any other file transfer tools that rely on encrypted connections, as accounting for the encryption overhead made the performance comparison harder to make.

Owing to the inherent fluctuation of the wireless network signal, we performed CTCP transfers back to back with TCP (using FTP) transfers, assuming that the connectivity would not change drastically between transfers. This was done several
times in order to arrive to what we consider is average behavior of CTCP and TCP over the given networks. Furthermore, in order to guarantee a certain level of losses we used iptables to force a certain percentage of packet loss at the kernel level on the server. The experiments were performed with added loss rates of 0%, 1%, 2% and 5% for both TCP and CTCP. Notice however that we had no control over the background loss rate. Thus we can only guarantee a lower bound on the loss rates. The experiments were performed several times for each added loss rate. The graphs shown were considered to be representative of the average behavior of each protocol.

In this section we show and analyze the experiments performed with 5% added loss rate as they best illustrates the advantages of CTCP over TCP. For completeness we have included the rest of the experiment's graphs in Appendix A.

We start by looking at TCP the performance of a TCP connection with 5% added loss rate, as shown in Figure 4-1. The two graphs correspond to the latency and the throughput over time. This connection recorded an average throughput of 9.92 Mbit/sec and an average latency of 6 ms, lasting a total of 10 seconds.

![Figure 4-1: TCP connection with 5% added loss rate.](image)

(a) Round Trip Time (s) vs. Sequence no.  (b) Throughput (Mbits/s) vs. Time (s)

In comparison, Figure 4-2 shows the performance of a CTCP connection with 5% added loss rate. The four graphs following quantities over time, from top to bottom: throughput, congestion window, latency and loss rate. The connection recorded an average throughput of 13.89 Mbits/sec and an average latency of 11 ms.
Figure 4-2: CTCP performance with 5% added loss rate. Top to bottom: 1) Instantaneous throughput (red), average throughput (green); 2) congestion window (blue stars), ssthresh (red); 3) RTO (green), instant rtt (red), srtt (blue); 4) smooth loss rate (red) and long smooth loss rate (blue).

After performing these experiments repeated times, looking side by side the performance comparisons between TCP and CTCP, CTCP consistently performed better. This was specially noticeable at higher added loss rates in which the performance increase was consistently in the range of 30% when compared with TCP.

4.2 Multiple Interfaces

As discussed in 3.5, CTCP supports data connections over multiple hardware interfaces. We outfitter the client computer with two identical USB 802.11n compliant wireless antennas to test this functionality. We repeatedly performed the same experiment of sending an 11MB file over the network. We tested added loss rates ranging
between 0% and 15%. We show graphs for the connections that we considered portrayed the average behavior of CTCP. In what follows we discuss the performance of connections performed under 0%, 5% and 15% loss rate. We chiefly interested in understanding the performance and robustness gains when using multiple hardware interfaces.

Figure 4-3 below shows the performance of multipath CTCP with 0% added loss rate. The average bandwidth for each of the interfaces were 13.5 Mbits/sec and 16.28 Mbits/sec, respectively. Hence in total we have an effective combined bandwidth of approximately 30 Mbits/sec. The average RTT for each interface were 8ms and 6ms respectively. The average perceived loss rates were 0.18% and 0.48%, respectively. This is a significant increase from the performance that a standard TCP connection could attain using WiFi. It is to note however, that the experiments were performed by connecting both wireless antennas to the same network. Using different networks, or even, different kinds of antennas still proves problematic. In the scenario where the different interfaces are connected to networks with very different latencies, the slower interface tends to not contribute to the overall completion of the transfer, as all the packets it request, by the time they arrive are redundant and thus dropped.

Finally we look at the performance of multipath CTCP in highly noisy environments. Figures 4-4, 4-5, 4-6 show the performance of multipath CTCP on channels with 5%, 10% and 15% added loss rate, respectively. This noise level beyond what TCP can handle. We now look at the performance of each of these connections:

For 5% added loss rate (Figure 4-4) the average throughputs were 8.99 Mbits/sec and 9.3 Mbits/sec and the average RTTs were 10ms and 15ms, for each the interfaces respectively. For 10% added loss rate (Figure 4-5) the average throughputs obtained were 13.79 Mbits/sec and 13.13 Mbits/sec, respectively. This time the average RTTs were 7ms and 6ms. Finally, for 15% added loss rate (Figure 4-6) the average throughputs obtained were 9.89 Mbits/sec and 10.25 Mbits/sec with average RTTs of 5ms and 6ms, for each the interfaces respectively.

Overall we can see that the added robustness in multipath CTCP can handle loss rates that are beyond what TCP can handle, while still performing at very
Figure 4-3: CTCP using two USB wireless antennas with 0% added loss rate.

high throughputs. This added performance and robustness is a direct result of the theoretical properties of network coding as mentioned in 2.1.1.
Figure 4-4: CTCP using two USB wireless antennas with 5% added loss rate.
Figure 4-5: CTCP using two USB wireless antennas with 10% added loss rate.
Figure 4-6: CTCP using two USB wireless antennas with 15% added loss rate.
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Conclusions

In this project we designed and implemented CTCP, a TCP-like protocol that efficiently integrates network coding with the purpose of taking advantage of its theoretical properties. Throughout this work we described *Spare Network Coding* a novel network coding scheme that exposes the tradeoff between robustness and added computational overhead. We also developed a highly optimized Gaussian elimination process based on SNC, and proved bounds on the time of completion of SNC using this Gaussian elimination. We also have described in detail the architecture of CTCP, as well as how it is capable of streaming content and supporting connections using multiple hardware interfaces. The experimental results have exceeded our expectations in showing that CTCP is significantly more robust than TCP in lossy environments. This along with the energy saving optimizations provided by SNC make CTCP an ideal candidate as a protocol for mobile devices.

5.1 Future Work

There are two main directions in which future work on CTCP could result fruitful. The first one is to integrate CTCP into the Linux kernel and test it in a real world environment. This could yield insight onto aspects of the protocol that cannot be predicted today as a userspace application. Specifically, integrating CTCP into Android or some other mobile platform could provide insight into the true behavior of
it in a real mobile setting. The second direction for future research is further investigat-
ing block transition and flow control policies that are better suited for dealing with traffic of multiple interfaces connected to drastically different networks. Overall, further research in these two areas could result extremely beneficial to CTCP, and hopefully bring it closer to a fully blown production ready protocol.
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Graphs

In what follows we show the graphs portraying the performance measurements of our experiments for both TCP and CTCP connections.
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(b) Throughput (Mbits/s) vs. Time (s)

Figure A-1: TCP connection with 0% added loss rate.
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Figure A-2: TCP connection with 1% added loss rate.
Figure A-3: TCP connection with 2% added loss rate.
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Figure A-4: TCP connection with 5% added loss rate.
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Figure A-5: Single interface CTCP with 0% added loss rate
Figure A-6: Single interface CTCP with 1% added loss rate
Figure A-7: Single interface CTCP with 2% added loss rate
Figure A-8: Single interface CTCP with 5% added loss rate
Figure A-9: Single interface CTCP with 0% added loss rate
Figure A-10: Single interface CTCP with 1% added loss rate
Figure A-11: Single interface CTCP with 2% added loss rate
Figure A-12: Single interface CTCP with 5% added loss rate
Figure A-13: Single interface CTCP with 7% added loss rate
Figure A-14: Single interface CTCP with 10% added loss rate
Figure A-15: Single interface CTCP with 15% added loss rate
Appendix B

List of Data Structures

The main data structures used in the client-server implementation of CTCP are listed below:

- **Data_Pckt**: Data structure that stores a coded packet sent across the network. It contains the following fields:
  - **tstamp**: The time when the Data_Pckt was pushed into the network by the sender.
  - **flag**: A multipurpose flag whose value can be used to indicate the state of the transaction, such as the packet being the last of a transfer, or last of a block, among other things.
  - **seqno**: A unique identifier for this Data_Pckt, similar to sequence numbers in TCP Reno, and used for erasure detection.
  - **blockno**: An identifier to the block to which this packet’s payload correspond to.
  - **blk_len**: The number of segments in this block. It should coincide with BLOCK_SIZE, with the last block being the only possible exception (due to EOF).
  - **start_packet**: The of position of the first non-zero coefficient in the coefficient used for this random linear combination, $C_i$. 

num_packets: The number of segments in the linear combination.

packet_coeff: The array $C_i$ of the coefficients used in the linear combination of the segments.

checksum: 16 bytes containing the MD5 checksum of the packet contents for error detection. This field is computed setting the checksum field set to zero.

payload: 1325 bytes of binary data, consisting of the linear combination of the segments specified by start_packet, num_packets and the coefficients specified in packet_coeff.

- Ack_Pckt: This data structured is used by the receiver to communicate with the sender and provide feedback on the status of the transfer. The fields included are:

  tstamp: The time when the Ack_Pckt was pushed into the network by the receiver.

  flag: A multipurpose flag whose value can be used to indicate the state of the transaction, such as the packet being the last of a transfer, or last of a block, among other things.

  ackno: Sequence number of the Data_Pckt that is being acknowledged.

  blockno: The block number of the Data_Pckt that is being acknowledged.

  dof_req: The number of degrees of freedom that need to be received to make the block blockno decodable.

- Qbuffer_t: Thread-safe implementation of double ended queue (deque) as a circular buffer. This data structure is used for multithread communication at the server. There are two main instances of this data structure at the server:

  Job_q: Deque used by the server’s controller module to insert requests for new Data_Pckts to be generated (See Section 3.3.1 for details). These requests come in the form of Coding_Job_t.
- Coded_q: Deque used by the server's packet generator module to store newly generated Data_Pckts for a given data block (See Section 3.3.1 for details).

• Coding_Job_t: Data structure used for inter-thread communication at the server. It allows the server's control module to request for new Data_Pckts to be generated by the packet generator module. Its fields are:
  
  - blockno: Block number of the requested Data_Pckts,
  
  - dof_request: Number of Data_Pckts requested, and
  
  - coding wnd: The number of segments that should be mixed to generate each Data_Pckt.

• Coded_Block_t: Data structure used by the receiver to store payloads from the received Data_Pckts, as well as the coefficients contained in the header fields of each packet for a particular block. As new packets arrive at the receiver this data structure is used to perform Gaussian elimination on the stored coefficients and payloads. Once enough degrees of freedom are received, this data structure is used to finish the decoding process, using Gauss-Jordan elimination, to yield the original content of the given block. For more details on this process see Section 3.1.1 and Section 3.1.2
Appendix C

Inverse of Banded Matrices

In what follows we present empirical data that supports the claim that banded matrices with small enough bandwidth (roughly $O(\log n)$) have sparse inverses. The data was generated by randomly generating $n \times n$ band matrices, finding their inverses and computing the ratio of zero entries over the size of the matrix. This was done for $n = 64, 128, 256, 512, 1024$. We denote the frequency of zero entries in a matrix as its sparsity. For each value of $n$ we show a table containing showing the bandwidth of the matrices chosen, the mean and standard deviation of the sparsity, followed by histograms for the sparsity for each chosen bandwidth.
<table>
<thead>
<tr>
<th>bandwidth</th>
<th>mean sparsity</th>
<th>standard dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.98</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.81</td>
<td>0.069</td>
</tr>
<tr>
<td>5</td>
<td>0.61</td>
<td>0.15</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table C.1: Sparsity for $n = 64$

<table>
<thead>
<tr>
<th>bandwidth</th>
<th>mean sparsity</th>
<th>standard dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.992</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.89</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.11</td>
</tr>
<tr>
<td>7</td>
<td>0.61</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table C.2: Sparsity for $n = 128$

<table>
<thead>
<tr>
<th>bandwidth</th>
<th>mean sparsity</th>
<th>standard dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.996</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.94</td>
<td>0.013</td>
</tr>
<tr>
<td>5</td>
<td>0.84</td>
<td>0.06</td>
</tr>
<tr>
<td>7</td>
<td>0.74</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table C.3: Sparsity for $n = 256$

<table>
<thead>
<tr>
<th>bandwidth</th>
<th>mean sparsity</th>
<th>standard dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.998</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.997</td>
<td>0.005</td>
</tr>
<tr>
<td>5</td>
<td>0.91</td>
<td>0.02</td>
</tr>
<tr>
<td>7</td>
<td>0.85</td>
<td>0.063</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table C.4: Sparsity for $n = 512$

<table>
<thead>
<tr>
<th>bandwidth</th>
<th>mean sparsity</th>
<th>standard dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.985</td>
<td>0.0019</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.91</td>
<td>0.029</td>
</tr>
<tr>
<td>9</td>
<td>0.87</td>
<td>0.05</td>
</tr>
<tr>
<td>11</td>
<td>0.833</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Table C.5: Sparsity for $n = 1024$
Figure C-1: Sparsity histogram for $n = 64$, bandwidth = 1

Figure C-2: Sparsity histogram for $n = 64$, bandwidth = 3
Figure C-3: Sparsity histogram for $n = 64$, bandwidth = 5

Figure C-4: Sparsity histogram for $n = 64$, bandwidth = 7
Figure C-5: Sparsity histogram for \( n = 128 \), bandwidth = 1

Figure C-6: Sparsity histogram for \( n = 128 \), bandwidth = 3
Figure C-7: Sparsity histogram for $n = 128$, bandwidth $= 5$

Figure C-8: Sparsity histogram for $n = 128$, bandwidth $= 7$
Figure C-9: Sparsity histogram for $n = 256$, bandwidth = 1

Figure C-10: Sparsity histogram for $n = 256$, bandwidth = 3
Figure C-11: Sparsity histogram for $n = 256$, bandwidth = 5

Figure C-12: Sparsity histogram for $n = 256$, bandwidth = 7
Figure C-13: Sparsity histogram for \( n = 512 \), bandwidth = 1

Figure C-14: Sparsity histogram for \( n = 512 \), bandwidth = 3
Figure C-15: Sparsity histogram for $n = 512$, bandwidth = 5

Figure C-16: Sparsity histogram for $n = 512$, bandwidth = 7
Figure C-17: Sparsity histogram for $n = 512$, bandwidth = 9

Figure C-18: Sparsity histogram for $n = 1024$, bandwidth = 1
Figure C-19: Sparsity histogram for $n = 1024$, bandwidth $= 3$

Figure C-20: Sparsity histogram for $n = 1024$, bandwidth $= 5$
Figure C-21: Sparsity histogram for $n = 1024$, bandwidth = 7

Figure C-22: Sparsity histogram for $n = 1024$, bandwidth = 9
Appendix D

CTCP Source Snippets

Insert the more significant parts of CTCP code here

D.1 CTCP Server

Below is the server code that generates packets:

```c
void*
coding_job(void *a){
coding_job_t* job = (coding_job_t*) a;
uint32_t blockno = job->blockno;
int start = job->start;
int dof_request = job->dof_request;
int coding_wnd = job->coding_wnd;
srvctcp_sock* sk = job->socket;

// check if the blockno is already done and removed
// from the working block set
if( blockno < sk->curr_block ){
    return NULL;
}
```

87
// if block is still not yet done
pthread_mutex_lock(&(sk->blocks[blockno%NUM_BLOCKS].block_mutex));

// check whether the requested blockno is already read,
// if not, read the block from the file and
// generate the first set of degrees of freedom using systematic code
uint8_t block_len = sk->blocks[blockno%NUM_BLOCKS].len;

if (block_len == 0) {
    printf("Error: Block %d not read yet\n", blockno);
    pthread_mutex_unlock(&(sk->blocks[blockno%NUM_BLOCKS].block_mutex));
    return NULL;
}

/////////// UNCoded PACKETIZATION: SYSTEMATIC CODE /////////////////
if (coding wnd == 0) {

coding wnd = 1;

int row;
int end = MIN((start + dof_request), block_len);
for (row = start; row < end; row++) {
    // create a new data packet
    Data_Pckt* msg = (Data_Pckt*) malloc(sizeof(Data_Pckt));
    msg->flag = NORMAL;
    msg->blockno = blockno;
    msg->num_packets = 1;
    msg->packet_coeff = (uint8_t*) malloc(sizeof(uint8_t));
    msg->start_packet = row;
}
msg->packet_coeff[0] = 1;
msg->payload = sk->blocks[blockno%NUM_BLOCKS].content[msg->start_packet];

q.push_back(&(sk->coded_q[blockno%NUM_BLOCKS]), msg);
} // done with forming the initial set of uncoded packets

// now need to make coded packets
dof_request = MAX(0, dof_request - (block_len - start));
}

if (dof_request > 0){
    // extra degrees of freedom are generated by picking a row randomly

    int i, j;
    int dof_ix, row;
    int codingWnd_slope = floor((MAX_CODINGWND - codingWnd)/dof_request);

    for (dof_ix = 0; dof_ix < dof_request; dof_ix++){
        codingWnd += codingWnd_slope;

        uint8_t num_packets = MIN(codingWnd, block_len);
        int partition_size = ceil(block_len/num_packets);
        Data_Pckt *msg = dataPacket(0, blockno, num_packets);

        row = (random()%partition_size)*num_packets;
        msg->start_packet = MIN(row, block_len - num_packets);
        memset(msg->payload, 0, PAYLOAD_SIZE);
msg->packet_coeff[0] = 1;
memcpy(msg->payload, sk->blocks[blockno%NUM_BLOCKS]
    .content[msg->start_packet], PAYLOAD_SIZE);

for(i = 1; i < num_packets; i++) {
    msg->packet_coeff[i] = (uint8_t)(1 + random()%255);

    for(j = 0; j < PAYLOAD_SIZE; j++) {
        msg->payload[j] ^= FFmult(msg->packet_coeff[i],
            sk->blocks[blockno%NUM_BLOCKS]
            .content[msg->start_packet+i][j]);
    }
}
q.push.back(&(sk->coded_q[blockno%NUM_BLOCKS]), msg);
} // done with forming the remaining set of coded packets
}

pthread_mutex_unlock(&(sk->blocks[blockno%NUM_BLOCKS].block_mutex));
return NULL;

D.2 CTCP Client

Below is the client source code that decodes blocks whenever they have enough degrees
of freedom, and delivers them to the application.

/*
 * partial_write(cltcp_sock* csk)
 * write whatever is ready for the application (decoded)
 */
void
partial_write(clistcp_sock* csk){

    int blockno = csk->curr_block;
    uint8_t start = csk->blocks[blockno%NUM_BLOCKS].dofs_pushed;
    bool push_ready = TRUE;
    uint16_t payload_len;
    int i;
    size_t bytes_pushed;

    if(csk->blocks[blockno%NUM_BLOCKS].dofs ==
        csk->blocks[blockno%NUM_BLOCKS].max_packet_index){
        // We have enough dofs to decode, DECODE!
        unwrap(&(csk->blocks[blockno%NUM_BLOCKS]));
    }
    do {
        if (csk->blocks[blockno%NUM_BLOCKS].rows[start] == NULL){
            push_ready = FALSE;
        } else {
            for (i = 1; i < csk->blocks[blockno%NUM_BLOCKS].row_len[start]; i++){
                if (csk->blocks[blockno%NUM_BLOCKS].rows[start][i]){  
                    push_ready = FALSE;
                    break;
                }
            }
        }
    } while (push_ready);

    // check the queue size
    // if enough room, push, otherwise, exit the push process
    // Read the first two bytes containing the length of the useful data
    memcpy(&payload_len, csk->blocks[blockno%NUM_BLOCKS].content[start], 2);

}
// Convert to host order
payload_len = ntohs(payload_len);
if (fifo_getspace(&csk->usr_cache) >= payload_len){
    // push the packet to user cache
    // Write the contents of the decode block into the file
    bytes_pushed = 0;
    while (bytes_pushed < payload_len){
        bytes_pushed += fifo_push(&csk->usr_cache),
        csk->blocks[blockno%NUM_BLOCKS]
        .content[start]+2+bytes_pushed,
        payload_len - bytes_pushed);
    }
    start++;
} else{
    push_ready = FALSE;
}
}

} while (push_ready);
csk->blocks[blockno%NUM_BLOCKS].dofspushed = start;
return;
}
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