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Abstract

This thesis presents experiments investigating the phase diagram of ultracold atomic Fermi gases using radio-frequency spectroscopy. The tunability of many experimental parameters including the temperature, the interparticle interaction strength and the relative population of different Fermions allows to access very different physical regimes. Radio-frequency spectroscopy has been developed into an ideal tool to probe correlations between particles in these different phases.

In particular, radio-frequency spectroscopy of highly population imbalanced atomic Fermi systems gives access to the impurity problem: A single Fermion, or Boson, immersed in a sea of Fermions constitutes a polaron, which can be described by Landau’s Fermi liquid theory. A critical interaction strength can be identified separating the regime of a fermionic polaron and a bosonic polaron. Radio-frequency spectroscopy of the polarized superfluid phase allows an accurate measure of the superfluid gap $\Delta$ and allows to identify the importance of Hartree Mean-field energies. Furthermore, it is shown how these different physical regimes are connected.
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Chapter 1

Introduction

All particles in nature are Fermions. Fermions have half-integer spin and according to the spin-statistics theorem [1, 2] the wavefunction of indistinguishable Fermions is antisymmetric with respect to exchange of two particles. The Pauli exclusion principle [3] is a direct result, which states that two identical Fermions can not occupy the same quantum state. Therefore, the ground state of Fermions consists of particles “stacked up” in momentum space to the Fermi momentum. We will call this ground state a Fermi sea in the following. For all temperatures, the distribution of Fermions over energy states is described by Fermi-Dirac statistics.

Bosons are either exchange particles mediating interactions between Fermions or composite particles comprised of an even number of Fermions and have integer spin. Bosons obey Bose-Einstein statistics and can all occupy the same quantum state. Below a critical temperature, Bosons occupy the ground state of the system in large numbers, forming a Bose-Einstein Condensate (BEC) [4].

Fermions and Bosons thus exhibit a very different behavior at low temperatures. This immediately raises the question what makes a “composite particle”? To compose a particle, interactions between Fermions are required. Physically, it is clear that the energy scale characterizing the interactions must be compared to the kinetic energy of the Fermi sea. If there is a bound state between two Fermions whose binding energy is much larger than the kinetic energy, we arrive at the simplest case of stable composite Bosons which can subsequently form a BEC. For bound state energies comparable to or lower than the Fermi energy, one expects no such stable composite particles as surrounding Fermions can trade places with one of the constituents of the pair. This is a highly correlated state of interacting Fermions. The limit of weak attractive interactions compared to the Fermi energy is again well understood and is characterized by the formation of Cooper pairs of Fermions [5]. The ground state
is a BCS superfluid, named after the authors of the seminal paper [6] providing a theoretical framework for the understanding of conventional superconductors.

For arbitrary interaction strength, temperature and particle numbers of a two-component Fermion system, the phase diagram is still poorly understood on a quantitative and even qualitative level. Here, experimental data is of crucial importance to gain a deeper insight into interacting Fermi systems. Since the experimental realization of Bose-Einstein Condensation in 1995 [7, 8] and degenerate Fermi gases in 1998 [9] the field of ultracold atoms has been developed into a powerful toy model for many-body theories. Experiments with ultracold atoms offer the unique possibility to control almost any parameter of the system at will, including the interaction strength, temperature, density imbalance, dimensionality, disorder, lattice parameters and more. In particular, controlling the interaction strength between Fermions allows the experimenter to access the BEC regime of strongly bound diatomic molecules as well as the regime of BCS pairing. The crossover region connecting these two regimes is called the BEC-BCS crossover.

In this thesis, we will summarize experiments with ultracold atomic Fermi gases performed at MIT in the past few years. In particular, the emphasis will be on quantitative studies of the BEC-BCS crossover using radiofrequency spectroscopy. In the remainder of this chapter we will give a brief overview of the experimental efforts in BEC1 at MIT over the past five years. This overview will be followed by a few basics, concepts and tools relevant to experiments with ultracold atomic Fermi gases. Chapter 2 deals with the theoretical and experimental investigation of the phase diagram of interacting Fermions. In chapter 3 and 4 we present a quantitative study of two limits of particular interest: The highly imbalanced normal phase allowing access to Fermi liquid properties of the system in its normal state and the moderately imbalanced superfluid region allowing access to the superfluid gap and the Hartree energy. In chapter 5 an ongoing effort will be presented on the extraction of the equation of state of a unitary Fermi gas.

1.1 A Brief History of Time from 2005 to 2010: Ultracold Fermions in BEC1

The field of ultracold atomic Fermi gases has matured considerably over the past five years. When I joined the BEC1 lab in 2005, condensates of bosonic Feshbach molecules comprised of two fermionic atoms had been created [10, 11] a little over a
The presence of vortex lattices is evidence for superfluidity throughout the BEC-BCS crossover.

year earlier. However, in the unitary limit, where there is no two-body bound state and pairing is a many-body affair, evidence for superfluidity of ultracold fermionic atoms remained elusive. There were several observations consistent with superfluidity [12, 13, 14] but conclusive evidence was only provided by the observation of vortex lattices, see figure 1-1, in our lab in the spring of 2005 [15].

Using the presence of vortex lattices as a marker for superfluidity, see figure 1-2, it was possible for the first time to test for superfluidity with unequal numbers of $|\uparrow\rangle$ and $|\downarrow\rangle$ Fermions [16], thus opening a door to the new and exciting field of imbalanced
Fermi gases. Exploring the phase diagram of imbalanced Fermi mixtures as a function of interaction strength, density imbalance and temperature was the major task we had set out to accomplish and this would keep us busy for the next five years, still with many questions left to answer today.

Up to this point, much of the information obtained from ultracold atomic Fermi gases relied on two experimental techniques: 1.) The rapid field ramp technique [12], “projecting” Fermion pairs onto molecules and 2.) the density distributions were obtained after time-of-flight, meaning the atoms were released from the trapping potential before imaging.

Employing these techniques was necessary to observe resonance superfluidity but it was not entirely clear how they would affect the physics quantitatively and qualitatively.

![Figure 1-3: Direct observation of superfluidity in the unitary limit. Shown are radially averaged density profiles for the majority component (blue) and minority component (red). The bimodal feature in the minority density profile clearly shows the onset of the formation of a superfluid core.](image)

We subsequently circumvented the “projection method” by preparing a number imbalanced Fermi gas which enabled us to directly observe the superfluid phase transition [17]: If the core of the atomic sample is in the superfluid phase at equal density, it is surrounded by unpaired Fermions at unequal density. Therefore, the number imbalanced Fermi gas shows a bimodal density distribution, see figure 1-3, similar to a BEC surrounded by a thermal cloud.

Beginning around 2006/2007 we have started concentrating our efforts on quantitative studies of the BEC-BCS crossover using in-situ density distributions and radiofrequency spectroscopy.

Employing phase-contrast imaging allowed us to overcome the “problem” of the high optical density of the trapped atoms and gave us immediate access to the density difference between the two spin states. This way, we were able to demonstrate in-situ
Figure 1-4: Phase separation in a strongly interacting Fermi gas. As the trap depth of the potential, and therefore the temperature, is lowered, excess majority atoms are expelled out of the center of the Fermi mixture. The superfluid core of the sample is characterized by equal densities of majority and minority components. It is surrounded by a density imbalanced Fermi gas in the normal phase.

the phase separation of a number imbalanced Fermi mixture into a superfluid core surrounded by a polarized normal gas [18], see figure 1-4.

This, however, gave us access only to the density difference and not the individual density of each spin state. With the upgrade to a new camera, which allowed us to take two consecutive images separated only by a few tens of $\mu$s, we were able to image not only the density difference $n_\uparrow - n_\downarrow$ but a different linear combination of the densities $a n_\uparrow - b n_\downarrow$ with a second phase contrast image\(^1\). We were thus able to determine both the majority and the minority density, see figure 1-5. Using the local density approximation and three-dimensional density reconstruction, we were able to map out the phase diagram of the unitary Fermi gas [19] and the zero temperature phase diagram of imbalanced Fermi gases for various interaction strengths in the BEC-BCS crossover. The results will be presented in parts in chapter 2.

At the same time we performed experiments on radiofrequency spectroscopy in BEC1. Our first publication on radiofrequency spectroscopy of highly imbalanced Fermi gases in the normal state in 2007 raised the question of the nature of this normal state: We have observed a spectral gap in the normal phase even at the lowest temperatures achievable in the experiment. Initially, we have interpreted this as

---

\(^1\)In our previous setup this had not been possible due to the heating of the cloud as a result of the first phase contrast image. The typical detuning of 40MHz is not sufficient to suppress absorption of the first imaging pulse. With a sufficiently short delay time between the images, the cloud can be imaged before heating distorts the density profiles.
Figure 1-5: In-situ three-dimensional density profiles in the unitary limit at low temperature $T/T_F \approx 0.03$. The plot on the left shows the radially averaged column density profiles of majority (red) and minority (blue). Also shown are the column density difference profile (solid black) and the non-interacting density profile (dashed black) fit to the wings of the majority density distribution in order to determine the temperature. The center plot shows the three-dimensional density distributions of majority and minority. The plot on the right shows the local density imbalance $\sigma = (n_\uparrow - n_\downarrow)/(n_\uparrow + n_\downarrow)$. $R_c$ denotes the radius of the superfluid core.

Evidence for paired Fermions which remain in the normal state even at zero temperature [20]. It became clear after experiments performed a year later that, in fact, the spectral gap is a signature of the normal Fermi liquid. This topic will be the subject of chapter 3.

Up to this point, experiments on radiofrequency spectroscopy in $^6$Li had been plagued by several complications described below in chapter 1.5.1 and in the PhD thesis of my long-time colleague Christian Schunck [21]. In the following years we overcame these problems and developed radiofrequency spectroscopy into a powerful tool for quantitative studies. The first step was the introduction of tomographic radiofrequency spectroscopy [22]: Taking an image immediately after the radiofrequency population transfer and reconstructing the three-dimensional density allowed us to overcome the problem of trap-averaged radiofrequency spectra and to probe the local excitation spectrum. The next improvement was the introduction of a new strongly interacting Fermi mixture, comprised of hyperfine states $|1\rangle$ and $|3\rangle$ of $^6$Li, see figure 1-10. This overcame the problem of strong final state interactions and furthermore allowed taking spectra of both spin states. This paved the road for quantitative studies using radiofrequency spectroscopy and therefore the most recent results presented in chapters 3 and 4.

Before proceeding to the presentation of our experimental results, a few concepts and their underlying physics will be discussed in the next few sections.
1.2 Feshbach Resonances

Feshbach resonances are now a standard tool in the field of ultracold atomic physics as they are the mechanism allowing to tune the interaction strength between atoms in different states. For an extensive treatment please refer to [23]. The principle of a Feshbach resonance in the case of $^6\text{Li}$ is shown in figure 1-6: Two free neutral atoms in the triplet configuration at a relative kinetic energy of $E \approx 0$ interacting through the van der Waals potential are coupled to a quasibound state. The singlet and triplet states of the interatomic potential are coupled by the hyperfine interaction $V_{HF} = a_{HF} (s_1 \cdot i_1 + s_2 \cdot i_2)$. Since singlet and triplet state have different magnetic moments the energy of the incoming colliding atoms can be tuned with respect to a bound state in the singlet potential. A scattering resonance occurs when the energy of the incoming atoms is resonant with that of the bound state.

![Energy vs Interatomic Distance](image)

Figure 1-6: a) A Feshbach resonance occurs when the energy of two free atoms is coupled to and resonant with a bound state in the interatomic potential. b) The resulting energy level structure for two particles in a box

The s-wave scattering length, completely characterizing the interactions between atoms at low enough temperatures ($T < 1 \text{mK}$), can be shown to diverge and change its sign around a Feshbach resonance. Below the Feshbach resonance, where the interatomic potential supports a bound state\(^2\) of energy $E_b = \frac{\hbar^2}{m a^2}$, the excited states in figure 1-6b) consist of free atoms interacting repulsively, corresponding to a positive scattering length $a > 0$. The metastable ground state consists of molecular dimers.

\(^2\)The experimentally relevant bound state in the singlet potential is the vibrational state with quantum number $n = 38$. 
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whose residual interaction depends on four-body physics and can be calculated exactly and is given by $a_{dd} \simeq 1.18a$. Above the Feshbach resonance the interatomic potential does not support a bound state and colliding atoms simply acquire a phase shift in the scattering event given by the usual result $\delta = \arctan(-ka)$ corresponding to attractive interactions between the atoms.

It is important to note that the bound state in the interatomic potential is only populated when the magnetic field is adiabatically ramped from above the Feshbach resonance to below the Feshbach resonance if three-body interactions are suppressed. This is the case if the Franck-Condon factor, quantifying the wavefunction overlap between the incoming free atoms and the bound molecular state, is small enough for the time scale of three-body relaxation to be longer than other relevant time scales of the experiment, like the inverse Fermi energy $\hbar/\epsilon_F$. Therefore, a sample prepared below the Feshbach resonance represents a repulsive Fermi gas. This has important implications for the experiments presented in this thesis and has been used recently in search for ferromagnetic states in ultracold Fermi gases [24].

It is insightful to compare the above model of a Feshbach resonance to the more familiar case of a discrete state coupled to a continuum, e.g. an atom in an excited electronic state. A simple model has been presented in [25] based on a discrete state coupled to an unbounded continuum ($-\infty < E_{\text{cont}} < \infty$) of scattering states. Let us now remove the unphysical restriction of the absence of a lower bound for the free wave states. The resulting energy level structure corresponds the above single-channel model for a Feshbach resonance once the bound state energy $E_b$ crosses the lower bound $E_{\text{kin}} = 0$ to negative energies.

Before proceeding to the mean-field treatment of a many-body system, whose interactions can be tuned through the strongly interacting regime, let us review a simple toy model capturing many qualitative features of the many-body treatment [26]: A particle interacting with a $\delta$-potential characterized by the scattering length $a$, into which Pauli blocking effects are incorporated by confining it to a spherical box of the size of the interparticle spacing, see figure 1-7.

One of the important features that can be reproduced is the existence of an excitation gap between the ground state and the excited states above the Feshbach resonance, where pairing is a many-body effect. This model also demonstrates that there is a smooth crossover between the different physical regimes in spite of the diverging scattering length around the Feshbach resonance.
1.3 BEC-BCS Crossover: A Mean-Field Description

The tunability of the interaction strength by simply changing the external magnetic field gives ultracold atomic physics a unique advantage over condensed matter experiments. Let us consider a many-body system comprised of two fermionic species, $|\uparrow\rangle$ and $|\downarrow\rangle$. Without interactions, the momentum distributions are simply given by $\Theta(k = k_F)$, with the Fermi momentum $k_F$.

For small positive interactions, corresponding to $a > 0$, there is no bound state in the interatomic potential but the presence of the Fermi sea results in Cooper pairing [5], a many-body bound state. It was shown that the ground state of this system is not a Fermi Liquid, see chapter 3, but a Superfluid described by the famous BCS-wavefunction, named after the authors of their seminal paper [6], Bardeen, Cooper and Schrieffer. A simple picture for the effect of the presence of the Fermi seas is a restriction of phase space available for particles above the Fermi surface to scatter into. The Fermi sea makes this essentially a two-dimensional system, in which a bound state exists for arbitrarily small interactions.

For a deeply bound molecular state with small residual repulsive interactions, corresponding to $a > 0$, the system is comprised of composite bosons. The ground state is a Bose-Einstein condensate (BEC) of dimers and can be described by the

---

3The naive picture does not hold for $N$-dimensional space. The figure of merit is a constant density of states and not the restriction of the phase space to $N - 1$ dimensions.
A mean-field description of the entire BEC-BCS crossover regime, including the strongly interacting regime $|a| \to \infty$, based on [27, 28] can be found in [23]. Here we will review a few of the results. The generalized BCS-wavefunction takes the same form as in the limit $a \to 0^-$:

$$|\psi_{\text{BCS}}\rangle = \prod_k (u_k + v_k c_k^\dagger c_k^\dagger)|0\rangle$$  \hspace{1cm} (1.1)

where the $u_k, v_k$ are variational parameters obeying the normalization condition $|u_k|^2 + |v_k|^2 = 1$ and the $c_{k\sigma}$ are the creation operators for a particle in spin state $\sigma$.

We use the Hamiltonian

$$H = \sum_{k, \sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \frac{V_0}{V} \sum_{k, k', q} c_{k+q \uparrow}^\dagger c_{-k+q \downarrow}^\dagger c_k^\dagger c_{k'}^\dagger$$

$$\rightarrow \sum_{k, \sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \frac{V_0}{V} \sum_{k, k'} c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger c_{k'}^\dagger c_{-k'}$$  \hspace{1cm} (1.2)

where $V_0$ is a measure of the interaction strength between the particles, $V$ is the volume of the system. The second row represents the standard BCS approximation in which only terms of $q = 0$ are retained in the interaction, thereby neglecting finite
momentum Cooper pairs\(^4\)

The energy can be minimized under variation of \(E - \mu N\) with respect to \(u_k, v_k\). The results are:

\[
\begin{align*}
    u_k^2 &= \frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right) \\
    v_k^2 &= \frac{1}{2} \left( 1 - \frac{\xi_k}{E_k} \right)
\end{align*}
\] (1.3) (1.4) (1.5)

![Figure 1-9: Quasiparticle excitation spectrum \(E_k = \sqrt{\xi_k^2 + \Delta^2}\) for various interaction strengths in a mean-field description. A qualitative change can be observed at \(1/k_F a = 0.553\).](image)

Physically, \(v_k^2\) represents the momentum distribution of particles and \(u_k^2\) represents the distribution of holes. Here we have defined the kinetic energy \(\xi_k = \epsilon_k - \mu\) with respect to the chemical potential \(\mu\) and the quasiparticle excitation energy \(E_k = \sqrt{\xi_k^2 + \Delta^2}\), \(\Delta\) being the superfluid gap. The above equations are identical to the usual BCS result, the difference for atomic gases with arbitrary interactions strength being that the chemical potential \(\mu\) and the superfluid gap have to be solved self-consistently as a function of interaction strength \(1/k_F a\):

\[
-\frac{1}{V_0} = \int \frac{d^3k}{(2\pi)^3} \frac{1}{2E_k}
\] (1.6)

\[
n = 2 \int \frac{d^3k}{(2\pi)^3} v_k^2
\] (1.7)

The results for \(\mu\) and \(\Delta\) are plotted in figure 1-8.

\(^4\)This is a severe approximation with important results. See discussion below and in chapter 4.1.
The resulting quasiparticle excitation spectrum is shown in figure 1-9.

Although the above picture provides valuable qualitative insight, the results have been shown to be quantitatively inaccurate: a) In the deep BEC limit the residual interaction between molecules, characterized by the dimer-dimer scattering length can be shown to be \( a_{\text{dd}} = 2a \), differing from the exact result \([29]\) \( a_{\text{dd}} \approx 0.6a \). b) Even in the BCS limit, the mean-field result overestimates of the superfluid gap by a factor of \( \sim 2.2 \) - see discussion in 4.1. The reason for both of the above discrepancies is the reduction of the Hamiltonian 1.2 by setting \( q = 0 \). The same inaccuracy can be observed in the unitary limit: c) The chemical potential in the unitary limit in the mean-field treatment is \( \mu \approx 0.59\epsilon_F \), while it has been shown theoretically to range between \( 0.32\epsilon_F \) and \( 0.45\epsilon_F \) \([30, 31, 32, 33, 34, 35, 36, 37]\) and experimentally to range between \( 0.32\epsilon_F \) and \( 0.51\epsilon_F \) \([38, 39, 14, 40]\). c) The superfluid gap is \( \Delta \approx 0.69\epsilon_F \) in the above mean-field theory and has been theoretically predicted to be on the order of \( 0.45\epsilon_F - 0.54\epsilon_F \) \([41, 42]\). An experimental determination of the gap using momentum-resolved radiofrequency spectroscopy has found \( \Delta \approx 0.86\epsilon_F \) close to the critical temperature \([43]\). In chapter 4 we will use radiofrequency spectroscopy of Fermi systems characterized by a small density imbalance between \( |\uparrow\rangle \) and \( |\downarrow\rangle \) to determine the superfluid gap to be \( \Delta \approx 0.44\epsilon_F \) \([44]\). d) Another point of quantitative interest is the critical interaction at which the character of the system changes from fermionic to bosonic. This should be related to the position of the minimum in the quasiparticle dispersion, figure 1-9. For interactions stronger than \( 1/k_F a = 0.553 \), the lowest single-particle excitation energy is at finite momentum \( k > 0 \) and costs an energy \( \Delta \), whereas for weaker interactions the lowest excitation energy is at \( k = 0 \) at an energy of \( \sqrt{\Delta^2 + \mu^2} \). The interaction strength at which this transition happens is the one at which the chemical potential \( \mu \) is zero, see definition for \( E_k \). The critical interaction strength determining the change of character from fermionic to bosonic will be discussed in more detail in chapter 3.

We will discuss the approximations made in the above treatment and its shortcomings in chapter 4, in which we present a determination of the superfluid gap in the unitary regime using radiofrequency spectroscopy.

### 1.4 Experiment

The experimental setup and production of a strongly interacting degenerate gas of \(^6\text{Li}\) has been described in detail in \([45, 23]\). Here, we will only briefly review the procedure: An atomic beam is created in an oven containing \(^{23}\text{Na}\), a Boson, and \(^6\text{Li}\),
a Fermion. After a Zeeman slowing stage, $\sim 10^{10} \, ^{23}\text{Na}$ atoms and $\sim 10^9 \, ^{6}\text{Li}$ atoms are loaded into a dual species Magneto-Optical Trap (MOT) for a typically one second. After optically pumping $^{23}\text{Na}$ and $^{6}\text{Li}$ into their respective stretched states in order to avoid spin exchange collisions and for their magnetic trapping properties, the atoms are loaded into a magnetic trap of the Ioffe-Pritchard type. Both $^{23}\text{Na}$ and $^{6}\text{Li}$ are subsequently evaporated within 20s using microwave/radiofrequency radiation. At this point the $^{6}\text{Li}$ atoms are typically in the quantum degenerate regime at a temperature of $T \approx 0.3T_F$ with typically a few $10^7 \, ^{6}\text{Li}$ atoms and no $^{23}\text{Na}$ atoms left. The $^{6}\text{Li}$ atoms are subsequently loaded into an optical dipole trap (ODT) with a waist size of $\sim 70\mu\text{m}$ and an power of a few Watts, resulting in a typical trap depth of a few ten $\mu\text{K}$. Next the magnetic field is ramped up to around 690G within 2s, where there is a Feshbach resonance between the hyperfine states $|1\rangle$ and $|3\rangle$\textsuperscript{5}. Here a spin mixture of the states $|1\rangle$ and $|3\rangle$ of variable number imbalance is created using a Landau-Zener sweep. For the experiments on radiofrequency spectroscopy presented in this thesis, the $|1\rangle$ and $|3\rangle$ mixture is preferred over the $|1\rangle$ and $|2\rangle$ mixture because the final state interactions are weak and can easily be accounted for [46]. Next the power of the ODT is ramped down for evaporative cooling in 4s to a typical trap depth of a few $\mu\text{K}$. For the experiments presented in this thesis the typical atom number for highly imbalanced samples is $5 \cdot 10^6$ at a temperature of $T \approx 0.15T_F$ and for the balanced or moderately imbalanced samples $1 \cdot 10^7$ at a temperature of $T \approx 0.05T_F$.

1.5 Radiofrequency Spectroscopy: An Overview

1.5.1 A Little Bit of History

Radiofrequency spectroscopy has been experimentally realized on trapped cold neutral atoms for the first time a little over 20 years ago [47], from which the authors were able to deduce the temperature. Subsequently, forced evaporative cooling of neutral atoms using radiofrequency has been suggested [48, 49]. This was a crucial step to in order to increase phase space density [50, 51] and eventually made the realization of Bose-Einstein condensation possible [7, 8]. Radiofrequency induced transitions have also been used as an output coupler in order to create the first atom Laser [52] and to create spinor condensates [53, 54].

In the years following, radiofrequency spectroscopy has developed into a powerful

\textsuperscript{5}We have realized strongly interacting superfluid Fermi gases in other combinations of hyperfine states [46]: There is the much employed Feshbach resonance between states $|1\rangle$ and $|2\rangle$ at 834G, and also the $|2\rangle$ and $|3\rangle$ Feshbach resonance at 810G.
tool to study single-particle excitations in degenerate quantum gases. The first density dependent radiofrequency spectrum has been observed in Bose-Einstein condensates [55, 56], a clear signature of a mean-field shift due to interactions between the atoms.

With the advent of mixtures of degenerate Fermi gases [57, 58, 59, 60, 61, 62] radiofrequency spectroscopy has been used to study a variety of aspects of this new system: In the first radiofrequency spectroscopy experiments performed at JILA [63] and at MIT [64] the scattering length around a Feshbach resonance has been determined by an observation of the mean-field shift and was shown to switch sign around the Feshbach resonance. The authors of [64] also found an absence of the mean-field shift in a two-level system, in spite of the strong interactions between the atoms induced by a Feshbach resonance. This can be shown to be a direct consequence of the asymmetry of the fermionic wavefunction [65]. In the same year, the JILA group has verified the creation of molecules consisting of two Fermions below the Feshbach resonance [10] using radiofrequency dissociation spectra. The binding energy was shown to closely follow $E_b = \frac{h^2}{m_\sigma^2}$. In 2004, the Innsbruck group [13] observed bimodal radiofrequency spectra throughout the entire BEC-BCS crossover, see chapter 1.3: At low enough temperatures a second peak appeared in the radiofrequency spectra. This was interpreted as evidence for pairing and superfluidity throughout the BEC-BCS crossover. Three years later, after the experimental realization of number imbalanced mixtures of Fermi gases [16, 40], it was found that the minority component in a highly imbalanced normal mixture also shows a gap in the excitation spectrum [20]. This spectral gap was initially interpreted as a signature of pairing of Fermions in the imbalanced ground state.

At this time, a few shortcomings of standard radiofrequency spectroscopy became obvious. Up to this point spectra were obtained by radiofrequency transfer to a third state and subsequent time-of-flight for an accurate measure of the transferred atom number. Quantitative, and even qualitative, interpretation of the spectra was difficult due a variety of factors (for a detailed discussion see [21]), which have all been overcome by our group in the past few years:

1. **Problem**: Inhomogeneous trapping potential. Since many-body effects depend on the density, the spatially varying density yields a spatially varying gap $\Delta$, mean-field shift, interaction strength $1/k_F a$ and normalized temperature $T/T_F$. Even separate phases can exist within the trap [18].

   **Solution**: We have performed spatially resolved radiofrequency spectroscopy [22]. Immediately after the radiofrequency pulse an absorption image of the
final state is taken, projecting the three-dimensional density distribution onto a two-dimensional image. The three-dimensional density distribution can be obtained using the Inverse Abel Transform\(^6\)[66]. The resulting spectra represent the response of a homogeneous system in the local density approximation.

2. **Problem:** Strong final state interactions alter radiofrequency spectra qualitatively and quantitatively. If the atoms in the final state are non-interacting, or at least weakly interacting, the spectrum shows the typical dissociative shape \(I(\omega \propto \sqrt{\omega - \omega_{\text{in}}}/\omega_{\text{in}}})\), see 1.5.2. If the final state is also strongly interacting, the line shape is altered. Furthermore, bound-bound transitions [46, 67] appear.

**Solution:** We have a created a degenerate Fermion mixture using the hyperfine states |1\rangle and |3\rangle. State |2\rangle is only weakly interacting with both states |1\rangle and |3\rangle. The local spectra can be used to determine the pair size of Fermion pairs in the unitary regime [46, 21].

3. **Problem:** Hartree energy: Mean-field shifts usually neglected in interpretations can shift radiofrequency spectra. These are difficult to predict theoretically in the strongly interacting regime.

**Solution:** Hartree terms can be identified and quantified in radiofrequency spectra of imbalanced mixtures. This is discussed in chapter 4.

4. **Problem:** Absence of majority spectra: The qualitative and quantitative interpretation of the minority spectra requires comparison to the majority spectra.

**Solution:** The use of |1\rangle-|3\rangle mixtures has the additional advantage of allowing us to perform spectroscopy on both majority and minority components of the mixture using state |2\rangle as the final state. In previous experiments, obtaining radiofrequency spectra from both states |1\rangle and |3\rangle would have required a two-photon transition from state |1\rangle to state |3\rangle.

Recently, momentum resolved radiofrequency spectroscopy has been performed at JILA [43] allowing to extract information about the spectral function of strongly interacting Fermions, see also 3.3.2.

---

\(^6\)The inverse Abel transform is given by \(f(x, z) = -\frac{1}{\pi} \int_{-\infty}^{\infty} dy \frac{d^2 \rho(y, z)}{\sqrt{y^2 - x^2}}\), where \(n_{2D}(y, z)\) is the column density measured in a typical experiment.
1.5.2 A Little Bit of Theory

Radiofrequency is broadly defined as electromagnetic radiation in the frequency range from 300Hz to 3GHz\(^7\). Since the \(^6\)Li \(|1\rangle\)-|3\rangle Feshbach resonance is located at a magnetic field of 690G and the hyperfine constant for \(^6\)Li is \(a_{HF} \sim 152\)MHz, typical transition frequencies in our experiments are around 80MHz, corresponding to a wavelength of \(3 - 4\)m. As a consequence the momentum of the radiofrequency photon is negligible compared to the recoil of the atom. Another consequence is that radiofrequency transitions are typically magnetic dipole transitions - they act as a spin-flip operator\(^8\).

![Energy level structure of \(^6\)Li as a function of magnetic field.](image)

Figure 1-10: Energy level structure of \(^6\)Li as a function of magnetic field. The relatively small hyperfine constant \(a_{HF} \sim 152\)MHz results in a small splitting between the ground states with \(F = 3/2\) and \(F = 1/2\) of \(3/2 a_{HF} \sim 228\)MHz and in entering the Paschen-Back region at relatively low field (state |2\rangle has a maximum at \(\sim 27G\)). However, the admixture of the upper hyperfine levels is still large enough to ensure efficient radiofrequency transfer, see text.

Looking at the energy level structure in figure 1-10 of \(^6\)Li, one might be tempted to assume that the magnetic field around 690G would bring \(^6\)Li deep into the Paschen-Back regime and that the radiofrequency radiation flips the nuclear spin. However,

---


\(^8\)There are, however, electric dipole transitions in the radiofrequency range, e.g. The \(^2\)S\(_{1/2}\) to \(^2\)P\(_{1/2}\) transition at a frequency of 1000MHz in hydrogen.
using perturbation theory it can be shown that the hyperfine interaction \( V = a_{HF} \mathbf{S} \cdot \mathbf{I} \) results in an admixture to the wavefunction\(^9\) of the upper manifold \( m_s = 1/2 \) into the lower manifold \( m_s = -1/2 \), containing the experimentally relevant states \(|1\rangle\) and \(|2\rangle\), on the order of ten percent. Since the magnetic moment of the nucleus is a few thousand times smaller than that of the electron, the transitions are mostly due to electronic spin-flip. This raises the question whether, for the same radiofrequency power, a \(|1\rangle\rightarrow|2\rangle\) transition will have a matrix-element similar to the \(|3\rangle\rightarrow|2\rangle\) transition. Using the Breit-Rabi formula \([68]\) it can be shown that the matrix elements, and hence Rabi frequencies \( \Omega_R = \mu \cdot \mathbf{B} / \hbar \), are equal to within a few percent \( (\Omega_R^{(1)\rightarrow(2)}/\Omega_R^{(3)\rightarrow(2)} \simeq 0.94) \). Using fully spin-polarized atomic samples we were able to confirm the close agreement of the Rabi frequencies experimentally by directly measuring the Rabi frequency of spin transfer. This point is of importance for both experiments presented in chapters 3 and 4.

### 1.5.3 Radiofrequency Spectroscopy on the Microscopic Level

After establishing the nature of radiofrequency spectroscopy as a spin-flip operator, one can immediately define the corresponding interaction operator:

\[
V_{rf} = 2\pi \hbar \Omega_R^2 \sum_k \left( c_{k3}^\dagger c_{k1} + c_{k1}^\dagger c_{k3} \right)
\]

\[
\rightarrow 2\pi \hbar \Omega_R^2 \sum_k c_{k3}^\dagger c_{k1}
\]

where \( \Omega_R \) is the Rabi frequency, \( c_{k2}^\dagger \) is the creation operator for a free particle in the final state and \( c_{k1} \) the annihilation operator for a single particle in the initial state. The second line holds if the final state is empty, which is the case in a typical experiment.

\(^9\)In first order perturbation theory, the admixture to state \(|1\rangle\) (good quantum numbers: \( m_s = -1/2, m_I = +1 \)) is given by

\[
|n^{(1)}\rangle = a_{HF} \sum_{k \neq n} \frac{(k^{(0)}|\mathbf{S} \cdot \mathbf{I}|n^{(0)})}{E_n^{(0)} - E_k^{(0)}} |k^{(0)}\rangle
\]

\[
= a_{HF} \frac{\langle \frac{1}{2}, \frac{1}{2}, 1, 0 | S_z I_z | \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}, -\frac{1}{2} \rangle}{2\mu_B B} |1, 1, \frac{1}{2}, \frac{1}{2}, 1, 0\rangle
\]

where we have used \( \mathbf{S} \cdot \mathbf{I} = S_z I_z - S_+ I_+ + S_- I_- \) and only kept the relevant states in the second equality. Therefore, the admixture is \( \frac{\sqrt{2} a_{HF}}{2 \mu_B B} \simeq 0.1 \).
iment. From equation 1.9 it can be seen that the radiofrequency operator probes the single-particle excitation spectrum: One particle is removed from its environment and the energy cost, including interaction and kinetic energy, is provided by the radiofrequency photon: $\hbar\omega_{RF} \equiv E_k + \epsilon_k - \mu$. Using the generalized BCS-wavefunction $|\psi_{BCS}\rangle$, see section 1.3, and Fermi’s Golden Rule one can calculate the radiofrequency spectrum in linear response [23]:

$$I(\omega) = \frac{2\pi}{\hbar} \sum_f |\langle f|V_{RF}|\psi_{BCS}\rangle|^2 \delta(\hbar\omega - E_f)$$  \hspace{1cm} (1.10)

which can be written as [23]:

$$I(\omega) \propto \frac{\sqrt{\omega - \omega_{th}}}{\omega^2} \sqrt{1 + \frac{\omega_{th}}{\omega} + \frac{\mu}{\hbar\omega}}$$  \hspace{1cm} (1.11)

with $\mu$ the chemical potential of the generalized BCS state and the definition for the threshold frequency $\omega_{th} \equiv \sqrt{\mu^2 + \Delta^2} - \mu$. The first square-root factor is the dominant feature of the spectrum and quite generic, with the square-root representing the three-dimensional density of states and the $1/\omega^2$ dependence can be understood in the limit of high energy: It has been shown recently [69] that the momentum distribution of any system of Fermions interacting through a $\delta$-potential behaves as $C/k^4$ for high momenta. $C$ is the called the contact coefficient. In this limit, the kinetic energy dominates the dispersion relation and $\omega \propto k^2$. The contact coefficient will be the subject of chapter 3.7.4.

---

\(^{10}\)Transitions from states other than the approximately resonant one, state $|3\rangle$ in the above case, are usually highly suppressed as a typical linewidth of an experimental radiofrequency transition is on the order of kilohertz, whereas other hyperfine states are typically detuned by hundreds of Megahertz.
Chapter 2

Imbalanced Fermi Systems and the Phase Diagram

2.1 BEC-BCS Crossover with Density Imbalance: A Mean-Field Description (and Beyond)

In a mean-field description, the results of chapter 1.3, see also 4.3 are readily generalized, see [70, 71] and references therein. For imbalanced Fermi systems $n_\uparrow \neq n_\downarrow$ the free energy to be minimized now takes the form $\langle H - \mu n - h \Delta n \rangle$, where $H$ is the Hamiltonian defined previously in equation 1.2, $\mu$ is the systems chemical potential fixing the total density $n = n_\uparrow + n_\downarrow$, $h$ is the species-imbalance chemical potential, fixing a constant density difference $\Delta n$ just as $\mu$ fixes the total particle density. By comparison to electrons in a metal subject to a magnetic field it is clear that $h$ plays the role of an effective Zeeman field and $\Delta n$ can be regarded as an effective magnetic moment. From now on we will refer to $h$ as the Zeeman field. The dimensionless normalized density difference $\sigma = \Delta n/n$ is typically used as a parameter of the system. $\sigma$ is usually referred to as the polarization.

It can be shown that the excitation spectrum 1-9 takes the form:

$$E_\uparrow(k) = \sqrt{\xi_k^2 + \Delta^2 - h}$$

$$E_\downarrow(k) = \sqrt{\xi_k^2 + \Delta^2 + h}$$

where, as before, $\xi_k = \epsilon_k - \mu$. Now the coherence factors $v_k, u_k$ are modified to:

$$u_k^2 = 1 - v_k^2 = \frac{E_\uparrow(k) - \xi_k - h}{E_\uparrow + E_\downarrow}$$

$$v_k^2 = 1 - u_k^2 = \frac{E_\downarrow(k) - \xi_k + h}{E_\uparrow + E_\downarrow}$$
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Figure 2-1: Zero temperature mean-field phase diagram of Fermions in the BEC-BCS crossover. Plotted is the phase as a function of number imbalance $P = \frac{N_1 - N_2}{N_1 + N_2}$ and interaction strength $1/k_F a$ (taken from [71]). The grey area is a phase separated state between a superfluid of equal densities and a partially polarized normal phase. $SF_M$ stands for a polarized superfluid. $P_{c1}$ and $P_{c2}$ denote the phase boundaries separating the different phases.

And the number and gap equations 1.7 are:

$$-\frac{1}{V_0} = \int \frac{d^3k}{(2\pi)^3} \frac{1 - f(E_T) - f(E_L)}{E_T(k) + E_L(k)}$$  \hspace{1cm} (2.4)

$$n = 2 \int \frac{d^3k}{(2\pi)^3} (n^2_k f(E_\sigma) + v_k^2 f(-E_{-\sigma}))$$  \hspace{1cm} (2.5)

It can be seen that in the limit of equal densities $\sigma = 0$ the above equations reduce to the familiar BCS results of chapter 1.3.

### 2.2 Theoretical Phase Diagrams

With the above equations one can produce the zero-temperature phase diagram in the BEC-BCS crossover shown in figure 2-1.

This treatment has been generalized to finite temperatures [72].

Just as in the balanced case presented in chapter 1.3, the above mean-field treatment for the imbalanced case exhibits many of the qualitative features of the phase
Figure 2-2: Zero temperature phase diagram obtained by fixed-node Monte Carlo calculations, including interactions in the normal phase (taken from [73] and modified). Plotted is the phase as a function of number imbalance $P = \frac{N^+ - N^-}{N^+ + N^-}$ and interaction strength $1/k_Fa$. The arrows point to the qualitatively very different regimes, which will be presented in the following chapters. The nomenclature is as follows: Polarized superfluid $SF_P$, balanced superfluid $SF_0$, partially polarized normal phase $N_{pp}$, fully polarized normal phase $N_{FP}$. The different phases are discussed in chapter 2.3.

diagram. But the mean-field treatment fails when put to the test quantitatively. A discussion of the shortcomings of a mean-field treatment have been provided at the end of chapter 1.3 and will be discussed in more detail in chapter 4.1. In essence, the quantitative inaccuracy can be traced back to neglecting interactions in the normal phase. The authors of [73] perform fixed-node Monte Carlo simulations taking the interactions in the normal phase into account [74, 75], see figure 2-2. These normal state interactions will be the subject of chapter 3, in which we use radiofrequency spectroscopy to experimentally determine the properties of this Landau Fermi Liquid of a strongly interacting Fermi system.

As is indicated in figure 2-2, in the following chapters 4 and 5 we will focus on quantitative studies of the single-particle excitation spectrum using radiofrequency spectroscopy in two different physical regimes: The highly imbalanced normal phase and the (almost) balanced superfluid phase. In chapter 6 we will present another
quantitative study, in which we use the density distribution in a non-homogeneous potential to determine the equation of state for finite temperature at unitarity.

2.3 Discussion of the Theoretical Phase Diagram

$T = 0$: The phase diagram in figure 2-2 shows a very rich structure and here we will discuss the different phases based on [71, 73, 76].

The line $P = 1$ or $N_\downarrow = 0$ is the fully polarized non-interacting Fermi gas ($N_{FP}$). Here, the system consists of Fermions filled up to momentum $k_F$, resulting in the well-known equation of state:

$$E_{N_{FP}} = \frac{3}{5}N_\uparrow E_{F\uparrow}$$

(2.6)

with the Fermi energy $E_{F\uparrow} = \frac{\hbar^2 k_F^2}{2m}$.

The limit of a single impurity ($P = 1^-$) is the line infinitesimally below $P = 1$. This polaronic phase, a phase of dressed quasiparticles interacting with a Fermi sea, already yields rich information about the interacting system. In particular, in chapter 3 we will show that a dilute gas of such Fermi-polarons (more than a single impurity) is characterized by a binding energy, an effective mass $m^* \neq m$ and weak interactions and essentially follows the physics of the single impurity limit. This allows to extrapolate into the much more complicated partially polarized normal phase ($N_{PP}$). We encounter this phase at finite imbalance (concentration $x \equiv N_\downarrow / N_\uparrow > 0$) if the two-body bound state energy is not too large. In the regime $x \ll 1$ the equation of state can be expanded as [74]:

$$E_{N_{PP}} = N_\uparrow E_{F\uparrow} \left(\frac{3}{5} - Ax + \frac{3}{5} m^* \frac{x^{5/3}}{m^*} + \frac{3}{5} Fx^2\right)$$

(2.7)

The first term is the energy of the majority Fermi sea, assumed not to be appreciably perturbed by the presence of a few minority particles. The second term represents the interaction energy of polarons with the majority particles. It is attractive and quite significant in the unitary limit: $A \simeq 0.6\epsilon_F$. The third term represents the energy of a Fermi sea of non-interacting polarons since$^1$ $(E_{F\downarrow} N_\downarrow)/(E_{F\uparrow} N_\uparrow) = \frac{m^*}{m} x^{5/3}$. The effective mass renormalization has been shown to be fairly small and on the order of $m^* = 1.17m$ in the unitary limit [77, 74, 78]. The fourth term represents the

$^1$Since the effective mass might depend on the density, the third term in the parametrization in equation 2.7 might have to be modified to depend on $x^{7/3}$ instead of $x^{5/3}$. 31
(weak) interactions between polarons and has been calculated to be \( F = 0.14 \) using fixed-node Monte Carlo calculations [74].

Once the density imbalance between majority and minority becomes smaller, the system enters a phase separated state \((\text{SF}_{0}+\text{N}_{\text{PF}})\) with a balanced superfluid separated from a partially polarized normal phase. The unitary limited balanced superfluid state is described by the equation of state:

\[
\mu = \xi E_F
\]

(2.8)

where \( \xi = 1 + \beta \) with the Bertsch parameter \( \beta \). The value of \( \xi \) is still subject to discussion, ranging between \( 0.32 < \xi < 0.49 \) [30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 14, 40]. In this regime of equal densities, the existence of the superfluid gap expels all excess particles out of the superfluid as their presence would “cost” an energy \( \Delta \). It is obvious that the phase diagram depends strongly on the precise energetics of the normal and the superfluid phase and they will be the subject of the following chapters.

In the deep BEC regime, it is clear that the imbalanced ground state consists of a BEC of strongly bound molecules weakly interacting with excess majority atoms (all minority atoms are bound into molecules). The interactions between fermionic atoms and the bosonic molecules are characterized by the scattering length \( a_{ad} \sim 1.18a \) [79] and the typical mean-field energy \( U_{\text{MF}} = \frac{4\pi\hbar^2 a_{ad}}{m} n_d \). In this regime, the superfluid is called partially polarized \((\text{SF}_P)\).

If \( U_{\text{MF}} \) is increased beyond a critical value, the system will phase separate into a partially polarized superfluid and a fully polarized normal cloud \((\text{SF}_P+N_{\text{FP}})\). In a homogeneous system the phase separation would be evident. For the experimentally relevant harmonic trapping potential, this transition would be less obvious as the majority cloud extends beyond the size of the superfluid. Since the superfluid density continuously approaches zero and the transition is of first order, it can only be observable through a kink in the trapped three-dimensional majority density distribution at the interface, a signature very hard to detect experimentally.

For increasing interactions one might enter a small sliver of a phase separated state between a partially polarized superfluid and a partially polarized normal region \((\text{SF}_P+N_{\text{PP}})\). This phase does not exist in a mean-field description and the authors of [73] concede that this phase might not be realized.

A further increase in the interaction strength results in a phase separated state between a balanced superfluid and a partially polarized normal gas. The critical density imbalance \( \sigma_c \) in the normal phase at the interface between the superfluid
and the normal region was calculated [73] and experimentally confirmed [19] to be \( \sigma_c \approx 0.36 \).

### 2.4 Experimental Phase Diagram

As is intuitively obvious and as can be seen from figure 2-2, as \( 1/k_F a \) is increased towards the BEC side of the Feshbach resonance, more and more minority particles pair up with majority particles, thereby increasing the critical polarization \( \sigma_c \) in the normal phase. At a certain critical interaction strength, all minority particles will be bound in generalized molecules, no matter how high the density imbalance - this is the polarized superfluid regime.

Its experimental signature is immediately accessible through the majority and minority density profiles, see figure 2-3. The top row shows elliptically averaged column density profiles and the column density difference. The reconstructed three-dimensional density profiles of majority and minority are shown in the second row. As the BEC limit is approached, one can indeed clearly see the region of the partially polarized normal region shrinking until all minority particles are paired into a Bose-Einstein condensate of molecules, phase separated from a fully polarized normal region. The density imbalance \( \sigma = (n_\uparrow - n_\downarrow)/(n_\uparrow + n_\downarrow) \) is shown in the third row, confirming that the critical imbalance indeed approaches unity. This critical imbalance is plotted in figure 2-4 as a function of interaction strength and compared to the Monte Carlo phase diagram, as well as to the data in the following chapters using a different method: Radiofrequency spectroscopy.

### 2.5 Phase Diagram at Finite Temperatures

So far we have limited the discussion to the zero-temperature case. Theoretically, making a quantitative prediction at finite temperature for a density imbalanced system remains a formidable challenge even within the realm of mean-field theory as one must include the effect of thermally excited molecules and quasiparticle excitations (see also chapter 4), which might be strongly interacting in the unitary regime. Again, one must resort to Monte Carlo calculations\(^2\) and experiments [19, 80] to test the accuracy of theories. In fact, even the balanced two-component Fermi mixture at

\(^2\)While there have been various Monte Carlo calculations for the imbalanced case at zero temperature and the balanced case at finite temperature, to date the treatment of imbalanced Fermi gases at finite temperature remains elusive.
Figure 2-3: Density profiles of imbalanced Fermi mixtures in a harmonic trap. The top row (a)-(e) shows the averaged column-density profiles for various magnetic fields. Green: Majority, blue: Minority, black: Column density difference. The black dotted line is a zero-temperature Thomas-Fermi distribution fit to the majority wing ($r > R_c$). The middle row (f)-(j) and the bottom row (k)-(o) show the reconstructed three-dimensional density distributions and the spin polarizations obtained from the profiles in the top row. The critical polarizations $\sigma_c$ at the phase boundary $r = R_c$ are indicated by the right-pointing arrows. The values for $R_T$ (in μm), $R_c/R_T$, and $R_d/R_T$ were respectively: for (a), (f), (k), 381, 0.33, 0.33; for (b), (g), (l), 380, 0.33, 0.33; for (c), (h), (m), 362, 0.35, 0.59; for (d), (i), (n), 371, 0.44, 0.72; for (e), (j), (o), 367, 0.41, 0.76. $T/T_{F0} \approx 0.05$, and $T_{F0} \approx 1.0 \mu$K (see the text for definitions).

finite temperatures in the unitary regime is still under current theoretical and experimental investigation. We will present an outlook on our recent experimental efforts in this regard in chapter 5.

For completeness, we will briefly present our results on the finite temperature phase diagram in the unitary limit. For more details refer to [19] and Christian

34
Figure 2-4: Experimental phase diagram approaching zero temperature. Critical interaction strength determined by several methods: Solid green triangles: Density distribution. Solid red circles: Radiofrequency spectroscopy of polarons, chapter 3. Open blue squares: Radiofrequency spectroscopy of moderately imbalanced Fermi mixtures based on figure 4-9 in chapter 4. For comparison, the first order phase transition line from Monte Carlo calculations is added as solid black line, see figure 2-2.

Schunck's thesis [21].

We have used an analysis of the density profiles of majority and minority components and recorded the critical density imbalance in the normal ($\sigma_c$) and in the superfluid ($\sigma_c$) region, this time as a function of the normalized local temperature $T/T_F$. The resulting finite temperature phase diagram is shown in figure 2-5.

The fact that at finite temperature the superfluid supports finite polarizations $\sigma$ in the form of thermally excited quasiparticles will be used in chapter 4 to determine the superfluid gap $\Delta$ and the Hartree energy $U$.

Furthermore, finite temperatures make the superfluid less robust against imbalance, for instance the critical polarization is reduced from $\sigma_c \simeq 0.36$ at zero temperature to $\sigma_c \simeq 0.2$ at $T/T_F \simeq 0.07$, see figure 2-5. This might explain the discrepancy between the Monte Carlo calculations and our data in figure 2-4. For an accurate
Figure 2-5: Experimental phase diagram at finite temperature in the unitary limit. The critical polarizations $\sigma_c$ (black solid circles and square) and $\sigma_c$ (grey solid circles) are displayed along the local $T/T_F$ at the phase boundary. The yellow area ($\sigma_s < \sigma < \sigma_c$) represents a thermodynamically unstable region, leading to the phase separation, see chapter 2.3. We identify the tricritical point, separating a first order phase transition ($T/T_F < 0.07$) from a second order phase transition ($T/T_F > 0.07$). The linear fit to the $\sigma_c$ values is shown as a guide to the eye for the normal-to-superfluid phase transition line. Each data point consists of five independent measurements and error bars indicate the standard deviation.

Comparison, a theoretical phase diagram is needed for finite temperatures.
Chapter 3

The Fermi-Polaron

3.1 $N+1 = \text{The Impurity Problem}$

A seemingly simple problem: What is the energy of a single $|\downarrow\rangle$ particle (fermion or boson) interacting with an environment of $|\uparrow\rangle$ fermions, composing a Fermi sea, which we will denote as $|FS\rangle_I$? Apart from the universal interest the impurity problem has as discussed below, we have seen in the previous chapter that the interactions in the normal state have substantial impact on the phase diagram of imbalanced Fermi mixtures. This becomes obvious when a quantitative comparison is made between the mean-field phase diagram, neglecting normal phase interactions, and the Monte Carlo calculations including these interactions, see figures 2-1 and 2-2.

In general, no real physical system is free of imperfections and impurities. Modeling the ions in a metal as having a perfect crystalline structure and treating the electrons as free waves in Bloch bands is surprisingly successful in describing many properties at high temperature. However, at low temperatures, on the order of the interaction energy between impurity and environment, new phenomena appear. A famous example is the Kondo effect, where immobile magnetic impurities decrease the mobility of conduction electrons, therefore giving rise to an enhanced resistance in metals below the Kondo temperature [81]. Without the presence of an impurity, the resistance decreases quadratically with the temperature, the usual signature of Pauli blocking.

A different example for an impurity problem is an electron moving in a crystal lattice creating a localized polarization, or phonon wavepackets, by displacing the ions in a crystal from their respective equilibrium positions. The electron dressed by phonons forms the lattice polaron [82]. The difference to the above examples and the experimental system presented later in this chapter is that the fermion is interacting
with a bosonic environment, the lattice phonons.

The phonons, or lattice polarization, created by one electron can, in turn, interact with another electron giving rise to the small attractive interaction responsible for Cooper pairing [5] and are therefore an essential ingredient for the formation of the superfluid phase. This immediately raises the question of the connection between interacting polarons (the limit of $T \to 0$ and $\sigma \to 1$ in 2-5) and the normal state of a balanced Fermi gas above the superfluid transition temperature $T_C$ (the limit of $\sigma \to 0$ and $T > T_C$ in 2-5). If superfluidity can be regarded as condensation of interacting polarons, a good understanding of the normal polaronic phase might prove essential.

As interacting Fermi systems have been successfully described within the framework of Landau’s Fermi Liquid Theory, we will introduce the basic concepts of quasiparticles and their properties below, largely based on [83].

### 3.2 Another Angle on the Impurity Problem

Above, the argument is made that the a single Fermion interacting with a Fermi sea constitutes a quasiparticle which can be described in terms of Fermi liquid theory. One can look at this problem from the other end: Consider two Fermions in a box at almost zero kinetic energy, whose interaction potential is close to supporting a bound state and that this bound state can be tuned above or below the energy of the incoming particles. This is a typical realization of a strongly interacting system around a Feshbach resonance and can be solved exactly [23]. Their energy is shown figure 3-1a: There exists a bound state in the interatomic potential below the Feshbach resonance (dashed line), above the Feshbach resonance the particles scatter off each other and acquire a phase shift related to the scattering length $a$.

How is the energy of the particles modified if one were to add particles of one kind to the system, one by one, building up a majority Fermi sea? The result is also shown in figure 3-1a as the solid black line. It can be seen that the energy changes substantially: At unitarity where we expect the binding energy to be zero, it is in fact a sizeable fraction of the majority Fermi energy. Away from the Feshbach resonance the modification reduces and eventually approaches the mean-field limit. The energy difference between two-body physics and many-body physics is shown in figure 3-1b. Another important result is that, even when the interatomic potential supports a bound state, no two-body bound state is formed. The particle remains a fermionic (quasi-) particle instead of forming a composite boson or molecule. Physically it
is clear, though, that once the two-body binding energy reaches a critical value, a bosonic molecule will form regardless of the presence of a Fermi sea. We expect this critical interaction strength to be reached when the two-body binding energy \( \frac{\hbar^2}{ma^2} \) is on the order of the Fermi energy of the Fermi sea. It is important to note, see also figure 3-11 and 3-1 that the energy of this bosonic quasiparticle is not described by \( \frac{\hbar^2}{ma^2} \) but will also be modified due to the presence of the Fermi sea. We will discuss this "Molaron" below.

### 3.3 Landau’s Fermi Liquid Theory

How is it possible that the naïve model for metals as free electrons moving in a lattice structure is so successful in describing the properties of solids when the electrons are, in fact, interacting through the Coulomb force, which is, although screened, still rather strong? The explanation and theoretical framework has been provided by L.D. Landau more than 50 years ago [82]. At the core of Fermi Liquid Theory is the notion of a quasiparticle, characterized by its effective mass \( m^* \), its quasiparticle residue \( Z \) and the interaction parameters \( F_s \) and \( F_a \).

In a non-interacting Fermi system free particles of wavevector \( \mathbf{k} \) are the eigenstates. This, together with Pauli’s exclusion principle, completely characterizes the ground and excited states: The ground state is just a filled Fermi sea - at zero temperature the
occupation probability is one for \( k \leq k_F \) and it is zero for \( k > k_F \). A particle added above the Fermi momentum \( k_F \) or a hole added below \( k_F \) constitutes an elementary excitation of the system. These excitations are also eigenstates of the system and therefore have an infinite lifetime.

Consider now a system of Fermions in which the interactions are gradually, i.e. adiabatically, switched on. The system will remain in its ground state but now with an interaction term in the Hamiltonian. Free particles are no longer eigenstates of the system as particles will scatter and "dissolve" into the ground state by way of particle-hole excitations in the Fermi sea. Similarly, if interactions are switched on starting with a system in its ground state plus an elementary excitation at \( k > k_F \), this excitation will be an approximate eigenstate of the real interacting system if its lifetime is long enough that it qualifies as an eigenstate. As the Pauli principle together with energy conservation restrict the available phase space for decay, one can see that the lifetime of an added particle of energy \( \xi_k = \epsilon_k - \mu \), measured relative to the Fermi energy, has a scattering probability, or lifetime, proportional to \( 1/T(\xi) \propto \xi^2 \). Hence, this excitation can be treated as an approximate eigenstate if its energy is close to the Fermi energy \( \xi_k \to 0 \). This elementary excitation is called a quasiparticle of momentum \( k \) to the real ground state. Similarly, an elementary excitation of \( k < k_F \) is called a quasihole.

### 3.3.1 Quasiparticles

Quasiparticles are Fermions since the system adiabatically evolves from a system of non-interacting Fermions. In the ground state the real system can be represented as is shown as the solid black line in figure 3-2 - there are no quasiparticles present above \( k_F \) and no quasiholes below \( k_F \). It is important to stress that figure 3-2 does not show the distribution of quasiparticles, as they are only well-defined entities close to the Fermi energy. In other words, quasiparticles are elementary excitations and give no information about the ground state of the system. Also shown is the effect of interactions on the distribution of the bare particles.

Just as in the non-interacting case, the excitation of the system can be characterized by the deviation from the ground state:

\[
\delta n(k) = n(k) - n_0(k)
\]  

(3.1)

and for small densities of quasiparticles \( N_{\text{exc}} = \sum_k |\delta n(k)| \ll N \) and energies near the Fermi energy, the energy of the system can be expanded as:
bare particles
grund state: no quasiparticles above \( k_F \), no quasiholes below \( k_F \)

\[ Z = z_{k_F} \]

Figure 3-2: Cartoon picture of the ground state momentum distribution (solid black line) and bare particle momentum distribution (solid red line).

\[
E[\delta n(k)] = E_0 + \sum_k \epsilon_k \delta n(k) + \frac{1}{2V} \sum_{k,k'} f(k,k') \delta n(k) \delta n(k')
\]  

(3.2)

where \( E_0 \) is the (interacting) ground state energy, \( \epsilon_k \) is the energy of non-interacting quasiparticles \( \epsilon_k = \frac{k^2 \hbar^2}{2m*} \), with the definition of the effective mass \( m^* \) and \( f(k,k') \) contains the interactions between quasiparticles.

The effective mass \( m^* \) will be different from the bare mass \( m \) due to the interactions between the bare particles. It is insightful to think of quasiparticles as bare particles being “dressed” by their surroundings - a quasiparticle is a superposition of different unperturbed states. In this picture it is easy to see why the effective mass of a quasiparticle differs from that of a free particle: It is dragging along a cloud of dressing particles. A quantity related to the effective mass is the quasiparticle residue \( Z \), which quantifies how much “bare particle” is contained in a quasiparticle at momentum \( k \). \( Z \) also gives the size of the “jump” in the bare particle distribution at \( k = k_F \) called the Migdal discontinuity, see also figure 3-2. We will get back to this point in the next section on the microscopic description of interacting Fermi systems.

The function \( f(k,k') \) in equation 3.2 is difficult and tedious to compute. However, it is generally clear that the interaction between quasiparticles is important in the description of collective excitations, such as sound waves, spin waves, etc. More specifically, \( f(k,k') \) can be decomposed into a symmetric part \( f^s(k,k') \), independent
of spin, and an antisymmetric part $f^a(k, k')$, and then expanded in Legendre polynomials. The resulting coefficients $F^a_\mu$ can be connected to parameters measurable in experiments, such as the effective mass $m^*$ related to $F^a_5$, the speed of sound or the compressibility $\frac{\partial n}{\partial \mu}$ related to $F^a_0$ and the paramagnetic spin susceptibility $\chi_p$ related to $F^a_\mu$.

### 3.3.2 Fermi Liquid Theory on a Microscopic Level

We begin with the definition of the single particle Green function $G(xt, x't')$. It contains all the information about one particle or one hole. It is defined as:

$$G(xt, x't') := i\langle \phi_0 | T\{\psi(x, t)\psi^\dagger(x', t')\} | \phi_0 \rangle$$

(3.3)

where $| \phi_0 \rangle$ is the true ground state wavefunction of the system and generally unknown, $T\{\ldots\}$ is the time ordering operator, and $\psi(x, t), \psi^\dagger(x, t)$ are the annihilation and creation operators, respectively. The interpretation of formula 3.3 is immediately clear: $G(xt, x't')$ is the probability amplitude of finding a particle at $x$ at time $t$, when a particle has been added at $x'$ at time $t'$.

For simplicity, let us assume that the system is translationally invariant and that the time evolution is independent of the starting time $t'$. The Fourier transform is then $G(k, t)$. $G(k, 0^-)$ is proportional to the momentum distribution $n(k)$:

$$G(k, 0^-) = -in(k)$$

(3.4)

A hole is added at $t' = 0$: $a_k(0)|\phi_0\rangle$. If one were to measure at an infinitesimal time step later, one would have have measured the probability of being able to create a bare hole, which is proportional to the momentum distribution $n(k)$. Note that the added particle is a bare particle and therefore not an eigenstate. Eventually, for long enough times the particle will scatter and the according excitation will damped as expressed by the fact that $\lim_{t \to \infty} G(k, t) \to 0$.

At this point it is convenient to introduce the spectral function $A(k, \omega)$:

$$A_+(k, \omega) = \sum_n |\langle \phi_n | a_k^\dagger | \phi_0 \rangle|^2 \delta(\omega - \epsilon_n)$$  

(3.5)

$$A_-(k, \omega) = \sum_n |\langle \phi_n | a_k | \phi_0 \rangle|^2 \delta(\omega - \epsilon_n)$$  

(3.6)

$$A(k, \omega) = A_+(k, \omega) + A_-(k, \omega)$$  

(3.7)
Similarly to the physical interpretation of equation 3.3, \( A_{+/-} \) is the probability that adding/removing a particle with momentum \( k \) to the system will be associated with, in other words “costs”, the energy \( \hbar \omega \). For free particles the energies \( \epsilon_n \) are just the \( \epsilon_k = \frac{\hbar^2 k^2}{2m} \) and \( A(k, \omega) \) is a sum of discrete \( \delta \)-functions as the fermionic excitations are eigenstates. Including interactions, an added particle is not an eigenstate any more but a superposition of the eigenstates of the interacting system. However, following the argument above, excitations close to the Fermi energy constitute quasiparticles and one can expect \( A(k, \omega) \) still to exhibit maxima at the new resonance frequencies \( \epsilon_k \) spread out over a width \( \Gamma_k \), determining the inverse lifetime of the quasiparticle. More explicitly, with the definition of the spectral function and the Green function above:

\[
-iG(k, t) = e^{-i\mu t} \int_0^\infty A_+(k, \omega) e^{-i\omega t} d\omega
\]  

(3.8)

with the chemical potential \( \mu \). This can be rewritten deforming the contour of integration and choosing \( \alpha \gg 1/\tau \):

\[
-iG(k, t) e^{i\alpha t} \approx \int_0^{i\alpha} A_+(k, \omega) e^{-i\omega t} d\omega - 2\pi i \sum_j \zeta_j e^{-i\omega_j t}
\]  

(3.9)

where \( \zeta_j \) are the residues of \( A_+(k, \omega) \). One of the poles of \( A(k, \omega) \) will give a dominant contribution. The according frequency is \( \omega = \xi_k - i\Gamma_k \). The other poles and the integral along the imaginary axis give contributions of various frequencies and very quickly decohere. Defining \( z_k := 2\pi i \xi_k \), the time evolution of an added bare particle is:

\[
iG(k, t) = z_k e^{-i\xi_k t - \Gamma_k t} + iG_{inc}(k, t)
\]  

(3.10)

Therefore, with \( A(k, \omega) = -2 \text{Im} G(k, \omega) \) for \( k \to k_F \) the spectral function can be written as:

\[
A(k, \omega) = Z \delta(\omega - \xi_k) + A_{inc}(k, \omega)
\]  

(3.11)

From the equations above it is clear that \( Z = z_{k_F} \) can be interpreted as the probability of free propagation of a quasiparticle. More generally, it can be shown that \( z_k \) measures how much bare particle is contained in a quasiparticle.

Inserting a complete set of eigenstates into 3.3 and using the above definitions 3.7 for the spectral function and performing the Fourier transform, one arrives at the Lehmann-representation for the Green function:
\[ G(k, \omega) = \int_0^\infty d\omega' \left( \frac{A_+(k, \omega)}{\omega' - \omega + \mu - i0^+} - \frac{A_-(k, \omega)}{\omega' + \omega - \mu - i0^+} \right) \] (3.12)

which we will need in the next chapter when making the connection between the self-energy \( \Sigma(k, \omega) \) and the spectral function.

### 3.3.3 Calculating \( m^* \) and \( Z \)

In order to explicitly calculate the properties of an interacting system described by a Hamiltonian of the form \( H = H_0 + H_1 \), we not only need the single particle Green function but the two-particle Green function, which is defined similar to the one-particle Green function in equation 3.3:

\[ K(x_1, x_2, x_3, x_4) := \langle \phi_0 | T\{ \psi(x_1)^\dagger \psi(x_2)^\dagger \psi(x_3) \psi(x_4) \} | \phi_0 \rangle \] (3.13)

With this definition, the Schrödinger equation can be expressed in terms of the Green functions:

\[ \left( \frac{\partial}{\partial t} - i \frac{\hbar^2 \nabla^2}{2m} \right) G(x, x') - \int d^3x'' V(|x| - |x''|) K(x'', x, x'', x') = i\delta(x - x') \] (3.14)

After Fourier-transforming this equation can be expressed as:

\[ \left( \frac{\hbar^2 k^2}{2m} - \omega - \Sigma(k, \omega) \right) G(k, \omega) = 1 \] (3.15)

The quantity \( \Sigma(k, \omega) \) is called the self-energy and contains all the effects of interactions in the system. It is in essence the correction to the free-particle kinetic energy \( \epsilon_k \) by interactions and is therefore closely related to the effective mass \( m^* \) and the quasiparticle residue \( Z \), see discussion following equation 3.2. Equation 3.15 and 3.10 can be combined to give the well-known result for the quasiparticle residue \( Z \):
\[
\begin{align*}
  z_k &= \frac{1}{2\pi i} \int G(k, \omega) \, d\omega \\
  &= \frac{1}{2\pi i} \int \frac{d\omega}{\omega - \left( \frac{\hbar^2 k^2}{2m} - \Sigma(k, \omega) \right)} \\
  &= \frac{1}{2\pi i} \int d\omega' \left( 1 + \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right)^{-1}_{\omega=\epsilon_k} \\
  &= \left( 1 + \frac{\partial \Sigma(k, \omega)}{\partial \omega} \right)^{-1}_{\omega=\epsilon_k}
\end{align*}
\] (3.16)

As mentioned above, one can relate the effective mass to the self-energy \( \Sigma(k, \omega) \) from equation 3.15. The pole of the Green function giving the dispersion relation satisfies \( \omega = \epsilon_k + \Sigma(k, \omega) \). Expanding around the ground state \( k = 0 \) and \( \omega = \mu + \omega' \) gives:

\[
\mu + \omega' = \epsilon_k + \Sigma(0, 0) + \frac{\partial \Sigma(\epsilon_k, \omega')}{\partial \epsilon_k} \epsilon_k + \frac{\partial \Sigma(\epsilon_k, \omega')}{\partial \omega'} \omega'
\]

leading to:

\[
\frac{m^*}{m} = \frac{1 - \frac{\partial \Sigma}{\partial \omega}}{1 + \frac{\partial \Sigma}{\partial \epsilon_k}}
\] (3.20)

Here we made the substitution \( \epsilon_k = \frac{\hbar^2 k^2}{2m} \) and replaced \( \Sigma(0, 0) \) by \( \mu \), which is only true in the case of a single impurity particle as no momentum states are blocked.

Finally, for completeness let us make the connection between the self-energy \( \Sigma(k, \omega) \) and the spectral function \( A(k, \omega) \) by inserting the standard identity \( \frac{1}{\omega \pm i\eta} = P_\omega \mp i\pi \delta(\omega) \) into the Lehmann representation 3.12 and using equation 3.15:

\[
A(k, \omega) = -2 \text{Im}[G(k, \omega)]
\]

\[
= -2 \text{Im}[\Sigma(k, \omega)]
\]

\[
= \frac{-2 \text{Im}[\Sigma(k, \omega)]}{(\omega - \frac{\hbar^2 k^2}{2m} - \text{Re}[\Sigma(k, \omega)])^2 + (\text{Im}[\Sigma(k, \omega)])^2}
\] (3.21)

The above equations for \( m^* \), \( Z \) and \( A(k, \omega) \) from the self-energy will become important in the next section when the self-energy will be calculated for a particular
limit of a Fermi Liquid, namely a $|\downarrow\rangle$ impurity particle interacting with a $|\uparrow\rangle$ Fermi sea.

One result of the above equation is that the (bare) particle momentum distribution $n(k)$ can be written as, using 3.4 ($T = 0$):

$$n(k) = \int_{-\infty}^{0} d\omega A_-(k, \omega)$$

(3.22)

with the energy measured relative to the Fermi energy.

For the special case of a Fermi Liquid of a single particle immersed in a Fermi sea of majority particles, the according momentum distributions are plotted in figure 3-3.

Figure 3-3: Momentum distribution for the polaron system at unitarity. It can be seen that the minority momentum distribution has a $\delta$-peak of weight $Z$ at $k = 0$ and a continuous momentum distribution at $k > 0$. The majority momentum distribution is described by a stepfunction only in the thermodynamic limit. For a finite volume $V$ we see the particle-hole excitations in the ground state. The discontinuity in the majority momentum distribution is given by the quasiparticle residue of the majority $Z_\uparrow$. It approaches unity in the thermodynamic limit. At large momenta, the momentum distributions of majority and minority overlap and are characterized by the contact coefficient $C$, see chapter 3.7.4.

From the expression for the spectral function in equation 3.11 one can readily see another interpretation of the quasiparticle residue $Z$: At $T = 0$ the distribution of
the bare particles jumps by $Z$ at $k = k_F$. If $k < k_F$, the $\delta$-function is included with a weight of $Z$ in the above integration as $\xi_k < 0$. If $k > k_F$, it is not included. The coherent part of the spectral function only determines the size of the jump in the momentum distribution and stems from the fact that excitations change in character from quasiparticles to quasiholes at $k = k_F$. The actual distribution is determined by the complicated integral over the incoherent part of the spectral function, see equation 3.11, and therefore not necessarily inflection symmetric around $k_F$. We will see this below in the specific example of an impurity particle interacting with a Fermi sea.

### 3.4 A Special Case: A $\downarrow\downarrow$ Swimming in a $\uparrow\uparrow$ Fermi sea

In this section we will use some of the results from the previous section and apply them to a particular limit of a Fermi Liquid: A $\downarrow\downarrow$ impurity particle strongly interacting with a Fermi sea of $\uparrow\uparrow$ particles. Of particular interest are the value of the self-energy $\Sigma(0, 0) \equiv \mu$ and the Fermi liquid parameters $m^*$ and $Z$ as they are directly accessible in our experiments. The general cooking recipe to approach this problem would consist of the following steps:

- get vertex function $\Gamma$ [84] describing the full interaction based on the Hamiltonian of the system
- T-matrix approximation for $\Gamma$: The impurity particle interacts repeatedly with only a single particle in the Fermi sea of $\uparrow\uparrow$ at a time. In other words, upon a scattering event the impurity particle creates only a single particle-hole pair. It can do so any number of times and hence perturbation theory can be carried out to arbitrarily high orders, giving the well-known ladder series (ladder approximation).
- get self-energy $\Sigma(k, \omega)$ from $\Gamma$ [84]
- extract physical quantities from $\Sigma(k, \omega)$

In order to simplify the above calculation, in addition the non-selfconsistent approximation is often made of an undisturbed majority momentum distribution that can still be described by a step-function - it does not exhibit the characteristic $C/k^4$
behavior, see chapter 3.7.4 and figure 3-3. In the Chevy Ansatz, see below, the momentum distribution of the majority retains the high momentum tail for finite volume but approaches a step function in the thermodynamic limit, as one would expect for a single impurity particle interacting with a majority Fermi sea.

If the constraint of an undisturbed majority momentum distribution is released in the T-matrix approximation, however, the resulting minority energy is \( E_\downarrow \approx -0.9\epsilon_F \)[85][1] compared to the exact result \( E_\downarrow \approx -0.615\epsilon_F \)[87] and experimental result \( E_\downarrow \approx -0.64\epsilon_F \), see below.

A more insightful but mostly equivalent approach has been provided by F. Chevy: It is a variational calculation based on a trial wavefunction for the system in the vein of the T-matrix approximation, namely the impurity particle only interacting with single particle-hole pairs. It allows, however, for a modified majority momentum distribution. The Ansatz can be written as:

\[
|\psi\rangle = \phi_0 |k\downarrow\rangle |FS\rangle_\uparrow + \sum_{q<k_F}^{q<k_F} \phi_{qk} c_{k\uparrow}^\dagger c_{q\uparrow} |k\uparrow + q - k\downarrow |FS\rangle_\uparrow \tag{3.23}
\]

The Hamiltonian for this \( N + 1 \) body system is:

\[
\hat{H} = \sum_{k,\sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \frac{g_0}{V} \sum_{k,k',q} c_{k+\frac{q}{2}\uparrow}^\dagger c_{-k-\frac{q}{2}\downarrow} c_{k'+\frac{q}{2}\downarrow} c_{-k'-\frac{q}{2}\uparrow} \tag{3.24}
\]

where \( \epsilon_k = \hbar^2 k^2/2m \), \( V \) is the volume of the system and the \( c_{k\sigma}^\dagger, c_{k\sigma} \) are the usual creation and annihilation operators for fermions with momentum \( k \) and spin \( \sigma \).

In the standard way the variational parameters \( \phi_0 \) and \( \phi_{qk} \) can then be found by minimizing the energy \( \langle \Psi | \hat{H} | \Psi \rangle - E_\downarrow \langle \Psi | \Psi \rangle \) under the constraint \( |\langle \Psi | \Psi \rangle|^2 = |\phi_0|^2 + \sum_{q<k_F} |\phi_{qk}|^2 = 1 \).

Minimizing with respect to \( \phi_0 \) and \( \phi_{qk} \) leads us to the following set of coupled equations:

\[
E_\downarrow \phi_0 = \epsilon_k \phi_0 + \frac{g_0}{V} \sum_{q<k_F} \left( \phi_0 + \sum_{k>k_F} \phi_{qk} \right) \tag{3.25}
\]

\[
E_\downarrow \phi_{qk} = \phi_{qk} (\epsilon_k - \epsilon_q + \epsilon_{k'+q-k} - \frac{g_0}{V} \sum_{q<k_F} \left( \phi_0 + \sum_{k''>k_F} \phi_{qk''} \right)) \tag{3.26}
\]

[1]This treatment is identical to the \( 1/N \) expansion and setting \( N = 1 \) at the end of the calculation, where \( N - 1 \) is the number of different spin states involved. Hence, the binding energy yields the same result as in [86].
Elimination of $\phi_0$ and $\phi_{qk}$ finally yields a self-consistent equation for the energy $E_1$:

$$E_1 = \epsilon_{k'} + \frac{1}{V} \sum_{q < k_F} g_0 + \frac{1}{V} \sum_{k > k_F} \frac{1}{\epsilon_k - \epsilon_{k'} + \epsilon_{q} + q - E_q}$$

$$\equiv \epsilon_{k'} + \Sigma(\epsilon_{k'}, E_1)$$

which can be cast into the more convenient form, using $\frac{1}{g_0} = \frac{m}{4\pi \hbar^2 a} - \frac{1}{V} \sum q \frac{1}{2\epsilon_k} [23]$

$$\frac{E_1}{\epsilon_F} = \frac{\epsilon_{k'}}{\epsilon_F} - 2 \int_0^1 dy \frac{y^2}{1 - \frac{\pi}{2\epsilon_F a} - I\left(\frac{E_1}{\epsilon_F}, y\right)}$$

with the definition for the integral $I(\epsilon, y)$

$$I(\epsilon, y) = \int_1^\infty dx \left( \frac{x}{2y} \ln \left( \frac{2x^2 + 2xy - \epsilon}{2x^2 - 2xy - \epsilon} \right) - 1 \right)$$

In summary, we get for the self-energy $\Sigma(\epsilon_{k'}, E_1) = E_1$:

$$\frac{E_1}{\epsilon_F} = -2 \int_0^1 dy \frac{y^2}{1 - \frac{\pi}{2\epsilon_F a} - I\left(\frac{E_1}{\epsilon_F}, y\right)}$$

In order to get the quasiparticle residue $Z$ and the effective mass $m^*$, one can combine equations 3.31, 3.28 and 3.29. The results will be discussed in the section of the experimental results 3.7.2 and 3.7.3.

### 3.4.1 Radiofrequency Spectroscopy of a Fermi Liquid

From the discussion following equation 3.7, it can readily be seen that the spectral function has a central meaning in radiofrequency spectroscopy: The radiofrequency photon "asks" the system for its transition probability given an energy $\hbar \omega$. Since the radiofrequency photon induces a transition to the final state regardless of a particles initial momentum, the total transition probability will be a sum over all momentum states weighted by the distribution of particles:

$$I(\omega) = 2\pi \hbar \Omega_R^2 \sum_k A(k, \epsilon_k - \mu - \hbar \omega) n_F(\epsilon_k - \mu - \hbar \omega)$$

where $\Omega_R$ is the Rabi frequency, $\omega := \omega_{RF} - \omega_{HF}$ the energy of radiofrequency photon relative to the hyperfine transition energy and $n_F(\hbar \omega) = 1/(1 + \exp(\beta \hbar \omega))$. Using equation 3.11, we can immediately see the structure of the radiofrequency
spectrum for a single quasiparticle at \( k = 0 \):

\[
I(\omega) = 2\pi \hbar \Omega R_0 Z \delta(\hbar \omega + E_L) + I_{inc}(\omega)
\]  

(3.33)

and is given by a sharp peak plus an incoherent background. Using the definition 3.7 for the spectral function we obtain:

\[
I_{inc}(\omega) = 2\pi \hbar \Omega R_0^2 \sum_{\begin{subarray}{c} q < k_F \\ k > k_F \end{subarray}} |\varphi_{kq}|^2 \delta(\hbar \omega + E_k - \epsilon_k + \epsilon_q - \epsilon_{q-k})
\]  

(3.34)

which can be solved analytically, see appendix C.

### 3.5 Generalization of the Impurity Problem

The treatment of the previous section is, of course, an idealized one. Two important generalizations will be discussed in this section:

- We have only considered a single particle in an otherwise non-interacting Fermi sea, a situation which can not be realized in our physical system. Hence, the above treatment has to be generalized to the \( N + M \)-body case. For finite impurity concentration, effects of the presence of the minority Fermi sea have to be taken into account. Also, residual mediated interactions between the quasiparticles will exist, similar to the case of interacting lattice polaron discussed above. By construction of Chevy’s wavefunction it does not contain quasiparticle interactions. The quasiparticle interactions should in principle be computable in the T-matrix approximation. Another approach [88] has been a variational approach of the \( N + M \)-body problem generalizing Chevy’s wavefunction. In our case of an attractive interparticle potential, quasiparticle interactions also raise the question of the range of applicability of Fermi Liquid Theory at very low temperatures: At very low temperatures one might encounter the case of pairing and condensation of polarons.

- If the binding energy of the Feshbach molecular state between the \( |\downarrow\rangle \) and an \( |\uparrow\rangle \) particle exceeds the Fermi energy of the \( |\uparrow\rangle \) Fermi sea, we expect many-body effects to be of less importance and we expect the formation of a molecule. At this point the quasiparticle changes from a fermionic quasiparticle to a bosonic quasiparticle. However, the energy and Fermi Liquid parameters of this quasiparticle, sometimes called “Molaron” reminiscent of the term “Polaron”, are
still strongly modified by the presence of the Fermi sea. Again by construction, Chevy’s wavefunction does not capture this behavior. However, one can define a generalized wavefunction taking molecule formation into account [76, 89, 90].

3.5.1 $N + M = M(\text{any})$ Impurities

One step towards extending the variational wavefunction Ansatz has been made in [88]:

$$|\psi\rangle = \phi_0|FS\rangle_\downarrow|FS\rangle_\uparrow + \sum_{\substack{q < k_F \\text{k} > k_F \\text{r} = k_F}} \phi_{qkr} \Theta_{qkr} c_{k\uparrow} c_{r} |FS\rangle_\downarrow |FS\rangle_\uparrow$$

(3.35)

This Ansatz looks more intimidating than equation 3.23 but has a similarly simple interpretation: The first term describes two non-interacting Fermi seas, the second a particle-hole excitation in the majority Fermi sea by a minority particle at the Fermi level. The stepfunction $\Theta_{qkr} = \Theta(|r + q - k| - k_F)$ ensures the restriction $|r + q - k| > k_F$ to satisfy Pauli exclusion. Therefore, the main difference between equations 3.23 and 3.35 is the decreased phase space available for the impurity particles to scatter into. Intuitively, one might therefore expect less dressing of the polarons by majority particles resulting in a decrease in binding energy. This would imply an effective repulsive interaction between polarons. This Ansatz neglects scattering of impurity particles inside the Fermi sea and can therefore be regarded as a first step towards symmetrization of the treatment using a variational wavefunction. Accordingly, the total energy of the system as a function of impurity concentration, the zero-temperature equation of state, can be found in [88] and will not be shown here. The results show good agreement with the Monte Carlo simulations of [73], which are shown in figure 3-18.

3.5.2 Radiofrequency Spectroscopy for Finite Impurity Concentration

In this section we will consider the effect of finite impurity concentration on the radiofrequency spectrum. We will neglect the effect of quasiparticle interactions as this is still a topic of discussion and concentrate on the effect of an effective mass $m^*$ that is different from the bare mass $m$. The cartoon picture is shown in figure 3-4a): As different momentum states are occupied for finite impurity concentrations, the resonance frequency will depend on the momentum $k$. 51
Figure 3-4: Effect of the effective mass on the minority radiofrequency spectrum. a) Different momenta will respond at different frequencies. b) The result is a continuous spectrum with a sudden drop, see equation 3.36.

The coherent part of the spectral function is thus $A^{\text{coh}}(k, \omega) = Z \delta(\hbar \omega + E(k))$ with $E(k) = -\hbar^2 k^2 / 2m^* = -\frac{m}{m^*} \epsilon_k$ relative to the impurity Fermi energy. The coherent part of the spectrum then becomes

$$I_{\text{coh}}(\omega) = 2\pi \hbar \Omega_D^2 \sum_k A^{\text{coh}}(k, \epsilon_k - E\downarrow - \hbar \omega)$$

where the sum extends up to the impurity Fermi momentum $k_{F\downarrow}$. With the free, 3D density of states $\rho(\epsilon)$, this is

$$I_{\text{coh}}(\omega) = 2\pi \hbar \Omega_D^2 \int_0^{E\uparrow} d\epsilon \rho(\epsilon) Z \delta(\epsilon - E\downarrow - \hbar \omega - \frac{m}{m^*} \epsilon)$$

$$= 2\pi \hbar \Omega_D^2 \frac{Z}{1 - \frac{m}{m^*}} \rho \left( \frac{\hbar \omega + E\downarrow}{1 - \frac{m}{m^*}} \right) \right) \times \theta \left( (1 - \frac{m}{m^*}) E_{F\downarrow} - \hbar \omega - E\downarrow \right)$$

This coherent part of the spectrum starts at the polaron ground state energy $\hbar \omega = \ldots$
\[ |E_i|, \text{ then grows like a square root and jumps to zero when } \hbar \omega - |E_i| = \left(1 - \frac{m^*}{m}\right)E_F. \]

On resonance, where \( m^* \approx 1.2 \), this occurs at \( \hbar \omega - |E_i| = 0.2 \times 2^{1/3} E_F \approx 0.04 E_F \) for \( x = 0.1 \). This is still smaller than the Fourier width of the radiofrequency pulse used in the experiment of about \( 0.1 \varepsilon_F \). The size of the jump is given by \( 2\pi \hbar \Omega_R^2 \frac{z}{mf} \rho(E_F) \) and reflects the impurity Fermi surface in the radiofrequency spectrum. This behavior of the coherent part of the spectrum was treated in [91] and was discussed recently in [85]. Therefore, for an arbitrarily high spectral resolution the effective mass should be revealed both by the maximum and the shape in the radiofrequency spectrum.

### 3.5.3 Polaron vs Molaron or Fermi Liquid vs Bose Liquid

The variational wavefunction for the polaron describes, by construction, a Fermi Liquid. We expect, however, for a large bound state energy the formation of a composite Boson, a molecule regardless of the presence of a Fermi sea. A rough estimate for the corresponding critical interaction strength is given by comparing the Fermi energy \( \varepsilon_F \) to the two-body binding energy \( E_b = \frac{\hbar^2}{2m} \) resulting in \( \frac{1}{(k_F a)_c} \approx 0.7 \). For higher binding energies, corresponding to smaller values of \( \frac{1}{k_F a} \), the molecule will be similarly dressed by particle-hole excitations of the majority Fermi sea. Due to the internal structure of the molecule, however, the treatment shows a higher complexity and three-body physics is needed. The according variational wavefunction in the spirit of equation 3.23 is [76, 89, 90]:

\[
|\psi\rangle = \left( \sum_{k>k_F} \xi_k d_{-k}^{\dagger} u_k^{\dagger} + \sum_{q<k_F}^{k>k_F} \sum_{k'} \xi_{kk'} d_{q-k-k'}^{\dagger} u_{k'}^{\dagger} u_k^{\dagger} u_q \right) |FS^{N-1}\rangle \tag{3.37}
\]

where \( d_k^{\dagger} \) and \( u_k^{\dagger} \) are the creation operators for a \( |\downarrow\rangle \) particle and a \( |\uparrow\rangle \) particle, respectively. The interpretation is similar to equation 3.23: Instead of a free \( |\downarrow\rangle \) particle, a \( |\downarrow\rangle-|\uparrow\rangle \) pair with zero center-of-mass momentum, a molecule, is created. The momentum, and spatial, distribution is determined by the function \( \xi_k \). Note that the sum over the momentum states contained in the molecule is restricted to the volume outside of the majority Fermi sea due to Pauli blocking. The second term in equation 3.37 describes particle-hole excitations in the majority Fermi sea by way of imparting the momentum \( q - k \) onto the molecule. This wavefunction can be shown to reproduce the weakly interacting limit, in which the energy is given by:
Figure 3-5: Energy of an impurity particle in a Fermi sea for various theories taken from [76]. The Ansatz 3.37 is shown as red line with full squares. For comparison, also shown are the diagrammatic Monte Carlo results (black/green diamonds) and the Ansatz 3.23 (blue line).

\[ E_m = -\frac{\hbar^2}{2ma^2} + \frac{2\hbar^2\pi a_{ad}}{2/3m}n_\uparrow - \epsilon_F \]

(3.38)

where \( a \) is the scattering length, \( a_{ad} \approx 1.18 \) is the atom-molecule scattering length [79] and \( n_\uparrow \) is the atom density. The first term is simply the two-body binding energy, the second term the density dependent mean-field shift. The full variational calculation has been done by the authors of [76, 89, 90] and is shown in Fig.3-5.

### 3.5.4 Finite Size Effects of the Impurity Problem

As one can see in figure 3-1, the energy of an impurity particle is significantly altered as it is not only interacting with one but \( N \) particles. An interesting question arises in an intermediate regime: How does the energy evolve for small numbers \( N \)? What happens for \( N = 3, N = 10, N = 100 \)? This question might help understand the discrepancy between [16] and [40] in the determination of the critical density imbalance \( \sigma_c \), above which the superfluid state is quenched. For better comparison with experiment, these calculations [88] have been performed for harmonic confinement. In the spirit of Chevy’s wavefunction, a minority particle in an unperturbed harmonic potential plus elementary excitations in the majority, one can determine the energy
of the system \cite{88}\footnote{Pairing states beyond the variational Ansatz, such as the formation of trimers \cite{92,93}, are naturally not included in this treatment and might not provide an accurate measure for the true ground state.}. The energy is shown in Fig. 3-6. The energies for a few particular values are $\epsilon_4 \approx -0.0289\epsilon_F$, $\epsilon_{10} \approx -0.135\epsilon_F$, $\epsilon_{1000} \approx -0.51\epsilon_F$ and $\epsilon_{100,000} \approx -0.59\epsilon_F$ in the case of an isotropic potential. For an anisotropic potential these mesoscopic effects become more pronounced, e.g. for an aspect ratio of 35 $\epsilon_{100,000} \approx -0.56\epsilon_F$, 10\% from its homogeneous value. Since the critical imbalance for the formation of a superfluid phase directly depends on the energy of the normal phase compared to that of the superfluid phase, the above results need to be borne in mind when experimental phase diagrams are compared to the homogeneous case using the local density approximation. In the case of the experiments performed at BEC1 at MIT the typical atom number is a few $10^6$ and a typical aspect ratio $\alpha < 10$ the expected discrepancy is below 1\% and therefore below our experimental resolution.

![Figure 3-6](image)

Figure 3-6: Energy $\eta(\alpha, N)$ as a function of majority particle number $N$ for various aspect ratios $\alpha$, compared to $\eta = 0.607$ for the uniform system \cite{94} (horizontal lines).
3.6 Applicability of Fermi Liquid Theory to the N+1 Body System

The treatment of Fermi liquid theory in textbooks is usually restricted to:

1. Repulsive interactions, as attractive interactions result in the Cooper-instability [5].

2. High enough temperatures such that the system does not undergo a phase transition into a superfluid or magnetic state, mediated by more subtle (attractive) interaction mechanisms (e.g., phonons).

3. Low enough temperatures such that Pauli blocking results in a long enough quasiparticle lifetime for them to be treated as eigenstates of the system.

In metals this results in a temperature range of a few Kelvin up to thousands of Kelvin. For He⁢³ the range of validity is typically a few mK up to 1K. In our experimental system at hand, entering the superfluid phase is rendered impossible due to the number imbalance of |↓⟩ particles and |↑⟩ particles, see [95, 96] and figure 2-5. In this case, the system is guaranteed to be in the normal phase even at zero temperature. Typically, our experiments were performed at a normalized temperature of \( T/T_F \approx 0.15 \) and a Fermi energy of \( \epsilon_F \approx 25\text{kHz} \), resulting in a scattering rate of \( (\frac{T}{T_F})^2\epsilon_F \approx 1\text{kHz} \) much smaller than \( \epsilon_F \), therefore validating a Fermi liquid approach.

It is worth noticing that our experiments constitute the first realization of a Fermi liquid with attractive interactions.

3.7 Experimental Results:

Radiofrequency Spectroscopy of the Polaron

After the above theoretical preparations, let us now turn to the comparison with experiment.

As can be seen from equation 1.9, radiofrequency spectroscopy probes the single-particle excitation spectrum and is therefore ideally suited to determine the impurity binding energy with the level of precision commonly achievable employing radiofrequency spectroscopy. Furthermore, by comparing majority and minority spectra we can distinguish between the free part in equation 3.23 producing a δ-peak in the spectrum and the particle-hole excitations producing an incoherent background, see
also section 3.4.1. This allows us to determine the probability of free propagation of the minority particle, the quasiparticle residue $|\phi_0|^2 = Z$. A direct result of this is the possibility to identify a critical interaction strength, beyond which the minority forms a molecule upon encounter with a majority particle and hence $Z = 0$.

### 3.7.1 Preparation and Parameters

The creation of a strongly interacting degenerate Fermi gas of $^6\text{Li}$ has been described in section 1.4. For the highly number imbalanced samples on the order of $P = \frac{N_l-N_i}{N_l+N_i} > 90\%$ in this experiment we have used a two-photon Landau-Zener sweep from state $|1\rangle$ to $|3\rangle$: Using a frequency splitter in reverse, two radiofrequencies are fed into an antenna. One of the frequencies was red-detuned by 40kHz from the $|1\rangle$-$|2\rangle$ transition. The other frequency was swept over a range of 5kHz, centered around the $|2\rangle$-$|3\rangle$ transition frequency plus 40kHz. This gave a stability of the minority number characterized by fluctuations smaller than 20\%. In comparison, preparation of the system using two subsequent single-photon Landau-Zener sweeps resulted in fluctuations of the minority number by a factor of 2.

The high number imbalance of $P > 90\%$ resulted in less efficient thermalization of the system than in a balanced system \cite{19} and the temperatures we have achieved range from $T \simeq 0.12T_F$ to $T \simeq 0.17T_F$.

After evaporation, a radiofrequency pulse around the $|1\rangle \rightarrow |2\rangle (|3\rangle \rightarrow |2\rangle)$ transition frequency was applied for 500$\mu$s, resulting in a spectral resolution of 2kHz or $0.1E_{F\uparrow}$. The power of the radiofrequency pulse was adjusted so that the maximum population transfer was $\sim 30\%$. An image was taken immediately after the radiofrequency pulse.

The two-dimensional density distribution was elliptically averaged and the three-dimensional density profile was reconstructed using the inverse Abel transform\textsuperscript{3}[\textsuperscript{66}]. The local response to the radiofrequency excitation was recorded as a function of detuning from the bare hyperfine transition frequency.

Due to the inhomogeneous trapping profile the minority density varied from a maximum density to zero for almost constant density of the majority atoms. Therefore, we were able to determine the polaron energy and quasiparticle residue not only approaching the limit of a single impurity but also for higher impurity concentrations.

Typical radiofrequency spectra for low impurity concentration are shown in figure 3-7 along with the spectra of the majority component. The bulk of the majority

---

\textsuperscript{3}The inverse Abel transform is given by $f(x, z) = -\frac{1}{\pi} \int_{-\infty}^{\infty} dy \frac{\Delta n_2D(y, z)}{\sqrt{y^2-x^2}}$, where $n_{2D}$ is the column density.
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Figure 3-7: Radiofrequency spectroscopy of polarons. Shown are spatially resolved, 3D reconstructed radiofrequency spectra of the majority (blue, state $|1\rangle$) and impurity (red, state $|3\rangle$) component in a highly imbalanced spin-mixture. a) Molecular limit, b), c) Emergence of the polaron, a distinct peak exclusively in the minority component. d) At unitarity, the polaron peak is the dominant feature in the impurity spectrum, which becomes even more pronounced for $1/k_F a < 0$ (not shown). For the spectra shown as dashed lines in d) the roles of states $|1\rangle$ and $|3\rangle$ are exchanged. The local impurity concentration was $x = 5(2)\%$ for all spectra, the interaction strengths $1/k_F a$ were a) 0.76(2) b) 0.43(1) c) 0.20(1), d) 0 (Unitarity).

As the attractive interaction is reduced, however, a narrow peak appears in the impurity spectrum that is not matched by the response of the majority particles (figure 3-7b,c,d). This narrow peak, emerging from a broad incoherent background, signals the formation of the Fermi polaron. The narrow width and long lifetime are expected: At zero temperature the zero momentum polaron has no phase space for decay and is stable. At finite kinetic energy or finite temperature $T$ it may decay into particle-hole excitations [87], but phase space restrictions due to the spin up Fermi sea and conservation laws imply a decay rate $\propto (T/T_F)^2 \sim 1\%$ in units of the Fermi energy. Indeed, the width of the polaron peak is consistent with a delta function within the experimental resolution. The full width at half maximum (FWHM) is shown in figure 3-8. On the molecular side the width of this fully incoherent disso-
cigation spectrum is a measure of the molecule size [46], but in the unitary limit and towards the BCS side of the Feshbach resonance the width of this peak approaches the experimental resolution of the radiofrequency pulse.

![Figure 3-8: FWHM of spectra of the type shown in Fig.3-7 as a function of interaction strength. The dashed line shows the Fourier limit of a 500μs pulse.](image)

In general, one might expect the width of the coherent polaron peak to increase with increasing impurity concentration as the polarons might be rendered unstable by interactions and have shorter lifetimes. Figure 3-9 shows a series of spectra for various impurity concentrations. Therefore, if the broadening effect is present, it is masked by our finite experimental resolution, see figure 3-8.

The incoherent background is perfectly matched by the radiofrequency spectrum of the majority particles. This is expected at high radiofrequency energies $\hbar \omega \gg \epsilon_F$ that are probing high momenta $k \gg k_F$ and thus distances short compared to the interparticle spacing. Here, an impurity particle will interact with only one majority particle, leading to overlapping spectra. We will return to this point below in chapter 3.7.4, in which we will give an estimate of the contact coefficient $C$. 
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Figure 3-9: Normalized polaron spectra as a function of radiofrequency for various impurity concentrations $x = n_1/n_T$.

3.7.2 Results I: Chemical Potential $\mu_1$ of the $N + 1$-body System

To measure the polaron energy $E_1 = \mu_1$, we determine the peak position of the impurity spectrum as a function of the local interaction strength $1/k_F a$. The data for an
Figure 3-10: The averaged spectrum (black line) overlaps well with the individual spectra from figure 3-9 (red lines).

Impurity concentration of $x = 5\%$ are shown in figure 3-11, along with the variational upper bound given by the wavefunction equation 3.23 and the diagrammatic Monte Carlo calculation of [87]. As final state interactions are weak, they can be included as a simple repulsive mean field shift $4\pi \hbar^2 a_{f\text{a}} n_{\uparrow}/m$, with $a_{f\text{a}}$ the scattering length between the final state and the majority atoms [65]. Polaron energies have been predicted via the variational Ansatz in equation 3.23 [78], the T-matrix approach [97, 91, 98, 99], the $1/N$ expansion [86], fixed node Monte Carlo [74, 73] and diagrammatic Monte Carlo [87]. With the exception of the $1/N$ expansion, these all agree with each other and with the present experiment to within a few percent. In particular, in the unitary limit where $1/k_F a = 0$ we find a polaron energy of $E_\downarrow = -0.64(7)\epsilon_F (-0.72(9)\epsilon_F)$ when state $|3\rangle$ ($|1\rangle$) serves as the impurity. This agrees well with the diagrammatic MC calculation, $-0.615\epsilon_F$ [100], and the analytical result $-0.6156(2)\epsilon_F$ [98]. Analysis of experimental density profiles yields a value of $-0.58(5)\epsilon_F$ [101].

The relatively large value for $E_\downarrow$ directly implies that the normal state, modeled as a Fermi sea of weakly interacting polarons, is favored over the superfluid state up to a critical concentration (44%), much higher than that predicted by mean field theories (4%) [70], see figures 2-1 and 2-2. These neglect interactions in the normal
Figure 3-11: Peak position of the impurity spectrum as a measure of the polaron energy $E_i$ for various interaction strengths in the limit of low concentration $x = 5(2)\%$ (solid circles). Open circle: Reversed roles of impurity and environment. Dotted line: polaron energy from variational Ansatz equation 3.23 [78], the solid line including weak final state interactions. Dashed line: Energy of a bare, isolated molecule in vacuum. Blue dash-dotted line: Mean field limit for the energy of an impurity atom. Solid (open) diamonds: Diagrammatic Monte Carlo energy of the polaron (molecule) [87].

state and therefore imply a polaron binding energy of zero.

3.7.3 Results II: Quasiparticle Residue $Z$ of the Polaron

The spectral weight of the polaron peak directly gives the quasiparticle residue $Z$. Experimentally, we determine the area under the impurity peak that is not matched by the majority’s response and divide by the total area under the impurity spectrum, see figure 3-12.

Figure 3-13 presents $Z$ as a function of interaction strength and impurity concentration $x$. Figure 3-14 shows $Z$ for an impurity concentration of $x = 5\%$. As expected, $Z$ approaches 100% for weak attractive interaction $k_F a \to 0^-$, where the bare impurity only rarely recoils off majority atoms. As the mean free path shortens and the bare impurity starts to surround itself with environment atoms $Z$ decreases.
On resonance, we find $Z = 0.39(9)$ for $x = 5\%$, with only a weak dependence on $x$ (figure 3-13). Theoretical values for $Z$ vary: Ansatz Eq.(3.23) predicts $Z = 0.78$ for a single impurity, while Ref. [86] predicts $Z = 0.47 (0.30)$ for vanishing (5\%) impurity concentration. Our procedure might yield a lower bound on the actual value of $Z$, as the incoherent part of the impurity spectrum might be depleted around threshold. We have also determined an upper bound to the quasiparticle residue $Z$, which has been extracted under the assumption that the incoherent part of the impurity spectrum is completely depleted, see figure 3-14.

Eventually, for strong attraction between the impurity and the majority particles, $Z$ vanishes and we observe complete overlap of the impurity and environment spectra. This signals the formation of a two-body bound state between the impurity and exactly one majority atom. For a spin down concentration of $x = 5\%$ we determine the critical interaction strength where the polaron peak vanishes to be $1/(k_F a)_c = 0.76(2)$. This is in good agreement with the independently determined critical interaction $1/k_F a = 0.74(4)$ beyond which one finds a superfluid even for the smallest impurity concentration [80]. This is a multicritical point [102, 73, 87] where a Fermi liquid of weakly interacting polarons undergoes a phase transition into a Bose liquid of molecular impurities. Fixed-node Monte Carlo calculations place this transition at a value of $1/k_F a = 0.73$ for $x \rightarrow 0$ [73]. Our $1/(k_F a)_c$ is lower than the value 0.90(2) from diagrammatic MC [87] for a single impurity. The Ansatz in equation 3.23 does
Figure 3-13: Quasiparticle residue $Z$ as a function of interaction strength and impurity concentration. The color coding indicates the magnitude of $Z$ and is an interpolation of the data points shown in the graph. Open circles: Data points consistent with zero ($Z < 0.03$), solid circles: $Z > 0.03$, the solid line marking the onset of $Z$. This defines a line of critical concentration $x_c$ as a function of interaction strength. Blue cross: Critical interaction strength for the Fermi liquid - molecular BEC transition for $x \to 0$ [73].

not predict a transition, as it does not test for the formation of molecules. In figure 3-13, the color coding reveals where molecular behavior is observed (yellow), and where the spectra show polaronic behavior (red to black). It can be seen that the critical interaction strength for the formation of molecules depends only weakly on the impurity concentration $x$.

It is an interesting question what the effect of the finite temperature of $T/T_F \simeq 0.15$ is when we determine the critical interaction strength: If the polaron and the molaron state were coupled, the polaron state would exist as a thermal excitation of the molaron state for $(1/k_F a)_c > 0.76$, and vice versa. The result would be an overestimate of the critical interaction strength as there is no complete overlap if
Figure 3-14: Quasiparticle residue $Z$ as a function of interaction strength in the limit of low impurity concentration $x = 5(2)\%$. Solid black circles: State $|3\rangle$ impurity in $|1\rangle$ majority Fermi sea. Open circle: Reversed roles, state $|1\rangle$ impurity in a $|3\rangle$ majority Fermi sea. Solid grey circles: Upper limit of the quasiparticle residue determined by a Gaussian fit to the polaron peak normalized by the spectral weight of the minority. The red line is the quasiparticle residue as calculated from the variational Ansatz in equation 3.23.

part of the minority is polaronic and therefore its wavefunction delocalized. A simple estimate by much one would overestimate the critical interaction strength would consist of a comparison of our temperature to the energy difference between the two states, see the diamond data points from diagrammatic Monte Carlo calculations in figure 3-11, and would shift the critical interaction strength down by $\sim 0.2$ to $(1/k_Fa)_c \simeq 0.56$, which is not consistent with theoretical and other experimental predictions, see previous paragraph.

However, the thermal population of the excited polaron state might evolve on a very slow time scale if the population requires breaking the molaron before formation of a polaron. This picture is similar to an endothermic chemical reaction with a large activation energy. In this case our temperature would have to be compared to the binding energy of the molaron which is several $\epsilon_F$, see figure 3-11. Hence, the
thermal population of the polaron state would be negligible and our determination of the critical interaction strength \((1/k_Fa)_c > 0.76\) unaffected by temperature.

Another caveat with respect to the determination of the critical interaction strength is the finite impurity concentration. We have shown experimentally that there is only a weak dependence on the impurity concentration. However, the phase transition from the phase separated polarized superfluid phase to the fully polarized normal phase is expected to be first order, see chapter 2.3 and figure 2-2. The minority density would therefore jump from a finite value to zero, making the true moloron phase inaccessible for our experiments\(^4\).

**The phase diagram revisited** The black line of critical concentration \(x_c\) as a function of interaction strength has been added to figure 2-4 and validates the extrapolation of our previous study of the phase diagram based on trapped density distributions.

### 3.7.4 Results III: The Contact Coefficient \(C\)

After concentrating on the coherent quasiparticle peak, let us now investigate the incoherent background spectrum. At the end of chapter 3.7.1 we have given a physical interpretation of why the majority and minority spectra overlap at high radiofrequency: High energy corresponds to the large momentum components and therefore to short distances, where we expect one minority atom to interact with only one majority atom.

It can be generally shown [103] for a Fermi system interacting through a zero-range potential that the momentum distribution behaves like \(n_k = \frac{C}{k^2}\), with the so-called contact coefficient \(C\) [104, 69]. This distribution at large momenta is independent of the phase or temperature\(^5\) and is completely determined by the contact coefficient \(C\), which is the same for both spin states, see also figure 3-3. Tan [104, 69] has derived an “adiabatic sweep theorem” which relates the contact coefficient \(C\) to the derivative of the energy of the system to the interaction strength:

\[
\frac{h^2 C}{4\pi m} = - \frac{du}{d(1/a)}
\]  

\(^{(3.39)}\)

with the energy density \(u = E/V\). The fact that the energy of the ground state

---

\(^4\)This argument is true only for zero temperature. In the experimentally relevant case of finite temperature, a polarized superfluid probably exists even in the limit \(P \rightarrow 1\), see also figure 2-5.

\(^5\)The value of \(C\) does depend on the state of the system, of course.
(and the excited states) is related to \( C \) highlights the importance of the contact coefficient. The role of the contact coefficient can be further elucidated by calculating the derivative of the energy density in equation 3.39. Let us consider the general form of the Hamiltonian with contact interactions characterized by the coupling constant \( g \):

\[
H = \sum_{\sigma} \frac{\hbar^2}{2m} \nabla \psi_{\sigma}^\dagger \cdot \nabla \psi_{\sigma} + g \psi_1^\dagger \psi_2 \psi_1 \tag{3.40}
\]

If we plug this Hamiltonian into the adiabatic sweep theorem in equation 3.39, we arrive at the following relation for the contact coefficient \( C \):

\[
\frac{\hbar^2}{4\pi m} C = \frac{du}{d(-1/a)} = \frac{du}{d(-1/g)} = g^2 \frac{du}{dg} = g^2 \left< \frac{dH}{dg} \right> = g^2 \left< \psi_1^\dagger \psi_2 \psi_1 \right> \tag{3.41}
\]

where, in the second-to-last equation, we have used the Feynman-Hellman theorem [105, 106, 107, 108]. From the above equation it is clear that \( C \) can be interpreted as as the probability that an \(|\uparrow\rangle\) and a \(|\downarrow\rangle\) particle are close to each other, which has been formally shown by the authors of [109], hence the name contact coefficient. In general it can be shown, see [110] and references therein, that \( C \) is related to the short distance behavior of the pair correlation function \( G^{(2)}_{\uparrow\downarrow}(r) \):

\[
G^{(2)}_{\uparrow\downarrow}(r \to 0) \simeq \frac{C}{(4\pi)^2} \frac{1}{r^2} \tag{3.42}
\]

From this one can calculate the total number of pairs of particles of opposite spin which are separated by a distance smaller than \( r_p \):

\[
N_{\text{pair}}(r_p) = \int_{r<r_p} d^3r G^{(2)}_{\uparrow\downarrow}(r) = \frac{C}{4\pi} \frac{1}{r_p} \tag{3.43}
\]
This way, one can connect the contact coefficient to the probability of Feshbach molecules to be in the closed channel [111]. This probability has been determined by the Rice group using photoassociation spectroscopy [112].

With relation 3.39 one can immediately determine the contact coefficient for the Fermi polaron knowing the energy as a function interaction strength, see figure 3-11. As it involves a derivative of experimental data, one might get a more accurate measure by taking advantage of the high frequency wings of the polaron radiofrequency spectra, which in linear response can be calculated using Fermi's Golden Rule 1.10:

\[
I(\omega \to \infty) \longrightarrow 2\pi \hbar \Omega_R^2 \sum_k \frac{C}{k^4} \delta(\hbar\omega - 2\epsilon_k + \mu)
\] (3.44)

where \( \Omega_R \) is the Rabi frequency for the radiofrequency transfer. A comment on energy conservation in the formula above: One \( \epsilon_k \) has to be "paid" for creating a particle in the final state at momentum \( k \). Since the radiofrequency radiation is exciting the ground state of the system, see figure 3-2 for the polaron case, removing a particle of momentum \( k \) out of its environment constitutes an excitation of energy \( \epsilon_k - \mu \), where \( \epsilon_k \) is the free particle kinetic energy. This is true only for momenta \( k > k_F \).

Now the spectrum can be readily calculated. In order to simplify the final result, we calculate the normalized spectrum as a function of the reduced frequency \( \hbar\omega \to \hbar\omega/\epsilon_F \), as they are represented in figure 3-7. We have also defined the dimensionless quantity \( s = C k_F k_F^3 \) and we measure the radiofrequency from the chemical potential \( \mu \), see also [113, 85, 114]:

\[
\frac{I(\omega)}{\int I(\omega) d\omega} = \frac{\sqrt{2}}{3} \frac{s}{(\hbar\omega)^{3/2}}
\] (3.45)

The generic decay of the spectra as \( \omega^{-3/2} \) has already been encountered in the derivation of equal density radiofrequency spectra in the BEC-BCS crossover, see chapter 1.5.3. The normalized experimental spectra multiplied by \( (\hbar\omega)^{3/2} \) should saturate at high momenta at the value of the dimensionless contact coefficient \( s \). The results for various interaction strengths are shown in figure 3-15.

In order to increase the signal-to-noise ratio in the wings of the radiofrequency spectra we have taken advantage of the negligible change in the shape of the radiofrequency spectra as a function of position in the trap, see figure 3-10, and averaged over the normalized local minority spectra corresponding to different minority concentrations. We were thus able to extract the contact coefficient from the plateau.
Figure 3-15: Spectra multiplied by $\omega^{3/2}$ for various interaction strengths. The tails are expected to decay as $C/\omega^{3/2}$ with the contact coefficient $C$. A plateau at high $\omega$ therefore allows direct access to the contact coefficient $C$.

regions shown in figure 3-15 as a function of the interaction strength. The result is shown in figure 3-16. These values for the contact coefficient can be compared to the result from the model presented above 3.4. $s$ can be readily calculated by inserting equation 3.29 into equation 3.39. The result is also shown in figure 3-16.

Our experimental data appear to be systematically below the theoretical prediction. A possible explanation is the small spectral weight in the high frequency wings, e.g. at unitarity the signal-to-noise ratio beyond $\hbar\omega/\epsilon_F = 3$ is too small for a determination of $C$ and we have relied on the plateau $\epsilon_F < \hbar\omega < 2.6\epsilon_F$ for a determination of $C$. Figure 3-17 shows the comparison of the minority spectrum based on the Chevy Ansatz and the asymptotic behavior of equation 3.45.

According to the Chevy Ansatz shown in figure 3-17 one would not expect the asymptotic behavior below $\hbar\omega/\epsilon_F \simeq 4$. The spectra in figure 3-7, however, indicate perfect overlap between majority and minority components already at lower radiofrequencies on the order of $\hbar\omega/\epsilon_F \simeq 1$, which one would expect only in the high momentum limit, see also figure 3-3.

We do not expect the finite temperature of $T \simeq 0.15T_F$ in the experiment to significantly change our extracted value of the contact coefficient as it was shown to be only weakly dependent on temperature for $T < 0.3T_F$ due to the phonon contribution of
Figure 3-16: Dimensionless contact coefficient $s$ extracted from figure 3-15 as a function of interaction strength. Solid black circles: $C$ extracted from the high frequency wings of the minority spectra. Solid grey circles: $C$ extracted from the high frequency wings of the majority spectra. The signal-to-noise ratio does not allow for an extraction of $s$ on the BCS side. Solid red line: prediction according to Ansatz 3.23. Dashed red line: Contact coefficient in the BEC limit.

$T^4$ to the free energy [115].

It is interesting to consider the contact coefficient in the weakly interacting limits: In the deep BCS limit the energy is simply given by the mean field $U_{MF} = \frac{4\pi \hbar^2 a}{m} n_T$. With equation 3.39 the dimensionless contact coefficient can immediately be determined to be $s = \frac{4}{9\pi^2} (k_F a)^2$. In the deep BEC limit with the energy given by the two-body binding energy $U = 2 E_b = \frac{2\hbar^2}{ma^2}$, the dimensionless contact coefficient is $s = \frac{4}{3\pi k_F a}$. It is also shown in figure 3-16. The predicted value for unitarity using the Chevy-Ansatz is $s = 0.072$.

In the case of a balanced system at $T = 0$, in order to find the contact coefficient, one might try to use the mean-field result for the energy as a function of the interaction strength, see chapter 1.3, and use the adiabatic sweep theorem 3.39. The result is $s = \frac{\Delta^2}{4\epsilon_p}$. In the BEC limit, one would expect the result to be identical to the impurity scenario as the superfluid is composed of tightly bound dimers. In the BEC limit $\Delta = \sqrt{\frac{16}{3\pi} \frac{\epsilon_p}{\sqrt{k_F a}}}$ and therefore $s = \frac{4}{3\pi k_F a}$, as in the impurity case above.
Figure 3-17: The minority spectrum calculated from the variational Ansatz equation 3.23. The incoherent background can be seen to approach the $\omega^{-3/2}$ behavior at high frequencies. One would expect this for frequencies higher than $\hbar \omega / \epsilon_F \approx 4$.

With the general expression for the contact coefficient above, one would expect $s$ to be exponentially small in the BCS limit. This, however, is an artefact of the shortcomings of the mean-field theory, see chapters 1.3 and 4.1. The leading order correction to this result yields $s = \frac{4}{9\pi^2}(k_F a)^2$ as in the impurity case.

At unitarity, the contact coefficient for a balanced superfluid at zero temperature is $s \approx 0.1$ [91][113]. This is a larger value than for the polaron system, where $s = 0.072$, as the polaron has a delocalized component characterized by the quasiparticle residue $Z$.

To date, there are few radiofrequency spectroscopy experiments from which one could determine the contact coefficient. Early experiments using $^{40}$K [116] have studied the short-range correlation between Fermion pairs performing experiments in the high frequency tails of radiofrequency spectra. In early radiofrequency experiments using $^6$Li [13, 20, 22], the high frequency tail was suppressed due to final state interactions. It has been shown [117] that the high frequency tail of the spectrum in fact decays as $\omega^{-5/2}$ instead of $\omega^{-3/2}$. This behavior is also reflected in the average clock shift [118, 91]
\[
\tilde{\omega} = \frac{1}{\int d\omega I(\omega) / \int d\omega I(\omega)} = \left(\frac{1}{g - \frac{1}{g_f}}\right) \frac{1}{n d(1/g)} = s \cdot \frac{4\varepsilon_F^2}{n} \left(\frac{1}{g - \frac{1}{g_f}}\right)
\]

(3.46)

where \( g_i = \frac{4\pi\hbar^2 a_i}{m} \), the \( a \) and \( a_i \) are the scattering lengths for the initial and final state, respectively, \( n \) is the density and where we have used the adiabatic sweep theorem 3.39 and \( C = s \cdot k_F^4 \) for the balanced system.

In atomic \(^6\text{Li}\), a system with a weakly interacting final state and therefore access to the contact coefficient has only recently become available [46, 44, 119]. Since the final state interactions are small but non-zero, the \( \omega^{-5/2} \) behavior of the high-frequency tails in the radiofrequency spectrum will show up eventually at high enough energy. We can estimate this energy by comparing the bound state energy of the initial state \( E_b \) with the bound state energy of the final state \( E_f \). More precisely, based on the Franck-Condon factor describing the wavefunction overlap, it has been shown [117] that the dissociation spectrum in equation 1.11 must be modified to include the energy dependent factor \( (\hbar \omega + E_b - E_f)^{-1} \). This factor only alters the shape of the dissociation spectrum if \( \hbar \omega \) is on the order of \( E_b - E_f \). With \( E_f = \frac{\hbar^2}{ma^2} \), the bound state energy of the final state of a \(|1\rangle\rangle -1\rangle\rangle (\langle 1\rangle\rangle - |3\rangle\rangle) \) molecule at 690G is on the order of 300kHz > 10\( \varepsilon_F \) and therefore not relevant for the spectra shown in figure 3-15. Recently [120], high-momentum transfer Bragg spectroscopy has been used to access the contact coefficient from the structure factor.

3.7.5 Results IV: Effective Mass \( m^* \) and Quasiparticle Interactions

We have so far considered the limit of few impurities. By increasing their density, we can study the effect of interactions between polarons. In figure 3-18 we show that the quasiparticle peak position depends only weakly on the impurity concentration in the unitarity limit, see also figure 3-9. Polarons are thus weakly interacting quasiparticles, despite the strong interactions between the bare impurity and its environment.

The peak position could be modified due to the effective mass \( m^* \) of polarons, larger than the mass of the bare impurity. Transfer of a moving polaron into the free final state then requires additional kinetic energy. This leads to an upshift and
a broadening on the order of the Fermi energy difference between initial and final state, \( x^{2/3} \epsilon_F (1 - \frac{m}{m^*}) \). On resonance, this is 0.04\( \epsilon_F \) for \( x = 0.1 \). The effect could be partially masked by the predicted weak repulsion between polarons [73] that would downshift the resonance frequency by \(-0.02\epsilon_F \) for \( x = 0.1 \).

![Graph](image)

Figure 3-18: Peak position at unitarity \((1/kFa = 0)\) as a function of impurity concentration (solid circles). The line shows the expected peak position (see equation 2.7), \( \hbar \omega_p/\epsilon_F = A + (1 - \frac{m}{m^*})x^{2/3} - \frac{9}{5}Fx + \frac{4}{3\pi}kFa_{fe} \), using the Monte Carlo value \( A = 0.615 \) [87], the analytic result \( m^* = 1.2 \) [98], the weak repulsion between polarons with \( F = 0.14 \) [73] and weak final state interactions with scattering length \( a_{fe} \).

### 3.8 Experimental Results: Collective Oscillations

As discussed at the end of chapter 3.5.2 and in previous chapter, the effect of the effective mass \( m^* \) on the radiofrequency spectrum is below our experimental resolution and one has to resort to different methods of determining \( m^* \). Since the effective mass is a kinetic property of the system, collective excitations are a natural choice to try to experimentally access the effective mass of the polaron.

If the confining potential is harmonic \( V(r) = \frac{m}{2} \omega^2 r^2 \), in the local density approximation the effective potential experienced by the minority particle is modified due to the attraction from the majority particles:

\[
W(r) = V(r) - A\epsilon_F(r)
\]

(3.47)

\[
= (1 - A)V(r)
\]

(3.48)

with the local majority Fermi energy \( \epsilon_F(r) = \mu - V(r) \) and \( A \equiv E_L/\epsilon_F \simeq -0.6 \). The attractive van der Waals interaction increases the depth of the potential seen by
the minority atom. In addition, the effective mass of the quasiparticle is modified due to the dressing with majority particles. The effective potential can be written as:

\[
W(r) = \frac{m^*}{2}\omega^2(1 + A)r^2 \quad (3.49)
\]

\[
\equiv \frac{m}{2}\omega'^2r^2 \quad (3.50)
\]

with the new oscillation frequency \(\omega' = \omega\sqrt{\frac{m}{m^*}(1 + A)}\). At unitarity where one expects \(A \approx 0.6\) and \(m^* \approx 1.17\), the resulting effective dipole oscillation frequency would deviate from the bare oscillation frequency \(\omega\) by about 20\% and should observable in experiments. There are several ways to excite this dipole oscillation:

### 3.8.1 Optical Potential, I

One might displace the majority cloud using a sheet of an attractive or repulsive optical potential to excite a relative motion between majority and minority. This is a relatively “violent” excitation and typically distorts the density distribution and result in a non-harmonic potential experienced by the minority atoms.

### 3.8.2 Optical Potential, II

One can circumvent the problem of exciting a relative motion between the two spin states if the minority cloud is created already with relative momentum. This can be done using Raman spectroscopy: Two laser beams far-detuned from the atomic transition (\(\sim 1\)GHz) intersect each other at the position of the atoms. The resonance condition is now momentum dependent: Only if the detuning \(\delta\) between the Laser beams is chosen such that \(\hbar\delta = \hbar\omega_{HF} + E_1 + \frac{\hbar^2\Delta k^2}{2m} (\Delta k\) being the difference of the wavevectors of the lasers), atoms will be transferred into state \(|1\rangle\). Therefore, minority atoms are created in state \(|2\rangle\) in momentum state \(\Delta k\). The results are shown for the weakly interacting limit in Fig.3-19. Even for weak interactions of \(k_Fa \approx 0.05\) strong damping can be observed. This might point to too a high temperature resulting in a decay of the polaron into particle-hole excitations. However, efficient cooling is notoriously difficult in this scheme as there is only a short time window for evaporative cooling after the creation of a minority cloud with momentum.
3.8.3 Magnetic Gradient, I

The external magnetic field can be ramped to a lower value where the magnetic moments between states |1⟩ and |3⟩ are different enough, see figure 1-10, to initiate a relative motion between majority and minority. This method does not distort the density distribution and allows for evaporative cooling before the dipole excitation. This method has been used recently to completely separate two atomic clouds and to study the subsequent spin transport in strongly interacting Fermi systems [121]. The result for a small relative displacement is shown in figure 3-20: The oscillation can be seen to be overdamped, as the center-of-mass relaxation time is an order of magnitude higher than the oscillation frequency. This, again, might be due to the temperature of the sample being too high. We have observed that ramping the magnetic field over too wide a range tends to heat up the clouds such that it is difficult to achieve temperatures below $T/T_F \approx 0.2$ even for equal spin mixtures.

There is an additional complication in this and the previous scheme: The majority and minority atoms are on the repulsive branch of the Feshbach resonance, see figure 1-6, and must decay into the metastable ground state first. This also presents a feature: This system can be regarded as an excited state of the polaron and it is interesting how this new state relates to the weakly interacting limits: On the molecular side, the excited state should indeed consist of two free atoms. The energy is shifted by the mean-field repulsion, see equation 3.38, of the molecules. Similarly, the energy should be mean-field shifted above the Feshbach resonance.
Figure 3-20: Overdamped spin dipole oscillation of an impurity particle strongly interacting with a Fermi sea. a) Initial condition: Minority cloud \( \sim 130\mu\text{m} \) displaced from majority center-of-mass. b) After 1000ms the minority cloud has migrated to the center. c) The center-of-mass difference of majority and minority clouds shows a slow relaxation on the time scale of several hundred milliseconds [121].

### 3.8.4 Magnetic Gradient, II

The problem of ramping the magnetic field over too wide a range and the complication mentioned above of excited polarons can be overcome by associating molecules by ramping the magnetic field below the Feshbach resonance and applying a magnetic field gradient. In the deep molecular limit all the minority atoms are bound in molecules in the singlet state, with zero magnetic moment and therefore not sensitive to the magnetic field gradient to first order. Dissociating the molecules by ramping above the Feshbach resonance yields polarons with a finite momentum. A complication in this scheme is that in order for the magnetic moment of the molecules to significantly differ from that of the free atoms, the molecules are so strongly bound that three-body collision are no longer Pauli-blocked. This causes loss of atoms and heating of the cloud. By completion of this thesis, we have not yet found a viable window of parameters.

### 3.8.5 Magnetic Gradient, III

Another method has been used recently to experimentally determine the effective mass \( m^* \): Exciting a quadrupole oscillation by suddenly changing the magnetic field and its curvature [77]. The effect is twofold: The sudden change in the confinement,
Figure 3-21: Aspect ratio of the minority cloud as a function of time after excitation of the quadrupole oscillation mode. The excitation was created by suddenly changing the scattering length due to a change in curvature of the magnetic field, excites in an in-phase oscillation and the sudden change in the scattering length between majority and minority excites out-of-phase oscillations. The in-phase excitation is overdamped and the minority cloud size slowly relaxes whereas the out-of-phase excitation shows oscillatory behavior and allows to extract the effective mass. From the frequency of collective oscillations, Nascimbène et al. were thus able to extrapolate to the limit of high imbalance with a value for the effective mass of $m^* = 1.17(10)m$. Recently, our group has also realized these quadrupole oscillations, see figure 3-21. This method overcomes all problems mentioned above: High temperature, excited polaronic state, three-body relaxation.

### 3.8.6 Size Measurement

As is indicated in equation 3.50, the confining potential seen by the minority atoms is affected by the presence of the majority atoms. The attractive interaction quenches the minority cloud volume - the minority cloud is sucked into the center of the trap. For a given particle number $N$, in an isotropic system at $T = 0$ the minority radius is determined by $\epsilon_F \equiv \hbar \omega (6N)^{\frac{1}{3}} = \frac{m}{2} \omega^2 R^2$. As a result:
where $R_\dagger$ is the interacting minority Fermi radius and $R_{\dagger 0}$ is the non-interacting minority Fermi radius for a given atom number, the bare/effective mass is $m/m^*$ and the bare/effective dipole oscillation frequency is $\omega/\omega'$ (see previous chapter).

As can be seen in equation 3.51 the size is not very sensitive to $A, m^*$ and therefore not well suited for an accurate measurement.

\[
\frac{R_\dagger}{R_{\dagger 0}} = \sqrt[4]{\frac{m}{m^*} \sqrt{\frac{m^*}{m} \frac{1}{1 + A}}}
\]

\[
\left( \frac{m}{m^* (1 + A)} \right)^{1/4} \tag{3.51}
\]
Chapter 4

Quasiparticle Spectroscopy

4.1 Quantitative Studies of the BEC-BCS Crossover

We have already learned in chapter 1.3 that mean-field theories predict the correct qualitative feature but fail when put to the test of quantitative comparison. Let us briefly discuss the shortcomings of the mean-field treatment in chapter 1.3: The only simplification\(^1\) that has been made consisted of neglecting interactions between pairs of non-zero momentum by setting \(q = 0\) in 1.2. This, however, has wide-ranging results: As \(q = 0\), the magnitude and the phase of the gap are spatially homogeneous and therefore do not allow for density fluctuations. It has been shown in the BCS limit \([122]\) that density fluctuations induce an interaction between the Fermions in the medium, similar to the van-der Waals interaction between neutral atoms, in which the fluctuating dipole moment of one atom can induce a dipole moment in a nearby atom. The effect can be calculated to modify the interaction coefficient \(V_{0,\text{eff}} = V_0 + V_0^2 N(0) \frac{1 + 2 \ln(2)}{3}\) in the BCS Hamiltonian in equation 1.2. Since \(V_0 < 0\) in the BCS regime, the effective interaction strength is reduced. This lowers the value for the superfluid gap to \(\Delta/E_F = (2/e)^{7/3} \exp(-\pi/2 k_F a)\). Compared to the BCS value of \(\Delta/E_F = 8/e^2 \exp(-\pi/2 k_F a)\) the value is reduced by a factor of \(\sim 2.2\) and is known as the Gorkov Melik-Barkhudarov reduction \([123]\) of BCS theory\(^2\). While the validity of the Gorkov Melik-Barkhudarov theory was originally limited to the BCS limit, when blindly applied to the unitary limit it yields a value for the superfluid gap of \(\Delta \simeq 0.49 e_F\), surprisingly close to the recent theoretical and experimental values.

---

\(^1\)We have also assumed a variational wavefunction, see equation 1.1. It can be shown, however, that this is the ground state wavefunction of the BCS Hamiltonian.

\(^2\)In neutral superfluids the Gorkov Melik-Barkhudarov reduction of the superfluid gap can be significant \([122]\), in charged superfluids the frequency at which the correction becomes important is pushed up to the Plasma frequency due to the strong Coulomb interaction \([124]\).
Recently, the Gorkov Melik-Barkhudarov theory has been extended throughout the BEC-BCS crossover [125].

Also, in close connection to the previous point, interactions in the normal phase are not captured by equation 1.2. This has important consequences for the discussion of imbalanced Fermi gases in chapter 2 as mean-field theories overestimate the energy of the normal state. As a result, the superfluid state becomes energetically more favorable relative to the normal state and the system remains superfluid even for high density imbalances.

In general, it remains a difficult challenge to theorists to produce a quantitatively accurate model due to the absence of a small parameter in the unitary regime. The above mentioned Gorkov Melik-Barkhudarov calculation presents the second term in an expansion series that does not necessarily converge. In the unitary regime one often has to resort to Monte Carlo techniques which however suffer from the infamous sign-problem or convergence problems.

This highlights the importance of accurate quantitative experiments. In this chapter we will present a method to determine the superfluid gap using radiofrequency spectroscopy. To this end, we have identified and quantified the Hartree self-energy, which plays a crucial role in the quantitative interpretation of radiofrequency spectra. Finally, in this chapter we will make the connection between the normal polaronic phase for high imbalance and the superfluid phase for zero imbalance.

### 4.2 Extracting the Superfluid Gap from Radiofrequency Spectra

In this chapter we present a quantitative analysis of the spectral peaks in the superfluid phase for small density imbalance. This will allow us to determine the superfluid gap $\Delta$ at very low temperatures. Earlier work [13, 22] tried to determine the gap from the onset of the pair dissociation spectrum. However, the radiofrequency spectra are not only sensitive to final state interactions, see discussion in chapter 1.5.1, they are also shifted by Hartree energies, as we show below. Furthermore, radiofrequency spectroscopy can excite all fermions, even deep in the Fermi sea, see eg. [23]. Therefore, the onset of the pair dissociation spectrum occurs for atoms with momentum $k = 0$ and, in the BCS limit depends quadratically on the gap parameter ($\omega_{th} = \frac{2\Delta}{2\hbar}$). The excitation gap can be directly observed if quasiparticles near the dispersion minimum are selectively excited, as in tunneling experiments.
Since final state interactions and Hartree terms create line shifts, two peaks are needed for the analysis, the dissociation peak and the quasiparticle peak in our case. In essence, it is the separation between the peaks in spectra like fig. 4-4b, which allows us to determine $\Delta$.

### 4.3 BCS Theory: Quasiparticles

We have encountered the excitation spectrum of the generalized BCS state in chapter 1.3, see figure 1-9 and have called it the quasiparticle excitation spectrum. Let us elucidate the role of quasiparticles by diagonalizing the Hamiltonian 1.2 instead of using the variational wavefunction. We will start by simplifying the interaction term and find the “best” two particle operator from the four particle operator (known as incomplete Wick contraction):

$$
\sum_{k,k'} c_{k\uparrow}^+ c_{-k\downarrow}^+ c_{k'\downarrow} c_{-k'\uparrow} \rightarrow \sum_{k,k'} \langle c_{-k\downarrow}^+ c_{k\uparrow}^+ \rangle c_{-k\uparrow}^+ c_{k\downarrow}^+ + \langle c_{k\uparrow}^+ c_{-k'\uparrow}^+ \rangle c_{k\uparrow}^+ c_{-k\downarrow}^+ \\
- \sum_{k,k'} \langle c_{k\uparrow}^+ c_{k'\downarrow}^+ \rangle c_{-k\downarrow}^+ c_{-k'\uparrow}^+ - \langle c_{-k\downarrow}^+ c_{-k'\uparrow}^+ \rangle c_{k\uparrow}^+ c_{k'\downarrow}^+ \\
+ \sum_{k,k'} \langle c_{k\uparrow}^+ c_{-k\downarrow}^+ \rangle c_{k'\downarrow}^+ c_{-k'\uparrow}^+ + \langle c_{k'\downarrow}^+ c_{-k\uparrow}^+ \rangle c_{k\uparrow}^+ c_{k'\downarrow}^+ \\
\equiv \sum_k U (c_{k\uparrow}^+ c_{k\downarrow} + c_{k\downarrow}^+ c_{k\uparrow}) \\
+ \sum_k \left( \Delta c_{k\uparrow}^+ c_{-k\downarrow}^+ + \Delta^* c_{-k\downarrow}^+ c_{k\uparrow} \right) \quad (4.1)
$$

with $U = \langle c_{k\uparrow}^+ c_{k\downarrow} \rangle = \langle c_{k\downarrow}^+ c_{k\uparrow} \rangle$ and $\Delta = \sum_k \langle c_{k\uparrow}^+ c_{-k\downarrow}^+ \rangle$. The first term is the Hartree energy, usually absorbed into the chemical potential in condensed matter systems. The second is the signature of the superfluid phase. The Fock term is zero in our case as the energies of our states $|1\rangle$ and $|3\rangle$ are not degenerate. By neglecting the quartic terms in the above contraction we have explicitly neglected fluctuations and quasiparticle interactions and we have entered the realm of the mean-field description. Now the Hamiltonian is quadratic and the standard Bogoliubov

---

3 Actually, density fluctuations have already been neglected by choosing the simplified Hamiltonian 1.2, see discussion above 4.1.
transform can be applied to diagonalize the Hamiltonian:

\[ \gamma_{k\uparrow} \equiv u_k c_{k\uparrow} - v_k c_{-k\downarrow} \quad \text{(4.2)} \]

\[ \gamma_{k\downarrow}^\dagger \equiv u_k c_{-k\downarrow}^\dagger + v_k c_{k\uparrow} \quad \text{(4.3)} \]

Where the \( u_k, v_k \) must be chosen such that the \( \gamma_{k\uparrow}, \gamma_{-k\downarrow}^\dagger \) obey the usual fermionic commutation rules, which results in the previous \( u_k^2 + v_k^2 = 1 \). Now the Hamiltonian takes the form (with \( U = \sum_k U_k \)):

\[ H = -\mu N + UN = \sum_{k,\sigma} E_k \gamma_{k\sigma}^\dagger \gamma_{k\sigma} \quad \text{(4.4)} \]

It is indeed diagonal in the new basis \( \{ \gamma_{k\uparrow}, \gamma_{-k\downarrow}^\dagger \} \), where the \( \gamma^\dagger \) are quasiparticle creation operators with the eigenenergy \( E_k = \sqrt{\Delta^2 + (\epsilon_k - (\mu - U))^2} \). It should be noted that the superfluid ground state is the quasiparticle vacuum: \( \gamma_{k\uparrow}|BCS\rangle = \gamma_{k\downarrow}|BCS\rangle = 0 \) and that a single excess particle creates a quasiparticle:

\[ u_k c_{k\uparrow}^\dagger |BCS\rangle = (u_k c_{k\uparrow}^\dagger - v_k c_{-k\downarrow}) |BCS\rangle \quad \text{(4.5)} \]

\[ = \gamma_{k\uparrow}^\dagger |BCS\rangle \quad \text{(4.6)} \]

For very high momenta \( k \gg k_F \) it can be seen from equation 1.5 that \( v_k \ll 1 \) and the quasiparticle is essentially a free particle, unaffected by the pairing gap, as is expected. For \( k \ll k_F \) the opposite is true and the quasiparticle is essentially a free hole. At \( k \approx k_F \), the quasiparticle is a coherent superposition of a particle and a hole. At \( k = k_F \), the excitation energy has a minimum and assumes the value \( \Delta \). This can be understood from a different angle: If a quasiparticle, or an excess Fermion, occupies momentum state \( k \), this momentum state is not available for Cooper pairing, raising the energy of the system by \( \Delta \). For the same reason excess Fermions in an imbalanced Fermion system in an inhomogeneous potential are expelled out of the superfluid in the trap center. This leads to phase separation into a balanced superfluid and a polarized normal phase, up to a critical polarization, see chapter 2.

### 4.3.1 Radiofrequency Spectroscopy of Quasiparticles

Let us revisit chapter 1.5.3 and consider the case of a single quasiparticle present in a BCS superfluid in a homogeneous potential. In this case the BCS spectrum should be essentially unaltered except for deviations on the order of \( 1/N \). The quasiparticle spectrum can be calculated easily. Energy conservation now requires \( \hbar \omega_{RF} = -E_k + \).
Figure 4-1: Radiofrequency spectrum with a quasiparticle at \( k = k_F \). The RF spectrum consists of a quasiparticle peak at a negative frequency \(-\Delta\) and the pair dissociation spectrum at positive frequencies (red dotted line), see equation 4.7 and 1.11. The Hartree contribution \( U \) acts as a momentum independent effective attraction and hence shifts the entire spectrum into the positive direction (solid blue line), see equation 4.9.

\( \epsilon_k - \mu \): The quasiparticle is immersed in the repulsive environment of the superfluid, hence is its energy \(-E_k - \mu\) measured relative to the Fermi energy. In addition a free particle is created in the (non-interacting) final state with energy \( \epsilon_k \). The lowest energy quasiparticle has a momentum of \( k_F \) and its radiofrequency spectrum is given by:

\[
\begin{align*}
I_{QP}(\omega) \propto \delta(\hbar \omega - (-\Delta))
\end{align*}
\] (4.7)

Therefore, in the limit of small quasiparticle population, the spectral peak should directly reveal the superfluid gap \( \Delta \), see figure 4-1.

Moreover, as quasiparticles are Fermions, a finite but small population of quasiparticles should, in principle, allow to reconstruct the dispersion relation \( E_k \) around the minimum at \( k_F \) for a given temperature\(^4\).

\(^4\)For a given temperature \( T \), the quasiparticle spectrum is given by (see equation 1.10)

\[
I_{QP}(\omega) = \int_k dk k^2 n_k^{QP} \delta(\omega - \omega_k)
= \frac{f'(\omega)f^2(\omega)}{1 + \exp[\beta(f^2(\omega)-\omega+\mu)]}
\]

where \( n_k^{QP} \) is the Fermi-Dirac distribution of the fermionic quasiparticles, \( f^{-1}(k) \equiv \omega_k \) is the
**Closing the Gap:**

**Tunneling vs Radiofrequency Spectroscopy**

It is insightful to compare radiofrequency spectroscopy to tunneling experiments used to study superconducting systems: In radiofrequency spectroscopy, by flipping the spin of an atom it has been essentially removed from the system by transferring it into a non-interacting state, therefore creating a quasiparticle, see equation 4.6. In tunneling experiments, this corresponds to the transfer of an electron from the superconducting region into the normal conductor at a sufficiently high voltage of $\Delta/e$, where $e$ is the electron charge. As opposed to tunneling experiments the minimum energy required for the radiofrequency transition process is not $\Delta$, but rather $\Delta^2/2E_F$ in the BCS limit, see chapter 4.2 above. Therefore, radiofrequency spectroscopy does not measure the gap $\Delta$ directly but a more complicated quantity in the BEC-BCS crossover.

The opposite process of injecting a particle into the superfluid can not be done easily in radiofrequency experiments since the final state is empty. However, in tunneling experiments an electron tunnels into the superconductor when a voltage of $-\Delta/e$ is applied, again creating a quasiparticle. Performing radiofrequency spectroscopy of quasiparticles at low concentrations, however, allows us to close this gap between tunneling and radiofrequency spectroscopy: We extract the gap not by creating a quasiparticle at $k_F$ (Stokes process), but by injecting a particle at $k_F$ and subsequently removing it at the cost of $-\Delta$ (Anti-Stokes process).

**4.3.2 “Cold Infusion” of Quasiparticles or:**

**The Importance of Being Imbalanced**

As can be seen from the phase diagram in figure 2-5 and from the fact that the superfluid ground state is the quasiparticle vacuum, no quasiparticles will be present at $T=0$. The quasiparticle population can be interpreted as a measure for the temperature. One might therefore be tempted to increase the temperature until a spectral signature of quasiparticles, see equation 4.7, can be observed. In a recent publication of our group [46] low temperature ($T/T_F \approx 0.1$) radiofrequency spectra did not show

inverse function of $f$ and satisfies energy conservation $f^{(-1)}(k) = -E_k + \epsilon_k - (\mu - h)$, with the Zeeman field $h$, see chapter 2.1. This defines a highly non-linear differential equation for $f(\omega)$ from which the quasiparticle dispersion $E_k$ can, in principle, be deduced using the experimental spectrum $I_{QP}(\omega)$. In practice, however, even a numerical solution is difficult to find for the current experimental signal-to-noise.

The reason is that the electrons of the metal in the normal state occupy all energy levels up to the Fermi energy, in cold atom experiments the final state is typically empty.
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any signature of the presence of quasiparticles. Using BCS theory, we can give an estimate of the temperature for which we expect a sizeable quasiparticle population: For a thermal population of quasiparticles the temperature has to be on the order of the gap $\Delta$. In BCS theory, the temperature dependence of the gap is given by $\frac{\Delta(T)}{\Delta_0} = 1.74 \sqrt{1 - \frac{T}{T_c}}$, with $\Delta_0$ the superfluid gap at zero temperature. At unitarity, $\Delta_0/T_c \approx 3$ (both for the mean-field treatment and Monte Carlo calculations). Therefore, one would expect to populate quasiparticles only very close to the transition temperature $T/T_c \approx 0.95$, when the gap is only one third of its low-temperature value. The experimental results in figure 4-2 show a decrease of the spectral gap with increasing temperature, but no local double peak structures could be resolved for any temperature.

Our solution to this problem was the creation of a density imbalanced Fermi mixture at the lowest temperature we can achieve in the experiment $T/T_F < 0.1$. The associated Zeeman field $h$ results in a splitting of the dispersion relation into two branches see equation 2.2 - the majority dispersion is given by: $E(k) \rightarrow E(k) - h$, see also figure 4-3. In this case the temperature needed for a sizeable quasiparticle population is decreased from $\Delta$ to $\Delta - h$. In our experiment, $\Delta - h < 0.1\varepsilon_F$ and we have therefore created “cold” quasiparticles. Of course, the Zeeman field $h$ must be smaller than the critical field $h_{c1}/\mu \approx 0.96$ [74], beyond which the normal state becomes energetically favorable over the superfluid state. This is called the Clogston-Chandrasekhar limit [95, 96, 16] and in the BCS limit is given by $\Delta/\sqrt{2}$.

Figure 4-2: Local radiofrequency spectra of an equal spin mixture for various normalized local temperatures $T/T_{F\uparrow}$ (solid black line). a) $T/T_{F\uparrow} \approx 0.20$, b) $T/T_{F\uparrow} \approx 0.22$, c) $T/T_{F\uparrow} \approx 0.34$, d) $T/T_{F\uparrow} \approx 0.55$. No local double peak spectrum can be resolved in the radiofrequency spectrum. For comparison, the double peak spectrum of an imbalanced mixture with $T/T_{F\uparrow} \approx 0.06$ is added (red dashed line).
Figure 4-3: Creation of "cold" quasiparticles. The population imbalance thermally generates quasiparticles even at low temperatures on the order of $\Delta - h$, where $h$ is the Zeeman field characterizing the number imbalance $P$. $\mu^+$ is defined as $\mu + h$, see equation 2.2.

4.3.3 Experimental Results and a Surprise in the Lab

Radiofrequency spectra for an imbalanced system are shown in figure 4-4. The inhomogeneous trapping profile allows us to probe the single-particle excitation spectrum in different physical regimes within a single sample by recording the local response of three-dimensional reconstructed density profiles in the final state immediately after application of the radiofrequency pulse. The spectra in figure 4-4 reveal a gradual change in the nature of the pairing correlations. The balanced superfluid is characterized by identical spectral responses of majority and minority particles and has been the subject of previous studies, see chapter 1.5.1 and the review articles [23, 126, 127] and references therein. In the polarized superfluid region [19, 70] (and references therein) the minority spectrum perfectly matches the pairing peak of the majority spectrum, locally coexisting with the quasiparticle spectral contribution, resulting in a local double peak structure of the majority spectrum, see figures 4-4b and 4.3.1.

As the local imbalance is further increased beyond the superfluid to normal (SF-N) transition [19], see figure 4-4d, the majority spectrum no longer shows a local double-peak structure. This is consistent with theoretical work [99, 128] attributing the double peak structure in the normal phase in previously reported radiofrequency spectra [13, 20] to the inhomogeneous density distribution. For increasing spin polar-
Figure 4-4: Tomographically reconstructed radiofrequency spectra for various regions of the atomic sample at unitarity. a) Balanced superfluid, b) polarized superfluid, c) moderately polarized transition region and d) highly polarized normal region. The panel on the left shows a phase contrast image of the atomic cloud before radiofrequency excitation. The positions of the spectra a) to d) are marked in the phase contrast image and by the arrows in figure 4-5. Red: Majority spectrum, blue: Minority spectrum. Local polarizations $\sigma_{\text{loc}}$ and local temperature $T/T_F$, respectively: a) -0.04(2), 0.05(1), b) 0.03(1), 0.06(1)c) 0.19(1), 0.06(2), d) 0.64(4), 0.10(2). The negative value in a) implies that the local polarization as inferred from phase-contrast imaging underestimates $\sigma_{\text{loc}}$ by up to 0.05.

Specialization the majority and minority pairing peaks lose spectral overlap. This missing overlap can be interpreted as indication that the minority atoms are no longer bound in pairs, each of them interacting with more than one majority atom. This is the polaronic phase which has been investigated in chapter 3. At unitarity, within our experimental resolution, the overlap starts to decrease at the superfluid-to-normal interface, see figure 4-4c.

Even when the spectral overlap decreases, there is still equal response to the radiofrequency excitation in the high frequency tails, see figure 4-4c and figure 4-4d. These tails correspond to large momentum components in the interparticle wave function and hence address the short range physics. The magnitude and functional form of the high-frequency tail are characterized by the contact coefficient $C$. According to the adiabatic sweep theorem, discussed in chapter 3.7.4, the contact coefficient $C$ carries much information about the many-body state of the system. From the wings of the polaron spectra in chapter 3 we were able to estimate the contact coefficient. It is predicted to be $\approx 10\%$ larger in the superfluid state as the polaron is characterized by a delocalized component in the wavefunction, see equation 3.23. Unfortunately, in this experiment we did not explore high enough frequencies to determine the contact coefficient in the balanced superfluid the spectra multiplied by $\hbar \omega^{3/2}$ did not show a
plateau as they do in the polaron spectra, see figure 3-15.

As can be seen in figures 4-4 and 4-5 these physically very different regimes are smoothly connected across the critical density imbalance [22], see above.

A two-dimensional summary of all our results in the unitary limit is shown in figure 4-5.

Figure 4-5: Spatially resolved RF spectra of an imbalanced Fermi gas at unitarity. a) The right half shows the majority spectra as a function of position in the trap expressed in terms of the majority Fermi radius $R_F$, the left half displays the minority spectra. The superfluid to normal transition region is marked by the gray dashed vertical lines. The local polarization $\sigma_{\text{loc}}$ is given by the dashed red line. The error bars are the standard deviation of the mean value. The arrows indicate the position of the four spectra shown in figure 4-4. The image is a bilinear interpolation of 2500 data points, each plotted data point in the image is the average of three measured data points. The spatial resolution of the image is $0.045 \cdot R_F$.

In figure 4-6a the position of the peaks of majority and minority spectra are plotted normalized by $\epsilon_{F_F}$ as a function of position in the trap in the unitary limit. The peak positions are proportional to the local Fermi energy inside the superfluid region within our experimental resolution. In the polarized superfluid phase the spectra show local double peaks. The position of the two peaks in the limit of small polarization is depicted in figure 4-6b for various interaction strengths.
One striking and initially unexpected feature of the data presented above is the position of the quasiparticle peak at positive frequencies (relative to the atomic transition frequency) - instead of being repelled out of the superfluid they seem to be attracted by it! This picture is, of course, wrong and is caused by the presence of Hartree terms, resulting in an overall shift of the systems energy and the radiofrequency spectrum, see below in chapter 4.3.4. In the weakly interacting limits, the Hartree term reduces to a simple mean field shift. In the strongly interacting regime one has to resort to Monte Carlo calculations [129, 74, 42] for a numerical value of $U$.

### 4.3.4 Hartree: Cause and Effect

We have seen the origin of the Hartree energy $U$ in chapter 4.3. Let us now show what effect they have on the radiofrequency spectrum. The Hartree energy is momentum independent and can be shown to simply result in an overall shift of the spectrum.
The quasiparticle peak is located at \( \hbar \omega_{QP} = -E_k + \epsilon_k - \mu \), see chapter 4.3.1, such that the minimum is now at \( \epsilon_k = \mu - U \). It follows that the minimum excitation energy now occurs not at \( k = \frac{\sqrt{2m\mu}}{\hbar} \) but rather at \( k = \frac{\sqrt{2m(\mu-U)}}{\hbar} \) such that:

\[
I_{QP}(\omega) \propto \delta(\hbar \omega - (-\Delta + U)) \tag{4.8}
\]

It is straightforward to show that with the modified dispersion the dissociation spectrum retains its functional form (equation 1.11) with a frequency axis shifted by \( U \):

\[
I(\omega') \propto \frac{\sqrt{\omega' - \omega'_{th}}}{\omega'^2} \sqrt{1 + \frac{\omega'_{th}}{\omega'} + \frac{\mu}{\hbar \omega'}} \tag{4.9}
\]

where \( \omega' = \omega + U \), \( \omega'_{th} = \omega_{th} + U \) and \( \mu' = \mu - U \). The maximum of the dissociation spectrum occurs at

\[
\hbar \omega_{max} = \frac{4}{3} \left( \sqrt{\mu'^2 + \frac{15}{16} \Delta^2} - \mu' \right) - U \tag{4.10}
\]

\[
\approx \frac{4}{3} \omega_{th} - U \tag{4.11}
\]

where \( \mu' = \mu - U \) and \( \omega_{th} \) is the dissociation threshold (which is at momentum \( k = 0 \)).

**Determination of the Superfluid Gap and the Hartree Energy**

We determined the superfluid gap \( \Delta \) and the Hartree energy \( U \) from the peak positions in the limit of small density imbalance (\( \sigma \approx 0.03 \)). At unitarity with the chemical potential \( \mu = 0.42 \epsilon_{F \uparrow} \), we obtained:

\[
\Delta_{\text{unit}} = 0.44(3) \epsilon_{F \uparrow}
\]

\[
\text{and}
\]

\[
U_{\text{unit}} = -0.43(3) \epsilon_{F \uparrow} \tag{4.12}
\]

in excellent agreement with the predicted values \( \Delta_t = 0.45 \epsilon_{F \uparrow} \) and \( U_t = -0.43 \epsilon_{F \uparrow} \) from Quantum Monte Carlo calculations [41]. Our determined values for \( \Delta \) and \( U \) values suggest the minimum of the quasiparticle dispersion curve to occur at \( k_{\min} \approx 0.9k_F \). Table 4.1 shows the gap and Hartree energy for various interaction strengths. Away from unitarity we relied on Quantum Monte Carlo calculations for the chemical
Table 4.1: Superfluid gap $\Delta$, Hartree term $U$ and final state interaction $E_{\text{final}}$ in terms of the Fermi energy $\epsilon_F$ for various interaction strengths $1/k_Fa$.

<table>
<thead>
<tr>
<th>$1/k_Fa$</th>
<th>$\Delta$</th>
<th>$U$</th>
<th>$E_{\text{final}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>0.22</td>
<td>-0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>0</td>
<td>0.44</td>
<td>-0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>0.38</td>
<td>0.7</td>
<td>-0.59</td>
<td>0.14</td>
</tr>
<tr>
<td>0.68</td>
<td>0.99</td>
<td>-0.87</td>
<td>0.12</td>
</tr>
</tbody>
</table>

potential $\mu$ [33].

For an accurate quantitative comparison final state interactions, also listed in table 4.1, had to be taken into account. The effect of final state interactions is an overall mean field shift of $E_{\text{final}} = \frac{4\pi\hbar^2 a}{m} n$. This shift affects both the quasiparticle peak and the pairing peak equally.

### 4.3.5 Why Should That Work?!

Above we have presented the extraction of the superfluid gap $\Delta$ and the Hartree energy $U$ based on two assumptions: a) The quasiparticle dispersion relation is given by the mean-field result $E_k = \sqrt{\Delta^2 + (\epsilon_k - (\mu - U))^2}$, see 4.3.4, and b) the chemical potential is given by the Monte Carlo result $\mu = 0.42\epsilon_F$ [33]. This immediately raises two questions:

- The above treatment is obviously non-self-consistent as we use the dispersion from mean-field theory (which yields $\mu = 0.59$) but the chemical potential from Monte Carlo calculations $\mu = 0.42$. We have, however, stressed before that mean-field theory correctly produces qualitative features but fails for quantitative comparison, 2.2. The formula $E_k = \sqrt{\Delta^2 + (\epsilon_k - (\mu - U))^2}$ can therefore be regarded as a valid *parametrization* of the quasiparticle dispersion relation with the free parameters $\Delta$ and $U$.

- The exact value for the chemical potential is still under discussion and ranges from $0.32\epsilon_F$ to $0.49\epsilon_F$ [30, 31, 32, 33, 34, 35, 38, 39, 14, 40, 36, 37] at zero temperature. Moreover, this value is temperature dependent. How much does this uncertainty affect the extraction of $\Delta$ and $U$? Figure 4-7 shows the extracted superfluid gap and Hartree energy as a function of the value used for the chemical potential. Obviously, the dependence is weak and the variation with $\mu$ is
within the error bar. The reason for the robustness is that the value for the superfluid gap is essentially determined by the distance between the quasiparticle and the dissociation peak and does therefore not rely on the precise knowledge of the chemical potential. Since the quasiparticle peak is located at $-\Delta - U$, the stability of $-\Delta$ makes $U$ stable also.

Figure 4.7: Dependence of the extracted values for $\Delta$ (red line) and $U$ (blue line) on the assumed value for the chemical potential $\mu$.

In addition, it has to be mentioned that our determination of $\Delta$ and $U$ is naturally not for zero temperature but for the finite local normalized temperature of $T/T_F \approx 0.06$. However, there is indication from finite temperature Quantum Monte Carlo calculations [42] that $\Delta$ is only weakly temperature dependent for $T/T_F < 0.15$ and that $U$ is only weakly temperature dependent for $T/T_F < 0.3$.

Comment: Resolution / Experimental broadening For an accurate determination of the peak positions, Fourier broadening of the spectra must be taken into account: The peak of an asymmetric distribution is shifted upon convolution with the pulse duration. For comparison with the theoretical spectrum, we have modeled the radiofrequency pulse of $T = 200\mu$s length as a square pulse. This results in a FWHM of the radiofrequency spectral power of $\Delta \nu = 2 \cdot \frac{1}{2T} \cdot 1.39 \frac{e}{T} \approx 4.4\text{kHz}$. The theoretical spectrum consists of the dissociation term including the Hartree energy, equation 4.9 and the quasiparticle peak modeled as a narrow (FWHM = 1 kHz) Lorentzian. This
spectrum was convolved with the Fourier transform of a square pulse $f(\omega) \propto \frac{\sin^2 \frac{\omega T}{2}}{\left( \frac{\omega T}{2} \right)^2}$.

Figure 4-8 shows that the theoretical spectrum reproduces our data quite well. The deviation in 4-8b) might be attributed to additional broadening mechanisms like finite quasiparticle lifetime, finite temperature and atomic diffusion during the duration of the radiofrequency pulse. The convolution causes a shift of $0.05 \epsilon_{F\uparrow}$ in the spectral peak position of the dissociation spectrum and has been accounted for in the determination of $\Delta$ and $U$.

Figure 4-8: Comparison of experimental (red) and theoretical (black) line shapes for spectra a) and b) in figure 4-4. The theoretical curve is obtained from a BCS-Leggett mean field description including the Hartree term and a convolution with the experimental resolution of $\approx 4.4$kHz (the amplitude of the spectra have been left as free fitting parameters). The values for $\Delta$ and $U$ as calculated from the peak positions lead to a reasonable agreement with the data.
4.4 Connecting the Polaron Phase to the Superfluid Phase

So far we have focused on the balanced phase. However, the inhomogeneous trapping profile presents a cut through the phase diagram and we realize different physical regimes: Apart from the balanced superfluid core, we have realized a polarized superfluid phase for various interaction strengths (bear in mind that the experiment is not performed at zero temperature). We have identified the polarized normal region with the limiting cases of the polaronic phase and the fully spin polarized regime of an ideal Fermi gas.

One figure of merit that can be identified to distinguish the different phases is the spectral overlap, see figure 4-4. In the previous chapter we have presented the quasiparticle residue $Z$ of the polaron as a measure of the dressing of the minority particles with its surroundings. We will generalize this concept to characterize the pairing also in the moderately polarized normal region and the superfluid region and, for lack of a better word, continue to refer to it as the quasiparticle residue.

The quasiparticle residue has been extracted in the same way as for the polaronic phase, see figure 3-12 and is plotted in figure 4-9 as a function of the local polarization $\sigma$ for various interaction strengths.

The two physical limits are smoothly connected. The quasiparticle residue does not change appreciably until the polarization approaches its respective critical value, suggesting that the theoretical description presented in chapter 3.4 remains accurate even away from the highly polarized limit.

Determination of the Critical Imbalance Using the Quasiparticle Residue

In chapter 2.4 we have presented a method to determine the phase boundary separating the normal phase and the phase separated superfluid phase based on the density distribution in an inhomogeneous potential. Here we will show that we can achieve very similar results by considering the local polarization $\sigma$ at which the quasiparticle residue $Z$ assume a finite value. The according data points based on the data in figure 4-9 are added to figure 2-4 and can be seen to agree well with the density profile analysis. Both of these methods yield a phase boundary at lower polarization than the zero-temperature Monte Carlo calculations, see figure 2-2. The discrepancy might be explained by the finite temperature in the experiment $T/T_F \approx 0.1$ and a comparison should be made with finite temperature calculations, see also chapter 2.5.
Figure 4-9: Generalized quasiparticle residue \( Z \) as a function of the local polarization \( \sigma_{\text{loc}} = \frac{(n_{\uparrow} - n_{\downarrow})}{(n_{\uparrow} + n_{\downarrow})} \) for various interaction strengths. Solid black circles: Unitary limit. Solid blue diamonds: \(-0.36 < 1/k_F a < -0.24\) (BCS side). Solid red triangles: \(0.34 < 1/k_F a < 0.43\) (BEC side). The open symbols represent the limit of the polaronic phase for comparable interactions strengths from the more accurate measurements of the polaron energy and the quasiparticle residue, see chapter 3. The lines are a guide to the eye and were used as a rough estimate for the critical polarizations \( \sigma_{\text{rm loc}} \) shown in figure 2-4.
Chapter 5

The Equation of State of a Strongly Interacting Fermi Gas at Finite Temperature

5.1 Introduction: Equation of State of a Balanced Fermi Mixture

As discussed in the previous chapters, reliable quantitative theories remain elusive in the strongly interacting regime due to the absence of a small parameter when the gas parameter \( n a^3 \) diverges. However, a significant simplification arises in the unitary regime: As the scattering length diverges, it is no longer a relevant quantity for the system and all physical quantities show universal behavior, independent of the nature of the interactions. At zero temperature, the only energy scale left in the system is the chemical potential or Fermi energy \( \epsilon_F = \frac{\hbar^2 k_F^2}{2m} = \frac{\hbar^2}{2m} (6\pi^2 n)^{2/3} \), where \( n \) is the density of a single component. In the universal regime energies scale as \( \epsilon_F \), times scale as \( 1/\epsilon_F \), velocities scale as \( k_F \) and so forth. This is called the “universality hypothesis” [130]. At finite temperature, two parameters completely describe the system, the temperature \( T \) and the chemical potential \( \mu \).

Therefore, the phase space density can be written as:

\[
n\lambda^3 = f(\beta \mu)
\]  

(5.1)

with the thermal wavelength \( \lambda = \sqrt{\frac{2\pi\hbar^2}{mk_BT}} \) and \( \beta = 1/k_BT \) describes any strongly
interacting system\textsuperscript{1} employing the universal function \( f(\beta \mu) \). Equation 5.1 represents the equation of state relating the density \( n \) to the temperature \( T \) and the chemical potential \( \mu \). Starting from this equation many thermodynamic quantities can be derived. For example the pressure can be obtained using the Gibbs-Duhem relation \( \mathrm{d}P = n \, \mathrm{d}\mu + s \, \mathrm{d}T \), which for constant temperature yields:

\[
p(\mu_0) = \int_{-\infty}^{\mu_0} n \, \mathrm{d}\mu
\]  

(5.2)

In this chapter we will present an experimental study towards a high precision determination of the Equation of State of a unitary Fermi gas at arbitrary temperature.

5.2 Inhomogeneous Potential

In the local density approximation the system can be described as locally homogeneous with a spatially dependent chemical potential \( \mu_{\text{loc}} = \mu - V(r) = \mu - \sum_i \frac{m}{2} \omega_i^2 r_i^2 \). This provides the density distribution in a harmonic trap, given the temperature \( T \) and the chemical potential \( \mu \) (for simplicity, let us assume an isotropic potential \( \omega_i = \omega \)):

\[
n(r) = \frac{1}{\lambda^3} f \left( \beta \mu - \beta \frac{m}{2} \omega^2 r^2 \right)
\]  

(5.3)

Equivalently, if the temperature, the chemical potential and the potential profile are known, one can directly determine the equation of state \( f(x) \) by inversion of the above relation:

\[
f(x) = \lambda^3 n \left( \frac{2}{m \omega^2} (\mu - k_B T \, x) \right)
\]  

(5.4)

This looks more complicated than it is: Given the density distribution \( n(r) \), one simply has to rescale the x-axis by finding the local \( x = \beta \mu_{\text{loc}} \) at position \( r \) and multiply the y-axis by \( \lambda^3 \).

Using equation 5.2, similar relations hold for the local pressure of the unitary Fermi gas:

\textsuperscript{1}It has to be borne in mind, however, that this is only true for zero-range interactions, see also chapter 3.7.4. In cold atom experiments the effective range \( r_{\text{eff}} \) is on the order of the range of the van der Waals interaction \( r_0 \), which for alkali atoms is on the order of \( 50 - 100 \, a_0 \) and for \(^6\text{Li}\) it is \( r_0 = 63 \, a_0 \) and therefore much smaller than any other length scale.
\[ p(r) = \frac{k_B T}{\lambda^3} F \left( \beta \mu - \beta \frac{m}{2} \omega^2 r^2 \right) \]  

(5.5)

with the universal function \( F(\beta \mu) \) being related to the function \( f(\beta \mu) \) defined above: \( F(x) = \int_{-\infty}^{x} d(x') f(x') \). The above equation yields the formula for \( F \):

\[ F(x) = \frac{\lambda^3}{k_B T} p \left( \sqrt{\frac{2}{m \omega^2}} (\mu - k_B T x) \right) \]  

(5.6)

where the pressure follows from equation 5.22.

### 5.3 Temperature Measurement at Unitarity

In principle, the above determination of the equation of state is straightforward and poses no problem. Experimentally, the main challenge consists of a reliable determination of the temperature and the chemical potential. Thermometry of strongly interacting ultracold Fermi gases is a notoriously difficult problem in experiments. Different approaches have been taken to solve this problem: In imbalanced Fermi gases the shape of the non-interacting wings of the majority component have been used to determine the temperature \[16, 23\]. This method is obviously not applicable to the case of a balanced Fermi mixture. In balanced gases, the temperature has been determined by thermal contact with a weakly interacting bosonic bath whose temperature can be well characterized \[131\]. Another approach relied on fitting a non-interacting density profile to the strongly interacting profiles and rescaling of the resulting temperature. This quantity is a measure of the temperature but yields the true temperature of the system only under a series of assumptions \[14\]. Yet another method of temperature measurement relies on determination of the temperature in the weakly interacting limit by fitting a non-interacting density profile before adiabatically bringing the mixture into the unitary regime, see for instance \[12\]. Again, this only yields a quantity characterizing the temperature but not the true temperature, which changes during an adiabatic sweep. Here we will present a different approach based on the virial expansion of the equation of state.

\[ \text{For a harmonic potential, } L = p_0 - \frac{m}{2} \omega^2 r^2. \]  

The pressure then can be written as \( p(r) = \frac{m}{2} \omega^2 \int_0^\infty dr 2r n(r) \) and is basically given by the one-dimensional density distribution.
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5.3.1 Virial Expansion

At high temperatures $T \gg \mu$ or $\beta \mu \ll 1$, quantum statistics can be neglected and every gas looks like an ideal gas. The phase space density is simply given by the Boltzmann distribution $e^{\beta \mu}$ and the equation of state is $n(r) = e^{\beta \mu} / \lambda^3$ independent of statistics or interactions. This is the first term in an expansion in powers of the fugacity $e^{\beta \mu}$:

$$n \lambda^3 = f(\beta \mu) \equiv \left( e^{\beta \mu} + 2 b_2 e^{2 \beta \mu} + 3 b_3 e^{3 \beta \mu} + \ldots \right) \quad (5.7)$$

where the coefficients $b_i$ are the virial coefficients. Bear in mind that that the phase space density is small at high temperatures $n \lambda^3 \ll 1$, and hence the chemical potential negative $\mu < 0$. Therefore, the value of the fugacity for which the series expansion in equation 5.7 converges, is restricted to $0 < e^{\beta \mu} < 1$.

Similarly, for the pressure we have the expansion:

$$p \frac{\lambda^3}{k_B T} = F(\beta \mu) \equiv \left( e^{\beta \mu} + b_2 e^{2 \beta \mu} + b_3 e^{3 \beta \mu} + \ldots \right) \quad (5.8)$$

The virial coefficients for the unitary Fermi gas are $b_2 = \frac{2 \sqrt{2}}{3}$ [132, 133] and $b_3 = 0.29095295$ [134]. Therefore, equation 5.7 provides a robust method to fit the wings of a balanced Fermi gas. Care has to be taken that the fitting range entails only regions of a sufficiently negative chemical potential as the virial expansion up to third order is expected to be valid only for $\beta \mu_{\text{loc}} < -0.8$. At this point, the virial expansion deviates from the diagrammatic Monte Carlo calculation [135] by more than 1%. For the integrated density, yielding the pressure, see equation 5.2, it is expected to be valid up to $\beta \mu_{\text{loc}} < -0.4$. The value of the local $\beta \mu_{\text{loc}}$ of course depends on the fit yielding the global $\beta \mu$ and $\beta \mu$ has to be determined self-consistently.

5.3.2 Effects of the Trap: Harmonic vs Gauss

All data in cold atom experiments consist of projection images of an atom cloud. The two-dimensional density distribution $n_{2D}(x, z)$ is given by the integral of the three-dimensional density $n_{3D}(x, y, z)$ along the imaging axis, here denoted as the $y$-axis.

**Harmonic Potential**

In the case of a harmonic potential, the temperature determination using the virial expansion 5.7 is a straightforward Gaussian integral:
\[ n_{2D}(x, z) = \int_{-\infty}^{\infty} dy \, n_{3D}(x, y, z) \quad (5.9) \]
\[ = \frac{1}{\lambda^2} \frac{k_B T}{\hbar \omega_y} \sum_k b_k \sqrt{k} \, e^{k \beta (\mu - \frac{m}{2} (\omega_2 x^2 + \omega_2^2 z^2))} \quad (5.10) \]
\[ n_{1D}(r) = \frac{1}{\lambda^2} \frac{(k_B T)}{\hbar \omega_y} \sum_k b_k \sqrt{k} \, e^{k \beta (\mu - \frac{m}{2} \omega_r^2 r^2)} \quad (5.11) \]

The last equality holds for an elliptically averaged density distribution.

**Gaussian Potential**

Typically, see chapter 1.4, in order to access a Feshbach resonance to enter the unitary regime, the atoms are radially trapped in the potential well created by a focussed laser beam red-detuned from the dominant atomic transition. The laser beam emanates from an optical fiber and is well characterized as a TEM\(_{00}\) mode. The potential well experienced by the atoms can therefore be written as:

\[ V(x, y) = V_0 \left( 1 - e^{-2 \frac{z^2 + y^2}{w^2}} \right) \quad (5.12) \]

where the trap depth \( V_0/k_B \) is typically on the order of a few \( \mu \text{K} \) and in our setup the waist\(^3\) is \( w = 70.5 \mu \text{m} \). Along the third axis, the atoms are trapped by a magnetic curvature\(^4\) characterized by a trapping frequency of \( \omega_z = 2\pi \cdot 22.83 \text{Hz} \). As a typical Fermi energy is on the order of 1\( \mu \text{K} \), anharmonicities play a significant role for this high precision study, see figure 5-1.

Since we typically operate at trap filling factors \( 0.2 < \eta < 0.5 \), we can not neglect the effects of anharmonicity. Therefore, in order to determine the temperature and the chemical potential from the virial expansion in equation 5.7, one has to do one of the following:

\(^3\)The power of the infrared laser beam was measured before entering the chamber through a penny window and after leaving the chamber through the opposite penny window. The total power loss was 13% so that the laser power at the position of the atoms was 93.3%. The waist was determined using a beam profiler at the position of the image of the ODT focus outside the chamber, close to the position of the CCD camera chip.

\(^4\)In equation 5.12 we have neglected the confinement along the z-direction resulting from the optical potential, which is given by \( V(z) = V_0(1 - \frac{1}{1 + \frac{z}{z_R}}) \) with the Rayleigh range \( z_R = \frac{\pi w_0^2}{\lambda} \). In our case with a waist of \( w_0 = 70.5 \mu \text{m} \) and a wavelength of \( \lambda = 1064 \text{nm} \), the Rayleigh range is \( z_R \approx 14 \text{mm} \), resulting in a typical trapping frequency of \( \omega_{z,ODT} = \sqrt{\frac{2V_0}{m w_0^2}} \approx 2\pi \cdot 1 \text{Hz} \). This changes the trapping frequency of the magnetic potential along the z-axis by less than one per mille.
Method I: Integrate the virial expansion 5.7 along the imaging axis and use the two-dimensional fitting function to $n_{2D}(x, z)$:

$$n_{2D}(x, z) \lambda^3 = \int_{-\infty}^{\infty} dy \ n_{3D}(x, y, z)$$

$$= \int_{-\infty}^{\infty} dy \sum_k k b_k e^{k \beta \mu - k \beta \frac{\omega}{2} x^2} e^{-k \beta V_0 \left(1 - e^{-x^2 + y^2}\right)}$$

$$= \sum_k k b_k e^{k \beta \mu - k \beta \frac{\omega}{2} x^2} S_k(\beta, x)$$

While this can be done, it has a few disadvantages. Two-dimensional fits are less robust as the final fit tends to depend on the initial guess for the fitting parameters. Also, the integral along the imaging direction $S_k(\beta, x)$ has to be done numerically in each step of the fitting procedure, resulting in slow fitting routines.

Method II: Reconstruct the three-dimensional density $n_{3D}(x, y, z)$ from the two-dimensional density $n_{2D}(x, z)$ using the inverse Abel transform\textsuperscript{5}[66]. A potential disadvantage is the loss of signal-to-noise in the data since the inverse Abel transform

---

\textsuperscript{5}If a function $f(r, z)$ is cylindrically symmetric, the inverse Abel transform is given by $f(x, z) = -\frac{1}{\pi} \int_{-\infty}^{\infty} dy \ \frac{dy}{\sqrt{y^2 + x^2}}$, where $n_{2D}(y, z)$ is the column density.
involves a derivative of experimental data. This can be alleviated by performing an appropriate averaging procedure over equipotential lines\(^6\). One has to average all pixels in an image belonging to the same three-dimensional potential, see figure 5-2.

![Figure 5-2: Equipotential lines for a hybrid potential: Harmonic confinement along the x-axis, Gaussian confinement along the z-axis.](image)

We can thus “collapse” all pixels in the image into a one-dimensional form, whose high-energy wings can be fit independently of the actual trapping potential by the simple fitting function based on the virial expansion:

\[
n(V) = \frac{1}{\chi^3} (\sigma_{\text{loc}} + 2 b_2 \sigma_{\text{loc}}^2 + 3 b_3 \sigma_{\text{loc}}^3) \tag{5.16}
\]

with the local fugacity \(\sigma_{\text{loc}} \equiv e^{\beta u_{\text{loc}}}.\)

**Method III:** An improved signal-to-noise ratio can be obtained by an integration over the density distribution, yielding the pressure \(p = \frac{k_{\text{B}} T}{\chi^2} F(\beta \mu),\) see equations 5.2 and 5.8. One can now employ partial integration to avoid taking the derivative of experimental data in the inverse Abel transform and instead take the derivative of the potential \([136]\):

\[
p(\rho_0, z) = \frac{1}{\pi} \int_{\rho_0}^{\infty} \text{d}y \ n_{2D}(y, z) \left[ \frac{\partial V}{\partial \rho}(y, z) \right] \left[ \frac{\rho}{\sqrt{y^2 - \rho_0^2}} + \int_{\rho_0}^{\rho} \text{d}\rho \ \rho \frac{\partial V}{\partial \rho}(y, z) - y \frac{\partial V}{\partial \rho}(\rho, z) \right] \tag{5.17}
\]

For the case of the Gaussian potential from equation 5.12, this equation becomes:

---

\(^6\)This can not be done before the reconstruction procedure due to the Gaussian potential.
\[ p(\rho_0, z) = \frac{14V_0}{\pi w^2} e^{-\rho_0^2} \int_0^\infty du n_{2D} \left( \sqrt{u^2 + \rho_0^2}, z \right) \left( 1 - 2\sqrt{\frac{u}{w}} D\left(\sqrt{\frac{u}{w}}\right) \right) \]  

(5.18)

with the definition \( D(x) = e^{-2x^2} \int_0^x du e^{u^2} \) for the Dawson function and \( V_0 \) and \( w \) characterizing the optical trapping potential.

With the above equation for the two-dimensional pressure, one can now perform the appropriate averaging procedure described above and depicted in figure 5-1 to arrive at the one-dimensional pressure \( p(V) \), whose high-energy wings can be fit by the simple fitting function based on the virial expansion:

\[ p(V) = \frac{k_B T}{\lambda^3} \left( \sigma_{\text{loc}} + b_2 \sigma_{\text{loc}}^2 + b_3 \sigma_{\text{loc}}^3 \right) \]  

(5.19)

with the local fugacity \( \sigma_{\text{loc}} \equiv e^{\beta \mu - \beta V} \).

We have employed all three methods successfully to extract the temperature and the chemical potential, with the second and third method being more robust and less time consuming. The third method has the advantage of a higher signal-to-noise ratio and the virial expansion being valid for higher values of \( \beta \mu \), see chapter 5.3.1. In the following chapter we will present the results for a unitary Fermi gas.

### 5.3.3 Determination of the Temperature

Figure 5-3 shows a typical pressure curve \( p(V) \) as a function of the potential \( V \), see previous chapter. The zoom-in shows the region in which the virial expansion equation 5.19 is valid.

The local value of \( \beta \mu_{\text{loc}}(z) = \beta \mu - \beta V \) depends on the fitted values for \( \beta \mu \) and \( \beta \). Therefore, the fitting range has to be determined self-consistently. This is done by performing the fit indiscriminately in each interval \( \{n \cdot \Delta z, z_{\text{last}}\} \), \( n < z_{\text{end}}/\Delta z \). For each of the \( (z_{\text{end}} - 1) \) fits we extract \( \beta \mu \) and \( \beta \). The result for \( \beta \mu \) as a function of fitting range is shown in figure 5-4. The equivalent values of the temperature are not shown here but show a similar behavior.

For a perfect signal-to-noise ratio of the data and a perfect characterization of our experimental parameters, \( \beta \mu \) in figure 5-4b would be a flat line until the local

---

7The magnetic saddle potential results in an additional anticonfining term which has to be taken into account in the analysis of experimental data. If this antitrapping potential is characterized by the “trapping frequency” \( \omega_A \), one has to add the following term to the right hand side of equation 5.18: \( U = -\frac{1}{\pi} m \omega_A^2 \int_0^\infty du n_{2D} \left( \sqrt{u^2 + \rho_0^2}, z \right) \).
Figure 5-3: Pressure profile vs potential (solid red line). The profile demonstrates typical signal-to-noise ratio in our data. Shown is also a zoom into the region, in which the virial fit (solid blue line) is applicable. The fitting region is marked by the dashed vertical line.

\( \beta \mu_{\text{loc}}(z) < -0.4 \), at which point the virial fit deviates from the theoretical calculations by more than 1%. This can be verified in figure 5-4b: For values \( \beta \mu_{\text{loc}}(z) > -0.4 \), the fitted value for \( \beta \mu \) becomes unreliable. Eventually, as the fitting region is restricted to low density wings, where \( \beta \mu_{\text{loc}} < -1 \) for the particular data from the profile shown in figure 5-4a, the signal-to-noise ratio does not allow a reliable extraction of \( \beta \mu \) any more. We therefore extract \( \beta \mu \) at the point where \( \beta \mu_{\text{loc}} \simeq -0.4 \). For this particular profile, \( \beta \mu = 1.37(3), \ T = 236(2) \text{nK} \) and \( \mu = 325(7) \text{nK} \). The error bars represent the statistical uncertainty of the fit shown in the inset of figure 5-3 and do not include potential systematic errors.

With this method we can assign values of \( \beta \mu \) and \( T \) to each profile and determine the equation of state from equation 5.6. This can be done for an arbitrary number of density profiles, allowing us to suppress the statistical error and obtain a high precision determination of the equation of state.
Figure 5-4: Determination of $\beta \mu$. Shown are a) the local value $\beta \mu_{loc}$ as a function of the fitting range, see text, and b) the value of $\beta \mu$ as a function of the fitting range. The dashed lines show the restriction of the valid fitting range.

5.4 Preparation: Equation of State of the Non-Interacting Fermi gas

As the fit to the virial expansion in equation 5.19 requires precise knowledge of the absolute value of the density at a certain potential $V$, it is crucial to carefully calibrate the imaging system. Many factors determine the relation between the observed optical density for absorption and the true atomic density, such as polarization of the imaging light, linewidth of the imaging laser, off-resonant light in the imaging path, alignment of magnetic fields, magnification factor of the imaging system, etc. Here we chose a different route: We created a system for which we know the equation of state
and adjusted the prefactor to calibrate imaging. Our calibration system is the non-interacting Fermi gas.

A non-interacting Fermi gas can be easily produced experimentally as there is a zero-crossing of the scattering length $a$ at 534G [137]. An experimental complication arises from the fact that a non-interacting Fermi gas by definition does not thermalize - the "true" density distribution will therefore never be reached. We can, however, create a weakly interacting Fermi gas, whose density distribution should closely resemble a non-interacting Fermi gas if the mean-field interaction energy is much smaller than the Fermi energy. In the case discussed here, $U_{MF} \approx \epsilon_F/100$, so that interaction effects should be negligible.

The pressure of a non-interacting Fermi gas can be derived in the local density approximation by setting $\mu_{loc}(r) = \mu - V(r)$ and carrying out the integration of the Fermi-Dirac distribution over the momentum components and $\mu$, resulting in [23]:

$$
p(V) = -\frac{k_B T}{\lambda^3} \frac{1}{\ln(1+e^{\lambda V})} - e^{\lambda V}
$$

(5.20)
where $\text{Li}_{5/2}(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^{5/2}}$ is polylogarithm of order 5/2. Based on this series expansion, the virial coefficients, see equation 5.19, can be seen immediately: $b_1 = 1, b_2 = -\frac{\sqrt{2}}{8}, b_3 = \frac{\sqrt{3}}{27}, b_4 = \frac{1}{32}$.

Figure 5-5 shows the non-interacting equation of state, see equation 5.20 with $\beta \mu, T$ and a numerical prefactor characterizing the imaging system as fitting parameters. The experimental data are well fit by the polylogarithm.

### 5.5 The Equation of State of the Unitary Fermi Gas

![Equation of state](image)

Figure 5-6: Equation of state $F(\beta \mu)$ of a unitary Fermi gas. Solid black line: Diagrammatic Monte Carlo calculation [135]. Dashed black line: Third order virial expansion, valid for $\beta \mu < -0.4$. Solid red line: Experimental equation of state averaged over 10 profiles.

After these preparations, let us now turn to the equation of state $F(\beta \mu)$, see equation 5.6, of a unitary Fermi gas.

The results are shown in figure 5-6. Also shown in the graph is the result of diagrammatic Monte Carlo calculations [135].
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We can thus experimentally produce an equation of state from experimental data with very high accuracy and can verify state-of-the-art Monte Carlo calculations. At the time when this thesis was written, Diagrammatic Monte Carlo calculations [135] were available up to $\beta \mu = 1$.

5.6 The Equation of State of the Unitary Fermi Gas II (preliminary)

We can now use the equation of state in figure 5-6 to fit pressure profiles at lower temperature since a wider fitting range is available. This will allow us to obtain the equation of state for larger values of $\beta \mu$. The result is shown in figure 5-7, in which we determine the equation of state up to $\beta \mu \approx 2.6$.

![Figure 5-7: Equation of state $F(\beta \mu)$ of a unitary Fermi gas. Solid black line: Equation of state from figure 5-6 used for fitting. Solid red line: Experimental equation of state up to $\beta \mu \approx 2.6$ averaged over 2 profiles. Dashed black line: Equation of state of the non-interacting Fermi gas shown for comparison.]

Future Work  According to the universality hypothesis, see chapter 5.1, when approaching the limit of zero temperature ($T \ll \mu$ or $\beta \mu \gg 1$), the equation of state
is given by a Fermi-distribution with a renormalized chemical potential \( \mu = \xi \epsilon_F \), see chapter 4.3.5. Therefore, for a given atom number, and \( g(\beta \mu) \equiv \frac{f(\beta \mu)}{-L_{\beta \mu}/2(-\epsilon_{\beta \mu})} \), \( \lim_{\beta \mu \to \infty} g(\beta \mu) = \xi^{-3/2} \). For the previously mentioned range in chapter 4.3.5 of the chemical potential, this results in \( 2.7 < \xi^{-3/2} < 5.5 \). Therefore, knowledge of the equation of state at low temperature will allow an accurate determination of the universal parameter \( \xi \). From figure 5-7 it can be seen that \( g(\beta \mu = 2.5) \simeq 2 \). Since the phase transition to the superfluid state is expected to occur at \( \beta \mu \simeq 3 \), it will be interesting to determine \( g(\beta \mu) \) for lower temperatures using the above method.
Chapter 6

Conclusion and Outlook

Experimental studies of ultracold atomic Fermi gases have matured over the years. Testament is given to this by the questions addressed in experiments - until a few years ago, many of the open questions were of qualitative nature. Nowadays, many questions being addressed and waiting to be addressed are of quantitative nature, such as the precise value of the chemical potential, the superfluid gap or the contact coefficient, the critical interaction strength for phase transitions or the effective mass of a polaron.

The temperature dependence of these parameters presents a challenging problem for theory and experiments alike. In fact, even the equation of state of a balanced unitary Fermi mixture has only recently been addressed in experiments, and a precise and convincing experimental and theoretical determination of the critical temperature for superfluidity remains elusive.

However, the results presented in this thesis dealt with the simplest non-trivial realization of an ultracold atomic Fermi gas: A mixture of two Fermion species of equal mass in a single potential well characterized by s-wave interactions. But the field is moving forward fast and many new systems have recently been developed including ultracold atoms in lower dimensions and optical lattices, particles with p-wave or higher order angular momentum interactions, formation of dipolar bosonic and fermionic molecules, three- and four-particle bound states, and Fermi mixtures with unequal masses.

The following sentence can be found at the end of many a thesis in the field of ultracold atoms and is still true: Exciting times lie ahead of us...
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We show the emergence of a strongly interacting Bose-Fermi mixture from a two-component Fermi mixture with population imbalance. By analyzing in situ density profiles of 6Li atoms in the BCS-BEC crossover regime, we identify a critical interaction strength, beyond which all minority atoms pair up with majority atoms and form a Bose condensate. This is the regime where the system can be effectively described as a boson-fermion mixture. We determine the dimer-fermion and dimer-dimer scattering lengths and beyond-mean-field contributions. Our study realizes a gedanken experiment of bosons immersed in a Fermi sea of one of their constituents, revealing the composite nature of the bosons.

Fermions are the fundamental building blocks of ordinary matter, whereas bosons emerge as composite particles. One of the simplest physical systems to study the emergence of bosonic behavior is a two-component fermion mixture, where the composite boson is a dimer of the two different fermions. A dramatic manifestation of bosonic behavior is Bose-Einstein condensation, representing the low-temperature phase of a gas of bosons. One way to reveal the composite nature of the bosons is to immerse such a Bose-Einstein condensate (BEC) into a Fermi sea of one of its constituents. The degeneracy pressure due to the Pauli exclusion principle affects the structure of the composite boson, resulting in a zero-temperature quantum phase transition to a normal state where Bose-Einstein condensation is quenched.

In this Letter, we observe this transition experimentally. We identify the regimes where a two-component Fermi gas can be described as binary mixture of bosons and fermions, and where the composite nature of the boson becomes essential. The validity of a Bose-Fermi (BF) description requires that all minority fermions become bound as bosons and form a BEC. We determine the critical value of \(1/k_{F1}a\) for the onset of superfluid behavior in the limit of large population imbalance. Here, \(a\) is the fermion-fermion scattering length, and \(k_{F1}\) is the Fermi wave number characterizing the depth of the majority Fermi sea. Of course, for an equal mixture, the zero-temperature ground state is always a superfluid in the BEC-BCS crossover. It has been shown previously that a crossover superfluid can be quenched by population imbalance, also called the Chandrasekhar-Clogston (CC) limit of superfluidity [1,2]. In this work, we determine the critical point where superfluidity can no longer be quenched by population imbalance; i.e., the CC limit becomes 100%.

In the limit of a BF mixture [3], we observe repulsive interactions between the fermion dimers and unpaired fermions. They are parameterized by an effective dimer-fermion scattering length of \(d_{sf} = 1.23(3)a\). This value is in reasonable agreement with the exact value \(d_{sf} = 1.18a\) which has been predicted over 50 years ago for the three-fermion problem [4], but has never been experimentally confirmed. The boson-boson interactions were found to be stronger than the mean-field prediction in agreement with the Lee-Huang-Yang prediction [5].

The system for this study is a variable spin mixture of the two lowest hyperfine states \(|1\rangle\) and \(|\bar{1}\rangle\) of 6Li atoms (corresponding to the \(|F = 1/2, m_F = 1/2\rangle\) and \(|F = 1/2, m_F = -1/2\rangle\) states at low magnetic field) in an optical dipole trap as described in Refs. [1,2]. A broad Feshbach resonance, located at 834 G [6], strongly enhances the interactions between the two spin states. The final evaporative cooling was performed at 780 G by lowering the trap depth. Subsequently, the magnetic-bias field \(B\) is adjusted to a target value with a ramp speed of \(\leq0.4\) G/ms, changing the interaction strength adiabatically. At the end of the preparation, our sample was confined in an effective three-dimensional harmonic trap with cylindrical symmetry. The axial (radial) trap frequency was \(\omega_{x}/2\pi = 22.8\) Hz (\(\omega_{y}/2\pi = 140\) Hz).

The phase diagram for the fermion mixture was obtained from the analysis of in situ density profiles of the majority (spin \(|1\rangle\)) and minority (spin \(|\bar{1}\rangle\)) components. The profiles were recorded using a phase-contrast imaging technique [2]. Under the local density approximation (LDA), low-noise column-density profiles were obtained by averaging the optical signal along equipotential lines (refer to Ref. [2] for a full description of the image processing). For typical conditions, the temperature of a sample was \(T/T_{F0} \approx 0.05\), determined from the outer region of the cloud [2], where \(T_{F0} \approx 1.0\) \(\mu K\) is the Fermi temperature of the majority component measured as \(k_B T_{F0} = \mu m \omega_x R_x^2/2\) (\(k_B\) is the Boltzmann's constant, \(m\) is the atom mass, and \(R_x\) is the axial radius of the majority cloud).

Figure 1 displays density profiles of imbalanced Fermi mixtures for various magnetic fields, showing how the spatial structure of a trapped sample evolves in the crossover regime. Near resonance, as reported in Ref. [2], three distinctive spatial regions are identified: (I) a superfluid core, (II) an intermediate region of a partially polarized normal \((N_{pp})\) phase, and (III) a fully-polarized, outer wing.
The core radius $R_e$ was determined as the peak position in the column-density difference profile and the majority (minority) radius $R_t$ ($R_r$) was determined from the fit of the outer region, $r > R_t$ ($r > R_r$) of the majority (minority) column-density profile to a zero-temperature Thomas-Fermi distribution. The local spin polarization is defined as $\sigma(r) = (n_t - n_i) / (n_t + n_i)$, where $n_t$ and $n_i$ are the local majority and minority density, respectively.

Further on the BEC side, the sample has a more compressed superfluid core, a narrower intermediate normal region (gray region in Fig. 1) and a higher critical spin polarization at the phase boundary $\sigma_c = \sigma(R_e)$. Eventually, when $B < 780$ G, there is no noticeable intermediate region, implying that every minority atom pairs up with a majority atom in the superfluid core. In Fig. 2, we determine the critical point for the disappearance of the partially polarized normal phase in two different ways. Figure 2(a) shows the phase diagram for the $N_{pp}$ phase in the plane of interaction strength $1/k_{Ft}a$ and spin polarization $\sigma$. An extrapolation of the critical line to $\sigma_c = 1$ yields $1/k_{Ft}a = 0.74(4)$. Another implication of the absence of an $N_{pp}$ phase is that the size of the minority cloud $R_t$ approaches the radius $R_e$ of the superfluid core. This extrapolation is conveniently done using the dimensionless parameter $\kappa = (R_t^2 - R_e^2) / (R_t^2 - R_e^2)$ [7], resulting in a value of $1/k_{Ft}a = 0.71(5)$. These values are in good agreement with recent quantum Monte Carlo (QMC) calculations [10].

The critical point marks the onset of the emergence of a BF mixture from the two-component Fermi system. One may suspect that near the critical point, the equation of state of the BF mixture is complex, but we show now that a very simple equation of state is sufficient to quantitatively account for the observed profiles. Because of the external trap potential, the local chemical potential varies form zero at the edge of a cloud to a maximum value in the center. Therefore, knowledge of the three-dimensional density profiles of a single cloud is sufficient to obtain the equation of state [2,3,8,9,11].

For a zero-temperature mixture of bosonic dimers with density $n_b = n_i$ and mass $m_b = 2m$ and unpaired fermions with density $n_f = n_t - n_i$ and mass $m_f = m$, the energy density $\mathcal{E}$ can be decomposed as $\mathcal{E} = \mathcal{E}_{bb} + \mathcal{E}_{bf} + \mathcal{E}_f$, where $\mathcal{E}_{bb}(n_b)$ and $\mathcal{E}_{bf}(n_b, n_f)$ are the boson-boson and

![FIG. 1 (color online). Density profiles of imbalanced Fermi mixtures in a harmonic trap. The top row (a)-(e) shows the averaged column-density profiles for various magnetic fields [gray (green): majority, dark gray (blue): minority, black: difference]. The black dotted line is a zero-temperature Thomas-Fermi distribution fit to the majority wing ($r > R_t$). The middle row (f)-(j) and the bottom row (k)-(o) show the reconstructed three-dimensional density distributions and the spin polarizations obtained from the profiles in the top row. The critical polarizations $\sigma_c$ at the phase boundary $r = R_t$ are indicated by the right arrows. The values for $R_t$ in $\mu$m, $R_e/R_t$, and $R_r/R_t$ were respectively: for (a), (f), (k), 381, 0.33, 0.33; for (b), (g), (l), 380, 0.33, 0.33; for (c), (h), (m), 362, 0.35, 0.89; for (d), (i), (n), 371, 0.44, 0.72; for (e), (j), (o), 367, 0.41, 0.76. $T/T_{FO} \approx 0.05$, and $T_{FO} \approx 1.0$ μK (see the text for definitions).]

![FIG. 2 (color online). Emergence of a Bose-Fermi mixture in the phase diagram for a two-component Fermi gas. (a) The critical polarization $\sigma_c$ as a function of the interaction strength $1/k_{Ft}a$ at the phase boundary. The open circle indicates the previously measured critical value on resonance, $\sigma_c = 0.36$ [2]. (b) $\kappa = (R_t^2 - R_e^2) / (R_t^2 - R_e^2)$. The solid (red) lines are (a) an exponential fit and (b) a linear fit to the data points. $\sigma_c = 1$ and $\kappa = 1$ (i.e., $R_t = R_e$) imply the absence of minority fermions in the normal phase. Each data point consists of 9 to 23 independent measurements, and the error bars indicate only the statistical uncertainty.]
boson-fermion interaction energies, respectively, and $E_F = (3/5)\alpha n_F^{2/3}$ is the kinetic energy of fermions [$\alpha = (6\pi^2)^{2/3}\hbar^2/2m_t$ and $\hbar$ is the Planck’s constant divided by $2\pi$]. Here, we assume that the effective mass of a fermion in a dilute mixture is the same as its bare mass $[12]$. Under the LDA, the densities $n_b(r)$ and $n_f(r)$ in the harmonic trap should satisfy

$$
\mu_{10} = \frac{\alpha n_F^{2/3}}{\partial n_F} + \frac{1}{2} m_t \omega_t^2 r^2,
$$

(1)

$$
\mu_{00} = \frac{\partial E_{bf}}{\partial n_b} + \frac{1}{2} m_b \omega_b^2 r^2,
$$

(2)

where $\mu_{10}$ and $\mu_{00}$ are the global chemical potentials of fermions and bosons, respectively, referenced to the trap bottom.

For the determination of the boson-fermion scattering length $a_{bf}$, we use a mean-field expression for the boson-fermion interaction energy $E_{bf,M} = (2\pi \hbar^2/m_b)a_{bf}n_b n_f$, with

$$
n_{bf} = m_b n_b/(m_b + m_f) = (2/3)m. \quad \text{Since } \mu_{10} = m_1 \omega_1 R_1^2/2. \quad \text{Eq. (1) gives the relation, } a_{bf}(r) = \langle \mu_{10} (1 - r^2/R_1^2) + \alpha n_F^{2/3} \rangle / (m_1 n_F),
$$

where $\mu_{10}$ is the reference density defined as $n_0 = (\mu_{10}/(2/3))^{3/2}$. In this analysis, the noninteracting outer wing provides absolute density calibration $[9]$.

The scattering length ratio $a_{bf}/a$ turns out to be almost constant over the whole range, $700 < B < 780$ G, where we could study BF mixtures $[Fig. 3(a)]$. For even lower magnetic fields, severe heating occurred, probably due to molecular relaxation processes. By averaging a total of 89 measurements, we obtain $a_{bf} = 1.23(3)a$, close to the exact value $a_{bf} = 1.18a$ calculated for the three-fermion problem $[4]$. Our finding excludes the mean-field prediction $a_{bf} = (8/3)a$. The detailed behavior above 750 G requires further investigation.

FIG. 3 (color online). Characterization of a strongly interacting Bose-Fermi mixture. (a) The scattering length for dimer-fermion interactions $a_{df}$ and (b) for dimer-dimer interactions $a_{dd}$ in units of the fermion-fermion scattering length $a$. Black solid circles were determined using mean-field theory and open (red) circles including the LHY correction for a strongly interacting Bose gas. The dashed lines indicate the calculated values $a_{df} = 1.18a [4]$ and $a_{dd} = 0.6a [13]$. Each data point represents 7 to 17 measurements, and the error bars indicate only the statistical uncertainty.

FIG. 4 (color online). Observed profiles of strongly interacting Bose-Fermi mixtures compared to calculated profiles without any adjustable parameter. (a)–(c) Density profiles of bosonic dimers [dark gray (blue)] and unpaired excess fermions [gray (green)] for various magnetic fields. The numerically obtained density profiles (d)–(f) for bosons and (g)–(i) for fermion use $a_{bf} = 0.6a$ and $a_{df} = 1.18a$ (dashed line: mean-field description, solid line: including the LHY correction). The horizontal dotted lines in (d)–(f) indicate the boson density corresponding to $1/k_F a = 1$. The values for $R_1$ in $\mu m$ and $R_0/R_1$ were respectively: for (a), 393 and 0.29; for (b), 381 and 0.33; for (c), 366 and 0.35.
dicts that in the same magnetic field range, the transition magnetic fields. This is consistent with Fig. density profiles in Fig. 4 show a sharper boundary for higher phenomena include phase separation and miscibility from full miscibility to phase separation has taken place.

actions near Feshbach resonances, cold atom systems can extend studies to characterize the breakdown of the BF description close to the critical point can be effectively described as where if

An interacting BF system has been also realized in $^{87}$Rb-$^{40}$K mixtures [22,23]. The $^6$Li system studied here has the advantages of using a single atomic species and much longer lifetimes of several seconds, but cannot access attractive boson-fermion interactions.

In conclusion, a two-component Fermi gas with population imbalance is a realization of a long-lived strongly interacting BF mixture. This is a new BF system with tunable interactions. Furthermore, it offers intriguing possibilities to study the emergence of bosonic behavior from a mixture of fermions.

We thank A. Keshet for a critical reading of the manuscript. This work was supported by NSF, ONR, MURI, and ARO Grant No. W911NF-07-1-0493 (DARPA OLE Program).
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7. $\kappa$ is almost independent of the total population imbalance near the resonance [8,9].
15. For a given $\delta$, the density profiles were numerically obtained to be self-consistent with Eqs. (1) and (2).
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The pairing of fermions lies at the heart of superconductivity and superfluidity. The stability of these pairs determines the robustness of the superfluid state, and the quest for superconductors with high critical temperature equates to a search for systems with strong pairing mechanisms. Ultracold atomic Fermi gases present a highly controllable model system for studying strongly interacting fermions. Tunable interactions (through Feshbach collisional resonances) and the control of population or mass imbalance among the spin components provide unique opportunities to investigate the stability of pairing and possibly to search for exotic forms of superfluidity. A major controversy has surrounded the stability of superfluidity against an imbalance between the two spin components when the fermions interact resonantly (that is, at unitarity). Here we present the phase diagram of a spin-polarized Fermi gas of $^6$Li atoms at unitarity, experimentally mapping out the superfluid phases versus temperature and density imbalance. Using tomographic techniques, we reveal spatial discontinuities in the spin polarization; this is the signature of a first-order superfluid-to-normal phase transition, and disappears at a tricritical point where the nature of the phase transition changes from first-order to second-order. At zero temperature, there is a quantum phase transition from a fully paired superfluid to a partially polarized normal gas. These observations and the implementation of an in situ ideal gas thermometer provide quantitative tests of theoretical calculations on the stability of resonant superfluidity.

When the two spin components resonantly interact, the behaviour of the system becomes independent of the nature of the interactions. This case of unitarity has become a benchmark for experimental and theoretical studies over the last few years. However, there is an ongoing debate about the stability of resonant superfluidity, reflected in major discrepancies in predicted transition temperatures for the balanced spin mixture, and an even more dramatic discrepancy for the critical imbalance of the two spin components, called the Chandrasekhar–Clogston limit of superfluidity. Recent quantum Monte Carlo calculations predicted that superfluidity would be quenched by a density imbalance around 40% (ref. 10), whereas other studies predicted a critical imbalance above 90% (refs 11–16). Our earlier work suggested the lower limit but other experiments were interpreted to be consistent with the absence of the Chandrasekhar–Clogston limit. This huge discrepancy reveals that even qualitative aspects, such as the role of interactions in the normal phase, are still controversial. The lack of reliable thermometry for strongly interacting systems limits the full interpretations of experimental results.

Here we resolve this long-standing debate by presenting the phase diagram of a spin-polarized Fermi gas at unitarity. We observe that the normal-to-superfluid phase transition changes its nature. At low temperature, the phase transition occurs with a jump in the spin polarization as the imbalance increases, which we interpret as a first-order phase transition. The local spin polarization or local density imbalance is defined as $\sigma = (n_1 - n_2)/(n_1 + n_2)$, where $n_1$ and $n_2$ refer to the two spin components with densities $n_{1,2}$. At high temperature, the phase transition is smooth and therefore of second order. The two regimes are connected by a tricritical point and we estimate its position to be $(n_{1,2} T_{c,2} T_{c,1}) = (6.2, 0.07)$, where $k_B T_{c,2}$ is the Fermi energy of the majority component of density $n_1$, $k_B$ is the Boltzmann constant, $h$ is the Planck constant divided by $2\pi$ and $m$ is the atomic mass of $^6$Li. Our low-temperature results confirm a zero-temperature quantum phase transition at a critical polarization $\sigma_c = 36%$.

This work required the introduction of several techniques. A tomographic reconstruction of local Fermi temperatures and spin polarization allowed us to obtain the phase diagram for the homogeneous system, no longer affected by the inhomogeneous density of the trapped samples. Furthermore, absolute temperatures were obtained using an in situ thermometry applied to the non-interacting fully polarized Fermi gas in the outer part of the trapped samples, an ideal thermometer with exactly known thermal properties. Unlike previous work, this is a direct measurement without any approximations.

Our experiments are carried out in a trapping potential $V(r)$. The local chemical potential of each spin component is given as $\mu_{1,2}(r) = \mu_{1,2} - V(r)$, where $\mu_{1,2}$ are the global chemical potentials. When $\mu_0 \neq \mu_{1,2}$ owing to imbalanced populations, the chemical potential ratio $\eta(r) = \mu_0 / \mu_{1,2}$ varies spatially over the trapped sample and so, under the local density approximation, the trapped inhomogeneous sample is represented by a line in the phase diagrams of the homogeneous system. Figure 1 illustrates the spatial structure of a strongly interacting Fermi mixture in a harmonic trap. In the inner region, where $\eta$ is closer to unity, a superfluid with zero (or small) spin polarization will form at zero (or low) temperatures, having a sharp phase boundary against the partially polarized normal gas in the outer region. The spin polarization shows a discontinuity at the boundary of the superfluid core at $R_c$, a signature of the phase separation of a superfluid and a normal gas. The critical polarization $\sigma_c = \lim_{r \to R_c} \eta(r)$ represents the minimum spin polarization for a stable normal gas; $\sigma_c = \lim_{r \to R_c} \eta(r)$ represents the maximum spin polarization for a stable superfluid gas. At higher temperatures, the discontinuity in the density imbalance disappears. The main result of this paper is the observation and quantitative analysis of such density profiles. Because we have no experimental evidence, we are not discussing the exotic partially polarized phases which could exist only in the transition layer between the superfluid core and the normal outer region.

We prepared a variable spin mixture of the two lowest hyperfine states of $^6$Li atoms, labelled $|\uparrow\rangle$ and $|\downarrow\rangle$, at a magnetic field of 833 G. A
broad Feshbach resonance at 834 G enhances the interactions between the two spin states. Our sample was confined in a three-dimensional harmonic trap with cylindrical symmetry. The in situ density distributions of the majority (spin ↑) and minority (spin ↓) components were determined using a phase-contrast imaging technique (Fig. 2). We obtained the low-noise profiles by averaging the column density distribution along the equipotential line and determined the three-dimensional density profiles \( \rho(r) \) using the inverse Abel transformation of the column densities \( \tilde{\rho}(r) \) (see Methods Summary). Most of our measurements were performed at a total population imbalance of \( \delta = 50\% \), where \( \delta = (N_1 - N_1)/(N_1 + N_2) \) refers to the total numbers of atoms in the sample, \( N_1 \) and \( N_2 \) of the spin ↑ and ↓ components, respectively.

Figure 3 displays the radial profiles of the densities \( n_{1,\downarrow}(r) \) and the corresponding spin polarization \( \sigma(r) \) for various temperatures. The discontinuity in the spin polarization, clearly shown at very low temperatures, demonstrates the phase separation of the inner superfluid of low polarization and the outer normal gas of high polarization. At low temperature, the core radius \( R_c \) is determined as the kink (and/or position) in the column density difference profile. At high temperature (but still in the superfluid regime), the discontinuity in \( \sigma(r) \) disappears. At our lowest temperature, the radii of the minority cloud and the core region were measured as \( R_c = 0.73(1)R_1 \) and \( R_c = 0.430(3)R_1 \) (at \( \delta = 4.4(4)\% \)), respectively, and these values agree with recent theoretical calculations within the experimental uncertainties due to the determination of \( \delta \). Here, \( R_1 \) is the radius of the majority cloud, and the uncertainty of the final digit is indicated by parentheses.

We determined temperature from the in situ majority wing profiles. The outer part of the majority component, forming a non-interacting Fermi gas, fulfills the definition of an ideal thermometer, namely a substance with exactly understood properties in contact with the target sample. This new in situ method avoids the modification of the ideal gas profile caused by the collision with the inner core during ballistic expansion (ref. 18, see Supplementary Information).

The outer part of the averaged column density difference profile \( (r > R_c) \) was fitted to a finite temperature Fermi–Dirac distribution in a harmonic trap (Fig. 4) and the relative temperature \( T' \equiv T/T_{\text{FP}} \) was determined, where \( k_B T_{\text{FP}} = \hbar^2(6\pi^2 n_0)^{3/2}/2m \) is the Fermi energy of the non-interacting Fermi gas, which has the same density distribution in the outer region as the majority cloud \( (n_0) \) is the central density of the non-interacting Fermi gas at zero temperature. We verified that anharmonicity of the trapping potential does not affect the fitted temperature (see Methods).

The critical lines of the phase diagram of a homogeneous spin-polarized Fermi gas were obtained by determining the local temperature and spin polarization at the phase boundary. The local relative temperature \( T_{\text{FP}} \equiv T/T_{\text{FP}} \) was derived from the local density \( n_1(R_c) \) according to \( T(R_c) = T/T_{\text{FP}} = (n_0/n_1(R_c))^{6/3} \), because we observe no jump in the majority density within our resolution, \( T_{\text{FP}} \) is well-defined at the boundary. The critical polarizations \( \sigma_1 \) and \( \sigma_\downarrow \) were measured as \( \sigma_1 = \sigma(R_c) \) and \( \sigma_\downarrow = \sigma(R_c - 0.05R_c) \) (this criterion for \( \sigma_\downarrow \) was more robust than a fitting procedure, but excludes the possibility that \( \sigma_\downarrow \) will be equal to \( \sigma_1 \) at high temperature. Therefore, the measured \( \sigma_\downarrow \) should be regarded as a lower bound for the polarization of

**Figure 1** Schematic of spatial structure of a strongly interacting Fermi gas in a harmonic trap. a, A two-component (spin ↑ and ↓) Fermi mixture is confined in an external potential \( V(r) \) with the chemical potential \( \mu_{n,0} \) of each spin component (\( \delta n_0 \) is the shift for the spin ↓ component owing to interactions). b, Density distributions of the majority component \( n_1(r) \) (red line) and the minority component \( n_\downarrow(r) \) (blue line). c, Spin polarization \( \sigma(r) = (n_1 - n_\downarrow)/(n_1 + n_\downarrow) \). At zero temperature, the sample has a three-layer radial structure (I), the core region \( (0 < r < R_c) \) of a fully paired superfluid with \( n_1 = n_\downarrow \) (II), the intermediate region \( (R_c < r < R_c) \) of a partially polarized normal gas; and (III), the outer region \( (R_c < r < R_c) \) of a fully polarized normal gas. The critical polarization \( \sigma_c \) (or \( \sigma_\downarrow \)) is defined as the minimum (or maximum) spin polarization of the normal (or superfluid) region. The non-interacting case is shown in the insets. The insets have the same axes as the main figure.

**Figure 2** Double in situ phase-contrast imaging of a trapped Fermi mixture. Two phase-contrast images of one sample were taken using different probe frequencies of the imaging beam, measuring the density difference \( n_{1,\downarrow}(x,z) \) and \( n_2 \) (a) and the weighted density difference \( n_2 = 0.76 n_1 - 1.43 n_\downarrow \) (b). The images show the two-dimensional column density difference, \( n_{1,\downarrow}(x,z) = \int n_{1,\downarrow}(r)dr \) (c) and its line-of-sight integration. The field of view for each image is 150 μm × 820 μm. The distributions of the column density difference \( n_{1,\downarrow}(x,z) \) and the weighted density difference \( n_2 \) along the central line (the dashed lines in a and b). The profiles of the integrated linear density difference, \( n_{1,\downarrow}(x,z) = \int n_{1,\downarrow}(x,z)dx \) and \( n_2 = \int n_2(x,z)dx \) (e), show the identical flat top feature except scaling. The aspect ratio of the trapping potential was \( \lambda = 6.15 \), the majority atom number was \( N_1 = 5.9(5) \times 10^6 \), the population imbalance was \( \delta = 44(4)\% \), and the relative temperature was \( T' = T/T_{\text{FP}} = 0.03(1) \) (see text for definitions).
the superfluid (at the boundary). The discontinuity in the spin polarization profile implies that there is a thermodynamically unstable window, \( \sigma_d < \sigma < \sigma_c \), leading to a first-order superfluid-to-normal phase transition. As the temperature increases, the unstable region reduces with decreasing \( \sigma_d \) and increasing \( \sigma_c \). For high temperature when the bimodal feature in the spin polarization profile disappears, we recorded the condensate fraction as an indicator of superfluidity, using the rapid field-ramp technique\(^\text{15} \). As the temperature decreases, the condensate fraction gradually increases with a finite central polarization\(^\text{16} \).  

Such smooth variations of the density profile and condensate fraction across the phase transition are characteristic of a second-order phase transition.

The phase diagram is characterized by three distinct points: the critical temperature \( T_\text{c} \) for a balanced mixture, the critical polarization \( \sigma_{\text{c,b}} \) of a normal gas at zero temperature, and the tricritical point \( (\sigma_{\text{c,t}}, T_{\text{c,t}}) \) at which the nature of the phase transition changes. Owing to the lack of a predicted functional form for the phase transition line in the \( \sigma-T \) plane, we apply a linear fit to the measured critical points, suggesting \( T_{\text{c,b}}/T_\text{T_1} = 0.15 \), \( \sigma_{\text{c,b}} = 0.36 \) and \( (\sigma_{\text{c,t}}, T_{\text{c,t}}) = (0.20, 0.07) \). The value for \( \sigma_{\text{c,b}} \) agrees well with the prediction (from the quantum Monte Carlo calculation) of 0.39 (ref. 10). The extrapolation of the phase diagram to \( \sigma = 0 \) is tentative, because the in situ thermometry could not be applied to small population imbalances owing to the narrowness of the non-interacting outer region.

The Chandrasekhar–Clogston limit reflects the energetic competition between a superfluid state and a partially polarized normal state, and occurs at a critical value of \( \lambda_k \) for the chemical potential difference \( \delta \mu = \mu - \mu_c \) in a normal gas, quantum Monte Carlo studies predict \( \lambda_k \approx 1.00(5) \)\(^a \). In Bardeen–Cooper–Schrieffer theory, which is valid for weak interactions, \( \lambda_k \approx 1.2 \mu \) at unitarity\(^11 \), where \( \mu = (\mu_c + \mu_i)/2 \). The condition \( \mu < \mu_c \) requires \( \lambda_k < 0 \) for a non-interacting normal gas, implying the absence of a partially polarized normal phase and consequently \( \sigma_{\text{c,b}} > 100\% \). Mean-field approaches\(^{13,14} \), which cannot treat the interactions in the normal phase accurately, also predict a high critical imbalance \( \sigma_{\text{c,b}} > 90\% \). Strong interactions in the normal phase, however, have been observed through the compressed shape of the minority cloud\(^16 \) and the shift in the radio frequency excitation spectrum\(^19 \). The data in Fig. 5 clearly establish a zero-temperature Chandrasekhar–Clogston limit for \( \sigma_{\text{c,b}} \) in the range 30% to 40%. By analysing the in situ density profiles\(^\text{25,26} \), we obtained \( h_k = 0.95 \mu \) (see Methods). Since theory clearly predicts \( \mu < \Delta \) at unitarity\(^\text{11} \), we have \( h_k = \Delta \). If \( h_k \) were larger than \( \Delta \), polarized quasi-particles would have negative energies and would already form at zero temperature. Therefore, up to our observed value of \( h_k \), the fully paired

---

**Figure 3** Density profiles of trapped Fermi mixtures with imbalanced populations. The top row \((a-d)\) shows the averaged column density profiles for various temperatures (red, majority; blue, minority; black, difference). The majority radius \( R_m \) was determined from the outer region \((r > R_m)\), where \( R_m \) is the radius of the minority cloud) of the majority profiles using a fit to a zero-temperature Thomas–Fermi distribution (black dotted lines). The column densities are normalized by the central value of the fitted Thomas–Fermi distribution. The middle row \((e-h)\) and the bottom row \((i-l)\) show the reconstructed three-dimensional profiles and the spin polarization profiles \( \sigma(r) \) corresponding to the profiles in \( a-d \). The core radius \( R_c \) was determined as the peak (and/or kink) position in the column density difference (only for \( a-c \), indicated by the vertical dashed lines). The two spin polarizations \( \sigma_r \) at \( r = R_m \) and \( \sigma_i \) at \( r = R_c - 0.05 R_m \) are marked by the right and left arrows, respectively. The values for \( T^*, \sigma_{\text{c,b}}, R_m/R_c, R_c (\text{in } \mu \text{m}), N_c, \delta \) (in \%) and \( \lambda \) were, respectively, for \( a, e \) and \( i \): 0.03(1), 0.34, 0.43, 385, 5.9(5) \times 10^5, 44(4), 6.15; for \( b, f \) and \( j \): 0.05(2), 0.20, 0.39, 416, 1.0(1) \times 10^8, 48(4), 6.5; for \( c, g \) and \( k \): 0.07(1), 0.21, 0.29, 443, 1.2(2) \times 10^7, 54(4), 6.8; for \( d, h \) and \( l \): 0.10(1), not determined, not determined \((\sigma_{\text{c,b}} = 0.15\%\) and condensate fraction \(= 2.1\%\)).  

---

**Figure 4** Temperature determination using in situ density profiles. The relative temperature \( T = T/T_\text{c} \) (see text for definition) was determined from the outer region \((r > R_m)\) of the averaged column density difference profile (black line) fitted to a finite temperature Fermi–Dirac distribution (red line). The radius of the minority cloud \( R_m \) was determined from a fit of the wing profile of the minority component (black dashed line) to a zero-temperature Thomas–Fermi distribution (red dashed line). \( a \): \( T^* = 0.03(1) \) and \( \delta = 44(4)\% \); \( b \): \( T^* = 0.08(1) \) and \( \delta = 46(4)\% \).
superfluid state is stable, and a polarized superfluid exists only at finite temperature.

The interface between two immiscible fluids involves a surface energy, leading to at least a small violation of the local density approximation. However, the observed sharp interface along an equipotential line and the flat-top structure of the linear density difference profiles (Fig. 2d and e) imply that corrections to the local density approximation are smaller than the resolution of our experiment. These observations are inconsistent with the interpretations given for the experimental results reported in refs 20 and 21, where it has been shown that highly elongated small samples are deformed by surface tension\textsuperscript{16,29}. The scaling of those surface effects to our parameters predicted a deviation of the aspect ratio of the superfluid core of about 15\% from the trap aspect ratio\textsuperscript{30}, whereas our data gives an upper bound of 2\%. We note that surface tension would add energy in the phase-separated superfluid regime and would shift the Chandrasekhar–Clogston limit to smaller values. Refs 20 and 21 concluded that the Chandrasekhar–Clogston limit should be $\delta \alpha > 95\%$, which is ruled out by our observations. We are not aware of any suggested effect that can reconcile the data of refs 20 and 21 with our phase diagram for a resonant superfluid. To identify this finite size effect and to understand fully the nature of the normal state\textsuperscript{34}, more work on imbalanced Fermi gases is needed.

In conclusion, we have established the phase diagram of a homogeneous spin-polarized Fermi gas with resonant interactions in the $\sigma$–$T$ plane. This includes the identification of a tricritical point at which the critical lines for first-order and second-order phase transitions meet, and the final confirmation of a zero-temperature quantum phase transition—the Chandrasekhar–Clogston limit of superfluidity—for a gas at unitarity. So far, predicted exotic superfluid states such as the breached-pair state in a stronger coupling regime (Bose–Einstein condensate side)\textsuperscript{19} and the Fulde–Ferrell–Larkin–Ovchinnikov state in a weaker coupling regime (Bardeen–Cooper–Schrieffer side)\textsuperscript{35,36,37} have not been observed, but the novel methods of tomography and thermometry will be important tools in the search for those states.

METHODS SUMMARY

The experimental procedure has been described in our previous publications\textsuperscript{16–19}. A degenerate Fermi gas of $^{6}$Li atoms was first prepared in an optical trap, using laser cooling and sympathetic cooling with $^{39}$K atoms. A variable spin mixture of the two lowest hyperfine states ($|1\rangle$ and $|0\rangle$) (corresponding to the $F=1/2, m_{F}=1/2$ and $F=1/2, m_{F}=-1/2$ states at low magnetic field) was created at a magnetic field $B=883$ G. The final evaporative cooling was achieved by lowering the trap depth and all measurements were performed at $B=833$ G. The temperature of the cloud was controlled by the lowest value of the trap depth in the evaporative cooling process. The oscillation frequency in the axial direction was $f_{z}=23$ Hz. The two transverse oscillation frequencies $f_{x}$ are equal to within less than 2\%. Two phase-contrast images of the same sample were taken consecutively with different probe frequencies, $v_{1}$ and $v_{2}$ (Fig. 2). The time interval between the two images was 10 ms, and the pulse duration of each probe beam was 15 μs. Because the probe beam was off-resonant, no heating effect of the first pulse was observed in the second image. The trapped sample was observed to have an elliptical shell structure of the same aspect ratio $\delta \alpha = f_{z}/f_{x}$ as the trapping potential over our entire temperature range, and we obtained the low-noise profiles $\hat{n}$ by averaging the column density distribution along the equipotential line defined as $x^{2}+x^{2}+z^{2}=r^{2}$ for a given radial position $r$. The region for averaging was restricted depending on the type of analysis. Deviations from the trap aspect ratio were only found for the outer thermal wings. Details of the phase-contrast imaging technique and the data analysis are given in Methods and Supplementary Information.
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METHODS

Phase-contrast imaging. The optical signal in the phase-contrast imaging is proportional to the net phase shift of the imaging beam passing through a Fermi mixture, that is, it is proportional to \( n_1/\langle v - v_i^1 \rangle - n_2/\langle v - v_i^2 \rangle \), where \( v \) is the probe frequency of the imaging beam, and \( v_i^1 \) and \( v_i^2 \) are the resonance frequencies of the optical transition for the states \( |1 \rangle \) and \( |2 \rangle \), respectively. When the probe beam is tuned to the middle of the two transitions, that is, \( r = v_0 = (v_i^1 + v_i^2)/2 \), the optical signal reflects the density difference \( n_1 - n_2 \) and \( n_{12} \), respectively. When \( r = (v_i^1 + v_i^2)/2 \), the optical signal reflects the density difference \( n_1 - n_2 \) and \( n_{12} \), respectively.

Our trap is generated by a weakly focused infrared laser beam (wavelength 1,064 nm) near the saddle point of a magnetic field gradient. The axial confinement comes mainly from the magnetic field gradient. The axial confinement comes mainly from the magnetic field gradient.

Anharmonicity of the trapping potential. For the determination of temperatures from the spatial in situ profiles it was necessary to address the anharmonicity of the trapping potential. Our trap is generated by a weakly focused beam waist \( w = 125 \mu m \) infrared gaussian laser beam (wavelength 1,064 nm) near the saddle point of a magnetic potential.

With oscillation frequency of \( f_0 = 23 \text{ Hz} \), the transverse magnetic potential is anti-trapping and limits the trap depth according to:

\[
U = \frac{1}{4} m (2\pi f_0)^2 w^2 \left[ 1 - \frac{f_0^2}{2f_i^2} \left( \frac{2f_i^2 + f_0^2}{f_i^2} \right)^{12} \right]
\]

where \( f_0 \) is the transverse oscillation frequency in the central harmonic region. The transverse potential is only anharmonic for large \( f_0 \), and the effect can be reduced by decreasing the angle of the averaging sector around the axial z-direction. Both the experimental data and an exact simulation for an ideal Fermi gas show that the fitted temperature remains almost constant up to a certain angle and then increases when the averaging sector includes more of the transverse outer region. In our temperature determination, we chose the averaging sector to be \( \pm 60^\circ \), which was large enough to create low-noise profiles, but kept the effect of the anharmonicities below 10%. The one-dimensional fit to angularly averaged profiles was computationally more efficient than a two-dimensional fit to a selected region of the image. In a two-dimensional fit, one could also include anharmonic terms in the fitting function.

Critical chemical potential ratio \( \eta_c \). In a harmonic trap, the chemical potential of the majority and minority components are given as \( \mu_r(r) = \mu_{r0}(1 - r^2/R^2) \) and \( \mu_i(r) = \mu_{i0}(1 - r^2/R^2) \), respectively. At unitarity, the global chemical potential of a fully paired superfluid in the core is given as \( \mu_{c0} = \zeta \eta_c = \zeta (\mu_{c0})^{1/2} / |R| \), where \( \mu_{c0} = \mu_{c0}(r = 0) \) is the central density. The thermodynamic equilibrium requires \( \mu_{r0} = \mu_{i0} = \zeta (\mu_{c0})^{1/2} / |R| \), where \( \mu_{c0} = \zeta (\mu_{c0})^{1/2} / |R| \). From \( \mu_{r0} / \mu_{i0} = \zeta (\mu_{c0})^{1/2} / |R| \), we obtain the chemical potential ratio as:

\[
\eta(r) = \frac{\eta_c - r^2 / |R|^2}{1 - r^2 / |R|^2} = 2 \frac{\zeta (\mu_{c0})^{1/2} - 1}{1 - r^2 / |R|^2} + 1
\]

In our coldest sample \( \eta \approx 0.44 \), the normalized central density and the radius for the phase boundary were measured to be \( n_{c0}/n_0 = 1.72(4) \) and \( R/|R| = 0.43(3) \), respectively, yielding the critical chemical potential ratio \( \eta_c = n_c/|R| = 0.03 \) with \( \zeta = 0.42 \) (ref. 11). The critical difference is \( \delta = (1 - n_c)/(1 + n_c) = 0.95 \).
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Supplementary Figures

Supplementary Figure 1: (Color online) Trajectory of the center of a cloud in the phase diagram during the cooling process. Above the tricritical point, the normal-to-superfluid phase transition was observed by the onset of pair condensation in the evaporative cooling process. The local spin polarization and temperature at the center of the cloud was measured (black solid (open) circles with (without) condensate fraction), and the critical point was obtained by linearly interpolating with the condensate fraction. The dashed-dot line shows a guide line for the trajectory of the cloud center. The population imbalance of the sample was $\delta \approx 55\%$. A non-interacting mixture with this imbalance has a spin polarization $\sigma \approx 30\%$ at the center at zero temperature.
**Supplementary Figure 2:** (Color online) Expansion of a population-imbalanced Fermi mixture. The absorption images of (a, d) the majority and (b, c) minority components were taken along (a, b) the axial $z$ and (d, e) transverse $y$ directions after expansion. (c) The azimuthally averaged column density profiles of the majority (red) and the minority (blue) cloud are obtained from (a) and (b), respectively. The excess majority atoms in the outer region interact with the core during expansion. The contour lines of the outer part of the majority cloud (color inset) are not elliptical and have the shape of a horse-track. This shows that the minority cloud pushes the outer majority atoms in the transverse direction, which is also indicated by the hump of the majority profile at the edge of the minority cloud. The population imbalance was $\delta \approx 55\%$.

**Supplementary Figure 3:** (Color online) The temperature of the cloud was determined for various angles $\theta$ of the averaging sector. For a large angle, the large-$x$ region is included in the averaged profile, resulting in a broadening of the spatial wings and consequently higher value of the fitted temperature. The red line shows the results of a simulation using the same parameters as the experiment ($\lambda = g_p/g_z = 6.15$, $T_{F0} = 1 \mu$K and the trap depth $U/k_B = 2 \mu$K).
Supplementary Discussion

Thermometry of ultracold Fermi gases

In our previous work, temperatures have been determined by fitting the spatial wings of the majority component after expansion. However, we found that one can neglect collisions with the minority atoms in the core only for large population imbalances. In a simplified picture, one can regard collisions with the inner core as collisions with a moving wall, which moves outward radially and inward axially (due to the magnetic trapping potential). This results in different average kinetic energies (transversely and axially) of the free majority atoms in the outer region. Figure S2 shows the density distribution of the majority and minority components after expansion. Although the temperature has been overestimated by only 20% for typical experimental conditions ($\delta \approx 60\%$) in refs 1,2, we do not regard this technique as well-calibrated absolute thermometry.

One other concept for thermometry determines temperature as the derivative of entropy with energy. So far, this concept could be implemented only for balanced fermion mixtures with certain approximations, and due to the need of determining a derivative, could only be used to obtain temperatures averaged over a certain range.

Polarized superfluid at finite temperature

When the two spin components have a chemical potential difference $2h$, the BCS-type superfluid has two branches of quasiparticles with excitation energies $\sqrt{(\epsilon_k - \mu)^2 + \Delta^2} \pm h$

where $\epsilon_k = \hbar^2 k^2 / 2m$. At finite temperature, the superfluid is polarized due to the large thermal population of the lower branch compared to the upper branch. An interesting situation arises when $h$ becomes larger than $\Delta$, i.e. the lower branch has negative energy quasiparticles, implying that even at zero temperature the superfluid state would have a finite polarization. Our experiments show $h_c < \Delta$ at very low temperature, suggesting that a polarized superfluid state exists only at finite temperature. The breached-pair state with $h_c > \Delta$ at zero temperature has been predicted in a stronger coupling regime (on the BEC side of the Feshbach resonance). Since $\Delta$ gradually decreases with higher temperature, it might be possible to have $h_c > \Delta$ at finite temperature, at least in the weakly-interacting BCS limit where $\Delta$ smoothly approaches zero at a second order phase transition point. One interesting problem is identifying this gapless region of $h > \Delta$ in the phase diagram for various coupling regimes.
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We have observed Fermi polarons, dressed spin-down impurities in a spin-up Fermi sea of ultracold atoms. The polaron manifests itself as a narrow peak in the impurities’ rf spectrum that emerges from a broad incoherent background. We determine the polaron energy and the quasiparticle residue for various interaction strengths around a Feshbach resonance. At a critical interaction, we observe the transition from polaronic to molecular binding. Here, the imbalanced Fermi liquid undergoes a phase transition into a Bose liquid, coexisting with a Fermi sea.
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The fate of a single impurity interacting with its environment determines the low-temperature behavior of many condensed matter systems. A well-known example is given by an electron moving in a crystal lattice, displacing nearby ions and thus creating a localized polarization. The electron, together with its surrounding cloud of lattice distortions, phonons, forms the lattice polaron [1]. It is a quasiparticle with an energy and mass that differ from that of the bare electron. Polarons are central to the understanding of colossal magnetoresistance materials [2], and they affect the spectral function of cuprates, the parent material of high-$T_c$ superconductors [3]. Another famous impurity problem is the Kondo effect, where immobile spin impurities give rise to an enhanced resistance in metals below the Kondo temperature [4]. In contrast to the electron moving in a phonon bath, a bosonic environment, in the latter case the impurity interacts with a fermionic environment, the Fermi sea of electrons.

Here we study a small concentration of spin-down impurities immersed in a spin-up Fermi sea of ultracold atoms. This system represents the limiting case of spin-imbalanced Fermi gases and has been recognized to hold the key to the quantitative understanding of the phase diagram of imbalanced Fermi mixtures [5–16]. Unlike in liquid $^3$He, the $s$-wave interaction potential between the impurities and the spin-up atoms in this novel spin-imbalanced Fermi liquid is attractive. The vicinity of a Feshbach resonance allows tuning of the interaction strength at will, characterized by the ratio of the interparticle distance $1/k_F$ to the scattering length $a$, where $k_F$ is the spin-up Fermi wave vector [17]. Figure 1 depicts the scenario for a single impurity: For weak attraction $(1/k_Fa \ll -1)$ the impurity propagates freely in the spin-up medium of density $n_1 = k_F^3/6\pi^2$ [Fig. 1(a)]. It merely experiences the familiar attractive mean field energy shift $E_i = 4\pi\hbar^2a n_1/m < 0$. However, as the attractive interaction grows, the impurity can undergo momentum changing collisions with environment atoms, and thus starts to attract its surroundings. The impurity “dressed” with the localized cloud of scattered fermions constitutes the Fermi polaron [Fig. 1(b)]. Dressing becomes important once the mean free path $\sim 1/n_1a^2$ of the bare impurity in the medium becomes comparable to the distance $\sim 1/k_F$ between environment particles or when $(k_Fa)^2 \sim 1$. Collisions then reduce the bare impurity’s probability of free propagation, the quasiparticle residue $Z$, from unity. The dressed impurity can instead move freely through the environment, with an energy $E_i$ shifted away from the simple mean field result. This polaronic state is stable until, for strong attraction $(1/k_Fa \sim 1)$, equivalent to a deep effective potential well, the spin-down impurity will bind exactly one spin-up atom, thus forming a tightly bound molecule [Fig. 1(c)]. This molecule is itself a dressed impurity, albeit a bosonic one [13].

To prepare and observe Fermi polarons, we start with a spin-polarized cloud of $^6$Li atoms in the lowest hyperfine state $|1\rangle$ (spin-up), confined in a cylindrically symmetric optical trap (125 $\mu$m waist, 145 Hz/22.3 Hz radial/axial trapping frequency) at a magnetic field of 690 G [17]. A two-photon Landau-Zener sweep transfers a small fraction into state $|3\rangle$ (spin-down), and further cooling results in a cloud containing 2% [3] impurities immersed in a degenerate Fermi gas of $5 \times 10^9$ [1] atoms at a temperature $T = 0.14(3) T_F$, where $T_F$ is the Fermi temperature. A 100 G wide Feshbach resonance for scattering between these states is centered at 690 G. For various fields around the

FIG. 1 (color online). From polarons to molecules. (a) For weak attraction, an impurity (blue) experiences the mean field of the medium (red). (b) For stronger attraction, the impurity surrounds itself with a localized cloud of environment atoms, forming a polaron. (c) For strong attraction, molecules of size $a$ form despite Pauli blocking of momenta $\hbar k < \hbar k_F \ll \hbar/a$ by the environment.
resonance, we perform rf spectroscopy on the impurity species [3] and on the environment particles in [1] by transferring atoms into the empty state [2], accessible to either hyperfine state. This state is sufficiently weakly interacting with the initial states to allow a direct interpretation of the resulting spectra [18]. As in previous work, spectra are spatially resolved and tomographically 3D reconstructed [19] via an inverse Abel transform, and are thus local and free from broadening due to density inhomogeneities. In addition, phase contrast images yield the in situ density distribution $n_1, n_2$ and thus the local Fermi energy $\epsilon_F$ of the environment atoms and the local impurity concentration $\chi = \frac{n_2}{n_1}$. The Rabi frequencies $\Omega_{\text{rf}}$ for the impurity and environment rf transitions are measured (on fully polarized samples) to be identical to within 5%.

Figure 2 shows the observed spectra of the spin-down impurities and that of the spin-up environment at low local impurity concentration. The bulk of the environment spectrum is found at zero offset, corresponding to the free (Zeeman plus hyperfine) energy splitting between states $|1\rangle$ and $|2\rangle$. However, interactions between impurity and spin-up particles lead to a spectral contribution that is shifted: The rf photon must supply additional energy to transfer a particle out of its attractive environment into the final, noninteracting state [17]. In Fig. 2(a), impurity and environment spectra above zero offset exactly overlap, signaling two-body molecular pairing. The steep threshold gives the binding energy, the high-frequency wings arise from molecule dissociation into remnants with nonzero momentum [17,20,21]. As the attractive interaction is reduced, however, a narrow peak appears in the impurity spectrum that is not matched by the response of the environment [Figs. 2(b)–2(d)]. This narrow peak, emerging from a broad incoherent background, signals the formation of the Fermi polaron, a long-lived quasiparticle. The narrow width and long lifetime are expected at zero temperature the zero momentum polaron has no phase space to propagate in the Fermi sea of up spins $|FS\rangle$. In the second part the impurity particle recoils off environment particles that are scattered out of the Fermi sea and leave holes behind. This describes the dressing of the impurity with particle-hole excitations. The probability of free propagation is given by the first, unperturbed part, $Z = |\phi_0|^2$. According to Fermi’s golden rule [11,15,17,22], the two portions of $|\Psi\rangle$ give rise to two distinct features of the polaron, even on a quantitative level [16] when compared with Monte Carlo (MC) calculations [6,12,13]:

$$|\Psi\rangle = \phi_0|0\rangle_{FS} + \sum_{|q|<\Delta k_F} \phi_{qk} c_{k}^\dagger c_{q}|q - k\rangle_{FS}$$

(1)

The first part describes a single impurity with a well-defined wave vector ($k_1 = 0$) that is not localized and free to propagate in the Fermi sea of up spins $|FS\rangle$. In the second part the impurity particle recoils off environment particles that are scattered out of the Fermi sea and leave holes behind. This describes the dressing of the impurity with particle-hole excitations. The probability of free propagation is given by the first, unperturbed part, $Z = |\phi_0|^2$. According to Fermi’s golden rule [11,15,17,22], the two portions of $|\Psi\rangle$ give rise to two distinct features of the impurity rf spectrum $\Gamma(\omega)$ ($\omega$ is the rf offset from the bare atomic transition):

$$\Gamma(\omega) = 2\pi h \Omega_{\text{rf}}^2 Z \delta(h\omega + E_i) + \Gamma_{\text{inc}}(\omega).$$

(2)

The first part in $|\Psi\rangle$ contributes a coherent narrow quasiparticle peak to the minority spectrum. Its position is a direct measure of the polaron energy $E_i$, its integral gives the quasiparticle residue $Z$. The particle-hole excitations in the second part give rise to a broad, incoherent background $\Gamma_{\text{inc}}(\omega) \propto \sum_{q,k} |\phi_{qk}|^2 \delta(h\omega - E_{q,k} - E_k + E_q + E_i)$: The polaron energy $E_i$ is released as the impurity at momentum $q - k$ is transferred into the final state, leaving behind an
environment particle in $k$ above and a hole within the Fermi sea at $q$ [22]. These two spectral features are recovered in theoretical rf spectra for a finite number of impurities, i.e., a Fermi liquid [15,23]. For our analysis we do not rely on a theoretical fit to the spectra.

To measure the polaron energy $E_1$, we determine the peak position of the impurity spectrum as a function of the local interaction parameter $1/k_F a$. The data for 5% impurity concentration are shown in Fig. 3(a), along with the variational upper bound given by the wave function Eq. (1) [22] and the diagrammatic MC calculation of [13]. As final state interactions are weak, they can be included as a simple repulsive mean field shift $4\pi\hbar^2 a_\text{f} R_1/m$, with $a_\text{f}$ the scattering length between the final state and the environment atoms [24]. Polaron energies have been predicted via the variational ansatz [5], the $T$-matrix approach [9,10,15,16], the $1/N$ expansion [11], fixed-node MC [6,12] and diagrammatic MC calculations [13]. With the exception of the $1/N$ expansion, these all agree with each other and with the present experiment to within a few percent. In particular, in the unitary limit where $1/k_F a = 0$ we find a polaron energy of $E_1 = -0.64(7)\epsilon_F - (0.72(9)\epsilon_F)$ when state $|3\rangle (|1\rangle)$ serves as the impurity [25]. This agrees well with the diagrammatic MC calculation, $-0.615\epsilon_F$ [14], and the analytical result $-0.615(2)\epsilon_F$ [16]. Analy-

![FIG. 3 (color online). Peak position of the impurity spectrum as a measure of the polaron energy $E_1$. (a) peak position for various interaction strengths in the limit of low concentration $x = 5(2)\%$ (solid circles). Open circle: Reversed roles of impurity and environment. Dotted line: polaron energy from variational ansatz Eq. (1) [5], the solid line including weak final state interactions. Dashed line: Energy of a bare, isolated molecule in vacuum. Blue dash-dotted line: Mean field limit for the energy of an impurity atom. Solid (open) diamonds: Diagrammatic MC energy of the polaron (molecule) [13]. (b) Peak position at unitarity ($1/k_F a = 0$) as a function of impurity concentration (solid circles). The line shows the expected peak position, $\hbar \omega_F / \epsilon_F = A + (1 - \frac{\omega_F}{\lambda}) x^{1/3} - \frac{1}{2} F x + \frac{3}{5} k_F a_\text{f}$, using the MC value $A = 0.615$ [13], the analytic result $m^* = 1.2$ [16], the weak repulsion between polarons with $F = 0.14$ [12] and weak final state interactions with scattering length $a_\text{f}$.

The relatively large value for $E_1$ directly implies that the normal state, modeled as a Fermi sea of weakly interacting polarons, is favored over the superfluid state up to a critical concentration (44%), much higher than that predicted by mean field theories (4%) [27]. These neglect interactions in the normal state and therefore imply a polaron binding energy of zero.

We have so far considered the limit of few impurities. By increasing their density, we can study the effect of interactions between polarons. In Fig. 3(b) we show that the quasiparticle peak position depends only weakly on the impurity concentration in the unitarity limit. Polarons are thus weakly interacting quasiparticles, despite the strong interactions between the bare impurity and its environment.

The peak position could be modified due to the effective mass $m^*$ of polarons, larger than the mass of the bare impurity. Transfer of a moving polaron into the free final state then requires additional kinetic energy. This leads to an upshift and a broadening on the order of the Fermi energy difference between initial and final state, $x^{1/3} \epsilon_F (1 - \frac{m^*}{m})$. On resonance, this is $0.04\epsilon_F$ for $x = 0.1$. The effect could be partially masked by the predicted weak repulsion between polarons [12] that would downshift the resonance frequency by $-0.02\epsilon_F$ for $x = 0.1$.

The spectral weight of the polaron peak directly gives the quasiparticle residue $Z$, a defining parameter of a Fermi liquid. Experimentally, we determine the area under the impurity peak that is not matched by the environment's

![FIG. 4 (color online). Quasiparticle residue $Z$ as a function of interaction strength and impurity concentration. The color coding indicates the magnitude of $Z$ and is an interpolation of the data points shown in the graph. Open circles: Data points consistent with zero ($Z < 0.03$), solid circles: $Z > 0.03$, the solid line marking the onset of $Z$. Blue cross: Critical interaction strength for the Fermi liquid—molecular BEC transition for $x \to 0$ [12]. Inset: $Z$ as a function of interaction strength in the limit of low impurity concentration $x = 5(2)\%$. Open circle: Reversed roles, $|1\rangle$ impurity in $|3\rangle$ environment. The spectrum in the inset illustrates the determination of $Z$ [22].
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response and divide by the total area under the impurity spectrum (see spectrum in Fig. 4 and [22]). Figure 4 presents \( Z \) as a function of interaction strength and impurity concentration \( x \), the inset shows \( Z \) for \( x = 5\% \). As expected, \( Z \) approaches 100\% for weak attractive interaction \( k_F a \rightarrow 0^+ \), where the bare impurity only rarely recoils off environment atoms. As the mean free path shortens and the bare impurity starts to surround itself with environment atoms \( Z \) decreases. On resonance, we find \( Z = 0.39(9) \) for \( x = 5\% \), with only a weak dependence on \( x \) (Fig. 4). Theoretical values for \( Z \) vary: ansatz Eq. (1) predicts \( Z = 0.78 \) for a single impurity, while Ref. [11] predicts \( Z = 0.47 (0.30) \) for vanishing (5\%) impurity concentration. Our procedure might yield a lower bound on the actual value of \( Z \), as the incoherent part of the impurity spectrum might be depleted around threshold. Eventually, for strong attraction between the impurity and particles of the medium, \( Z \) vanishes and we observe complete overlap of the impurity and environment spectra. This signals the formation of a two-body bound state between the impurity and exactly one environment atom. For a spin-down concentration of 5\% we determine the critical interaction strength where the polaron peak vanishes to be \( 1/(k_\text{F} a) = 0.76(2) \). This is in good agreement with the independently determined critical interaction \( 1/(k_\text{F} a) = 0.74(4) \) beyond which one finds a superfluid even for the smallest impurity concentration [28]. This is a multicritical point [12,13,29] where a Fermi liquid of weakly interacting polarons undergoes a phase transition into a Bose liquid of molecular impurities. Fixed-node MC calculations place this transition at a value of \( 1/(k_\text{F} a) = 0.73 \) for \( x \rightarrow 0 \) [12]. Our \( 1/(k_\text{F} a) \), is lower than the value 0.90(2) from diagrammatic MC [13] for a single impurity. Ansatz Eq. (1) does not predict a transition, as it does not test for the formation of molecules. In Fig. 4, the color coding reveals where molecular behavior is observed (yellow), and where the spectra show polaronic behavior (red to black). It can be seen that the critical interaction strength for the formation of molecules depends only weakly on the impurity concentration \( x \).

In conclusion, we have observed Fermi polarons in a novel, attractive Fermi liquid of spin-down impurity atoms immersed in a spin-up Fermi sea. The energy and residue of this quasiparticle was determined and interactions between quasiparticles were found to be weak. Polarons thus emerge as the quasiparticles of a Landau Fermi liquid description of this strongly interacting Fermi mixture. To study first the impurity limit of \( N + 1 \) interacting particles before dealing with the full \( N + M \) many-body system will be a fruitful approach for other strongly correlated systems realized with cold atoms. An intriguing question is how the limit of a weakly interacting polaron liquid containing few impurities connects to the physics of a hydrodynamic, balanced Fermi gas containing Cooper pair fluctuations above the critical temperature for superfluidity. In light of our findings, fermion pair condensation could be viewed as condensation of pairs of polarons with opposite spin. This is also suggested by the large normal state interaction measured by quasiparticle spectroscopy on the superfluid state [30].

We would like to thank W. Ketterle, M. Randeria, S. Stringari, B. Svistunov, S. Todarchi, and W. Zwerger for helpful discussions, and Aviv Kesht for the computer control system. This work was supported by the NSF, an AFOSR-MURI, and the Alfred P. Sloan Foundation.

[21] We do not observe Pauli blocking effects proposed in [15].
[24] The next order correction due to incoherent scattering, where \( a_\text{bg} \) is replaced by the full real part of the scattering amplitude, is of order \( (k_\text{F} a_\text{bg})^2 \approx 5\% \) and thus negligible.
[25] Switching roles of states \( |1\rangle \) and \( |3\rangle \) tests for the influence of final state interactions. They contribute \( E_f = 0.17(1)\sqrt{\varepsilon_F} \) to the peak position when state \( |3\rangle \) \((|1\rangle)\) serves as the impurity.
In this supplemental material we state, starting with the variational Ansatz by Chevy, key properties of the polaron, such as the energy $E_1$ and the quasiparticle residue $Z$, and we calculate its RF spectrum using Fermi’s Golden Rule. We connect this approach and its implication for finite impurity concentration to the results of Fermi liquid theory and the T-matrix formalism used in [1-4]. Furthermore, details are provided about the extraction of the quasiparticle residue $Z$.

Polaron wavefunction, energy and quasiparticle residue

We start with the hamiltonian for a dilute two component mixture of fermionic atoms interacting via the van-der-Waals potential $V(r)$ [5]. Thanks to the diluteness of the system, the potential is of short range $R$ compared to the interparticle distance $1/k_F$, so $k_F R \ll 1$. Its Fourier transform $V(k)$ is thus essentially constant, go, below $k_F$ and rolls off to zero at a momentum on the order of $1/R \gg k_F$. The many-body Hamiltonian for the system is then

$$H = \sum_{k,\sigma} \epsilon_k c_k^{\dagger} c_k + \frac{g_0}{\sqrt{V}} \sum_{k,k',\sigma} c_{k+\frac{q}{2}}^{\dagger} c_{-k+\frac{q}{2}} c_{k'+\frac{q}{2}} c_{-k'-\frac{q}{2}}$$

(1)

Here, the label $\sigma$ denotes the spin state $1, 1$, $\epsilon_k = \hbar^2 k^2 /2m$, $V$ is the volume of the system and the $c_{k,\sigma}$ are the usual creation and annihilation operators for fermions with momentum $k$ and spin $\sigma$. The trial wavefunction for the Fermi polaron with zero momentum proposed by F. Chevy in [6] is

$$|\Psi\rangle = |\varphi_0\rangle |FS\rangle \dagger + \sum_{q<k_F} |\varphi_{kq}\rangle |k-q\rangle \dagger |FS\rangle \dagger$$

(2)

The energy is then minimized under variation of the parameters $\varphi_0$ and $\varphi_{kq}$, with the constraint of constant norm $\langle \Psi | \Psi \rangle = |\varphi_0|^2 + \sum_{q<k_F} |\varphi_{kq}|^2 = 1$. That is, the quantity to minimize is $\langle \Psi | \hat{H} | \Psi \rangle - E_1 \langle \Psi | \Psi \rangle$. The derivation can be found in [6], here we quote the result for the particle-hole excitation amplitudes $\varphi_{kq}$, the quasiparticle weight $|\varphi_0|^2 = Z$, and the energy $E_1$ due to addition of the down spin impurity:

$$\varphi_{kq} = \frac{1}{Z^{1/2}} \frac{f(E_1, q)}{\varphi_0 E_1 - \epsilon_k + \epsilon_q - \epsilon_{q-k}}$$

(3)

$$1 = \frac{1}{Z} \left( 1 - \frac{\partial}{\partial E_1} \right) \sum_{q<k_F} f(E_1, q)_{E_1 = E_1}$$

(4)

These all depend on the function $f(E, q)$ with

$$f^{-1}(E, q) = \frac{1}{g_0} + \frac{1}{\sqrt{V}} \sum_{k>k_F} \frac{1}{\epsilon_k - \epsilon_q + \epsilon_{q-k} - E}$$

(5)

It is a measure of the interaction strength between spin up and spin down, modified by the presence of the spin up Fermi sea. As usual, $g_0$ can be replaced by the physically observable scattering length $a$ for collisions between spin up and down via [5] $g_0 = \frac{m}{2\pi \hbar^2} - \frac{1}{\sqrt{2k_F a}}$. The integral in above expression is convergent and gives

$$f^{-1}(E, q) = \frac{mk_F}{2\pi^2 \hbar^2} \left( \frac{\pi}{2k_F a} - 1 \right) + \frac{1}{\sqrt{V}} \sum_{k>k_F} \frac{1}{\epsilon_k - \epsilon_q + \epsilon_{q-k} - E}$$

(6)

$$I(\epsilon, y) = \int_{-\infty}^{\infty} dx \left( \frac{\pi}{2y} \ln \left( \frac{2x^2 + 2xy - \epsilon}{2x^2 - 2xy - \epsilon} \right) - 1 \right)$$

(7)

An analytic expression for the integral exists but does not provide additional insight. The equation for $E_1$ becomes

$$\frac{E_1}{E_F} = -2 \int_0^1 dy \left( \frac{y^2}{1 - \frac{y}{2k_F a}} - I \left( \frac{y}{2k_F a}, y \right) \right)$$

(8)

This implicit equation for $E_1$ can be easily solved numerically. The result is shown as the dashed line in Fig. 3 of the main paper. Clearly, $E_1$ is negative due to the attractive interactions with the medium. In the weakly interacting limit $1/k_F a \to -\infty$, we can neglect the integral in the denominator and immediately obtain $E_1 = \frac{2}{3} k_F a E_F = 4\pi \hbar^2 a n_1 /m$, which is the mean field result [7].

The approach turns out to be equivalent to a T-Matrix description, as shown in [7]. In that language, $f(E, q)$
is (up to a constant) the scattering amplitude in the medium (i.e. the vertex) for the scattering process with total energy and momentum $E$ and $q$ of the colliding particles. $\Sigma(0, E) \equiv \frac{1}{2} \sum_{\mathbf{q}, \mathbf{k}, \mathbf{f}} f(E_f + E, q)$ is the self-energy at zero momentum and frequency $E/h$. It is real in this approximation. The expression for the quasiparticle residue $Z$ of a single spin down impurity in Eq. 4 is immediately seen to be equivalent to the well-known relation [3]

$$Z^{-1} = \left(1 - \frac{\partial}{\partial E} \text{Re} \Sigma(k_{F1}, E) \right)_{E=0} \quad \text{(10)}$$

for a spin down quasiparticle on top of a spin down Fermi sea, in the limit of vanishing Fermi momentum $k_{F1}$.

**RF spectrum from the variational Ansatz**

Fermi's Golden Rule allows us to directly predict the shape of the impurity RF spectrum. This topic has been studied in detail since the early days of RF spectroscopy, and for the problem of highly imbalanced Fermi gasses in [1-4], among others. Chevy’s wavefunction offers a simple way of calculating the RF spectrum of a single impurity.

The RF operator $\hat{V} = \hbar \Omega_R \sum_{\mathbf{k}} c_{\mathbf{k}, f}^\dagger c_{\mathbf{k}, 1} + h.c.$ promotes the impurity into the free final state $|f \rangle$ (energy $E_f$) without momentum transfer [5]. In the experiment, the final internal state is the second lowest hyperfine state of $^6$Li. Fermi’s Golden Rule for the impurity starting in state $|\Psi \rangle$ is

$$\Gamma(\omega) = \frac{2\pi}{\hbar} \sum_f \left| \langle f | \hat{V} | \Psi \rangle \right|^2 \delta(\hbar \omega - (E_f - E_1)) \quad \text{(11)}$$

Where $\omega$ is the RF offset from the bare atomic transition frequency between the internal states labeled by $f$ and $f$. One possible final state is $|0 \rangle \equiv |0 \rangle_f |FS \rangle_t$, i.e. a zero momentum particle in the final state plus a perfect Fermi sea of up spins, with energy $E_{|0\rangle} = 0$ relative to the Fermi energy $E_F$ of the environment. Other possible final states are $|\mathbf{q}, \mathbf{k} \rangle \equiv |\mathbf{q} - \mathbf{k} \rangle_f c_{\mathbf{k}1}^\dagger |FS \rangle_t$, with $q < k_F$ and $k > k_F$, i.e. a particle with momentum $\mathbf{q} - \mathbf{k}$ in the final state and a Fermi sea with a hole at $\mathbf{q}$ and an excited environment particle above the Fermi sea at $\mathbf{k}$. The energy of these states is $E_{|\mathbf{q}, \mathbf{k} \rangle} = \epsilon_k - \epsilon_q + \epsilon_{q-k}$ relative to the environment Fermi energy $E_F$. The matrix elements are

$$\langle 0 | \hat{V} | \Psi \rangle = \hbar \Omega_R \varphi_0$$

$$\langle \mathbf{q}, \mathbf{k} | \hat{V} | \Psi \rangle = \hbar \Omega_R \varphi_{\mathbf{kq}}$$

This leaves us with two components in the RF spectrum:

$$\Gamma(\omega) = 2\pi \hbar \Omega_R^2 \left( Z \delta(\hbar \omega + E_1) + \sum_{q<k_F} |\varphi_{qk}|^2 \delta(\hbar \omega + E_1 - \epsilon_k + \epsilon_q - \epsilon_{q-k}) \right) \quad \text{(12)}$$

The first part is a delta-peak shifted by the quasiparticle energy. As $E_1 < 0$, it is shifted to higher frequencies: The RF photon has to supply additional energy to transfer the impurity out of its attractive environment. The weight of this peak is $Z$, the quasiparticle residue, allowing the experimental determination of $Z$ by simply integrating the area under the prominent peak. Such a delta-peak is typically called "coherent", as a broadband excitation around this energy would not dephase over time. The second part of the spectrum is incoherent, it consists of a broad continuum of frequencies. Broadband excitations of this continuum would rapidly dephase, over a timescale given by the inverse width of the continuum.

**RF spectrum in Fermi Liquid theory**

This structure of the RF spectrum is a generic feature of quasiparticle spectra. In Fermi liquid theory, the propagator of a quasiparticle is approximated as a pole at energy $E(k) > 0$ (relative to the ground state energy), lifetime $1/\gamma(k)$ and residue $Z$ plus an incoherent spectrum [3, 8]

$$G_-^R(k, \omega) = \frac{Z}{\hbar \omega + E(k) + i\hbar \gamma(k)} + G_-^{R,inc}(k, \omega) \quad \text{(13)}$$

The spectral function is given by $A_-(k, \omega) = -\frac{1}{\pi} \text{Im} G_-^R(k, \omega) = Z \frac{\hbar^2}{2} \left( \frac{\hbar \gamma(k)}{\hbar \omega + E(k)} + \frac{\hbar \gamma(k)}{\hbar \omega + E(k)} \right)^2 + A_-^{inc}(k, \omega)$ which tends to

$$A_-(k, \omega) = Z \delta(\hbar \omega + E(k)) + A_-^{inc}(k, \omega) \quad \text{(14)}$$

in the limit of small damping of the quasiparticle. $A_-(k, \omega)$ measures the probability that removing a particle with momentum $\mathbf{k}$ will cost an energy $-\hbar \omega$. The RF spectrum in linear response is given by [2]

$$\Gamma(\omega) = 2\pi \hbar \Omega_R^2 \sum_k A_-(k, \epsilon_k - \mu - \hbar \omega)n_F(\epsilon_k - \mu - \hbar \omega)$$

where $\mu$ is the chemical potential of the quasiparticle and $n_F(x) = 1/(e^{\beta x} + 1)$ is the Fermi function that tends to $0(-x)$ at zero temperature. This is intuitively understood: For a given momentum $k$, the RF photon with energy $\hbar \omega$ has to provide the energy $\epsilon_k - \mu$ (relative to the initial chemical potential $\mu$) to create a free particle in the final state. The rest, $\hbar \omega - \epsilon_k + \mu$, is used to remove a particle from the initial state (probability $A_-(k, \epsilon_k - \mu - \hbar \omega)$) if there exists such a particle (factor
The function is of GR but for a single quasiparticle with zero momentum. Finally, \( \Gamma(\omega) = 2\pi\hbar\Omega_R^2 Z \sum_k \delta(\epsilon_k + E(k) - \mu - \hbar\omega) \times n_F(\epsilon_k - \mu - \hbar\omega) + \Gamma^{\text{inc}}(\omega) \) (16)

Connecting to our case of a single quasiparticle with \( \mu = E_1 \) and \( k = 0 \), this directly gives

\[
\Gamma(\omega) = 2\pi\hbar\Omega_R^2 Z \delta(\hbar\omega + E_1) + \Gamma^{\text{inc}}(\omega)
\]

identical to the prediction via the trial wavefunction.

**Polaron spectral function**

To connect the single particle and the Fermi liquid description, we calculate the propagator \( G^R(k,\omega) \) for the removal of a single spin down impurity from the wavefunction \( |\Psi\rangle \). By definition,

\[
iG^R(k, t) = \langle \Psi | c_k^\dagger e^{-i\hat{H}/\hbar} c_k | \Psi \rangle \delta(t) \quad (18)
\]

Inserting a complete set of eigenstates, this gives

\[
iG^R(k, t) = \sum_j |f_j c_k \rangle |\Psi\rangle |f_j \rangle \langle \Psi| e^{-iE_j t/\hbar} \delta(t) \quad (19)
\]

The state \( c_k |\Psi\rangle \) is void of any spin down impurity and has non-vanishing matrix elements only with either the unperturbed spin up Fermi sea, \(|FS\rangle_t \) (if \( k = 0 \)), or with particle-hole excitations \( |q, k'\rangle = c_{k'}^\dagger c_q \langle FS|_t \) (in the case \( k = q - k' \)). These matrix elements are \( \varphi_0 = \sqrt{Z} \) and \( \varphi_{k'}q \) resp., the corresponding energies \( E_f = 0 \) and \( E_f = \epsilon_{k'} - \epsilon_q \) relative to \( E_F \). So one has:

\[
iG^R(k, t) = (Z\delta_{k, 0} + \sum_{q < k_F}^{k > k_F} \delta_{q, k - k'} |\varphi_q k'\rangle |\Psi\rangle |\varphi_{k'}q\rangle^\dagger \langle \Psi| e^{-iE_q t/\hbar} \delta(t) \quad (20)
\]

Finally, \( G^R(k, \omega) = \frac{Z}{\hbar\omega + E_1} \delta_{k, 0} + G^{R, \text{inc}}(k, \omega) \) with infinitesimal \( \eta > 0 \). This is just the Fermi liquid form of \( G^R \) but for a single quasiparticle with zero momentum \( (E(0) = 0 \text{ in (13)}) \), as described by \( |\Psi\rangle \). The spectral function is

\[
A_{-}(k, \omega) = Z\delta(\hbar\omega) \delta_{k, 0} + \sum_{q < k_F}^{k' > k_F} \delta_{k, q - k'} |\varphi_{k'}q\rangle |\Psi\rangle |\varphi_{k'}q\rangle^\dagger \delta(\hbar\omega + \epsilon_{k'} - \epsilon_q)
\]

With Eq. 15 this exactly gives the RF spectrum of Eq. 12.

**Calculation of the incoherent background**

Using Eq. 3, we can write the incoherent part of the spectrum as:

\[
\Gamma^{\text{inc}}(\omega) = 2\pi\hbar\Omega_R^2 Z \sum_{q < k_F}^{k > k_F} (|\varphi_{q k'}\rangle |\Psi\rangle |\varphi_{q k'}\rangle^\dagger \langle \Psi| e^{-iE_q t/\hbar} \delta(t)
\]

The integral over \( k \) exists in analytic form:

\[
\frac{1}{V} \sum_{k > k_F} \delta(\hbar\omega + E_1 - \epsilon_k + \epsilon_q - \epsilon_{q - k}) = \frac{m_{k_F}}{8\pi\Omega_R^2} K \left( \frac{\hbar\omega + E_1}{2E_F}, \frac{q}{k_F} \right)
\]

with

\[
K(\epsilon, y) = \begin{cases} \frac{y^2 - y_2^2}{y_2} & \text{for } y_2 > 1, \\ \frac{y^2 - y_1^2}{y_1} & \text{for } y_1 < y < y_2, \\ 0 & \text{for } 1 > y \end{cases}
\]

and

\[
y_{\pm} = \pm \frac{1}{2} + \sqrt{\frac{y_2^2}{4} + \epsilon}
\]

The incoherent spectrum is then

\[
\Gamma^{\text{inc}}(\omega) = \pi\Omega_R^2 \frac{Z\hbar}{\hbar\omega^2} \int_{-1}^{1} dy \frac{y^2 K \left( \frac{\hbar\omega + E_1}{2E_F}, \frac{y}{k_F} \right)}{\left( 1 - \pi \frac{\eta}{2k_F} - I \left( \frac{\hbar\omega + E_1}{2E_F}, \frac{y}{k_F} \right) \right)^2} \quad (21)
\]

One can check that the total spectrum obeys the sum rule

\[
\int_{-\infty}^{\infty} d\omega \Gamma(\omega) = 2\pi\hbar\Omega_R^2 \quad (22)
\]

and in particular that the total weight of the incoherent background is proportional to \( 1 - Z \), which is not obvious from the form in Eq. 21. For RF frequencies close to threshold \( \hbar\omega + E_1 \ll 2E_F \), the hole momentum \( q \) and the particle momentum \( k \) must be close to each other to fulfill energy conservation, i.e. they have to be close to the Fermi momentum. The double sum over \( q \) and \( k \) thus gives a phase space suppression on the order of \( (\hbar\omega + E_1)^2 \), i.e. the spectrum starts like \( \hbar\omega + E_1^2 / \omega^2 \). This is in contrast to the dissociation spectrum of a molecule of binding energy \( E_B \), where the density of states above threshold gives a spectrum proportional to \( \sqrt{\hbar\omega + E_B / \omega^2} \). For large RF energies, large particle momenta \( k \) are involved, the suppression due to the Fermi sea becomes negligible and the spectrum behaves like \( \sqrt{\hbar\omega + E_1 / \omega^2} \), as for a molecule of binding energy \( E_1 \). This is natural as for large momenta, we are probing short-range physics which involves at most two particles, a spin up environment atom and the impurity. In particular, at RF energies \( \hbar\omega \gg E_1 \), we recover the \( \omega^{-3/2} \) behavior of the RF spectrum that is universal for short-range interactions.
RF Spectrum of a finite concentration of impurities

Since polarons are found to be weakly interacting, they will form a Fermi sea filled up to the impurity Fermi momentum $k_{F1}$. The fact that the dispersion of polarons $E(k) = \frac{m}{m^*} \epsilon_k$ differs from that of a free particle due to the effective mass $m^* \neq m$ leads to broadening of the RF spectra. The RF photon has to supply the difference in kinetic energies $(1 - \frac{m}{m^*}) \epsilon_k$ between the initial and the final state, with a maximal shift $(1 - \frac{m}{m^*}) \hbar^2 k^2 / 2m^*$. The spectral shape is easily obtained: The spectral function at momentum $k$ will be dominated by polarons that occupy that momentum state. The coherent part of the spectral function is thus

$$A_{coh}(k, \omega) = Z \delta(\hbar \omega + E(k))$$

with $E(k) = -\hbar^2 k^2 / 2m^* = -\frac{m}{m^*} \epsilon_k$ relative to the impurity Fermi energy. The coherent part of the spectrum then becomes

$$\Gamma_{coh}(\omega) = 2\pi \hbar \Omega_R^2 \sum_k A_{coh}(k, \epsilon_k - E_1 - \hbar \omega)$$

where the sum extends up to the impurity Fermi momentum $k_{F1}$. With the free, 3D density of states $\rho(\epsilon)$, this is

$$\Gamma_{coh}(\omega) = 2\pi \hbar \Omega_R^2 \int_0^{E_{F1}} d\epsilon \rho(\epsilon) Z \delta(\epsilon - E_1 - \hbar \omega - \frac{m}{m^*} \epsilon)$$

$$= 2\pi \hbar \Omega_R^2 \frac{Z}{1 - \frac{m}{m^*}} \frac{\rho(\epsilon)}{1 - \frac{m}{m^*}} \theta \left( (1 - \frac{m}{m^*}) E_{F1} - \hbar \omega - E_1 \right)$$

(23)

This coherent part of the spectrum starts at the polaron ground state energy $\hbar \omega = |E_1|$, then grows like a square root and jumps to zero when $\hbar \omega + |E_1| = (1 - \frac{m}{m^*}) E_{F1}$. On resonance, where $m^* \approx 1.2$, this occurs at $\hbar \omega - |E_1| = 0.2 \hbar \Delta_{E1} \approx 0.04 E_{F1}$ for $x = 0.1$. This is still smaller than the Fourier width of the RF pulse used in the experiment of about 0.1$E_{F1}$. The size of the jump is given by $2\pi \hbar \Omega_R^2 \frac{Z}{1 - \frac{m}{m^*}} \rho(\epsilon_{F1})$ and reflects the impurity Fermi surface in the RF spectrum. This behavior of the coherent part of the spectrum was found in [1] and was discussed recently in [4]. It is intriguing that the sharpness of the Fermi surface and its discontinuity should, at least in principle, be observable in the RF spectrum.

Determination of $Z$ from experimental spectra

In order to extract the quasiparticle residue $Z$, we determine the area under the peak that is not matched by the environment's response and divide by the total area under the impurity spectrum (see spectrum in the inset of Fig. 4 in the main body of the paper). Due to the Fourier width of the probe pulse, the strong response of the environment around zero RF offset (the resonance for non-interacting atoms) adds some weight to the environment background at the position of the polaron peak. To remove this effect in the determination of $Z$, the part of the environment's response at negative frequency offset is folded towards the positive side (dashed line in Fig. 1) and subtracted from the environment spectrum. As it turns out, this procedure changes the value for $Z$ by less than 5% for all spectra in Fig. 2 of the main paper.
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We present majority and minority radio frequency spectra of strongly interacting imbalanced Fermi gases of \(^{6}\)Li. We observed a smooth evolution in the nature of pairing correlations from pairing in the superfluid region to polaron binding in the highly polarized normal region. The imbalance induces quasiparticles in the superfluid region even at very low temperature. This leads to a local bimodal spectral response, which allowed us to determine the superfluid gap \(\Delta\) and the Hartree energy \(U\).
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Pairing and superfluidity in fermionic systems are intricately related phenomena. In BCS theory [1], describing conventional superconductors, the emergence of superfluidity is accompanied by the opening of a gap in the excitation spectrum of the superfluid. This gap can be interpreted as the minimum energy required to break a Cooper pair or, equivalently, to create an elementary excitation, a so-called quasiparticle, inside the superfluid.

However, strongly correlated systems show a more complicated behavior. There are gapless fermionic superfluid systems, e.g., high temperature superconductors [2] or for superconductors with magnetic impurities [3]. On the other hand, there are numerous examples of systems with an excitation gap in the normal state, e.g., a high temperature superconductor above its superfluid transition temperature exhibiting a pseudogap [2].

Here, we use radio frequency (rf) spectroscopy to investigate the nature of pairing and the relation between pairing and superfluidity in a strongly interacting system of ultracold atomic Fermions.

We can spectroscopically distinguish the superfluid and the polarized normal fluid by introducing excess fermions into the system. In a superfluid phase described by BCS theory, the excess particles can be accommodated only as thermally excited quasiparticles. A local double-peaked spectrum reflects the coexistence of pairs and unpaired particles. In the normal phase, at large spin polarization, the limit of a single minority particle immersed into a Fermi sea is approached, which can be identified as a polaron [4–7]. Here the system can be described in the framework of Fermi liquid theory and no stable pairs exist. We find that these different kinds of pairing correlations are smoothly connected across the critical density imbalance [8], also called the Clogston-Chandrasekhar limit of superfluidity [9,10].

The rf spectrum of a superfluid containing quasiparticles shows two peaks, which, in the BCS limit, would be split by \(\Delta\), the superfluid gap. Therefore, rf spectroscopy of quasiparticles is a direct way to observe the superfluid gap \(\Delta\) in close analogy with tunneling experiments in superconductors [11]. From the observed spectrum we can also determine a Hartree term, see Y. Castin in [12], whose inclusion turned out to be crucial.

For this study, we have combined several recently developed experimental techniques: The realization of superfluidity with population imbalance [13] leading to phase separation [8,13,14], tomographic rf spectroscopy [15], in situ phase-contrast imaging with 3D reconstruction of the density distributions [8]. In order to minimize final state effects [16] we have prepared an imbalanced mixture of states [1] and [3] of \(^{6}\)Li (corresponding to \(|F = 1/2, m_F = 1/2\rangle\) and \(|F = 3/2, m_F = -3/2\rangle\) at low field) in an optical dipole trap at a magnetic field of \(B = 690\) G, at which there is a Feshbach scattering resonance between the states [1] and [3] [16,17]. Evaporative cooling at \(B = 730\) G is performed by lowering the power of the trapping light. After equilibration an rf pulse was applied for 200 \(\mu\)s selectively driving a hyperfine transition from state [1] or [3] to state [2] (low field). Immediately after the rf pulse an absorption image was taken of the atoms transferred into state [2].

The spectra were correlated to the local Fermi energy \(\epsilon_{\text{fl}} = \frac{E}{2n_m}(6\pi n_1)^{2/3}\) of the majority density \(n_1\) and to the local polarization \(\sigma_{\text{loc}} = \frac{n_1 - n_2}{n_1 + n_2}\) which is a measure of the local excess fermion population. As in a previous publication [8] the local densities were measured using phase-contrast imaging and 3D reconstruction using the inverse Abel transformation.

The rf spectra shown in Fig. 1 reveal a gradual change in the nature of the pairing correlations. The balanced superfluid is characterized by identical spectral responses of majority and minority particles and has been the subject of previous studies, see Zwierlein, Grimm, and Regal in [12] and references therein. In the polarized superfluid region [8,18] (and references therein) the minority spectrum perfectly matches the pairing peak of the majority spectrum, locally coexisting with the quasiparticle spectral contribution, resulting in a local double-peak structure of the majority spectrum, see Fig. 1(b). The spectrum suggests that the majority population can be divided into two distinct parts: One part consisting of pairs forming the superfluid, the other part consisting of quasiparticle exci-
FIG. 1 (color online). Tomographically reconstructed rf spectra for various regions of the atomic sample at unitarity. (a) Balanced superfluid, (b) polarized superfluid, (c) moderately polarized transition region, and (d) highly polarized normal region. The panel on the left shows a phase-contrast image of the atomic cloud before rf excitation. The positions of the spectra (a) to (d) are marked in the phase-contrast image and by the arrows in Fig. 2. Red: Majority spectrum, blue: Minority spectrum. Local polarizations $\sigma_{loc}$ and local temperature $T/T_F$, respectively: (a) $-0.04\pm 0.02$, $0.05\pm 0.01$; (b) $0.03\pm 0.01$, $0.06\pm 0.01$; (c) $0.19\pm 0.01$, $0.06\pm 0.02$; (d) $0.64\pm 0.04$, $0.10\pm 0.02$. The negative value in (a) implies that the local polarization as inferred from phase-contrast imaging underestimates $\sigma_{loc}$ by up to 0.05.

The direct comparison between majority and minority spectra clarifies our previous experimental results on minority rf spectra in the $|1\rangle - |2\rangle$ mixture [23], in which we concluded that there is strong pairing in the normal phase. Although the previous results suffered from final state interactions [16], we confirm that the change in pairing correlations is indiscernible in the minority spectrum alone, but shows up in the spectral overlap with the majority spectrum. As a result, the observed spectral gap in the normal phase should not be interpreted as a signature of pairing but rather as strong pairing correlations in the form of a polaron as suggested in [24-26]. Figure 2 summarizes our data in the unitary regime.

FIG. 2 (color online). Spatially resolved rf spectra of an imbalanced Fermi gas at unitarity. (a) The right half shows the majority spectra as a function of position in the trap expressed in terms of the majority Fermi radius $R_1$, the left half displays the minority spectra. The superfluid to normal transition region is marked by the gray vertical lines. The local polarization $\sigma_{loc}$ is given by the short-dashed red line. The error bars are the standard deviation of the mean value. The arrows indicate the position of the four spectra shown in Fig. 1. The image is a bilinear interpolation of 2500 data points, each plotted data point in the image is the average of three measured data points. The spatial resolution of the image is $0.045 \cdot R_1$. 
We now turn to a quantitative analysis of the spectral peaks in the superfluid phase for small density imbalance, and to the determination of the superfluid gap. Earlier work [15,22] tried to determine the gap from the onset of the pair dissociation spectrum. However, the rf spectrum is not only sensitive to final state interactions, it is also shifted by Hartree energies, as we show here. Furthermore, rf spectroscopy can excite all fermions, even deep in the Fermi sea, see M. Zwierlein in [12]. Therefore, the onset of the pair dissociation spectrum occurs for atoms with momentum $k = 0$ and, in the BCS limit depends quadratically on the gap parameter ($\omega_k = \frac{k^2}{2m}$). The excitation gap can be directly observed if quasiparticles near the dispersion minimum are selectively excited, as in tunneling experiments.

Our solution is to study not the ground state of a superfluid, but excited states where quasiparticles are present. In a simple BCS description, quasiparticles are in pure momentum states, but increase the total energy of the system because their momentum state is no longer available to the other particles for pairing. Consequently, in an excitation spectrum, quasiparticles appear at negative frequencies relative to the bare atomic transition frequency. The lowest energy quasiparticle appears at frequency $-\Delta$, see Fig. 3.

Final state interactions and Hartree terms can also create line shifts, and two peaks are needed for analysis, the pair dissociation peak and the quasiparticle peak in our case. In essence, it is the separation between the peaks in spectra like Fig. 1(b), which allows us to determine $\Delta$.

Thermal population of quasiparticles requires a temperature on the order of the excitation gap $\Delta$. At unitarity, this temperature can be estimated to be 95% of the critical temperature, away from the low temperature limit addressed in this Letter. Indeed, in samples of equal population of the spin states we were not able to spectroscopically resolve any local double-peak structures [19]. This problem can be overcome by introducing density imbalance between the constituents: The chemical potential difference between majority and minority components ($\mu_m > \mu_f$) forces a finite quasiparticle occupation into the superfluid region already at very low temperature [27]. This allows us to selectively populate quasiparticles at the minimum of the dispersion curve, see Fig. 3(a).

In Fig. 4(a) the position of the peaks of majority and minority spectra are plotted normalized by $\epsilon_{Ft}$ as a function of position in the trap in the unitary limit [19]. The peak positions are proportional to the local Fermi energy inside the superfluid region within our experimental resolution. In the region of superfluidity with finite polarization the spectra show local double peaks. The position of the two peaks in the limit of small polarization is depicted in Fig. 4(b) for various interaction strengths.

It was unexpected that the quasiparticles appear at positive frequencies (relative to the atomic transition frequency). This is caused by the presence of Hartree terms, resulting in an overall shift of the systems energy and the rf spectrum [19]. In the weakly interacting limits, the Hartree term reduces to a simple mean-field shift. In the strongly interacting regime one has to resort to quantum Monte Carlo (QMC) calculations [28-30] for a numerical value of $U$.

In a mean-field description of the balanced superfluid starting from the BCS-Leggett ansatz for the BEC-BCS crossover, see Zwierlein in [12] taking into account the Hartree term $U$, dispersion relation of the quasiparticles can be expressed as $E_k = \sqrt{\Delta^2 + (\epsilon_k + U - \mu)^2}$, see Y. Castin in [12] where $\epsilon_k = \frac{k^2}{2m}$ is free particle kinetic energy and $\mu$ is the chemical potential. This mean-field formalism gives the analytic expression for the two peak positions. A quasiparticle at the minimum of the dispersion

---

**FIG. 3 (color online).** Creation and spectroscopy of quasiparticles. (a) Population imbalance thermally generates quasiparticles even at low temperatures comparable to $\Delta - \mu_1$. $\mu_1$ is the chemical potential of the majority component. (b) The rf spectrum consists of a quasiparticle peak at negative frequencies and the pair dissociation spectrum at positive frequencies (dotted line). On resonance, the Hartree contribution $U$ acts as an effective attraction and hence shifts the entire spectrum into the positive direction.
curve will respond at an rf offset of \( \omega_{\text{rf}} = -E_{\text{kin}} - \mu + \epsilon_{k_{\text{min}}} = -\Delta - U \), and the maximum of the pair dissociation spectrum occurs at \( h\omega_{\text{max}} = \frac{1}{8} \sqrt{\mu^2 + \frac{15}{16} \Delta^2 - \mu'} \) \( - U = \frac{1}{2} \omega_{\text{th}} - U \), where \( \mu' = \mu - U \) and \( \omega_{\text{th}} \) is the dissociation threshold (which is at momentum \( k = 0 \)).

We determined the superfluid gap \( \Delta \) and the Hartree energy \( U \) from the peak positions in the limit of small density imbalance (\( \sigma_{\text{loc}} \approx 0.03 \)). At unitarity with the chemical potential \( \mu = 0.42 \epsilon_{\text{F}} \), confirmed in previous experiments and theory, see [31] and references therein, we obtained \( \Delta = 0.443 \epsilon_{\text{F}} \) and \( U = -0.43 \epsilon_{\text{F}} \), in excellent agreement with the predicted values \( \Delta = 0.45 \epsilon_{\text{F}} \) and \( U = -0.43 \epsilon_{\text{F}} \) from QMC calculations [32].

Our determined values for \( \Delta \) and \( U \) values suggest the minimum of the quasiparticle dispersion curve to occur at \( k_{\text{min}} \approx 0.9k_F \). Table I shows the gap and Hartree energy for various interaction strengths. Away from unitarity we relied on QMC calculations for the chemical potential \( \mu \) [33].

For an accurate quantitative comparison [19] final state interactions, also listed in Table I, had to be taken into account. The effect of final state interactions is an overall mean-field shift of \( E_{\text{final}} = \frac{4\pi n}{m} \). This shift affects both the quasiparticle peak and the pairing peak equally.

In conclusion, in crossing the superfluid to normal boundary we observed a gradual crossover in the pairing mechanism by comparing majority and minority spectra. The majority spectrum shows a local double-peak spectrum in the polarized superfluid region which allowed us to determine the superfluid gap \( \Delta \) and the Hartree terms \( U \). The spectra in the normal phase are consistent with a polaron picture.

We thank W. Zwerger and M. Zwierlein for stimulating discussions and A. Sommer for critical reading of the manuscript. This work was supported by the NSF and ONR, through a MURI program, and under ARO Grant No. W911NF-07-1-0493 with funds from the DARPA OLE program.

<table>
<thead>
<tr>
<th>1/k_F a</th>
<th>( \Delta )</th>
<th>( U )</th>
<th>( E_{\text{final}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>0.22</td>
<td>-0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>0</td>
<td>0.44</td>
<td>-0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>0.38</td>
<td>0.7</td>
<td>-0.59</td>
<td>0.14</td>
</tr>
<tr>
<td>0.68</td>
<td>0.99</td>
<td>-0.87</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Auxiliary Material: Determination of the Superfluid Gap in Atomic Fermi Gases by Quasiparticle Spectroscopy

Determination of the superfluid boundary

It has been shown previously [1] that at unitarity the difference column density profiles serve as an indicator for the SF-N boundary. The discontinuity of the minority density results in a pronounced "cusp" in the difference profile \( n_1(r) - n_1(r) \), see fig. 1. In the main body of the paper the phase boundary has been determined by this peak position. Hence, "normal" refers to spatial regions beyond the peak, "superfluid" refers to spatial regions inside.

The color coding in the graphs in fig. 1 shows where the spectral overlap (definition see below) between the majority and minority pairing peaks is lost. On resonance (\( B = 690 \) G) this position shows excellent agreement with the position of the cusp in the difference density profile and can therefore serve as an alternative indicator for the SF-N boundary. This coincidence breaks down away from resonance: On the BCS side (\( B = 710 \) G) the spectra are less "robust" against polarization and spectral overlap is lost before the column density difference shows a peak. The reverse situation occurs on the BEC side of the resonance (\( B = 671 \) G). Note that on the BEC side the minority cloud does not extend much further than the peak position in the column density difference.

Quantification of spectral overlap

In order to calculate the spectral overlap of a spectrum, the quasiparticle peak was fitted by a gaussian and subtracted from the majority spectrum. The overlap is then defined as one minus the difference of the integrated spectra normalized by the sum of the integrated spectra, see fig. 2. As mentioned in the main text and above, on the BEC side of the Feshbach resonance almost complete spectral overlap can be observed into the normal region. On the BCS side the reverse situation occurs.

Minority peak shift for high imbalance

Fig. 4 in the main body of the text shows the peak positions normalized by the local majority Fermi energy \( \epsilon_{F1} \). Fig. 3 shows the bare peak positions as observed in the experiment.

One unexpected finding in fig. 4a in the main body of the text is the sudden increase of the minority peak position for high imbalances. This behavior can be traced back to the data in fig. 3: The minority peak position (red) shows a change in curvature as the SF-N boundary is crossed, in contrast to the majority Fermi energy. Therefore, the ratio of minority peak and majority Fermi energy shows a sudden increase towards the edges of the cloud. The value of the peak position of \( \omega_{pol} \simeq 0.9 \epsilon_{F1} \) (where final state interactions of \( E_{final} \sim 0.05 \epsilon_{F1} \) have been taken into account) is higher than the theoretically calculated value of \( \simeq 0.6 \epsilon_{F1} \) [2].

Quasiparticles in an equal mixture

In a previous publication [3] low temperature RF spectra did not show any signatures of quasiparticles. We have attempted to create thermally generated quasiparticles in an equal density mixture for higher temperatures \( T / T_F > 0.20 \). The experimental results in fig. 4 show a decrease of the gap parameter, but no local double peak structures could be resolved for any temperature.

We can estimate the temperature required to populate quasiparticles, assuming that the temperature has to be on the order of the gap and that \( \Delta(T) \) is given by the BCS relation \( \Delta(T) = \frac{\Delta(T_0)}{\sqrt{1 - \frac{T}{T_F}}} \) [4]. At unitarity, \( \Delta_0 / T_c \approx 3 \). One would expect to populate quasiparticles only very close to the transition temperature \( T / T_c \approx 0.95 \), when the gap is only one third of its low-temperature value.

The theoretical dissociation spectrum including the Hartree term \( U \)

Starting from a BCS-Leggett mean-field wavefunction and applying Fermi’s Golden Rule, the RF spectrum can be described by (neglecting the Hartree term): \[
\Gamma (\omega) \propto \frac{\sqrt{\omega - \omega_{th}}}{\omega^2} \sqrt{1 + \frac{\omega_{th}}{\omega} + \frac{2\mu}{\omega}}
\]

where \( \omega_{th} = \sqrt{\Delta^2 + \mu^2} \) is the dissociation threshold and \( \mu \) is the chemical potential.

The corresponding quasiparticle dispersion relation is:

\[
\epsilon_k = \sqrt{\Delta^2 + (\epsilon_k - \mu)^2}
\]

\( \epsilon_k \) being the free particle dispersion \( \epsilon_k = \frac{h^2 k^2}{2m} \).

Hartree terms \( U \) modify the quasiparticle excitation spectrum [5, 6]:

\[
\epsilon_k = \sqrt{\Delta^2 + (\epsilon_k - (\mu - U))^2}
\]
FIG. 1: (Color online) The difference column density profile \( n_1(r) - n_2(r) \) (radially averaged). a) BCS side \( (B = 710\, \text{G}) \), b) Unitary limit \( (B = 690\, \text{G}) \), c) BEC side \( (B = 671\, \text{G}) \). Each profile shown is the average of 10 individual profiles. Blue marks the region of complete spectral overlap between majority and minority components, red marks the region where there is no complete spectral overlap. The black arrows at the bottom indicate the radial size of the minority component.

FIG. 2: (color online) Overlap of majority and minority pairing peak as a function of position in the trap for various interaction strengths. A power law was fitted to the curves as a guide to the eye. Unitary limit (black circles): \( 1/kF_1a = 0 \), phase boundary at \( r_c/R_t \approx 0.46 \); BEC side (red triangles): \( 1/kF_1a = 0.39(1) \), \( r_c/R_t \approx 0.45 \); and BCS side (blue diamonds): \( 1/kF_1a = -0.25(1) \), \( r_c/R_t \approx 0.35 \).

resulting in an RF spectrum of

\[
\Gamma(\omega') \propto \sqrt{\frac{\omega' - \omega'_{th}}{\omega^2}} \sqrt{1 + \frac{\omega'_{th}}{\omega'} + \frac{2\mu'}{\omega'}}
\]

where \( \omega' = \omega + U \), \( \omega'_{th} = \omega_{th} + U \) and \( \mu' = \mu - U \). This demonstrates that the spectrum retains its functional form but the entire spectrum is shifted by \( U \).

Resolution / Experimental broadening

For comparison with the theoretical spectrum, we model the RF pulse of \( T = 200\, \mu\text{s} \) length as a square pulse, in the frequency domain, resulting in a FWHM of the RF spectral power of \( \Delta \nu = 2 \cdot \frac{1}{2\pi} \cdot 1.39 \cdot \frac{3}{2} \approx 4.4\, \text{kHz} \).

FIG. 3: (color online) a) Local majority Fermi energy in kHz, the error bars are the standard deviation of the mean value. b) Peak positions of majority and minority in kHz. Majority (Blue): Pairing peak (higher frequencies, only discernible in the SF region) and quasiparticle peak (lower frequencies). Minority (red): The peak can be traced well into the normal region.

The theoretical spectrum consists of two parts: 1) A dissociation peak including the Hartree energy, described by eqn. 1 with \( \Delta \) and \( U \) as given in table I in the main text. 2) A quasiparticle peak modeled as a narrow (FWHM = 1 kHz) Lorentzian with a peak height adjusted so that
FIG. 4: (Color online) Local RF spectra of an equal spin mixture for various normalized local temperatures $T/T_{F}$. a) $T/T_{F} \approx 0.20$, b) $T/T_{F} \approx 0.22$, c) $T/T_{F} \approx 0.34$, d) $T/T_{F} \approx 0.55$. No local double peak spectrum can be resolved in the RF spectrum. For comparison, the double peak spectrum of an imbalanced mixture with $T/T_{F} \approx 0.06$ is added with a red dashed line.

FIG. 5: (color online) Comparison of experimental (red) and theoretical (black) line shapes for spectra a) and b) of figure 1 of the main body of the paper. The theoretical curve is obtained from a BCS-Leggett mean field description including the Hartree term and a convolution with the experimental resolution of \( \approx 4.4 \text{ kHz} \). The values for $\Delta$ and $U$ as calculated from the peak positions lead to a reasonable agreement with the data.

The Fourier transform of a square pulse $f(\omega) \propto \frac{\sin^2 \frac{k}{2}}{(2\pi)^2}$. Fig. 5 shows that the theoretical spectrum reproduces our data quite well. The deviation in 5b) might be attributed to additional broadening mechanisms like finite quasiparticle lifetime, finite temperature and atomic diffusion during the duration of the RF pulse. The convolution causes a small shift of $0.05 \epsilon_{F}$ in the spectral peak position due to the asymmetry of the theoretical spectrum and has been accounted for in the determination of $\Delta$ and $U$.

The value given above for the experimental resolution is confirmed by looking at the blurring of the sharp onset of pair dissociation. Equation 1 predicts that the threshold and peak position in the strongly interacting regime differ by less than 10% of the Fermi energy. Adjusting the experimental resolution to \( \sim 4 \text{ kHz} \) accounts for the experimentally observed difference of threshold and peak position of about $0.3 \epsilon_{F}$.
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