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Abstract

Graphene with sub-nanometer sized pores has the potential to act as a filter for gas separation with considerable efficiency gains compared to traditional technologies. Nanoporous graphene membranes are expected to yield high selectivity through molecular size exclusion effects, while achieving high permeability due to the very small thickness of graphene.

In this thesis, we model the separation of gas components from a mixture using a graphene sheet with engineered pores of different sizes. We employ molecular dynamics simulations to calculate a large number of molecular trajectories, and thus obtain low-statistical-uncertainty estimates of transport rates through the membrane. Simulations are performed on two different gas mixtures - a helium-sulfur hexafluoride mixture, for which the large difference in molecular size lends itself to a size-based separation approach, and a hydrogen-methane mixture, which is relevant to natural gas processing. Our simulations show that graphene membranes with large pores are permeable to both gases in the mixture. As pore sizes are reduced, we observe a greater decrease in the permeability of the larger species that results in a molecular size exclusion effect for a range of pore sizes that are still permeable to the smaller species. This indicates that a pore size can be determined that achieves high selectivity in gas separation, while exhibiting high permeability for the desired gas species.

We expect this work to form the basis for the design of an energy-efficient graphene-based gas separation device. The simulation-based approach described here can be very useful for guiding experimental efforts which are currently limited by the difficulty associated with creating pores of a specific size in otherwise pristine graphene.
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Chapter 1

Introduction

Industrial gas separation relies on three major processes - pressure swing adsorption (PSA), cryogenic distillation and membrane gas separation. PSA technology is used to separate a target gas species from a mixture of gases under pressure, according to the species' molecular characteristics and affinity for an adsorbent material. Special adsorptive materials such as zeolites are used as molecular sieves, preferentially adsorbing the target gas species at high pressure. The process then swings to low pressure to desorb the adsorbent material. The PSA process is, by far, the most extensively used industrial process to separate H₂ from a mixture of gases [3]. However, industrial applications often require PSA gas purification processes to be operated at high temperatures, which decreases the sorbent selectivity for the desired species and reduces the performance of the gas purification process. Hence, significantly lower flow rates are used, in order to achieve a high performance [4].

Cryogenic distillation separates the target gas species from a mixture of gases at low temperatures based on the difference in boiling temperatures of the gas components [5]. However, cryogenic distillation requires a phase change, and thus consumes a considerable amount of energy [3, 6, 7].

Other than PSA and cryogenic separation, membrane separation techniques have attracted the widest interest. Membranes are barriers that only allow selected materials to permeate across them. Membrane separation processes offer several advantages over the more mature and commercially-available PSA and cryogenic separation pro-
cesses [3].

1.1 Membrane Gas Separation

1.1.1 Mechanisms

Membrane gas separation is a pressure-driven process that can be attributed to four mechanisms: (i) Knudsen diffusion, (ii) molecular sieving, (iii) solution-diffusion, and (iv) surface diffusion [3, 8, 9]. In some cases, gas molecules can pass through the membrane by more than one mechanism.

Knudsen diffusion occurs when the relevant physical length scale in a porous membrane - in this case the pore diameter, $L$, is smaller than the mean free path for the gas being separated, $\lambda$, that is, when the Knudsen number, $Kn = \frac{\lambda}{L}$, is large. In this regime, the permeability of each species scales with its Knudsen diffusivity which depends on the square root of its molar mass [10]. As a result, the selectivity of this process is somewhat limited.

If pore sizes become sufficiently small, molecular sieving can be used to separate molecules that differ in kinetic diameter [8]. Only the smaller gas molecules can permeate through the membrane. In other words, separations based on molecular sieving operate on a molecular size exclusion principle [3].

The solution-diffusion mechanism is the most commonly used physical model to describe gas transport through dense membranes [8]. A gas molecule is adsorbed on one side of the membrane, dissolves in the membrane material, diffuses through the membrane and desorbs on the other side of the membrane. Hence, solution-diffusion separations are based on both solubility and mobility of one species in a solid effective barrier [9].

Surface diffusion can occur in parallel with Knudsen diffusion [3, 8]. Gas molecules are adsorbed on the pore walls of the membrane and migrate along the surface. Surface diffusion increases the permeability of the gas components that are more strongly adsorbed on the membrane pores. At the same time, the effective pore diameter is
reduced when adsorbed gas molecules occlude the pores. As a result, transport of non-adsorbing components is reduced and selectivity is increased [8]. However, the positive contribution of surface diffusion only works for certain temperature ranges and pore diameters.

1.1.2 Classifications

Membrane materials and structures are highly tailored for specific gas separation applications, in order to achieve high membrane permeability, selectivity and robustness. Permeability is the rate at which a compound permeates through a membrane, and is typically used to provide an indication of the capacity of a membrane; a high permeability means a high throughput [11]. Permeability is inversely proportional to membrane thickness. Hence, most commercial membranes consist of thin (about 0.1 to 5 μm) selective layers on porous support layers that provide mechanical strength [12, 13]. Selectivity is the ability of a membrane to accomplish a given separation, and is dependent on the relative permeability of the membrane for the gas species [14]. The economic viability of a membrane depends on its throughput, selectivity, cost and durability. A high throughput alone would not be useful unless the membrane selectivity exceeds an acceptable level. On the other hand, a membrane with a high selectivity and low throughput may require such a large membrane surface area that it becomes economically unattractive [11] or structurally unfeasible.

Commercial membrane gas separation modules generally employ organic polymers such as polydimethylsiloxane (PDMS) and polycarbonates as nonporous membranes based on the solution-diffusion transport mechanism [14]. However, polymeric membranes show high selectivities and low throughput when compared to porous materials. Robeson [1] has demonstrated that polymeric membranes generally undergo a tradeoff limitation between permeability and selectivity, as illustrated in the characteristic selectivity/permeability diagram of H₂/CH₄ separation (Figure 1-1). As membrane selectivity increases, permeability decreases and vice versa, and an upper bound exists in Figure 1-1. Unless significant advancement in solubility selectivity can be achieved, the upper bound would represent the asymptotic endpoint in the perfor-
mance of polymeric membranes whose separation properties are related to solution-diffusion transport mechanisms [14]. Hence, significant industrial efforts have been focused on developing porous inorganic membranes such as zeolites, as well as carbon-based molecular sieves, which can be used to achieve higher selectivity/permeability combinations. Carbon membranes are believed to contain slit-shaped pores. The pore size determines the degree of interaction between molecules and pores, which affects the separation mechanism in these membranes. Molecular sieving is dominant when effective pore diameters are on the molecular scale (3-5 Å) [14], improving membrane selectivity.

Figure 1-1: Robeson plot for H₂/CH₄ separation [1]. H₂/CH₄ selectivity is plotted against H₂ permeability. Data points represent individual polymers. The presence of an upper bound indicates a tradeoff limitation between permeability and selectivity.
1.1.3 Advantages and Applications

Membrane separation systems offer several benefits over other separation approaches, especially for small-to-medium scale applications [12]. They rely on a pressure-driven process that employs no moving parts and requires no exotic chemicals, and are thus suitable for use in remote locations where reliability is critical [14]. Membrane separation systems exhibit low energy requirements as compared to cryogenic distillation as they do not require a phase change, and possess a high degree of flexibility in their possible configurations in industrial plants [15].

These attributes are very important in the context of pressing environmental and energy-related applications [16], such as natural gas processing [12, 16], CO₂/N₂ separation for carbon dioxide sequestration, CO₂/H₂ for syngas production and O₂/air separation for oxycombustion [15]. Natural gas processing is the largest industrial gas separation application, and in the last 10 years, the total worldwide market for new natural gas separation equipment was estimated at $5 billion per year [17]. Membrane-based removal of natural gas contaminants is the most rapidly growing segment of the membrane gas separation industry, especially in applications for the separation of carbon dioxide, nitrogen, and heavy hydrocarbons [17]. However, current industrial applications of membrane gas separation represent only a small fraction of the potential applications in refineries and chemical industries [14], especially in light of the development of novel materials for gas separation.

1.2 Promise of Nanoporous Graphene Membranes

Graphene, an atomically thin single sheet of graphite comprising \( sp^2 \)-bonded carbon atoms arranged in a hexagonal lattice [18, 19], holds significant promise for gas separation due to its unique properties. It exhibits remarkable mechanical properties, including an intrinsic failure strength of 130 GPa [20]. It is stable in air, and can resist oxidation at temperatures up to 500 °C [21]. Pristine graphene has been shown to be impermeable to gases [22]. However, several studies have suggested that graphene has the potential to induce highly selective transport by generation of pore defects
in which atoms can be removed from the graphene lattice to create pores of a specific size and geometry. Very high membrane selectivity may be achieved through molecular size exclusion effects, whereby smaller gas species pass through the pores while larger gas species are blocked. Also, high permeability is expected as the atomic thickness of graphene provides little resistance to flow across the pores.

Nanoporous graphene opens up a new frontier in the field of gas separation because its very small thickness allows for a very high permeance and thus very high energy efficiency, while also maintaining high selectivity through steric effects at the entrance of the angstrom-sized pores. This represents a significant improvement over traditional polymer membranes, which are limited by the fundamental permeability/selectivity tradeoff illustrated in the Robeson diagrams [1]. In fact, computational studies have predicted that gas permeance through nanoporous graphene is about 3 orders of magnitude larger than that in existing membranes, while achieving excellent selectivity in the range $10^8$ to $10^{23}$ for H$_2$/CH$_4$ [24].

Although nanoporous graphene membranes have yet to be created for gas separation, considerable progress has been made in the field of graphene synthesis. Within six years of its discovery in 2004 [29], single or few-layer graphene sheets on large areas have been synthesized [18, 30, 31], and 30-inch sheets have been transferred on a roll-to-roll basis [32]. This suggests the feasibility of commercial production, and may enable the future design of a graphene-based gas separation device to be realized.

1.3 Prior Simulation Work

The key challenge facing the design of a graphene-based gas separation device is the difficulty of experimentally generating sub-nanometer pores with precisely-controlled sizes that are required for molecular size exclusion. Several methods have been proposed for generating pore defects, including oxidation [33], ion bombardment [34, 35, 36, 37, 38] and electron-beam irradiation [39, 40], but measurements of gas transport rates through nanoporous graphene membranes have yet to be reported.
Hence, molecular simulations can be very helpful in elucidating the effect of pore size on gas transport across nanoporous graphene membranes.

Prior molecular simulation work [23, 24, 26] has largely focused on quantum mechanics-based approaches, which determine the electronic structures of atoms in order to understand intermolecular interactions. Jiang et al. performed first principles Density Functional Theory (DFT) calculations to argue that nanoporous graphene has the potential to become the “ultimate” membrane for gas separation. The potential energy surface and dynamics of H\textsubscript{2} and CH\textsubscript{4} molecules passing through subnanometer pores created in a graphene sheet was modeled using both the Perdew, Burke, and Ernzerhof (PBE) [41] functional form of the generalized-gradient approximation (GGA) and the Rutgers-Chalmers van der Waals density functional (vdW-DF) [42, 43] for exchange and correlation [24], the latter of which accounts for dispersion interactions. The PBE method was then incorporated into quantum mechanics-based First Principles Molecular Dynamics (FPMD) simulations, which showed that by suitably tuning nanopore sizes to achieve filtration by size exclusion, graphene can provide selectivities on the order of $10^{8}$ to $10^{23}$ for H\textsubscript{2}/CH\textsubscript{4} while exhibiting a H\textsubscript{2} permeance of 1 mol/m\textsuperscript{2}s Pa. This is up to 5 orders of magnitude larger than traditional polymeric membranes [12, 44], making it questionable, since it is significantly larger than the equilibrium molecular flux of dilute H\textsubscript{2} on a membrane (0.2 mol/m\textsuperscript{2}s Pa); this discrepancy is even greater for other molecular species.

This illustrates a key limitation of DFT, and quantum-based approaches in general — although these calculations are invaluable for studying the energetics of atomic interactions, they are currently too computationally intensive to study gas transport in devices. In the study by Jiang et al. [24], only 15 gas molecules were simulated, of which 4 crossings were observed and used to calculate the permeance. These numbers are very small and most possibly insufficient to predict transport properties; it is therefore not surprising that their result is questionable. Even though previous simulations [45] have shown that surface adsorption followed by diffusion to the pore contributes to the flux through the pore, this was found to be small at the temperatures of interest here. At the temperatures of interest, gas molecules have high
enough kinetic energy to directly overcome the energy barrier at the pore mouth, hence surface adsorption and diffusion processes are less important.

Schrier [26] performed highly computationally-intensive MP2 simulations using cc-pVTZ basis sets to model the potential energy surface of He atoms passing through subnanometer pores created in a graphene sheet, and investigate the role of quantum and transmission effects as a function of temperature. At very low temperatures, classical transmission is exceedingly unlikely since there are very few atoms in the high energy tail of the Boltzmann distribution, while quantum tunneling processes are orders of magnitude more likely to occur. However, at 300 K, quantum effects account for only a 16\% increase in the transmission of $^4$He, and the enhancement further decreases at higher temperatures [26]. This result provides justification for neglecting quantum effects and employing classical Molecular Dynamics (MD) simulations for investigating gas transport across nanoporous graphene membranes (at room temperature).

1.4 Scope of Work

The challenges associated with realizing nanoporous graphene membranes for gas separation necessitates a theoretical, molecular simulation-based study to elucidate the effect of pore size on gas transport. The objective of this thesis is to calculate the transport of different gas species across a graphene sheet with engineered pore sizes using MD simulation techniques, in order to demonstrate that a pore size can be determined that achieves high selectivity and permeability of the desired species.

The computational efficiency afforded by MD simulations over quantum mechanics-based approaches will enable the simulation of a larger number of molecular trajectories over a longer timescale, allowing low-statistical-uncertainty estimates of transport rates through a graphene membrane to be obtained. Although there are numerous permutations of gases that are relevant to industrial gas separation, this thesis will focus on the separation of: (1) hydrogen from methane, and (2) helium from sulfur hexafluoride. The difference in the sizes of $\text{H}_2$ versus $\text{CH}_4$, and He versus SF$_6$ makes
them amenable for this initial proof-of-concept study, while simulations on the latter mixture will further serve to guide preliminary experimental work on the gases. In addition, the separation of H\textsubscript{2} from CH\textsubscript{4} has much industrial significance. It is one of the major requirements before the distribution of natural gas [12], and will become increasingly important as the world moves towards a hydrogen economy, in which existing natural gas infrastructure can be used for economical hydrogen distribution [46].

Chapter 2 reviews the numerical features of the MD simulation algorithm and the force fields employed. Chapter 3 presents a model of gas separation using a nanoporous graphene sheet, while Chapter 4 describes the simulation parameters in detail, in the context of numerical implementation in LAMMPS. Chapter 5 discusses the separation of H\textsubscript{2} from CH\textsubscript{4} and He from SF\textsubscript{6}, and demonstrates that a pore size can be determined that achieves high selectivity and permeability for the desired gas species.
Chapter 2

Molecular Dynamics (MD)

Molecular systems, such as the nanoporous graphene gas separation model discussed in Chapter 3, consist of a vast number of interacting molecules. Due to the complexity associated with such systems, analytical descriptions are not possible except for the simplest (equilibrium) problems. Molecular Dynamics provides a means for simulating the physical motion of these molecules by treating them or their constituents as computational particles. The interactions between the particles are governed by one or more potential functions, which specify the force on each particle as a function of their position. Particle trajectories are calculated by numerically integrating the classical Newton’s equations of motion for the system of interest.

MD has been extensively employed to analyze membrane gas separation applications [47, 48] and gas transport through nanoporous materials [49, 50, 51, 52], and has more recently emerged as one of the techniques of choice in modeling graphene [53]. Simulations of water and ion transport through graphene nanopores have already been achieved using MD [27, 28, 54], establishing it as the simulation technique of choice for studying the flow of gases through nanoporous graphene sheets.

This chapter describes the MD implementation in detail. The MD integration algorithm, in which molecular trajectories are calculated by numerically integrating the classical Newton’s equations of motion, is then discussed. Finally, the chapter concludes with a discussion of the molecular mechanics force fields (or interatomic potentials) employed in the H₂/CH₄ and He/SF₆ simulations, and presents the relevant
potential parameters.

2.1 Sampling a Molecular System

The thermodynamic properties of interest in MD simulations, such as pressure and energy, are calculated by employing some form of averaging, introduced in statistical mechanics via the concept of ensemble average. The ensemble average of an arbitrary property $A$ is defined as

$$\langle A \rangle_{\text{Ensemble}} = \int_p \int_r A(p, r) \rho(p, r) \, dp \, dr$$  \hspace{1cm} (2.1)

with $p_i = m_i v_i$ as the linear momentum of particle $i$, and $p = \{p_i\}$ being the set of all linear momenta in the system, for $i = 1 \ldots N$. Similarly, $r = \{r_i\}$ represents the position vector of all particles. The system state is uniquely defined by the combination $(p, r)$ since the Hamiltonian $H = H(r, p)$.

In equilibrium, the probability density function $\rho(p, r)$ is known and is given by

$$\rho(p, r) = \frac{1}{Q} \exp \left(-\frac{H(r, p)}{k_B T}\right)$$  \hspace{1cm} (2.2)

with

$$Q = \int_p \int_r \exp \left(-\frac{H(r, p)}{k_B T}\right) \, dp \, dr.$$  \hspace{1cm} (2.3)

In non-equilibrium situations, such as the case of gas flow through a membrane, the distribution function $\rho$ is in general not known. Molecular Dynamics provides a resolution of this limitation, by providing a method which produces samples of this distribution making evaluation of thermodynamic, but also non-equilibrium properties a process of averaging appropriate molecular properties, namely

$$\langle A \rangle = \frac{1}{M} \sum_{i=1}^{M} A(p_i, r_i)$$  \hspace{1cm} (2.4)

where $M$ is the number of samples. The samples are in theory (statistical mechanics)
collected by interrogating $M$ independent ensembles at the same instant in time. However, by using the Ergodic hypothesis

$$\langle A \rangle_{\text{Ensemble}} = \langle A \rangle_{\text{Time}}, \quad (2.5)$$

one can substitute ensemble averaging with averaging samples from a single system at different times. This process is of course only meaningful in steady processes in which $\langle A \rangle \neq \langle A \rangle(t)$. As discussed in Section 3.4, the process simulated here is time dependent (the driving force and thus the gas flux diminishes with time). As a result, samples taken at different times tend to average or "smear" the transient nature of the event. In other words, particular care needs to be taken when employing the ergodic hypothesis in transient problems, because it will only be an acceptable approximation if the sampling window is short compared to the characteristic time of variation of physical quantities. Our approach and correction for these effects are further discussed in Section 3.4.

\section*{2.2 Integration Algorithm}

\subsection*{2.2.1 Velocity Verlet Algorithm}

In molecular simulation, the goal is to predict the motion of each particle (atom or molecule), characterized by the positions $r_i(t)$, velocities $v_i(t)$, and accelerations $a_i(t)$. Molecular dynamics generates the dynamical trajectories of a system of interacting particles by integrating Newton’s equations of motion, with suitable initial and boundary conditions, and proper interatomic potentials, while satisfying macroscopic thermodynamical constraints \cite{55}. This provides the positions $r_i(t)$, velocities $v_i(t)$, and accelerations $a_i(t)$, all as a function of time, for all particles.

Each particle in the system, with mass $m_i$, must satisfy Newton's Law, $F_i = m_i a_i$, restated as

$$m_i \frac{d^2 r_i}{dt^2} = -\frac{dU(r)}{dr_i}. \quad (2.6)$$
The right hand side is the negative gradient of the potential energy, which equals to the force. The force on a particle depends on the positions of all particles. Equation (2.6) represents a system of coupled second-order nonlinear partial differential equations, corresponding to a coupled \( N \)-body problem for which no exact solution exists when \( N > 2 \). It is thus necessary to solve the equations by discretizing the equations in time.

The MD Simulation software, LAMMPS [56], uses the standard Velocity Verlet algorithm to calculate new positions and velocities from old positions and velocities for every particle. In the Velocity Verlet algorithm, the positions are updated after each timestep \( \Delta t \) using

\[
\mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t) \Delta t + \frac{1}{2} \mathbf{a}_i(t) \Delta t^2
\]

(2.7)

where

\[
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \frac{1}{2} (\mathbf{a}_i(t) + \mathbf{a}_i(t + \Delta t)) \Delta t.
\]

(2.8)

The accelerations at time \( t \) can be obtained from the forces by considering Newton’s law,

\[
\mathbf{a}_i(t) = \frac{\mathbf{F}_i[\mathbf{r}_i(t)]}{m}.
\]

(2.9)

The Velocity Verlet algorithm explicitly calculates the velocities, facilitating the application of a thermostat after Equation (2.8) to steer the system temperature towards a desired value.

### 2.2.2 Numerical Implementation

The Velocity Verlet algorithm forms the core of the MD simulation approach, which is presented in Figure 2-1.

The basic steps of the MD simulation algorithm can be summarized as follows:

1. Initialize the system by assigning particle positions and velocities. The initial positions of the atoms in the nanoporous graphene sheet are generated using the Carbon Nanostructure Builder plugin in the molecular visualization program.
VMD [57], as discussed in Section 3.1. Gas molecules are assigned random initial positions above the graphene. The initial velocities of the particles are drawn from a Maxwell-Boltzmann distribution by specifying a random velocity seed value.

2. Choose an interaction potential for forces, by defining an approximation of the potential energy landscape $U(r)$ that accurately describes the physics of the process being studied. The choice of potential is subsequently discussed in Section 2.3. The potential energy landscape $U(r)$ depends on the positions of all the particles in the simulation. Determine the forces on each particle, based on the calculated potential energy landscape.

3. Advance the simulation by one timestep, $\Delta t$. An appropriate timestep must be chosen, as subsequently discussed in Section 4.3. Calculate $r(t + \Delta t)$ using the Velocity Verlet algorithm, Equation (2.7). Calculate $v(t + \Delta t)$ using Equation (2.8), and apply thermostats (the Nosé-Hoover thermostat is applied, and is discussed further in Section 4.5) to steer the system temperature towards a desired value. Save the updated positions and velocities.

4. Run simulation for a specified number of timesteps. Designate a number of initial timesteps for equilibration, and analyze the post-equilibration molecular trajectories to determine the number of crossings. Use statistical methods to obtain flux estimates across the nanoporous graphene membranes.
## 2.3 Force Fields

At each integration step of the MD simulation algorithm shown in Figure 2-1, forces are required to obtain accelerations. According to Equation (2.6), the force vector is given by taking partial derivatives of the potential energy surface with respect to the atomic coordinates of the atom considered,

\[ \mathbf{F}_i = -\frac{dU(r)}{dr_i}. \]  

The energy landscape \( U(r) \) depends on the positions of all atoms. In molecular dynamics, each atom is treated as a point particle with a finite mass, in place of a three-dimensional structure [55]. Despite this simplification, the effect of electrons on atomic interactions should be as accurately described as possible by the interatomic potential. The interatomic potential aims to provide numerical or analytical expressions that estimate the energy landscape of a system of interacting particles, which is one of the fundamental inputs into molecular simulations.

A wide variety of potentials with different levels of accuracy exist. Since the atomic interactions are governed by electrons, quantum mechanics-based approaches provide the highest fidelity, but are not often used due to computational expense. As a result, sophisticated potential formulations have been empirically fitted to closely reproduce the energy landscape predicted from quantum mechanics methods, while retaining computational efficiency. The choice of interatomic potential depends on both the application and the system of interest; a brief list of the main classes of potentials is presented in ascending order of fidelity:

1. Pair Potentials (LJ [58], Morse [59])

   Pair potentials are the simplest choice for describing atomic interactions. Only pairwise interactions are considered, for which the potential energy only depends on the distance between two particles. Their main advantages are the simplicity, computational efficiency and small number of parameters required. As a result, the LJ potential is still extensively used today for a wide range of applications,
such as the modeling of noble gases. However, not all phenomena and properties (such as the elastic properties of metals) can be correctly modeled by pair potentials.

2. Multibody Potentials (EAM [60], CHARMM [61])

In multibody potentials, the bond energy depends not only on the distance between atoms, but also on the positions of neighboring atoms within the local environment. The EAM potential is widely used to describe the elastic properties of metals. The CHARMM potential sums up both internal (covalent) and external, long-range (van der Waals, ionic and hydrogen bonding) interactions to model biological materials such as proteins.

3. Bond Order and Reactive Potentials (Tersoff [62], Brenner [63, 64], AIREBO [2], ReaxFF [65])

Bond order potentials describe the bond strength between two atoms based on the local environment, but also include specific terms to specify the directional dependence of the bonding. They are particularly suitable for describing the forces in covalently-bonded materials, where the bonds have a strong directional dependence. Hence, bond order potentials are very useful in describing carbon-based materials [55] such as carbon nanotubes and graphene. Reactive potentials such as AIREBO and ReaxFF are highly sophisticated potentials that are derived by fitting against quantum mechanical data from DFT simulations. Hence, they are able to describe bond formation and rupture, in addition to nonbonded interactions. Due to the complexities of the force field expressions, reactive force fields are between 50 to 100 times more expensive than nonreactive force fields, but are several orders of magnitude faster than DFT calculations that would be able to describe bond formation and rupture.

In this thesis, the AIREBO potential is chosen to describe the intermolecular interactions in the H₂/CH₄/graphene system. A hybrid potential consisting of the AIREBO (for graphene) and Lennard-Jones (LJ) potentials (for the gas species) is chosen to describe the intermolecular interactions in the He/SF₆/graphene system.
2.3.1 AIREBO Potential for H₂/CH₄ Simulations

The Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) potential is widely used to describe hydrocarbon systems [66] containing carbon nanostructures such as graphene and carbon nanotubes [67, 68]. It is well suited for describing the intermolecular interactions in the H₂/CH₄/graphene system for a number of reasons.

Firstly, the reactivity of the AIREBO potential allows for the formation and dissociation of covalent bonds throughout the simulation. The local coordination environment of each atom is used to modify the strength of conventional pairwise terms. Thus, individual atoms are not constrained to remain attached to specific neighbors, or maintain a particular hybridization state or coordination number [2]. Hence, the AIREBO potential can provide a realistic description of the covalent bonding in the graphene sheet (both in the vicinity of the nanopore and away from it) and the gas species. Hence, the dynamics of the graphene sheet can be studied throughout the simulation, and any transport of gas molecules through the nanopores would take into account the dynamical effects of graphene.

Secondly, the adaptive nature of the AIREBO potential allows it to accurately describe and distinguish between nonbonded intermolecular interactions and reactive, covalent bonding interactions [2]. The AIREBO potential is able to capture the long-ranged intermolecular interactions between the gas species and the graphene, providing a physically accurate model for the gas separation process. In this respect, the AIREBO potential is more useful than the REBO potential developed by Brenner [63], which is exclusively short-ranged - two atoms interact directly only if they are separated by a distance less than a covalent bonding cutoff (e.g., 2.0 Å for C-C bonds).

Furthermore, the AIREBO potential is completely parameterized for systems containing C and H atoms, such as the H₂/CH₄/graphene system of interest. The AIREBO potential parameters are fully specified in a LAMMPS source file, and are thus easily implemented in a simulation.

A description of the key equations and parameters follows. The equations and parameters have been copied directly from Stuart et al. [2], and are reproduced in this
thesis to develop an appreciation for the advantages and limitations of the potential, and also guide future work.

The AIREBO potential can be represented by a sum over pairwise interactions, including covalent bonding interactions (REBO terms that correspond to [63]), LJ terms, and torsion interactions:

$$E = \frac{1}{2} \sum_i \sum_{j \neq 1} \left[ E_{ij}^{\text{REBO}} + E_{ij}^{\text{LJ}} + \sum_{k \neq i,j} \sum_{l \neq i,j,k} E_{kl}^{\text{tors}} \right]. \quad (2.11)$$

Each pair of covalently-bonded atoms interacts via the REBO term for covalent bonding,

$$E_{ij}^{\text{REBO}} = V_{ij}^R + b_{ij} V_{ij}^A, \quad (2.12)$$

where $V_{ij}^R$ and $V_{ij}^A$ are the repulsive and attractive pairwise potentials determined by the type of atom (carbon or hydrogen) $i$ or $j$, and the distance $r_{ij}$ between the two atoms. The value of the $E_{ij}^{\text{REBO}}$ term depends on the position and chemical identity of atoms close to the $i$-$j$ bond through the bond order term, $b_{ij}$.

The repulsive REBO term in Equation (2.12) is:

$$V_{ij}^R = w_{ij}(r_{ij}) \left[ 1 + \frac{Q_{ij}}{r_{ij}} \right] A_{ij} e^{-\alpha_{ij} r_{ij}}, \quad (2.13)$$

where the parameters $Q_{ij}$, $A_{ij}$, and $\alpha_{ij}$ depend on the atom types $i$ and $j$. Values for these and all other potential parameters are given in Table 2.1. The $w_{ij}$ term switches off REBO interactions when atom pairs exceed typical bonding distances, as the REBO term is short-ranged.

The attractive REBO term in Equation (2.12) is:

$$V_{ij}^A = -w_{ij}(r_{ij}) \sum_{n=1}^3 B_{ij}^{(n)} \beta_{ij}^{(n)} r_{ij}, \quad (2.14)$$

where the parameters $B_{ij}^{(n)}$ and $\beta_{ij}^{(n)}$ are given in Table 2.1. Once again, the $w_{ij}$ term switches off REBO interactions when atom pairs exceed typical bonding distances.

The $b_{ij}$ term specifies the “bond order” for the interaction between atoms $i$ and
$j$, and is a means of modifying the strength of a bond due to changes in the local environment. The formulation of the $b_{ij}$ term imposes an energy penalty on bonds that are too close to one another, rotation around multiple bonds, and takes into account radical and conjugation effects.

The LJ contribution to the $i$-$j$ pair energy (i.e. the LJ term) in Equation (2.11) is:

$$E_{ij}^{LJ} = S(t_r(r_{ij})) S(t_b(b_{ij}^*)) C_{ij} V_{ij}^{LJ}(r_{ij}) + [1 - S(t_r(r_{ij}))] C_{ij} V_{ij}^{LJ}(r_{ij}),$$

which includes the traditional LJ term

$$V_{ij}^{LJ}(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right],$$

modified by several sets of switching functions $S(t)$. The switching functions can be used to switch off the LJ interaction according to three criteria. The decision is made adaptively, depending on: (i) the distance separating the pair of atoms in question, (ii) the strength of any bonding interaction between them, and (iii) the network of bonds connecting them. The distance between a pair of atoms affects the strength of their LJ interaction through the $S(t_r(r_{ij}))$ term in Equation (2.15). The strength of any bonding interaction between a pair of atoms affects the strength of their LJ interaction through the $S(t_b(b_{ij}^*))$ term in Equation (2.15). $t_r(r_{ij})$ and $t_b(b_{ij}^*)$ are scaling functions, while the $b_{ij}^*$ term is a bond order term for the nonbonded portions of the AIREBO potential that is analogous to the $b_{ij}$ term in the REBO term. The parameters $\sigma_{ij}$ and $\epsilon_{ij}$ are given in Table 2.1.

The contribution of dihedral angles (i.e. the torsional energy term) to the total energy in Equation (2.11) is:

$$E_{kijl}^{\text{tors}} = w_{ki}(r_{ki}) w_{ij}(r_{ij}) w_{jl}(r_{jl}) V_{kijl}^{\text{tors}}(\omega_{kijl}),$$

where

$$V_{kijl}^{\text{tors}}(\omega_{kijl}) = \frac{256}{405} \epsilon_{kijl} \cos^{10}(\omega_{kijl}/2) - \frac{1}{10} \epsilon_{kijl}. $$
The parameter \( \epsilon_{kij} \) is given in Table 2.1. Also, the use of bond weights such as \( w_{ij}(r_{ij}) \) ensures that the torsional energy associated with a given dihedral angle will be removed smoothly as any of the constituent bonds are broken.

Table 2.1: Parameters for the AIREBO potential, obtained from Stuart et al. [2]. "..." indicates that the parameter is not specified. The \( \rho_{ij} \) parameter is not discussed in the thesis but is provided for completeness. (Refer to Equation A14 of Stuart et al.)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CC</th>
<th>CH</th>
<th>HH</th>
<th>Eqn. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_{ij} ) (Å)</td>
<td>0.313460</td>
<td>0.340776</td>
<td>0.370471</td>
<td>(2.13)</td>
</tr>
<tr>
<td>( \alpha_{ij} ) (Å(^{-1}))</td>
<td>4.7465391</td>
<td>4.1025498</td>
<td>3.5362986</td>
<td>(2.13)</td>
</tr>
<tr>
<td>( A_{ij} ) (eV)</td>
<td>10953.544</td>
<td>149.94099</td>
<td>32.817356</td>
<td>(2.13)</td>
</tr>
<tr>
<td>( B_{ij}^{(1)} ) (eV)</td>
<td>12388.792</td>
<td>32.355187</td>
<td>29.632593</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( B_{ij}^{(2)} ) (eV)</td>
<td>17.567065</td>
<td>...</td>
<td>...</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( B_{ij}^{(3)} ) (eV)</td>
<td>30.714932</td>
<td>...</td>
<td>...</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( \beta_{ij}^{(1)} ) (Å(^{-1}))</td>
<td>4.7204523</td>
<td>1.4344581</td>
<td>1.7158922</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( \beta_{ij}^{(2)} ) (Å(^{-1}))</td>
<td>1.4332132</td>
<td>...</td>
<td>...</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( \beta_{ij}^{(3)} ) (Å(^{-1}))</td>
<td>1.3826913</td>
<td>...</td>
<td>...</td>
<td>(2.14)</td>
</tr>
<tr>
<td>( \rho_{ij} ) (Å)</td>
<td>...</td>
<td>1.09</td>
<td>0.7415887</td>
<td>-</td>
</tr>
<tr>
<td>( \epsilon_{ij} ) (eV)</td>
<td>0.00284</td>
<td>(\sqrt{\epsilon_{CC} \epsilon_{HH}})</td>
<td>0.00150</td>
<td>(2.16)</td>
</tr>
<tr>
<td>( \sigma_{ij} ) (Å)</td>
<td>3.40</td>
<td>(\frac{1}{2}(\sigma_{CC} + \sigma_{HH}))</td>
<td>2.65</td>
<td>(2.16)</td>
</tr>
<tr>
<td>( \epsilon_{iCCj} ) (eV)</td>
<td>0.3079</td>
<td>0.1787</td>
<td>0.1250</td>
<td>(2.18)</td>
</tr>
</tbody>
</table>

2.3.2 Hybrid Potential for He/SF\(_6\) Simulations

While the interaction potential in the graphene sheet can be specified by the AIREBO potential, interactions concerning He and SF\(_6\) molecules need to be modeled. Hence, a hybrid potential needs to be specified for the He/SF\(_6\)/graphene system, with the AIREBO potential describing interactions in graphene, and the 'site-site' Lennard-Jones potential describing interactions for He and SF\(_6\).
The interaction between the nuclei and electronic charge clouds of a pair of molecules $i$ and $j$ is a complicated function of relative positions $r_i$, $r_j$ and orientations $\Omega_i$, $\Omega_j$. In the ‘site-site’ model, each molecule is modeled based on the positions and sizes of the constituent atoms, and the total interaction $V(r_{ij}, \Omega_i, \Omega_j)$ is a sum of pairwise contributions from distinct sites $a$ in molecule $i$, at position $r_{ia}$, and $b$ in molecule $j$, at position $r_{jb}$ [69],

$$V(r_{ij}, \Omega_i, \Omega_j) = \sum_a \sum_b V_{ab}(r_{ab})$$  \hspace{1cm} (2.19)

where $a$ and $b$ can either take the values of 1 (He) or 1 through 7 (SF$_6$), $V_{ab}$ is the pair potential acting between sites $a$ and $b$, and $r_{ab} = |r_{ia} - r_{jb}|$, the inter-site separation.

Each short-range site-site interaction can be modeled using a Lennard-Jones potential [69]. Interactions between pairs of identical atoms in different molecules have been characterized, and the LJ energy ($\epsilon$) and length ($\sigma$) parameters have been tabulated for a large number of elements. Interactions between unlike atoms in different molecules are usually approximated using the Lorentz-Berthelot mixing rules if specific data is not found in the literature. For example, the LJ energy and length parameters for S-F interactions in SF$_6$ can be calculated from the energy and length parameters for the S-S and F-F interactions using

$$\sigma_{SF} = \frac{1}{2} [\sigma_{SS} + \sigma_{FF}]$$  \hspace{1cm} (2.20)

and

$$\epsilon_{SF} = [\epsilon_{SS}\epsilon_{FF}]^{1/2}.$$  \hspace{1cm} (2.21)

LJ energy ($\epsilon$) and length ($\sigma$) parameters for pairs of identical atoms are obtained from literature. The LJ parameters for C-S and C-F interactions are obtained from the C-C LJ parameters of $\epsilon = 2.413 \times 10^{3}$ eV and $\sigma = 3.40$ Å respectively. The LJ parameters for SF$_6$ are obtained from a “seven-sites without charges” potential model [70] that accurately predicts the physical properties of SF$_6$. LJ parameters for all pairwise interactions present in the He/SF$_6$/graphene system are presented in
Table 2.2: LJ interaction parameters for the hybrid potential. LJ parameters are not listed for the C-C bond because the AIREBO formulation is used to describe graphene.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\epsilon \times 10^{-3}$ eV</th>
<th>$\sigma$ (Å)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>-</td>
<td>-</td>
<td>[2]</td>
</tr>
<tr>
<td>He-He</td>
<td>0.8801</td>
<td>2.56</td>
<td>[71]</td>
</tr>
<tr>
<td>S-S</td>
<td>14.123</td>
<td>3.246</td>
<td>[70]</td>
</tr>
<tr>
<td>F-F</td>
<td>2.347</td>
<td>2.954</td>
<td>[70]</td>
</tr>
<tr>
<td>C-He</td>
<td>1.611</td>
<td>2.971</td>
<td>L-B</td>
</tr>
<tr>
<td>C-S</td>
<td>5.838</td>
<td>3.323</td>
<td>L-B</td>
</tr>
<tr>
<td>C-F</td>
<td>2.380</td>
<td>3.177</td>
<td>L-B</td>
</tr>
<tr>
<td>He-S</td>
<td>3.526</td>
<td>2.903</td>
<td>L-B</td>
</tr>
<tr>
<td>He-F</td>
<td>1.437</td>
<td>2.757</td>
<td>L-B</td>
</tr>
<tr>
<td>S-F</td>
<td>5.758</td>
<td>3.100</td>
<td>L-B</td>
</tr>
</tbody>
</table>

In addition, bond and angle vibrations within the SF$_6$ molecule are modeled using a harmonic type potential [70],

$$U_{\text{intra}} = \sum_{\text{bonds}} K_r (r - r_0)^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_0)^2,$$

(2.22)

where $r_0$ and $\theta_0$ are the S-F bond and F-S-F angle equilibrium averages respectively. The parameter values are: $K_r = 7.1874$ eV/Å$^2$, $r_0 = 1.565$ Å; $K_\theta = 3.1856$ eV/rad$^2$, $\theta_0 = 90^\circ$. It is noteworthy that angles are specified in radians for $K_\theta$ and degrees for $\theta_0$. 
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Chapter 3

Nanoporous Graphene Gas Separation Model

This chapter describes the modeling aspects of the setup used to simulate gas transport through nanoporous graphene membranes. It is complemented by Chapter 4, which discusses the MD simulation parameters in the context of numerical implementation in LAMMPS. The computational modeling of nanoporous graphene and the gas species is first described. Next, the physical setup and key features of the simulation box are explained. Finally, a method for obtaining meaningful, accurate data on gas flow rates is discussed.

3.1 Modeling of Nanoporous Graphene

Visual Molecular Dynamics (VMD) [57], an open-source molecular visualization program, is employed to model a nanoporous graphene sheet. A single layer graphene sheet comprising 416 carbon atoms is generated using the Carbon Nanostructure Builder plugin, by specifying an edge length of 3 nm along both the x and y-directions, and an ‘armchair’ edge configuration. The atomic coordinates are saved in a .pdb file, which is compatible with most major molecular visualization software. Alternatively, the atomic coordinates of graphene can be generated using a MATLAB code created for this purpose.
Nanoporous graphene is modeled by selectively removing atoms to create pores in VMD’s Tk Console. The resulting .pdb file is subsequently converted by VMD into a format that is compatible with the MD simulation software, LAMMPS. For H₂/CH₄ simulations, only the atomic coordinates are written to the LAMMPS input data file, as the potential description does not require treatment of bonds and angles, and the atomic input style would suffice. On the other hand, the potential description in He/SF₆ simulations includes bonds and angles. Hence, information about bonds and angles are written to the LAMMPS input data file in addition to atomic coordinates, and the angle input style is necessary.

The pore size required to separate a mixture of gases into its constituent species depends on the kinetic diameters of the constituent species. The kinetic diameter is the smallest effective dimension of a given molecule, and is the characteristic length for determining the permeability of a molecule through nanopores. Table 3.1, with data adapted from literature [72], presents the kinetic diameters and molecular weights of gas molecules of interest.

Table 3.1: Kinetic diameter and molecular weight of selected gas molecules

<table>
<thead>
<tr>
<th>Permeating Gas</th>
<th>He</th>
<th>H₂</th>
<th>CH₄</th>
<th>SF₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinetic Diameter (Å)</td>
<td>2.6</td>
<td>2.89</td>
<td>3.8</td>
<td>5.5</td>
</tr>
<tr>
<td>Molecular Weight</td>
<td>4</td>
<td>2</td>
<td>16</td>
<td>146</td>
</tr>
</tbody>
</table>

Simulations are performed on a range of pore sizes to elucidate the effect of pore size on gas transport. In this thesis, pore sizes are denominated by lattice units (of area), where 1 lattice unit refers to the hexagonal “ring” formed by 6 carbon atoms. Although the pore size could be quantified using the number of carbon atoms removed, here we use the pore area because it more directly relates to the area through which gas molecules can pass. In addition, atoms are discretely removed from the graphene lattice to create regularly-shaped circular or elliptical pores. This attempt to control for pore geometry allows the effect of pore size on gas transport to be more clearly elucidated.
Since SF$_6$ has a larger kinetic diameter than CH$_4$, the expected maximum pore size that effectively blocks out the larger species is larger for He/SF$_6$ separation than for H$_2$/CH$_4$ separation. Hence, larger pore sizes are investigated for He/SF$_6$ separation. Four different pore sizes, ranging from 6 to 14 lattice units, are investigated for H$_2$/CH$_4$ separation, as presented in Figure 3-1. For He/SF$_6$ separation, five different pore sizes, ranging from 7 to 16 lattice units, are investigated (see Figure 3-2).

![Figure 3-1: Four different pore sizes, ranging from 6 to 14 lattice units, are investigated for H$_2$/CH$_4$ separation. Each nanopore is visualized in two ways: the image on the left shows the bonds in graphene, and the image on the right shows the VDW radii of the atoms comprising the pore. The larger dimension of each pore is labeled.](image)

### 3.2 Modeling of Gas Species

The LAMMPS input data file contains information about the initial coordinates of every atom in the simulation. A list of initial atomic coordinates is generated by
Figure 3-2: Five different pore sizes, ranging from 7 to 16 lattice units, are investigated for He/SF₆ separation. Each nanopore is visualized in two ways: the image on the left shows the bonds in graphene, and the image on the right shows the VDW radii of the atoms comprising the pore. The larger dimension of each pore is labeled.
considering the molecular structure of the respective species. The initial coordinates reflect equilibrium bond lengths and angles; additionally, LAMMPS employs energy minimization algorithms listed in Section 4.3 to adjust the atomic coordinates before the simulation is run.

Table 3.2 presents the molecular geometry of gas molecules that are of interest.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Geometry</th>
<th>Bond Length (Å)</th>
<th>Bond Angle</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>Monatomic</td>
<td>-</td>
<td>-</td>
<td>NIST</td>
</tr>
<tr>
<td>H₂</td>
<td>Linear</td>
<td>0.741</td>
<td>180°</td>
<td>NIST</td>
</tr>
<tr>
<td>CH₄</td>
<td>Tetrahedral</td>
<td>1.087</td>
<td>109.47°</td>
<td>NIST</td>
</tr>
<tr>
<td>SF₆</td>
<td>Octahedral</td>
<td>1.565</td>
<td>90°</td>
<td>[70]</td>
</tr>
</tbody>
</table>

No additional information about the bonds in H₂ and CH₄ need to be specified as an input to LAMMPS, as the latter contains default AIREBO potential interaction parameters, which are used for the H₂/CH₄ simulations. On the other hand, the potential formulation for the He/SF₆ simulations is more complicated; as a result, default parameter values are not included in LAMMPS and must be specified. As discussed in Section 2.3.2, bond and angle vibrations within the SF₆ are modeled as harmonic bonds, which are springs with associated stretching and bending stiffnesses. The bond stiffness parameters are provided in Section 2.3.2.

### 3.3 Simulation Box Setup

The graphene sheet with the relevant nanopore size, as modeled in Section 3.1, is then placed horizontally (i.e. in the x-y plane) in the middle of the simulation box. One hundred molecules of each gas species that comprise the gas mixture are randomly positioned above the nanoporous graphene sheet. The size of the simulation box is
calculated using the ideal gas equation

\[ pV = Nk_B T, \]  

where \( p \) is the partial pressure of each gas species (1 atm), \( V \) is the simulation box volume, \( N \) is the number of particles, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. Since the length and width of the simulation box correspond to the length of each side of the nanoporous graphene sheet (3 nm), the simulation box extends 450 nm both above and below the graphene sheet to obtain the desired volume and gas partial pressures.

Periodic boundary conditions are applied in the plane of the graphene sheet. This allows the graphene sheet unit cell, a 3 nm × 3 nm graphene sheet with the desired subnanometer pore size, to be replicated infinitely as a nanoporous graphene sheet while neglecting edge dynamics [73]. Since one pore is present for each 9 nm\(^2\) of graphene, the pore coverage is proportional to pore size. The pore coverage corresponding to the modeled nanoporous graphene sheets ranges between 1\% to 4.5\%.

To avoid vertical displacement of the entire graphene sheet due to collisions with the gas molecules, the position of one atom in the sheet is fixed. This atom is situated as far away as possible from each nanopore to avoid interfering with the dynamics of the atoms in the vicinity of the nanopore.

Figure 3-3 illustrates a simulation box for H\(_2\)/CH\(_4\) separation, as rendered in VMD using Tachyon Ray Tracing [74]. It should be noted that Figure 3-3 depicts gas partial pressures that are much higher than 1 atm for illustrative purposes.

### 3.4 Gas Flux Measurement

The simulations were run in LAMMPS for a duration of between 20 ns to 40 ns, including a 6 ns equilibration period of \( 30 \times 10^6 \) timesteps. The total simulation length is 3 orders of magnitude longer than the simulations performed by Jiang et al. [24]. MD simulations of each pore size are performed with 16 replicates that
are initialized with different and random velocities. This allows a large number of molecular trajectories to be sampled, in order to predict gas transport rates with low uncertainty, as the associated uncertainty varies with the inverse root of the number of independent samples. The simulation temperature is held constant at 300 K using a Nosé-Hoover thermostat [75, 76], which is described more extensively in Section 4.5.

Throughout the course of the simulation, LAMMPS prints out the coordinates of each atom at specifiable time intervals. Molecular crossings can be identified either by visualizing the output in VMD, or by analysis of the output coordinate file to
identify molecules with a negative z-coordinate. The number of post-equilibration-phase crossings is counted, then normalized by the size of the graphene sheet (9 nm²) and simulation duration to obtain the flux, with units of [mol/m²·s]. The flux is further normalized by the driving pressure difference to yield the permeability, with units of [mol/m²·s·Pa].

An initial pressure difference of 1 atm (a partial pressure of 1 atm above the graphene and 0 atm below the graphene) drives the flow of the individual gas species. However, the partial pressure of the permeating species in the upper chamber drops while that in the lower chamber rises, as molecules permeate the graphene sheet when the simulation progresses. To limit the effect of this pressure drop as much as possible, we measure the gas flux at early times (following an appropriate equilibration period); at the same time we allow for a sufficient number of molecular crossings for a statistically significant sample. The flux is estimated by measuring the time required for the first 20 net crossings to occur, or if the total simulation time is exceeded before this number of crossings occurs, the net number of crossings occurring in this time. However, because 20 molecular crossings correspond to 20% of the total number of molecules of each species, we also apply a correction that takes into account the fact that the average pressure difference during the course of the simulation is lower than the initial driving force of 1 atm. For any gas species A, we use the estimate

$$\text{Molar Flux of A at 1 atm} = \text{Calculated Molar Flux of A} \times \frac{100}{100 - (n_i + n_f)}$$ (3.2)

where $n_i$ and $n_f$ are the net number of molecules of A that have crossed the graphene sheet at the end of the equilibration phase and analysis period, respectively. We note that the net flux is calculated based on the net number of molecules crossing the membrane - if 10 molecules of A pass from the upper chamber to the lower chamber, with a back flow of 2 molecules into the upper chamber, the net number of molecules of A that have crossed the graphene sheet is 8.
Chapter 4

LAMMPS Molecular Dynamics Simulation Details

In this thesis, simulations were performed using the November 9, 2011 release of LAMMPS “Large-scale Atomic/Molecular Massively Parallel Simulator” - a classical MD program from Sandia National Laboratories. It implements the MD simulation algorithm shown in Figure 2-1, and is capable of running on single processors or in parallel.

Two main inputs are required in LAMMPS: (1) An input data file containing information about atom types, initial coordinates, bonds, angles, dihedral and improper quadruplets (the last four items are only required in certain types of simulations), and (2) an input script. A LAMMPS input script is typically sub-divided into 4 parts:

1. Initialization
   Set parameters that need to be defined before atoms can be read from the input data file.

2. Atom Definition
   Atom types, initial coordinates and molecular topology information such as bonds, angles, dihedral and improper quadruplets are read from an input file. Alternatively, atoms can be directly created on a lattice by specifying relevant rules, but this is not performed in this thesis.
3. Settings

Once the atoms and molecular topology are defined, many types of settings can be specified. They include force field coefficients, simulation parameters, fixes (boundary conditions and integration methods), peripheral computations and output options.

4. Run Simulation

Perform energy minimization, and run the simulation.

This chapter describes the LAMMPS MD simulation parameters with an intent to guide future work in this field. The following sections discuss the commands (in bold, small letters at the top of each section and in quotation marks in the text) and associated arguments (in quotation marks) that are specified in each part of the LAMMPS input script, in the context of the H₂/CH₄ and He/SF₆ simulations. Much of the description has been adapted from the LAMMPS Manual, and is presented in this thesis as a guide to building a functional LAMMPS input script. In general, both simulations are very similar, and the parameters for both simulations are the same unless explicitly discussed. However, a key difference is that the hybrid potential specification in the He/SF₆ simulations requires more information to be provided about the initial molecular topology, and interaction parameters must be provided in the input script.

4.1 Initialization

units

This command sets the style of units for the simulation. It determines the units of all the quantities specified in the input script and data file, as well as quantities output to the screen, log file, and dump file. The “units” style chosen is “metal”, as the parameters for the AIREBO potential file provided with LAMMPS are parameterized with “metal” units. The “metal” style uses conventional MD units:

- mass = g/mole
- distance = Å
- time = ps
- energy = eV
- temperature = K

atom_style

This command defines the style of atoms to use in a simulation, which affects what parameters are stored by each atom, and what parameters are read from the input data file. The “atom_style” chosen for the H₂/CH₄ simulations is “atomic”, which does not read information about bonds and angles from the input data file. It is chosen as the AIREBO potential can determine bonds and angles by itself. The “atom_style” chosen for the He/SF₆ simulations is “angle”, which reads information about bonds and angles from the input data file. This is necessary for specifying the geometry of the SF₆ molecule, which is not described by the AIREBO potential.

dimension

This command sets the dimensionality of the simulation, which is “3”.

boundary

This command specifies the boundary conditions for the global simulation box in each dimension. The “p p f” style is chosen, indicating that the box is periodic in the x and y dimensions, but not in the z dimension. Periodic boundary conditions mean that particles can exit one end of the box and re-enter from the other end when they interact across the boundary, as the simulation box is replicated infinitely in the plane of the graphene sheet. This is necessary for the simulation of a nanoporous graphene sheet from a 3nm × 3nm sheet with a single pore, as noted in Section 3.3.
4.2 Atom Definition

read_data

This command reads the information LAMMPS needs to run a simulation from the data file. The data file for the H$_2$/CH$_4$ simulations contains atomic masses and initial coordinates, while the data file for the He/SF$_6$ simulations contains atomic masses, initial coordinates and molecular topologies including bond and angle information. The data file name is provided as an argument to the “read_data” command.

group

This command identifies a collection of atoms as belonging to a group, to which an ID is assigned. The group ID can then be used in commands such as “fix”, “compute” and “velocity” to act on those atoms together. In general, atoms of the same type that belong to the same type of molecule are grouped together. However, an additional group “nail” is defined, which contains one atom within the graphene sheet that is frozen to avoid vertical displacement of the entire sheet, as discussed in Section 3.3.

4.3 Settings: Simulation Parameters

neighbor; neigh_modify

These commands set parameters that affect the building and use of pairwise neighbor lists, which LAMMPS employs to keep track of nearby particles for computational efficiency. All atom pairs within a neighbor cutoff distance equal to their force cutoff plus the skin distance are stored in the neighbor list. The “nsq” style is chosen under “neighbor”, which scales as $\frac{N}{P^2}$, where $N =$ total number of atoms and $P =$ number of processors. However, an alternative style “bin” that creates the neighbor list by binning is recommended, as it scales as $\frac{N}{P}$ and runs about 14% faster than the “nsq” style. The skin distance is set as “5.0”(Å), which is sufficiently large to avoid dangerous builds that may indicate problems with neighbor list setup. The arguments for “neigh_modify” are “delay 0 every 1 check yes”, which instructs
LAMMPS to build the neighbor list on every step if some atom has moved more than half the skin distance since the last build. These parameters were also iteratively chosen to avoid dangerous builds from occurring.

**timestep**

This command sets the timestep for the MD simulation as “0.0002” (ps) or 0.2 fs. The chosen timestep must be small enough to avoid discretization errors and must hence be smaller than the inverse of the fastest vibrational frequency in the system, but also large enough for the total simulation duration to access the desired phenomena in a meaningful way. Typical timesteps in MD simulations are on the order of 1 fs, while Stuart et al. reports a timestep of 0.5 fs in the original literature on the AIREBO potential [2]. However, a smaller timestep of 0.2 fs was chosen for the simulation to remain stable, and reduce discretization errors over the lengthy duration of the simulations performed in this thesis. The timestep can be extended using algorithms such as ‘SHAKE’ [77], which fix the vibrations of the fastest atoms into place. However, the ‘SHAKE’ algorithm is not used in this thesis as the effect of atomic vibrations on transport through nanopores may not be negligible. Furthermore, the geometry of SF₆ is too complicated for the implementation of the ‘SHAKE’ algorithm.

**min-style**

This command specifies an energy minimization algorithm to use. The “sd” or steepest descent algorithm is chosen due to its robustness. At each iteration, the search direction is set to the downhill direction corresponding to the force vector.

### 4.4 Settings: Force Field Coefficients

In general, the force calculation step of the MD simulation algorithm shown in Figure 2-1 takes up the vast majority of the simulation time and computational resources.
**pair_style; pair_coeff**

This command sets the formula and coefficients that LAMMPS uses to compute pairwise interactions. In LAMMPS, pair potentials are defined between pairs of atoms that are within a cutoff distance.

The “pair_style” chosen for the H$_2$/CH$_4$ simulations is “airebo”, with a cutoff scale factor of “3.0” $\sigma$ for the LJ term of the AIREBO potential shown in Equation (2.11). As discussed in Section 2.3.1, the LJ term describes longer-ranged interactions, while the REBO term describes short-ranged C-C, C-H and H-H interactions. The potential formulation specifies the REBO cutoff to be 2 Å, and this parameter is listed in the default AIREBO parameter file. The location of the AIREBO parameter file is specified as an argument for the “pair_coeff” command, together with information that identifies the atom types in the LAMMPS input coordinate file.

The “pair_style” chosen for the He/SF$_6$ simulations is “hybrid”. The AIREBO component of the hybrid potential formulation bears the same cutoff scale factor as the H$_2$/CH$_4$ simulations. However, the lack of a default parameter file for the hybrid potential means that interaction parameters for the LJ part of the potential (with a cutoff distance argument of “5” Å) must be provided as an input to LAMMPS. The interaction parameters for the bonds between any permutation of atoms in the He/SF$_6$/graphene system are found in Table 2.2.

**bond_style; bond_coeff; angle_style; angle_coeff**

These commands set the formulae and coefficients LAMMPS uses to compute bond interactions between pairs of atoms and angle interactions between triplets of atoms which remain in force for the duration of the simulation. These commands only need to be defined for the He/SF$_6$ simulations, as the AIREBO potential used in the H$_2$/CH$_4$ simulations can determine bonds and angles by itself.

Bond and angle vibrations within the SF$_6$ molecule are modeled in literature [70] using a harmonic type potential, according to Equation 2.22. Hence, the arguments for “bond_style” and “angle_style” are both “harmonic”. The arguments for “bond._-
coeff" are “7.1874” (eV/Å²) and “1.565” (Å), while the arguments for “angle_coeff” are “3.1856” (eV/rad²) and “90” (°), based on the parameters discussed in Section 2.3.2.

4.5 Settings: Fixes

In LAMMPS, a “fix” is any operation that is applied to the system during timestepping or minimization, including integration, thermostatting, applying constraint forces to atoms and enforcing boundary conditions. Fixes are applied to groups of atoms by using the following commands:

**fix nvt**

This command performs time integration on the Nosé-Hoover non-Hamiltonian equations of motion, which are designed to generate positions and velocities sampled from the canonical (NVT) ensemble. Thermostatting is achieved by adding dynamic variables which are coupled to the particle velocities. By default, LAMMPS creates a chain of 3 thermostats coupled to the particle thermostat, for which the equations of motion are described in Shinoda et al [78]. The thermostat is applied to only the translational degrees of freedom by using the “temp” argument, with a desired temperature at each timestep corresponding to a ramped value during the run from $T_{\text{start}}$ to $T_{\text{stop}}$, and a damping parameter $T_{\text{damp}}$ that determines how rapidly the temperature is relaxed. Since the desired simulation temperature is constant, both $T_{\text{start}}$ and $T_{\text{stop}}$ are specified to be “300” (K). $T_{\text{damp}}$ is set as “0.01” (ps) for the H₂/CH₄ simulations, and “0.02” (ps) for the He/SF₆ simulations. A recommended choice of $T_{\text{damp}}$ is 100 timesteps, which in the case of these simulations is 0.02 ps. The slightly smaller $T_{\text{damp}}$ parameter for the H₂/CH₄ simulations did not result in wild temperature fluctuations, and is thus acceptable.

**fix setforce**

This command sets each component of force on each atom in the group to a specified value, erasing all previously computed forces on the atom. It is used to freeze atoms
in the group "nail", by setting all three components of its force to a value of "0.0".

In some reported simulations [28], the carbon atoms that comprise the graphene sheet are frozen in their lattice position to prevent out-of-plane displacement, and perhaps reduce computational expense in order to achieve a longer simulation duration. However, molecular dynamics simulations are successful only when detailed atomistic models are used for both the membrane and the gas molecules, and if the thermal vibrations of the membrane are taken into consideration [14, 47]. As a result, we only froze one graphene atom, as discussed in Section 3.3.

**fix wall/reflect**

This command bounds the simulation box with walls which reflect particles in the specified group when they attempt to move through them. While periodic boundary conditions are applied in the directions corresponding to the plane of the graphene sheet, reflecting walls are implemented at the upper and lower bounds of the simulation box to conserve particles that attempt to leave the box. Particles that are moving to a z-coordinate (i.e. in the direction normal to the graphene sheet) that is less than the lower wall position or higher than the upper wall position are reflected back into the simulation box by specifying the “zlo EDGE zhi EDGE” arguments, where “EDGE” defines the position of the wall to be the edge of the simulation box. This boundary condition is applied to “all” atom types.

### 4.6 Settings: Output Options

**thermo, thermo_style**

The “thermo” command is used to compute and print thermodynamic information on timesteps that are a multiple of “100000” and at the beginning and end of a simulation. The “thermo_style” command is used to set the style and content for printing thermodynamic data to the log file. A “custom” format is chosen, in order for essential content to be manually specified: “step”, “temp”, “etotal”, “pe” and “ke” print the timestep, temperature, total energy, potential energy and kinetic energy
respectively. It is important for information about the temperature and energy to be displayed, in order to gauge the effectiveness of the thermostat.

dump

This command is used to dump a snapshot of specific atom quantities to an output file every “10000000” timesteps. A “custom” format is chosen, in order for essential content to be manually specified: “id”, “type”, “x”, “y” and “z” print the number, type and coordinates of each atom respectively to a trajectory file that can be visualized in VMD.

4.7 Running the Simulation

minimize

This command performs an energy minimization on the system by iteratively adjusting atom coordinates. Iterations are terminated when one of the stopping criteria is satisfied, or the number of iterations and force evaluations exceed a specified value. The arguments of the “minimize” command are “1.0e-12”, “1.0e-12”, “2000” and “2000”, which refer to the stopping tolerance for energy, force, maximum number of iterations and force evaluations respectively. The first criterion is met when the energy change between successive iterations divided by the energy magnitude is less than or equal to the tolerance - one part in $10^{12}$. The second criterion is met when the final force on any component of any atom does not exceed $10^{-12}$ eV/Å.

run

This command runs the molecular dynamics simulations for a specific number of timesteps. Simulations are run from between “100000000” and “200000000” (i.e. 100 to 200 million) timesteps, depending on pore size and simulation type. Simulations with higher molecular flux across the nanoporous graphene sheet are run for a smaller number of timesteps as simulation information is only required up to the first 20 or
so crossings, whereas simulations with lower molecular flux are run for the entire 200 million timesteps.
Chapter 5

Results

The effect of pore size on gas transport through nanoporous graphene membranes has been studied by generating a large number of molecular trajectories, and quantifying the molecular crossings that occur for graphene sheets with different pore sizes. The graphene sheet and gas species are modeled using the technique described in Chapter 3, while MD simulations are performed in LAMMPS using the architecture and numerical parameters discussed in Chapters 2 and 4 respectively. Sixteen replicates, each with a different random initial velocity seed, are performed for each pore size in order to minimize statistical uncertainty. Simulation outputs include a trajectory file that can be visualized in VMD (see figure 5-1) to reveal molecular phenomena of interest.

This chapter presents an analysis of the H₂/CH₄ and He/SF₆ simulation output, and calculates flow rates and permeabilities through the nanoporous graphene membrane. Pore sizes that enable the separation of the respective gas species are identified, and an optimal pore size is proposed for the separation of each pair of gases. Finally, the chapter concludes with a comparison of results obtained in the canonical (NVT) ensemble with those in the microcanonical (NVE) ensemble, to ensure that use of thermostats in simulation is justified and does not introduce any unphysical phenomena.
Figure 5-1: Illustration of a H₂ molecule (in blue) crossing the nanoporous graphene membrane (in orange). The pictured pore has a size of 10 lattice units, which is larger than the size of the H₂ molecule, allowing H₂ to cross with ease.

5.1 Identification of Pore Sizes for H₂/CH₄ Separation

The permeabilities of the graphene sheet to both H₂ and CH₄ are calculated using the approach described in Section 3.4 - converting the number of crossings into moles, then normalizing by the size of the graphene sheet, simulation duration and driving pressure difference. The permeabilities [mol/m² s Pa] are presented as a function of pore size in Table 5.1. In Table 5.1, the uncertainty associated with the permeability of a gas species for pore sizes with no observable crossings is estimated as the permeability for which there is a > 95% chance that a molecular crossing would have been observed in the total simulation duration of all 16 replicates (i.e. 640 ns). The estimated uncertainty, as derived from Poisson statistics, is a better approximation to the true uncertainty than the lack of any estimate. To put the computed permeability values
into context, the molar flow rate [mol/s] is calculated for a “industrial-sized” 10 cm × 10 cm graphene sheet with 1-4% porosity, and a driving partial pressure difference of 1 atm. The molar flow rate is plotted as a function of pore size in Figure 5-2.

Table 5.1: Permeability of Nanoporous Graphene to H₂ and CH₄. The uncertainty associated with the permeability of a gas species for pore sizes with no observable crossings is estimated as the permeability for which there is a >95% chance that a molecular crossing would have been observed in the total simulation duration of all 16 replicates.

<table>
<thead>
<tr>
<th>Pore Size (Units)</th>
<th>Porosity</th>
<th>H₂ Permeability [mol/m²sPa]</th>
<th>Std. Error [mol/m²sPa]</th>
<th>CH₄ Permeability [mol/m²sPa]</th>
<th>Std. Error [mol/m²sPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1.0%</td>
<td>0</td>
<td>8.64×10⁻⁶</td>
<td>0</td>
<td>8.64×10⁻⁶</td>
</tr>
<tr>
<td>7</td>
<td>1.4%</td>
<td>5.56×10⁻⁵</td>
<td>1.44×10⁻⁵</td>
<td>0</td>
<td>8.64×10⁻⁶</td>
</tr>
<tr>
<td>10</td>
<td>2.4%</td>
<td>1.09×10⁻³</td>
<td>8.20×10⁻⁵</td>
<td>0</td>
<td>8.64×10⁻⁶</td>
</tr>
<tr>
<td>14</td>
<td>3.8%</td>
<td>3.88×10⁻³</td>
<td>4.33×10⁻⁴</td>
<td>3.16×10⁻³</td>
<td>3.67×10⁻⁴</td>
</tr>
</tbody>
</table>

Figure 5-2 demonstrates that the permeability of nanoporous graphene is high for large pore sizes. As pore size is reduced, a greater decrease in permeability to CH₄ is observed, as compared to H₂. The differential transport rates of both species demonstrates the presence of a molecular size exclusion effect for a range of pore sizes. A pore size of 6 units or less is impermeable to H₂, whereas a pore size of 10 units or less is impermeable to CH₄. These results suggest that nanoporous graphene membranes with a pore size of 10 units are optimal for the separation of H₂ from CH₄. A high H₂ permeability can be achieved with excellent selectivity, as the pore is large enough to let H₂ pass with sufficiently large flux and small enough to be impermeable to CH₄.

The estimated permeability of H₂ through the graphene sheet with 2.4% pore coverage, corresponding to one pore of size 10 units in a 9 nm² area, is approximately 1.1×10⁻³ mol/m²sPa. This translates into a corrected molar flux of H₂ which is about 0.6% that of the equilibrium flux on a surface in a dilute ideal gas. This is
Figure 5-2: Molar flow rates of H₂ and CH₄ for different pore sizes across a 10 cm² graphene sheet, for a driving partial pressure difference of 1 atm.
more realistic than the predictions of Jiang et al. [24], for which the calculated flux is 5.5 times the equilibrium flux in an ideal gas.

The calculated permeability of H₂ is 3 to 4 orders of magnitude higher than existing state-of-the-art alumina membranes [3], which have permeabilities of about $5 \times 10^{-7} \text{ mol/m}^2 \text{s Pa}$. Hence, graphene-based separation of H₂ from CH₄ has the potential to achieve permeabilities that are sufficiently high to be feasible for natural gas processing.

5.2 Identification of Pore Sizes for He/SF₆ Separation

The permeabilities of the graphene sheet to both He and SF₆ are calculated using the same approach as Section 5.1. The permeabilities [mol/m² s Pa] are presented as a function of pore size in Table 5.2. In Table 5.2, as with Table 5.1, the uncertainty associated with the permeability of a gas species for pore sizes with no observable crossings is estimated as the permeability for which there is a >95% chance that a molecular crossing would have been observed in the total simulation duration of all 16 replicates (i.e. 640 ns for 7 and 10 unit pores, 480 ns for 12 unit pore).

The molar flow rate [mol/s] is calculated for a “industrial-sized” 10 cm x 10 cm graphene sheet with porosity in the range 1-5%, and a driving partial pressure difference of 1 atm, in analogy with the simulations described in the previous section. The molar flow rate is plotted as a function of pore size in Figure 5-3.

As observed for the H₂/CH₄ simulations, permeability is generally enhanced for both hydrogen and methane in membranes with larger pores. A molecular size exclusion effect is also present, as a greater decrease in permeability of SF₆ is observed as pore size is reduced. All pore sizes are permeable to He, whereas a pore size of 12 units or less is impermeable to SF₆. These results suggest that nanoporous graphene membranes with a pore size of 12 units are optimal for the separation of He from SF₆.

However, the calculated flow rate of SF₆ increases very slowly above 12 units,
Figure 5-3: Molar flow rates of He and SF₆ for different pore sizes across a 10 cm² graphene sheet, for a driving partial pressure difference of 1 atm.
Table 5.2: Permeability of Nanoporous Graphene to He and SF$_6$. The uncertainty associated with the permeability of a gas species for pore sizes with no observable crossings is estimated as the permeability for which there is a > 95% chance that a molecular crossing would have been observed in the total simulation duration of all 16 replicates.

<table>
<thead>
<tr>
<th>Pore Size (Units)</th>
<th>Porosity</th>
<th>He Permeability [mol/m$^2$ s Pa]</th>
<th>He Std. Error [mol/m$^2$ s Pa]</th>
<th>SF$_6$ Permeability [mol/m$^2$ s Pa]</th>
<th>SF$_6$ Std. Error [mol/m$^2$ s Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1.4%</td>
<td>8.07x10^{-5}</td>
<td>1.93x10^{-5}</td>
<td>0</td>
<td>8.64x10^{-6}</td>
</tr>
<tr>
<td>10</td>
<td>2.4%</td>
<td>5.71x10^{-4}</td>
<td>5.64x10^{-5}</td>
<td>0</td>
<td>8.64x10^{-6}</td>
</tr>
<tr>
<td>12</td>
<td>3.1%</td>
<td>1.19x10^{-3}</td>
<td>8.19x10^{-5}</td>
<td>0</td>
<td>1.15x10^{-5}</td>
</tr>
<tr>
<td>14</td>
<td>3.8%</td>
<td>1.86x10^{-3}</td>
<td>1.09x10^{-4}</td>
<td>3.33x10^{-5}</td>
<td>1.49x10^{-5}</td>
</tr>
<tr>
<td>16</td>
<td>4.6%</td>
<td>2.10x10^{-3}</td>
<td>1.90x10^{-4}</td>
<td>2.53x10^{-5}</td>
<td>1.36x10^{-5}</td>
</tr>
</tbody>
</table>

and even decreases slightly between 14 and 16 units. This can be attributed to two different reasons. Firstly, as shown in Figure 3-2, the smallest dimension (i.e. critical dimension of approximately 5.0 Å) of the 14 unit and 16 unit pores is very similar, and also to the kinetic diameter of SF$_6$, (5.5 Å). The second reason pertains to the low frequency of SF$_6$ crossings and thus the (relatively) large statistical uncertainty in these measurements— a total of 4 and 7 crossings were recorded for all 16 simulations for the 14 and 16 unit pore respectively. However, of the 7 crossings observed throughout the simulation duration for the 16 unit pore, 4 of them occurred during the initial equilibration period of 6 ns and were disregarded. Only the remaining 3 crossings were used to calculate SF$_6$ flux. On the other hand, no crossings occurred during the initial equilibration period for the 14 unit pore, and the remaining 4 crossings gave rise to an SF$_6$ flux that exceeded the 16 unit pore.

The estimated permeability of He through the graphene sheet with 3.1% pore coverage, corresponding to one pore of size 12 units in a 9 nm$^2$ area, is approximately 1.2x10^{-3} mol/m$^2$ s Pa. This translates into a corrected molar flux of He which is about 0.9% that of the equilibrium flux on a surface in a dilute ideal gas, which is
realistic. Although there is no widely-known He/SF₆ industrial gas separation process against which the simulation data can be compared, these simulations were performed in an attempt to guide experimental studies of the same gases; due to the large size difference between the two molecules, this pair is likely to be one of the first to be experimentally tested.

5.3 Justification for Thermostat Usage

The results presented in the preceding sections were derived from simulations performed in the canonical (NVT) ensemble, through the application of a Nosé-Hoover chain thermostat. While thermostats are widely implemented to control the system temperature [28, 53, 54, 68], proof only exists that the Nosé-Hoover algorithm gives correct (canonical) dynamics for an equilibrium process. Since gas transport across nanoporous graphene membranes is a non-equilibrium process, no proof exists that the configurational degrees of freedom are distributed according to the correct non-equilibrium dynamics, although this is widely assumed to be true in the literature. Hence, ideally, simulation data should be collected in the NVE ensemble without the thermostat; this can be achieved by applying the thermostat during equilibration, but turning it off once the latter is completed. In this section, the temperature trajectories of non-thermostated simulations are investigated, to determine if non-thermostated simulations can be employed.

First, He/SF₆ simulations were performed on the 14 unit pore, by applying the thermostat for varying amounts of time during equilibration - 10×10³, 20×10⁶ and 50×10⁶ timesteps. This was done to investigate whether temperature drifts occur once the thermostat is disabled. Figure 5-4 plots the temperature of the He/SF₆/graphene system after the thermostat is turned off, for all three equilibration durations.

When the thermostat is turned off after 10×10³ equilibration steps and the simulation is run in the NVE ensemble, the temperature drifts downwards by 40 K, towards 260 K. On the other hand, the downward temperature drift is not observed when the thermostat is turned off after 20×10⁶ equilibration steps or longer. During this time,
Figure 5-4: Temperature of He/SF\textsubscript{6} simulation after the thermostat is switched off. Equilibration was performed with the thermostat for varying amounts of time - $10 \times 10^3$, $20 \times 10^6$ and $50 \times 10^6$ timesteps. The temperature response for the thermostated duration is not shown.

Our goal is to measure flow rates at 300 K without a thermostat, in order to verify that the results are not influenced by the thermostat. For this reason, we performed 16 simulations for the He/SF\textsubscript{6} system with a 14 unit pore, at an initial temperature of 340 K. In these simulations the thermostat is only applied for $10 \times 10^3$ equilibration.
steps; subsequently, the temperature drifts from an initial value of 340 K to 300 K. The average temperature of the 16 replicates is plotted in Figure 5-5.

![Figure 5-5: Average temperature of 16 replicates for the He/SF₆ simulation with a 14 unit pore, and 10×10³ equilibration steps. The temperature is initialized at 340 K to allow it to drift downwards and equilibrate to the target temperature of 300 K.](image)

Figure 5-5 verifies that these simulations have equilibrated at a temperature of approximately 300 K without a thermostat and can thus be used to validate the thermostated simulation results discussed in Section 5.2. The average permeability of the graphene sheet to He is found to be $1.55 \pm 0.136 \times 10^{-3}$ mol/m²s Pa. This value is about 17% smaller than the simulations performed in the NVT ensemble, which yield a permeability of $1.86 \pm 0.109 \times 10^{-3}$ mol/m²s Pa. The discrepancy of 17% is larger than the 6% standard error associated with the calculated permeability in the NVT ensemble, and also exceeds the combined uncertainties of the two measurements. The average permeability of the graphene sheet to SF₆ is calculated to
be $0 \pm 1.73 \times 10^{-5}$ mol/m$^2$ s Pa, as compared to $3.33 \pm 1.49 \times 10^{-5}$ mol/m$^2$ s Pa for the thermostated simulations. While the discrepancy is slightly larger than the 45\% standard error associated with the calculated permeability in the NVT ensemble, it is possible that the discrepancy is caused by the very low frequency of SF$_6$ crossings. A total of 3 crossings were recorded for all 16 NVE simulations for the 14 unit pore. However, all 3 crossings occurred during the first $30 \times 10^6$ timesteps, an equilibration period, thus none of the crossings contributed to the calculated SF$_6$ flux. On the other hand, a total of 4 crossings were recorded for all 16 thermostated simulations for the 14 unit pore, with no crossings during the equilibration period. In summary, the NVE and NVT simulations yield results that differ by an amount that is slightly greater than the statistical uncertainty of the simulations. However, additional factors, such as the flux correction described in Section 3.4 (equation 3.2) may have contributed to this discrepancy. Overall, the differences between the NVE and NVT simulations are very close to being within the statistical uncertainty of the simulations, suggesting that the dynamics simulated by the Nosé-Hoover thermostat are reasonably realistic.

H$_2$/CH$_4$ simulations with a 10 unit pore are performed in the NVE ensemble in an analogous way to the He/SF$_6$ simulations, turning off the thermostat after $10 \times 10^3$ timesteps and initializing the temperature at 320 K (a 20 K downward temperature drift to a local minimum is observed at the initial phases of the NVE simulation, but this adjustment is unnecessary as the temperature subsequently diverges upwards). The average temperature of the 16 replicates is plotted in Figure 5-6 for the H$_2$/CH$_4$ NVE simulations.

The temperature diverges upwards after approximately $20 \times 10^6$ timesteps, and does not reach an equilibrium value. The temperature divergence can be attributed to the poor energy conservation observed in the NVE simulations for the H$_2$/CH$_4$/graphene system with interactions described by the AIREBO potential, even though the same timestep of 0.2 fs is employed. To verify this assertion, the timestep was reduced by a factor of 3 to 0.067 fs and simulations otherwise identical to those presented in Figure 5-6 are performed in the NVE ensemble. The average temperature history of 4 such replicates is plotted in Figure 5-7.
Figure 5-6: Average temperature of 16 replicates for the H₂/CH₄ simulation with a 10 unit pore, and 10×10³ equilibration steps. The temperature is initialized at 320 K, but attains a local minimum at 300 K and diverges upwards.

Figure 5-7 shows that the simulations with the smaller timestep have equilibrated at a temperature of about 293 K. In these simulations, energy is conserved, indicating that the previously chosen timestep of 0.2 fs may be too large. However, due to the computational expense associated with the reduced timestep, we have not been able to perform a direct comparison of the NVE and NVT results of the same process as in the case of the He/SF₆ system.

5.3.1 Conclusions on Thermostat Usage

This section demonstrates that turning off the Nosé-Hoover thermostat to perform simulations in the NVE ensemble results in a temperature drift, and suggests that the temperature drift could be due to long-time equilibration of the molecules or lack
Figure 5-7: Average temperature of 4 replicates for the H₂/CH₄ simulation with a 10 unit pore, 10×10³ equilibration steps, and a reduced timestep of 0.067 fs. The temperature is initialized at 320 K, but drifts downwards and equilibrates to a temperature of 293 K.

of energy conservation. NVE results can be compared to thermostated results if the temperature drifts towards a steady-state value, by choosing an appropriate initial temperature, as performed for the He/SF₆ simulations. The length of time taken for the He/SF₆ NVE simulations to equilibrate is approximately 30×10⁶ timesteps or 6 ns, validating the choice of duration of the equilibration phase in thermostated simulations. We have been unable to obtain a steady state temperature in non-thermostated H₂/CH₄ simulations for the timestep of 0.2 fs (which is employed in NVT simulations), as energy is not conserved. However, a reduced timestep of 0.067 fs yields a steady state temperature with energy conservation, suggesting that the previously chosen timestep of 0.2 fs may be too large. However, due to the computational expense of the reduced timestep H₂/CH₄ simulations, only simulations with the Nosé-Hoover
thermostat and a timestep of 0.2 fs are presented in this thesis.
Chapter 6

Summary and Future Work

We have performed a theoretical, molecular dynamics-based study to elucidate the effect of pore size on gas transport across nanoporous graphene membranes. This is the first step towards realizing the first nanoporous graphene membrane for gas separation, which is expected to yield high selectivity and permeability due to the unique properties of graphene.

We modeled the separation of gas components from a mixture using a graphene sheet with engineered pores of different sizes. We subsequently employed molecular dynamics simulations to calculate a large number of molecular trajectories, in order to obtain low-statistical-uncertainty estimates of transport rates through the graphene membrane using the initial flux approximation. Simulations were performed on two different gas mixtures - a helium-sulfur hexafluoride mixture, for which the large difference in molecular size lends itself to a size-based separation approach, and a hydrogen-methane mixture, which is relevant to natural gas processing. The AIREBO potential was used to describe both covalent and long-range intermolecular interactions in the hydrogen-methane-graphene system, while a more versatile hybrid potential formulation was chosen for the helium-sulfur hexafluoride-graphene system. We have found that for a timestep of 0.2 fs, energy is not conserved in the hydrogen-methane-graphene system, necessitating a significantly smaller timestep that was beyond the capability of our computational resources. A study of this system in the NVE ensemble at this smaller timestep should be undertaken in order to validate the
results of Section 5.1.

Our simulations demonstrate the presence of a molecular size exclusion effect for a range of pore sizes. This enables a pore size to be determined that achieves high selectivity in gas separation, while exhibiting high permeability for the desired gas species. The calculated molar flux of hydrogen is shown to be more realistic than the predictions made in previous work. In addition, the calculated permeability of hydrogen through the graphene sheet is shown to be orders of magnitude higher than existing state-of-the-art alumina membranes, and is sufficiently high to be commercially viable for natural gas processing applications.

Future work should include an investigation of the effects of pore geometry and functionalization with terminal groups, further guiding the development of nanoporous graphene membranes. This will become increasingly important when techniques that provide precise control over nanopore size and characteristics are developed. Simulations can also be performed to elucidate the role of imperfections such as membrane defects and variability in pore distribution, as a topic of both practical and theoretical significance. The results of this work and subsequent work on nanopore modeling can be extended to calculate transmission probabilities of various gas species, to be used in coarse-grained models of the gas separation devices of the future.
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