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Abstract—In distributed consensus and averaging algorithms, processors exchange and update certain values ("estimates" or "opinions") by forming a local average with the values of their neighbors. Under suitable conditions, such algorithms converge to consensus (every processor ends up holding the same value) or even average-consensus (consensus is achieved on the average of the initial values held by the processors). We first review some convergence rate results. We then abstract the problem by introducing a model of deterministic distributed function computation by a network of identical and anonymous nodes, with limited communication and storage capabilities, and where each node only knows its neighbors, not the entire graph. Our goal is to characterize the class of functions that can be computed within this model. In our main result, we provide a necessary condition for computability which we show to be nearly sufficient, in the sense that every function that satisfies this condition can at least be approximated. The problem of computing (suitably rounded) averages in a distributed manner plays a central role in our development, and we provide an algorithm that solves it in time that grows at most quadratically with the size of the network. (Joint work with J. Hendrickx and A. Olshevsky.)

I. MOTIVATION, RESULTS, AND OPEN PROBLEMS

Consider a network of \( n \) nodes who can exchange messages along the arcs of a fixed, connected, undirected graph \( G \). In the averaging problem, each node \( i \) starts with an initial value \( x_i \), and the nodes execute a distributed algorithm so that they all end up with the value of the average \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \). We are interested in algorithms that perform this task with a reasonably small convergence time.

One class of algorithms involves the iteration \( x := Ax \), where \( A \) is a stochastic matrix with \( a_{ij} \neq 0 \) only if \( (i, j) \) is an arc of the graph \( G \). There is a variety of iterative algorithms of this type and, in the absence of special assumptions on the structure of the graph \( G \), the best possible convergence time (namely, the time needed to compute the average within some fixed accuracy) is of order \( O(n^2) \) [1]. One possibility here is to form a spanning tree and let \( a_{ij} \neq 0 \) only along the arcs \( (i, j) \) of the spanning tree. Even though a spanning tree can be constructed in a distributed manner, such an algorithm is generally not considered to be truly distributed. A more genuinely distributed algorithm, whose convergence time is \( O(n^2) \) [4], is motivated by interpreting \( x_i \) as a "load" and by taking a balancing approach: nodes attempt to locally equalize their values by transferring load to their less loaded neighbors. Still, such an algorithm involves "large" messages: a message is in general a real number (the amount of load exchanged) or, in the special case where the initial values \( x_i \) are integer, a message is a rational number with arbitrarily large denominator, hence requiring an unbounded number of bits. If such "large" messages are allowed, why consider iterative algorithms in the first place, given that simple "flooding" algorithms can centralize all available information and compute averages in time proportional to the graph diameter?

The above discussion motivates the following question: what is the best possible convergence time if we restrict to algorithms that are genuinely distributed and involve messages with a limited number of bits? To make progress in answering this question, we need to first define a model of computation that, in particular, captures the notion of a "genuinely distributed" algorithm.

We introduce a model, fully described in [2], in which the nodes are anonymous (nodes do not have identity numbers), are not allowed to randomize, do not know the structure of the graph \( G \) (they only know their neighbors), and they all execute the same local algorithm. Furthermore, nodes are limited to transmitting a constant number of bits on each link and their memory is limited to a constant multiple of their degree. The key reason for prohibiting identity numbers or randomization is that otherwise the nodes could elect a leader and essentially revert to a centralized algorithm; see [2] for a more detailed discussion of the reasons for the model choices.

With such a restricted model, one may wonder whether any interesting function of the initial values \( x_i \) can be computed. It turns out [2] that a suitably discretized version of the average (this is the interval-averaging problem, studied in [3]) can be computed under this model, and that the convergence time matches the \( O(n^2) \) bound attained under much more permissive models of computation. It also turns out that the class of functions that can be computed under this model is limited to essentially combinations of various averaging functions; see [2] for precise statements.

The results of [2] establish the central role of average computation under the proposed model. They also raise two important directions for further research:

(a) Is it possible to improve upon the \( O(n^2) \) bound? Or can one establish a \( \Omega(n^2) \) lower bound?

(b) Is it possible to extend the positive results of [2] and provide \( O(n^2) \) algorithms (or just polynomial time algorithms) under a variation of the model in which the network structure (the graph \( G \)) is time-varying (subject to some connectivity assumptions over sufficiently long time intervals)? Indeed, an \( O(n^2) \) algorithm for a time-
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varying environment is provided in [4] under a much more permissive model of computation that allows for real-valued messages and unbounded memory. Is the same possible with algorithms with restricted message and memory size (e.g., proportional to a node’s degree), and in which the nodes are anonymous and cannot randomize?
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