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Abstract

The magnetic field-induced strain (ferromagnetic shape memory effect — FSME) in Ni–Mn–Ga was first reported in 1996 by Ullakko et al. Since then, up to 6% FSME in single-crystal tetragonal-Ni–Mn–Ga samples has been observed in static fields, and up to 3% at 500 Hz.

The present work demonstrates 6% FSME of a Ni–Mn–Ga single crystal of $5 \times 5 \times 9.85 \text{ mm}^3$ in 200 $\mu$s by application of a magnetic field pulse. It proves the feasibility of actuators operating at frequencies above of 1 kHz at room temperature for this geometry, and that the actuation can be accomplished using compact, air-core Helmholtz coils operated in pulsed mode.

The eddy-current attenuation of 620 $\mu$s-long pulses in the samples tested is small, reducing the need for lamination.

The field-induced extension does not begin at the same time as the field. Part of the delay is the time that the field takes to reach the threshold level for actuation. The mass-inertia of the sample results in an additional delay, which depends on the position and number of mobile twin-boundaries in the crystal. The delay is maximum for a single twin-boundary moving from the fixed to the free end of the crystal. For several twin-boundaries distributed uniformly throughout the crystal the delay is shorter. The peak acceleration observed is $50 \pm 10 \text{ m/s}^2$.

For typical twin-boundary energies of the order of 40 erg/cm² homogeneous nucleation of partial dislocations was found to be unlikely. Accordingly, twin-boundaries must be seeded through stress.

High-speed video images and photographs have demonstrated that field-induced twin-boundary motion is not uniform along a Ni–Mn–Ga single crystal. Twin boundaries stop when they reach certain positions of the crystal, and remain pinned unless the field is increased. The observed scatter in the data of field-induced extension is related to the existence of pinning sites.

The maximum rate of extension can be expressed as an exponential function of the driving force, and reaches 6 m/s for saturated driving force in the present case.
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Chapter 1

Introduction

1.1 The Ni–Mn–Ga ferromagnetic shape memory alloy

Ni$_2$MnGa is an intermetallic compound of the Heusler structure [1] at temperatures below 1071 K [2]. Ni–Mn–Ga is magnetic like most Heusler structures. Specifically, it is ferromagnetic below a Curie temperature of 379 K [1, 3], and has a magnetization comparable to that of Ni [4, 5] at 4.17 $\mu_B$ per Ni$_2$MnGa [6]. The saturation magnetization has been shown to reside mostly on the Mn atom [7] (a non-magnetic species in pure metallic form) contrary to what was suggested in the first reports on the subject [1]. 3.36 $\mu_B$ are associated to each Mn atom, and 0.37 $\mu_B$ to each Ni atom (Ga is shown to have a small negative contribution.)

Upon cooling, Ni–Mn–Ga exhibits one or more phase transitions [8–16], and in particular a martensitic transformation [17–21]. The martensitic transformation is generally a condition for the existence of the shape memory effect, because of its diffusionless nature [22], and the fact that it is usually accompanied by a lowering in symmetry [23]. It was recognized that Ni–Mn–Ga could exhibit the shape-memory effect, a possibility that was studied and confirmed in 1993 [21].

The shape-memory effect is driven by the heat flow that is required to induce the necessary phase changes in the shape-memory material. This process is necessarily
slow, especially on cooling, placing important limitations on the use of ordinary shape
memory alloys as actuator materials¹. Ullakko et al. [24,25] and later James et al. [26]
realized that the co-occurrence in Ni-Mn-Ga of ferromagnetism and a martensite
phase had the potential for magnetic field-induced actuation. This would represent a
major advantage over conventional shape-memory alloys, because the upper frequency
bound of actuation can be shifted to higher frequencies in this case.

Although the mechanism of actuation [27] was not fully understood, Ullakko et
al. [19,28] and Murray et al. [29] succeeded demonstrating a magnetic field-induced
strain of 0.2%, which surpassed the strain of the giant magnetostrictor Terfenold-D²
(0.17%). The result was remarkable, not only because of the strain level achieved, but
because of the manufacturing advantages³ that Ni–Mn–Ga presents over Terfenol-D.

O’Handley [30] provided an insightful model that described the different driving
forces that play a role in field-induced strain in Ni–Mn–Ga. James et al. [31]
also showed the existence of a low-energy path connecting the field-induced strain
states of the ferromagnetic shape memory alloy. Since then, the development of off-
stoichiometry Ni–Mn–Ga single crystals has produced record strains for field-driven
actuator materials. In 1999 0.3% strain was reported by Wu et al. [32], 1.3% by Tickle
et al. [33], 4% by James et al. [34], 4.3% by Tickle et al. [35]. In 2000 5% and 5.1%
were reported by Heczko et al. [36,37], 5.7% by Murray et al. [38] and 6% again by
Murray et al. [39,40], almost reaching the theoretical maximum of 6.2% at composi-
tions around Ni₅₀Mn₂₅Ga₂₂. A record 9.5% was recently obtained in orthorhombic,
7-layered⁴ Ni–Mn–Ga by Sozinov et al. [42].

Research of Ni–Mn–Ga progressed as well in the study of cyclic field-induced
strain. 0.5% cyclic strain was reported by James et al. [34] in 1999, and more recently
by Henry et al. [43], who showed 6% cyclic field-induced strain in an AC magnetic
field of 4kOe.

¹Actuation at frequencies higher than a few Hz is ruled out except for micro-devices.
²A commercially available magnetostrictor, Fe₂DyₓTb₁₋ₓ.
³The growth of Ni–Mn–Ga crystals has higher yield and is less expensive to produce than
Terfenol-D. In addition, Ni–Mn–Ga is not as brittle as Terfenol-D. These are definite advantages for
actuator design.
⁴See [41].
In summary, the development of Ni–Mn–Ga as an actuator material is well advanced, and commercial applications are beginning to appear, most notably by Adaptamat of Finland [44–46].

1.2 Motivation for this work

Research on the Ni–Mn–Ga ferromagnetic shape memory alloy was driven largely by the promise of its use as an actuator material with outstanding strain performance and good frequency response.

While there is extensive reference to the magnitude of the field-induced strain in Ni–Mn–Ga, much work remains to be done to understand the dynamic response of twin-boundaries to magnetic fields. Recent work by Glavatska et al. [47] fits the relaxation of the strain induced by the application of a step-like magnetic field in single crystals with functions that approach a saturation value exponentially with time. Characteristic times for this relaxation of the order of 13 min have thus been reported. The dynamic actuation of Ni–Mn–Ga was studied in the aforementioned work by Henry et al. [43]. In the latter case, an AC-magnetic field was used in a 250 W electromagnet\(^5\) with a laminated iron core and up 280 wire turns. The large inductance of the coil limited the frequency at which fields of the necessary intensity\(^6\) could be applied with the power-supplies available. The study of the dynamic properties of Ni–Mn–Ga was thus limited to drive frequencies of 120 Hz [48], and to somewhat higher frequencies (250 Hz) at lower fields.

One motivation for the present work is to overcome the limitations on magnetic driving frequency imposed by the coil inductance, in order to test the performance of Ni–Mn–Ga at frequencies in excess of 1 kHz. The immediate outcome of a result would be the demonstration of the feasibility of Ni–Mn–Ga-based actuators that operate in that frequency range. This is an important point, inasmuch as the biggest challenges perhaps faced by research in the field of ferromagnetic shape memory alloys is the

\(^5\) A 5 kW power-supply drives the magnet, which has 250 W resistive losses.

\(^6\) About 6 kOe.
development of applications.

One way to overcome the limitation imposed by the field-generation is to apply magnetic field pulses, which can be achieved with relative ease by the discharge of a capacitor over a coil of low inductance, and is the method selected in the present work. If the pulse length is short enough its spectral decomposition will cover a wide frequency range with appreciable amplitudes, particularly at the high frequencies of interest. One caveat is the non-linearity in the field-dependence of the driving force, which of course precludes a direct comparison between the pulsed- and AC-field actuation of Ni–Mn–Ga.

The capability of applying short (sub-ms) pulses to Ni–Mn–Ga opens the field to studies of its response mechanisms at time scales characteristic of the kHz-range of actuation, and is a second motivation for this work. This is of interest to the designer of Ni–Mn–Ga-based actuator devices, particularly because applications with medium to high bandwidth requirements crucially depend on the ability of Ni–Mn–Ga to exhibit the ferromagnetic shape-memory effect in ms-range times. So far this frequency range has been dominated by piezo-electric materials in the high end (up to several MHz) and the magnetostrictor Terfenol-D (several kHz), all of which have limited stroke capability.

The third motivation for this work was triggered by a conversation with P. J. Ferreira, then at MIT, on the fundamental relationship between the different deformation mechanisms in metals, namely, dislocation motion, stacking fault expansion and twinning. Experiments made on carbon steel [49] show that with increasing strain rate the deformation goes from being dominated by dislocation motion to the preponderance of stacking fault formation. At very high strain rates twinning becomes the main deformation mechanism. Pulsed magnetic fields allow the possibility of studying the ferromagnetic shape memory alloy Ni–Mn–Ga over a large range of times and peak driving forces. The observation of twinning is not restricted to very large deformation rates in this case, and information about the expansion velocities of the faults that cause twinning could be obtained. Specifically, dislocation velocities as a function of driving force and driving force rates could be obtained at various tem-
peratures, and depending on the choice of crystal composition, for different Burgers vectors.

Finally, early work on high-speed video imaging of the field-induced extension of a Ni–Mn–Ga single crystal (see chapter 3) showed that the field-induced deformation mechanism in Ni–Mn–Ga does not proceed uniformly or at velocities that are monotonic with the driving force, prompting a closer study of the nature of these effects.

1.3 Properties of Ni–Mn–Ga

1.3.1 Structure

Ni–Mn–Ga is an intermetallic compound that has the Heusler structure. This structure has the $Fm\bar{3}m$ symmetry when it fully develops the $L2_1$ ordering in the stoichiometric compound which can be seen in Fig. 1-1. In it atoms take on the following positions:

- Ni atoms occupy $(\frac{1}{4}, \frac{1}{4}, \frac{1}{4})$ and $(\frac{1}{4}, \frac{1}{4}, \frac{3}{4})$ positions plus the positions required by symmetry;

- Mn atoms occupy $(\frac{1}{2}, 0, 0)$ positions plus the positions required by symmetry;

- Ga atoms occupy $(0, 0, 0)$ positions plus the positions required by symmetry.

At high temperatures (above 800°C in the stoichiometric compound [2]) the compound can adopt the $B2$ structure, which is like the structure of Fig. 1-1 but with Mn–Ga disorder.

Ni–Mn–Ga is used as a shape-memory material at compositions slightly off the stoichiometric Ni$_2$MnGa, generally near Ni$_{50}$Mn$_{28}$Ga$_{22}$ [51]. This requires the ordering apparent in Fig. 1-1 to be imperfect.
Figure 1-1: $Fm\bar{3}m$ structure of martensitic Ni–Mn–Ga. The white spheres represent nickel atoms, the gray ones manganese, and the black ones gallium. The lattice constant is 5.825 Å [6,50]. In the figure the (202) planes are indicated as gray planes. After the cubic to tetragonal distortion of the martensitic transformation, which amounts to compressing the above lattice vertically (and expanding it horizontally), these {202} planes become twin planes, with $\langle 101 \rangle$ twinning directions.

1.3.2 Martensitic transformation

Upon cooling, Ni–Mn–Ga exhibits a martensitic transformation. This transformation is characterized by being a first order, shear-dominant, lattice-distortive, diffusionless transformation [23]. As a result of the transformation the lattice undergoes a distortion\(^7\) whereby it looses symmetry. In the samples studied in this work, the transition is from cubic to tetragonal ($Fm\bar{3}m \rightarrow I4/mmm$), and a schematic of it can be seen in Fig. 1-2. The ratio of the $c$ axis over the $a$ axis (the tetragonality $\gamma$)

\(^7\)This is referred to as Bain strain.
goes from 1 to 0.94 [52].

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{fig1-2.png}
\caption{Distortion of a unit cell of austenite upon cooling through the martensitic transformation temperature. (a) At high temperature Ni–Mn–Ga is in the austenitic phase, where it has the \textit{Fm\textbar\textbar}m symmetry. Its lattice constant is $a_\nu$. (b) Upon cooling, the austenite unit cell undergoes a tetragonal distortion (Bain strain) and the cubic symmetry is broken. One lattice constant becomes $c$ and the other two become $a$.}
\end{figure}

In the cubic to tetragonal transformation this work is concerned with, there are three possible (001) axes of the austenite cell that could become the martensite $c$ axis with the transformation. Accordingly, there will be three different orientations for the tetragonal martensitic cell. These are called martensite variants [2, 33, 53].

A variety of methods exist to measure the martensitic transition temperatures. Differential scanning calorimetry\textsuperscript{8} and resistivity measurements have been employed extensively [21, 55, 56]. Another convenient way to detect the martensitic transformation is by measuring the low-field magnetization (or equivalently, the low-field susceptibility.)

In Fig. 1-3 sample curves of magnetization vs. temperature for two polycrystalline Ni–Mn–Ga samples can be seen. It can be seen that as the temperature is lowered the magnetization rises quickly below the Curie temperature ($T_c$) in the cubic symmetric state, called \textit{austenite}. In Fig. 1-3(a) it is seen that the magnetization undergoes a sharp decrease upon continued lowering of the temperature for low-intensity fields,

\textsuperscript{8}This method has the draw-back that temperature calibration on cooling can be complicated by nucleation of the reference material (usually In, Zn) [54].
and increases sharply (but less noticeably) for high intensity fields (Fig. 1-3(b.).) The temperature at which this happens is the martensite start temperature $T_{m}^{s}$. The transformation does not happen at exactly one temperature. Instead it takes place over a range from $T_{m}^{s}$ to $T_{m}^{f}$ (the martensite finish temperature.)

The difference between the observed behaviors at low and high fields can be explained by considering the increase in the magnetocrystalline anisotropy resulting from the lattice distortion during the austenite to martensite transformation. In the cubic to tetragonal transformation, the $c$ axis shortens and [001] becomes a magnetic easy axis. At weak field the cubic austenitic cells will distort in mostly random fashion, with no preferential alignment of the easy axis resulting. Consequently, a large fraction of the crystallites will have easy axes misaligned with the field, and because the field is weak, the magnetization will be aligned with the easy axis, eventually away from the field direction. Therefore, the magnetization will drop for the martensite.

When the field is strong, however, the martensitic transformation will yield variants with easy axes that are on average more closely aligned with the field. This means that a larger fraction of the magnetic moments will be aligned with the field and contributing to the overall magnetization. Further, the field can be strong enough to rotate the magnetic moments away from their easy axes and parallel to itself. Therefore, even if (because of other constraints) some variants do not have the easy axis aligned with the field, they will not diminish the magnetization signal.

1.3.3 Actuation mechanism

Twinning

The occurrence of multiple martensite variants concurrently with the loss of cubic symmetry is related to the fact that twinning becomes the preferred deformation mechanism\(^9\). Figure 1-4 compares two martensite cells with the result of having a

---
\(^9\)This is so in Ni–Mn–Ga, but not necessarily in other alloy systems. For example in steels and ferrous alloys (e.g. Fe–Ni–Co–Ti and Fe–Ni–C) the martensitic transformation can give rise to a variety of morphologies (lath-like, butterfly, thin plate, etc. — see [23]), some of which do not have twinning as the preferred deformation mechanism. It is generally considered that the thin-plate morphology is a sine-qua-non condition for twinning, and thus for the shape memory effect.
Figure 1-3: magnetization vs. temperature curves for two polycrystals at two field-levels. The direction of the temperature change is indicated with the arrows (it starts with cooling). (a) 500 Oe field-magnetization for a poly-crystal of Ni–Mn–Ga of composition Ni$_{50}$Mn$_{29}$Ga$_{21}$ (courtesy M. L. Richard, 2001.) (b) 5000 Oe field-magnetization for a poly-crystal of Ni–Mn–Ga of composition Ni$_{47}$Mn$_{32}$Ga$_{20}$ (courtesy J. Feuchtwanger and R. Ivester, 2002.) The dotted line indicates the magnetization expected in the absence of one of the phases. It is apparent that the low-field curve is better suited for the determination of the martensitic transition temperatures (as well as the Curie temperature.)
Figure 1-4: This schematic is a [010] view in the notation of \textit{Fm\overline{3}m} of two unit cells of martensite. The white circles represent Ni atoms, the gray circles Mn atoms and the black circles Ga atoms. (a) Undistorted cells. (b) A twin-boundary formed through one of the unit cells.
twin plane pass through one of them.

Consider a planar view of a Ni–Mn–Ga unit cell, as shown in Fig. 1-5(a). A fraction of the martensite unit cell is chosen, with a long side \( a/2 \) and a short side \( c/2 \). Consider the vertex \( A \) of the tetragonal cell of the figure, and the cell diagonal parallel to \( \hat{t} \), which has a normal \( \hat{n} \). The vertex \( A \) does not have a mirror symmetric counterpart on the other side of the cell diagonal. However, a shift by the appropriate amount in direction of \( \hat{t} \) brings it to point \( A' \) which is mirror symmetric to the opposite corner of the cell, \( A'' \).

The shift can be described by the angle \( \Phi \) of Fig. 1-5. Its length \( b \) is the Burgers vector of a partial dislocation that, if expanded, would shift the entire plane (containing point \( A \).) It is easy to see that the shift could be applied on successive planes, and have a magnitude proportional to \( \tan \Phi \) in the figure. Thus the deformation would constitute a pure shear, the twinning shear \( \epsilon_o \). The direction \( \hat{n} \) is the twin plane normal\(^{10}\), and the direction \( \hat{t} \) is the twinning direction.

The numerical values of \( b \) and \( \epsilon_o \) are related to the twin plane distance \( d_{(202)} \), and the lattice constant \( a \):

\[
\begin{align*}
d_{(202)} &= c \cos \beta = a \gamma (1 + \gamma^2)^{-1/2} \\
\epsilon_o &\equiv \tan \Phi = (1 - \gamma^2)/(2\gamma) \\
b &\equiv d_{(202)} \sin \phi = a \sqrt{1 - \gamma^2}. \quad (1.1)
\end{align*}
\]

Notice that in literature the expression \( \epsilon_o = 1 - \gamma \) is often seen\(^{11}\). This expression coincides with Eq. (1.1) to first order in \( 1 - \gamma \).

**Coupling between the magnetic field and the crystal**

The twinning deformation provides one requirement for the existence of the ferromagnetic shape memory effect. The other involves the coupling of the mechanical shear

---

\(^{10}\)The twin plane is also called first invariant plane. The angle \( \Phi \) defines the orientation of a plane (corresponding to the segment \( \overline{AO} \) of the figure) which is left undistorted after the shear (it becomes \( \overline{A'O} \), and is customarily called the second invariant plane.

\(^{11}\)The difference is that this latter definition is not purely a strain, but also includes a rotation.
to a magnetic field, which is governed by the magnetocrystalline anisotropy $K_u$, a measure of the work required to turn the magnetization away from the easy axis. Figure 1-6 shows how the twinning shear and the consequent creation of a mirror symmetric version of the original lattice also implies a change in the magnetic easy axis.

Consequently, it is possible that the atoms in the crystal move according to the shear motion described in Fig. 1-5 in order to produce a crystal $c$ axis (the magnetic easy axis) which is better aligned with the field. This process is the magnetic field-induced twin-boundary motion, and is the basis of the ferromagnetic shape memory effect, which is thus not to be confused with the ordinary shape memory effect. Field-induced twin-boundary motion requires the presence of both the twinning mechanism and a large magnetocrystalline anisotropy, and therefore occurs entirely in the martensitic phase.

1.4 Magnetic field-induced processes in Ni–Mn–Ga

1.4.1 Equilibrium orientation of the magnetization

The equilibrium orientation of the magnetization results from the interplay between the Zeeman and anisotropy energy, as was observed by several authors [30, 57, 58]. Consider the diagram in Fig. 1-7(b), depicting the simple case of a magnetic field applied in a direction perpendicular to the magneto-crystalline easy axis. A magnetic field $\mathbf{H}$ (for simplicity plotted perpendicular to the easy axis) exerts a torque on the magnetization vector $M_s$ of a martensite variant. It rotates away from the easy axis direction $\hat{x}$ to a new direction given by $\theta$ under the action of this torque. In so doing it lowers the Zeeman energy $U_Z$ but also increases the magneto-crystalline anisotropy energy $U_{K_u}$. The equilibrium orientation of the magnetization will be given by a the balance of the magnetic and anisotropy-torques, or equivalently, by the condition that
Figure 1-5: Schematic of a portion of a martensite unit cell from a [010] view in the notation of $Fm\overline{3}m$. In this notation, twinning involves a motion of Burgers vector $b$ along the diagonal yielding a shear strain $\epsilon_o \equiv \tan \Phi$. From the graph, $\gamma \equiv c/a = \tan \beta$, so that $d_{(202)} \equiv \frac{a}{2} \cos \beta = \frac{a}{2} \gamma (1 + \gamma^2)^{-1/2}$. Likewise, $\epsilon_o \equiv \tan \Phi = (1 - \gamma^2)/(2\gamma)$ and $b \equiv 2d_{(202)} \sin \Phi = \frac{a}{2} \sqrt{1 - \gamma^2}$. 
Figure 1-6: Schematic of a twinned unit cell of Ni–Mn–Ga and the change of magnetic easy axes (dashed lines) resulting from twinning. Twinning changes the orientation of the short (c) and long (a) axes of the lattice. The short axis corresponds to the easy axis in Ni–Mn–Ga. In the absence of a magnetic field the magnetic moments are aligned with the easy axes.

Figure 1-7: A volume element of ferromagnetic shape memory alloy has a magnetocrystalline easy axis. In the absence of magnetic fields the magnetization aligns with the easy axis. A field applied parallel to the easy axis does not induce the rotation of the magnetization (a) but one applied perpendicularly to it does (b).
the sum $U_{\perp}$ of the Zeeman and anisotropy energy be at a minimum:

$$U_{\perp} = (U_Z + U_{K_u}) = -\mathbf{M}_2 \cdot \mathbf{H} - K_u \left(\frac{\mathbf{M}_2 \cdot \hat{x}}{||M_2||}\right)^2 = -M_s H \cos \theta - K_u (1 - \cos^2 \theta) \quad (1.2)$$

where from Fig. 1-7(b) $\mathbf{M}_2 = M_s (\cos \theta \hat{z} + \sin \theta \hat{x})$, and $\mathbf{H} = H \hat{z}$. Here $K_u$ stands for the Magnetocrystalline anisotropy, $H$ is the field intensity, and $M_s$ is the magnetization of Ni–Mn–Ga.

In the situation where a magnetic field is applied perpendicular to the easy axis of variant 2 in Ni–Mn–Ga, the angle for which $U_{\perp}$ is minimum defines the equilibrium orientation of the magnetic moment of 2. It is easily found that at equilibrium:

$$\cos \theta = \begin{cases} \frac{M_s H}{2K_u} & \text{if} \quad \frac{M_s H}{2K_u} \leq 1 \\ 1 & \text{if} \quad \frac{M_s H}{2K_u} > 1 \end{cases} \quad (1.3)$$

prompting the definition of a reduced field $\eta$:

$$\eta = \frac{M_s H}{2K_u} \quad (1.4)$$

$\eta$ is directly proportional to the field and is adimensional. When its value is lower than one, it is numerically equal to cosine of the angle between the magnetization the field. With this the equilibrium magnetic moment of variant 2 is quickly written as:

$$\mathbf{M}_2 = \begin{cases} M_s \left( \eta \hat{z} + \sqrt{1 - \eta^2} \hat{x} \right) & \text{if} \quad \eta \leq 1 \\ M_s \hat{z} & \text{if} \quad \eta > 1 \end{cases} \quad (1.5)$$
1.4.2 Driving force for twin-boundary motion

Equation (1.3) indicates that at equilibrium

\[ U^e = \begin{cases} 
M_s K_u (1 + \eta^2) & \text{if } \eta \leq 1 \\
-M_s H & \text{if } \eta > 1
\end{cases} \quad (1.6) \]

For the case where the magnetic field is applied parallel to the direction of the magneto-crystalline easy axis (Fig. 1-7(a)) it is easy to see that the equilibrium orientation of the magnetization is the easy axis. The energy can then be written in a manner analogous to Eq. (4.23):

\[ U_\parallel = (U_Z + U_K_u) = -M_1 \cdot H - K_u \left( \frac{M_1 \cdot \hat{z}}{||M_1||} \right)^2 \quad (1.7) \]

which is at equilibrium when:

\[ U^e = -M_s H - K_u \quad (1.8) \]

Note that:

\[ \lim_{H \to 0} U^e = \lim_{H \to 0} U^e = -K_u \quad (1.9) \]

which indicates that both \( U_\perp \) and \( U_\parallel \) use the same reference energy.

In ferromagnetic shape memory alloys, a twin variant 2 can be transformed into its reciprocal twin, variant 1, through the twinning shear. When this happens, the magneto-crystalline easy axes change accordingly, as is represented in Fig. 1-7. In Fig. 1-7(b), a field is applied perpendicular to the easy axis of a twin variant, called 2 for the sake of argument. A twinning shear transforms variant 2 into variant 1 and also realigns the magnetic easy axis, leading to the configuration depicted in Fig. 1-7(a).

Using Eq. (1.9) the twinning process is thus seen to be accompanied by an energy
drop of magnitude

\[
\Delta G = U_{\parallel}^{eq} - U_{\perp}^{eq} = \begin{cases} 
-K_u(2\eta - \eta^2) & \text{if } \eta \leq 1 \\
-K_u & \text{if } \eta > 1
\end{cases}
\] (1.10)

This is the driving force for twin-boundary motion. In Fig. 1-8 Eq. (1.10) is plotted in terms of the reduced field \(\eta\), in units of the magnetic field \(K_u\). Note that the driving force is linear with the field for small fields. At larger field the quadratic term in \(H\) becomes more important, until saturation is reached when the reduced field \(\eta\) reaches 1. The field at which saturation occurs is the saturation field, \(H_s = 2K_u/M_s\). No increase of driving force for twin-boundary motion is obtained from increasing the field beyond the saturation field.
Magnetic pressure on the twin-boundary

The driving force for twin-boundary motion can be likened to a magnetic pressure on the twin-boundary $\sigma_m$ making use of the equivalence of the work done by a magnetic field and a stress to shear a portion of the Ni–Mn–Ga crystal by the twinning strain.

$$\epsilon_0 \sigma_m = \Delta G$$  \hspace{1cm} (1.11)

This expression is useful to obtain a comparison between the action of a field and a stress that produces the same result.
Chapter 2

Experiment

2.1 Setup

2.1.1 Overview

The experiment described in this work subjects a Ni–Mn–Ga single crystal to a pulsed magnetic field. Figure 2-1(a) shows a schematic view of the apparatus used. The pulsed-magnetic field is generated in an oscillating LCR-circuit where the inductance L is a Helmholtz coil (Fig. 2-1(b).) To achieve sub-millisecond probing times a special coil designed ad hoc is used (see Sec. 2.1.2.) A high-voltage power supply\(^1\) charges up two capacitors (240 \(\mu\text{F}\) total capacitance) on open circuit to a programmed voltage.\(^2\) The pulse is fired when an SCR switch\(^3\) is closed, discharging the capacitors into the series inductance and resistance load.

A ferromagnetic shape memory alloy single crystal is placed inside the coil, and held fixed in position at one end. The other end of the crystal is free. A stabilized He-Ne laser illuminates the free end of the crystal, to which a mirror is affixed, and

---

\(^1\)Bertan, Series 105.

\(^2\)For convenience the potential difference is limited to 3000 V. A larger voltage requires a more powerful power supply, but also special capacitors able to withstand such potential differences without short-circuiting.

\(^3\)Silicon controlled rectifier (SCR) model ABB 5stp28I4200. This diode is rated at maximum current of 52 kA (10 ms) and 3700 V, and has a critical rate of on-state current rise of 1 kA/\(\mu\text{s}\).
Figure 2-1: (a) Schematic of the experiment setup. A capacitor bank is charged to a programmed voltage and subsequently discharged across a Helmholtz coil, generating a magnetic field pulse. A Ni–Mn–Ga crystal is placed in the coil and its field-induced extension is detected optically. Coil current and extension signals are acquired with an oscilloscope and subsequently read. (b) Schematic of an LCR-circuit used to generate a magnetic field pulse. Typical values for the components are 240 μF of capacitance (charged up to 3000 V with the switch S open), an inductance of 0.158 mH, and resistance of about 0.195 Ω. The configuration used in the experiments here described is able to reach peak field values of 27 kOe in a magnetic field-swing lasting 620 μs.
a photo-sensitive device\(^4\) captures the reflection. When the crystal extends the free end is displaced, and the reflection off the mirror at its end occurs in a different spot. This results in a change of the light intensity that reaches the detector, and allows inferring the displacement from a detector signal change.

Concurrently a current detector\(^5\) placed in the \(L\!C\!R\)-circuit senses the current level, which can be related to the field inside the coil.

The detector signals can be then be acquired and digitized. It is convenient for this to use an oscilloscope\(^6\), since it can acquire at high rates. The appropriate digital filters can then be applied to the data.

2.1.2 Magnetic coil for magnetic-field pulses

Depending on the combination of \(L\), \(C\) and \(R\) parameters, the pulse generated will have the characteristics of an over- or under-damped system respectively. The overall resistance \(R\) of the system will be the sum of the coil's resistance and the resistance of all wires in the circuit.

Coil design

Consider the schematic in Fig. 2-2. Two coaxial loops of radius \(a\) carrying a current \(i\) and separated by a distance \(d\) will generate a magnetic field of a spatial uniformity that will depend on \(d\) and \(a\). From this point of view the optimal configuration has \(a = d\), and is usually referred to as a Helmholtz configuration. [59] Instead of single-wire loops, coils of \(n\) wires were used, henceforth referred to as sub-coils. To estimate the \(L\!C\!R\)-system's characteristics an expression for the components, inductance, capacitance and resistance is needed.

---

\(^4\)This can be a photodiode or a photomultiplier (see Sec. 2.1.4.)

\(^5\)Person Electronics current monitor mod. 4418. The detector output is 1 mV/A, and is \(\pm\)1% accurate.

\(^6\)In this experiment: HP54602B (150 MHZ) with an HP54657A interface.
Figure 2-2: Schematic of a pair of coaxial loops or sub-coils of radius $a$, separated by a distance $d$ that form a coil used for generating pulsed magnetic fields. Each loop can be replaced by a group of $n$ loops forming a sub-coil of cross section $b_1 \times b_2$. The uniformity of the field is optimal for a choice of $d = a$. This particular configuration is called a *Helmholtz*-configuration.
Inductance

The inductance can be obtained from the expression for the inductance $L_s$ of each identical sub-coil $s$ and the mutual inductance $M_{ss}$ as:

$$L = 2L_s + 2M_{ss} = 2\frac{4an^2\pi}{c^2} \left(1 - y_1 + \frac{b^2y_2}{16a^2} + \frac{b^2 \log\left(\frac{4\sqrt{2}a}{b}\right)}{24a^2}\right) + \frac{4a\pi}{c^2} \left(\frac{5 - 2\sqrt{5}}{5}K - \sqrt{5}E\right)$$  \hspace{1cm} (2.1)

where $n$ is the number of loops in each half-coil, $a$ is the coil radius, $b$ is the side of a square of area equal to the cross section of the half-coils, and $y_1$, $y_2$, $E$ and $K$ are numerical constants. A more detailed explanation of the origin of the expression for $L$ of Eq. (2.2) as well as corrections that account for the fact that the coils are composed of $n$ discrete wires can be found in Sec. A.1.

Resistance

The resistance of the system is the sum of the coil resistance $R_c$ and the resistance of the leads, $R_l$. The former can be computed from the AWG number of the wires that compose the sub-coils simply as

$$R = (2\pi an \rho_{coil}) \times 2$$  \hspace{1cm} (2.2)

where $\rho_{coil}$ is the resistance per unit length of the wire of given AWG number. The resistance of the leads is computed in a similar way as

$$R = (l_{lead} \rho_{leads}) \times 2$$  \hspace{1cm} (2.3)

where $l_{lead}$ is the length of the leads and $\rho_{leads}$ is their resistance per unit length.
Capacitance

The capacitance of the system is capacitance of the capacitor bank. Two capacitors of 120 $\mu$F are used either in parallel or in series, so as to provide 60, 120 and 240 $\mu$F of total capacitance respectively.

Capacitor discharge

With the above values for the components of the $LCR$-system, it is possible to compute the current as a function of time during the capacitor discharge. The discharge is governed by Eq. (2.4) for the capacitor charge $q = q(t)$:

$$L \frac{\partial^2 q}{\partial t^2} + R \frac{\partial q}{\partial t} + \frac{1}{C} q = 0$$

$$\frac{\partial q(0)}{\partial t} = 0$$

$$q(0) = CV_0$$

$$q(\infty) = 0$$ \hspace{1cm} (2.4)

where $V(0) \equiv V_0$ was been used. The solutions to this equation are well known:

$$q(t) = CV(0) \frac{\lambda_1 \lambda_2}{\lambda_1 - \lambda_2} \left( e^{\lambda_1 t} - e^{\lambda_2 t} \right)$$

$$\lambda_{1,2} = -\frac{1}{t_L} \left( 1 \pm \sqrt{1 - \frac{t_L^2}{t_C^2}} \right)$$ \hspace{1cm} (2.5)

where for convenience one defines characteristic times

$$t_L = \frac{2L}{R}$$

$$t_C = \sqrt{LC}$$ \hspace{1cm} (2.6)

The relative size of $t_L$ and $t_C$ will define the type of capacitance discharge that Eq. (2.5) describes. Three kinds of behavior can be recognized:

if $t_L < t_C$ then the system is over-damped
if \( t_L = t_C \) then the system is critically-damped

if \( t_L > t_C \) then the system is under-damped

Here the focus is on the over- and under-damped circuits. In the former case the current \( i_{over} \) is given by:

\[
i_{over} = -\frac{CV_0}{t_C} \frac{t_L/t_C}{\sqrt{1-(t_L/t_C)^2}} \sinh \left( \sqrt{1 - \left( \frac{t_L}{t_C} \right)^2} \frac{t}{t_L} \right) e^{-t/t_L} \tag{2.7}
\]

and for the under-damped system the current \( i_{under} \) will be:

\[
i_{under} = -\frac{CV_0}{t_C} \frac{t_L/t_C}{\sqrt{(t_L/t_C)^2 - 1}} \sin \left( \sqrt{(t_L/t_C)^2 - 1} \frac{t}{t_L} \right) e^{-t/t_L} \tag{2.8}
\]

Eqs. (2.7–2.8) allow the computation of the magnetic field at the center of the Helmholtz pair, given by:

\[
H = \mu_0 \left( \frac{4}{5} \right)^{\frac{3}{2}} \frac{i}{a} \tag{2.9}
\]

where \( i = 2n_i_{over} \) or \( i = 2n_i_{under} \) depending on whether an over- or under-damped system is considered (\( n \) being the number of turns in each sub-coil.)

**Design and experiment requirements**

The choice of the coil parameters follows the following design and experiment requirements:

1. Peak magnetic fields topping 10 kOe are needed to insure that twin-boundaries will have sufficient driving force to move;

2. The pulse duration and the time to reach peak field have to be under 1 ms, because it is desired to study the regime where AC measurements are impractical [60];

and the following restrictions:
1. The peak current must not exceed 10 kA, because the components must be rated to withstand it\(^7\).

2. The onset current-increase rate has to be smaller than the slew rate of the slowest component, in this case the silicon controlled rectifier.

Expressions for these design targets can be found from Eq. (2.7) and Eq. (2.8). One obtains for the peak current:

\[
\begin{align*}
\iota_{\text{peak}}^{\text{over}} &= -\frac{C V_0}{t_C} \exp\left(-\frac{\text{arccosh} \frac{t_C}{t_L}}{\sqrt{1-\left(t_L/t_C\right)^2}}\right) \\
\iota_{\text{peak}}^{\text{under}} &= -\frac{C V_0}{t_C} \exp\left(-\frac{\text{arccos} \frac{t_C}{t_L}}{\sqrt{-1+\left(t_L/t_C\right)^2}}\right)
\end{align*}
\]

(2.10)

The peak current is reached at time \(t_{\text{peak}}^{\text{over}}\) and \(t_{\text{peak}}^{\text{under}}\):

\[
\begin{align*}
\iota_{\text{peak}}^{\text{over}} &= t_L \left(\frac{\text{arccosh} \frac{t_C}{t_L}}{\sqrt{1-\left(t_L/t_C\right)^2}}\right) \\
\iota_{\text{peak}}^{\text{under}} &= t_L \left(\frac{\text{arccos} \frac{t_C}{t_L}}{\sqrt{-1+\left(t_L/t_C\right)^2}}\right)
\end{align*}
\]

(2.11)

Finally, the derivative of the current at pulse onset will be:

\[
\begin{align*}
\frac{d\iota_{\text{peak}}}{dt_{\text{over}}} &= -\frac{C V_0}{t_C^2} \\
\frac{d\iota_{\text{peak}}}{dt_{\text{under}}} &= -\frac{C V_0}{t_C^2}
\end{align*}
\]

(2.12)

The expressions are formally the same for both over- and under-damped systems. Along with the approximation that the factor \(\exp\left(-\frac{\text{arccosh} t_C/t_L}{\sqrt{1-\left(t_L/t_C\right)^2}}\right)\) in the above equations can be assumed to be of the order of unity in most practical cases, the equations

\(^7\)Most components are not rated as high, but are able to withstand short sparse pulses.
lead to the following trends:

\[
\begin{align*}
t_{\text{peak}} & \propto \sqrt{\frac{C}{L}} V_0 \simeq C^{1/2} V_0 a^{-1/2} n^{-1} \\
B_{\text{peak}} & \propto \frac{n}{a} \sqrt{\frac{C}{L}} V_0 \simeq C^{1/2} V_0 a^{-3/2} \\
\frac{\partial B}{\partial t}(0) & \propto \frac{n V_0}{a L} \simeq V_0 a^{-2} n^{-1} \\
t_{\text{peak}} & \propto \frac{L}{R} \simeq n
\end{align*}
\]

(2.13)

Below is a list of the parameters that can be chosen to affect the pulse characteristics:

1. The coil radius, which must be larger than 3/4" to leave room for the optics, and provide enough homogeneity over the sample length of about 9.85 ± 0.01 mm.

2. The number of turns per coil;

3. The wire gauge, ranging from AWG2 to AWG20;

4. The lead length and wire gauge. The latter is taken to be AWG2;

5. The capacitor capacitance, which can be any of \(\{60, 120, 240\} \mu F\);

Figure 2-3 shows a comparison of experimental and calculated pulse profiles.

### 2.1.3 Coil materials

The coil windings were made of #15 HAPT NEMA MW 35-C copper wire (resistance = 0.0104 \(\Omega \text{m}^{-1}\), diameter = 1.45 mm) provided by MWS, according to the design choice for the coil.

The support for the wire windings was machined from Delrin. Besides being non-magnetic and non-conductive (and thus not coupling magnetically to the coil nor supporting induced currents) it has good stiffness and relatively light weight\(^8\).

The coil used in the experiments of Chapter 3 is depicted in Fig. 2-4. With peak currents in excess of 3 kA loose wires tend to deform and eventually cause the coil to

\(^8\)Some fiber-glass epoxies have better mechanical properties but are hazardous to machine.
Figure 2-3: Over-damped oscillatory circuit for pulse generation: simulation and experiment. Prototype coil with $n = 25$. The gray dots correspond to measured values of the magnetic field, whereas the black line is the model result. No fitting parameters are used.

Figure 2-4: Coil used in the experiments reported in Chapter 3.
Figure 2-5: Coil prototype with windings bent by the field.
Figure 2-6: Calibration curve for the coil used in Chapter 3. It is \( H = -8.94 \text{Oe} A^{-1} i - 0.28 \text{Oe} \).

break (Fig. 2-5.) Therefore, once mounted the copper windings were covered with a two-part epoxy.

**Calibration**

As was indicated in Sec. 2.1.1 the field is inferred from the measured value of the coil current. The coil used in Chapter 3 was calibrated at low fields, measuring the field\(^9\) at the center of the coil with DC currents of up to 20 A. Figure 2-6 shows the calibration curve. \( H = -8.94 \frac{Oe}{A} i - 0.28 \) was obtained.

### 2.1.4 Real-time detection of the crystal extension

**Concept**

The extension of the crystal is measured optically. Doing so has two advantages over the methods methods employed elsewhere [48,61]. First, it allows for the sample to be free on one end, so that the driving force is purely magnetic and no stresses are applied. Second, the inertia of any measurement device that would otherwise have to be attached to the end of the sample does not affect the measurement. As reported by Henry [48] the mass of any attached device contributes to resonance frequencies in the AC measurement of the extension.

The basis of the method is indicated in Fig. 2-7. As the free end of the crystal

\(^9\)Lakeshore 450 Gaussmeter.
Figure 2-7: Optical measurement of the extension.
moves under the action of the magnetic field, the incident light is deflected at a
different spot on the mirror and causes a different total light intensity to reach the
detector aperture. Due to the small displacements involved (about 0.7 mm for a
crystal length of about 9.85 ± 0.01 mm) a high sensitivity is needed. To achieve
this the detector signal is amplified with a pre-amplifier\textsuperscript{10} in differential mode. The
baseline subtracted is provided by a low-noise, low-drift 16-bit DAC-voltage reference
(see Sec. A.1.3) which is programmed by the position calibration software.

The accuracy of the measurement is limited by the oscilloscopes used to acquire
and digitize the field and extension information (see footnote 6 on page 39), which
operate with 8 bits. Therefore the detector signal must be amplified to full scale in
the oscilloscope. In practice there is a limitation to ±6 V, the linear output range of
the amplifier.

Unfortunately, the relatively small magnitude of the detector signal changes im-
plies that the measurements will be sensitive to various sources of noise.

Mechanical vibrations are thus to be avoided whenever possible. Becauseulti-
mately the signal detected depends on the relative position of sample and detector,
both are sources of noise. The vibrations affecting the sample can be minimized by
using massive mounts (see Fig. 2-8), and by bringing the detector closer to the mir-
ror\textsuperscript{11}. On the other hand the electronics of the detector are sensitive to the rapidly
varying stray fields from the coil, and should be kept far from it. The problem is
circumvented by using optic fibers. They are encased in a cylinder that can be moved
right up to the mirror on the sample, through a hole in the coil. At the tip of the
cylinder there are holes through which the fibers protrude maintaining an angle of
about 90°, which gives optimal sensitivity to the extension of the sample. One fiber
transmits the light from the He-Ne laser and the other one captures the reflection at
a close distance from the mirror and leads the light to a shielded detector, located at
a convenient distance (see Fig. 2-9.)

\textsuperscript{10}Stanford Research, low noise preamplifier mod. # SR560.

\textsuperscript{11}Vibrations cause the incident beam to be reflected off different angles. The displacement on the
detector is thus proportional to the distance between mirror and detector.
Figure 2-8: To minimize noise introduced by mechanical vibrations, the sample and the coil are mounted on separate platforms. The coil platform rests on a lead brick lying on rubber dampeners.

Figure 2-9: A "probe" made of two optic fibers as part of the optical extension detection apparatus. One fiber shines light from a stabilized He-Ne laser onto the mirror affixed to the sample. The reflection falls on the receiving fiber, which leads it to the detector. This configuration effectively puts the aperture of the detector very close to the sample, while keeping the electronics far from the pulsed-field disturbances.
Vibrations can also affect the optics directly on two accounts. Firstly, the plastic fibers used slightly change their transmission if bent, so the transmission of vibrations to the fibers must be avoided. This can be accomplished simply by taping the fibers to rigid mounts. Secondly, the support used to lead the fibers into the coil via the calibration stage is subject to vibrations that change the relative distance between the sample- and the fiber tip. The effect of these can be suppressed by placing the fibers and the sample holder inside a Delrin tube that connects them. In this fashion, even if vibrations are transmitted to the optics (or the sample), they do not affect the relative distance between the fibers and the mirror attached to the sample tip.

**Bandwidth and detector choice**

It is necessary to consider possible bandwidth limitations of the system. The preamplifier after the detector has a 4-pole 300kHz filter at the input, to reduce most of the high frequency noise observed. This means that signal changes occurring over times much smaller than about 3 μs will not be discernible. The coaxial cables' bandwidths are not relevant, since at frequencies of 300kHz their transmission is essentially one\(^{12}\). The oscilloscope used has a bandwidth of 150 MHz which will not be limiting. The detectors need to be considered. Photodiodes are desirable over photomultipliers, because they have a more steady output. However, they have a lower gain, and their signal needs to be amplified by larger factors. Both a photodiode and a photomultiplier have a preamplifier\(^{13}\) which amplifies the signal before transmitting it to the next stage of amplification\(^{14}\) and acts as a 50 Ω source impedance for the coaxial cables that are used for transmission. This implies that the coaxial cables (50 Ω, with 30 pF/foot) would start acting as filters in the GHz range, and can be neglected.

The detector preamplifiers\(^{15}\) have a gain-bandwidth product (amplification factor \(\times\) cut-off frequency) of 70 MHz. This means that increasing the amplification fac-

---

12 The coaxial cables (which have a typical stray capacitance of about 30 pF/m) will have a corner frequency (-3 dB point) in the GHz range.
13 This is at a prior stage to the preamplifier mentioned above.
14 Therefore the noise picked up during the transmission will be smaller than the transmitted signal.
15 The pre-amplifier uses a LH0032 Op-Amp from National Instruments
tor reduces the cut-off frequency. The converse is of course true. Photodiodes required too high an amplification factor, in the sense that the resulting cut-off frequencies were of the order of a few kHz. Therefore, a photomultiplier\textsuperscript{16} was employed, with which the cut-off frequency could be maintained at about 5 MHz. Figure 2-10 shows the frequency response of the photo-multiplier plus preamplifier\textsuperscript{17}. A flat response is observed below 5 MHz.

**Calibration**

Changing the distance $x$ between the sample mirror and the tip of the optic fiber probe (see Fig. 2-7 and Fig. 2-9) produces a change in the detector signal. To avoid vibrations in the sample to the greatest extent possible, it has to be fixed firmly and not be moved during the calibration. The change in $x$ therefore achieved by moving the optic probe instead. This is accomplished with a stepper motor\textsuperscript{18} attached to a micrometer stage\textsuperscript{19} and conveniently controlled with a *Labview* program and serial port modules\textsuperscript{20}. Schematically the detector profile over distance looks as indicated in Fig. 2-11, presenting two useful ranges. Typical calibration curves can be seen in Fig. 2-12. The effective range is controlled by changing the amplification factor at the preamplifier.

Possible signal changes caused by thermal drift of the electronics generally develops over the course of several hours, and can be minimized by allowing the equipment to thermalize overnight and measuring immediately after calibrating. A different source of drift comes from the laser intensity. Although it does not vary measurably over the course of the experiment, it could vary in the time-span between obtaining the calibration curve and triggering the pulse. The problem is alleviated by using a stabilized He-Ne laser\textsuperscript{21}.

\textsuperscript{16}Hamamatsu R268 photomultiplier.

\textsuperscript{17}The plot is a simulation made for illustration purposes. The measured curve coincides with the simulation in all aspects except that the measured peak is slightly higher in reality. This does not affect the flatness of the response below 10 MHz.

\textsuperscript{18}Superior Electric M062-CS09, a synchronous stepper motor with 200 steps per revolution.

\textsuperscript{19}Parker Positioning Systems Daedal Division 4454, 0.001 mm per division.

\textsuperscript{20}Weeder Technologies, WTSMD-M.

\textsuperscript{21}Melles-Griot, mod. 05-STM-911-249.
Figure 2-10: Simulation of the photo-multiplier plus preamplifier frequency response with a 10 mV input signal amplitude (courtesy D. Bono.) The measured frequency response coincided with the simulation, except for the height of the peak displayed here, which was larger in reality. The flatness of the response below 10 MHz is not affected by this fact.
Figure 2-11: Schematic of the detector signal variation with distance between mirror and probe, $\delta x$. 
Figure 2-12: Typical calibration curves showing the different calibration ranges possible. (a) was used for a 260 V pulse, and (b) was used for a 2 kV pulse.
2.1.5 Pre- and post-magnetic field-pulse images

Twin bands

The extension of the crystals can also be confirmed by photographing it before and after applying the magnetic field-pulse. Although any temporal resolution is lost, it can be seen if the extension proceeds uniformly or if twin-boundary motion is localized in twin bands.

The crystal can either be removed from the holder and photographed with a high-resolution camera, or alternatively left in place and photographed with a low-resolution CCD camera (before and after the pulse) through the cylindrical hole of the coil. Although the CCD camera used yields lower quality images, it has the advantage that the real-time pulsed-field measurement can validate checking that there was no unexpected motion of the sample holder. The resolution is mostly sufficient to distinguish individual twin-boundaries. Some examples can be seen in Fig. 4-11.

2.2 Sample preparation

2.2.1 Single crystal characteristics

Throughout this work Ni–Mn–Ga single crystals are employed, which in the austenitic phase have the \( Fm\bar{3}m \) structure depicted in Fig. 1-5. They were supplied by Ames Laboratory (Iowa) and by Adaptamat (Helsinki, Finland) respectively, and processed in similar fashion.

The composition of the Adaptamat crystal was determined with EPMA and can be seen in Table 2.1. Good homogeneity is seen along the length of the crystal (Fig. 2.2.1.) Other characteristics of the crystal are given in the Table 2.1.

The crystals were oriented and cut\(^{22}\) into beams with square cross section, with the faces along (001). The crystal used in the experiments of Chapter 3, henceforth the

\(^{22}\)EDM - spark erosion.
**Figure 2-13**: Composition profile along the length of the Adaptamat crystal used in the experiments reported in Chapter 3, obtained with EPMA. A good homogeneity is apparent.

**Table 2.1**: Selected properties of a Ni–Mn–Ga crystal used in the pulsed-field experiments.

<table>
<thead>
<tr>
<th>Material property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Nickel content</td>
<td>$48.5 \pm 0.4 \text{ at%}$</td>
</tr>
<tr>
<td>Average Manganese content</td>
<td>$26.2 \pm 0.2 \text{ at%}$</td>
</tr>
<tr>
<td>Average Gallium content</td>
<td>$25.2 \pm 0.5 \text{ at%}$</td>
</tr>
<tr>
<td>Magnetocrystalline anisotropy</td>
<td>$1.9 \times 10^6 \text{erg cm}^{-3}$</td>
</tr>
<tr>
<td>Saturation magnetization</td>
<td>$484 \text{emu cm}^{-3}$</td>
</tr>
<tr>
<td>Mass density</td>
<td>$8.1 \text{g cm}^{-3}$</td>
</tr>
<tr>
<td>Resistivity</td>
<td>$62 \times 10^{-3} \Omega \text{m}$</td>
</tr>
<tr>
<td>Curie temperature</td>
<td>$95^\circ \text{C}$</td>
</tr>
<tr>
<td>Martensite start temperature</td>
<td>$32^\circ \text{C}$</td>
</tr>
<tr>
<td>Threshold magnetic field for twin-boundary motion</td>
<td>$1500 \text{ Oe}$</td>
</tr>
<tr>
<td>Stiffness</td>
<td>$700 \text{ MPa}$</td>
</tr>
</tbody>
</table>
Adaptamat sample, has a cross section of 5.08 mm × 5.08 mm. The as-received length was 16.00 mm. Once cut the crystals were polished. The Adaptamat crystals were electro-polished as supplied from the factory, whereas some of the Ames Laboratory samples were electro-polished\textsuperscript{23} and yet others mechanically polished. One Ames sample was also hot polished, that is, mechanically polished above 60°C, so that it would be austenitic and devoid of multiple martensite variants.

\((202)_{Fm\bar{3}m}\)-twin planes intersect the crystal faces at 0° and 45° angles respectively. As can be easily seen, this orientation gives the largest extension for given volume fraction transformed.

The first step in preparing the samples is therefore to activate these twin planes, because as-received crystals oftentimes do not exhibit large field-induced strain. This process is sometimes called training the crystal. A strong (about 8 kOe) magnetic field applied in direction normal to one of the faces of the crystal, perpendicular to its long axis, ought to provide driving force for twin-boundary motion, unless the crystal was in a single-variant state with its [001]-axis coincident with the field direction. Because this field-induced variant reorientation is sometimes incomplete, compressive stress along the long direction of the sample, and subsequently a stress perpendicular to two other faces can be applied, and the process can then be repeated until applying a magnetic field along the sides that were compressed shows evidence of twin-boundary motion.

The necessity of mechanical stress cycling before field-induced twin-boundary motion can be obtained suggests that magnetic fields are capable of moving twin-boundaries but not of creating them (cf. Sec. C.1.1.)

It must be pointed out that the mechanically polished samples did not appear to show twin-boundary motion to the extent that electro-polished samples did.

It is necessary to consider a potential source of artifacts in the measurement of the extension, shown in Fig. 2-14. It is apparent that if the tip of the crystal is deformed during twin-boundary motion as in Fig. 2-14(b), then the mirror could tilt, producing a change of the detector signal that is not calibrated. To avoid these

\textsuperscript{23}In nital 20%. 
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Figure 2-14: (a) The configuration prior to twin-boundary motion. If the mirror tilts as in (b) a large signal change arises that cannot be accounted for by the calibration.

problems a corner is polished off at the tip of the crystal\textsuperscript{24}, so that the flat bevel is parallel to the active twin planes. The mirror is mounted on this bevel, insuring that the situation depicted in Fig. 2-14(b) will not occur.

\subsection{2.2.2 Annealing}

Repeated actuation of the samples caused the appearance of cracks. Two main factors were found to augment the likelihood of crack appearance. First, samples that were mechanically polished, especially with sharp edges, were observed to crack more quickly\textsuperscript{25} upon repeated actuation. Secondly, especially (but not exclusively) when different twin systems coexisted in the crystal (see Fig. 2-15), repeatedly sweeping twin-boundaries through it caused cracks to appear. This occurred when the sample was twisted inside a strong ($\geq 1500\,\text{kOe}$) magnetic field in two perpendicular planes, or when the sample was cooled down from the austenite phase. The compression of the crystals and the application of a strong field in the same direction did not totally rid the crystal of spureous twin systems. Eventually, the crystals would show no field-induced extension.

\textsuperscript{24}A jig made for this purpose is used, that allows to adjust two axes of the sample under a microscope so that the twin planes are aligned with the jig plane to better than 1°.

\textsuperscript{25}The composition in the samples where this fact was most often observes was slightly higher in Mn, about 28%, and lower in Ga, about 22%, than in the Adaptamat sample.
Figure 2-15: Picture of a Ni–Mn–Ga single crystal which developed incompatible twin systems after cooling from austenite in the absence of driving forces which could select one system instead of the other.

Figure 2-16: Picture of an Adaptamat crystal showing twin bands stopping at cracks that developed over the course of the experiments (arrows.) The bands shown were induced by a pulsed magnetic field from a 300 V discharge.
Figure 2-17: Annealing treatment used for the samples that showed greatly diminished field-induced twin-boundary motion. The treatment was done in 1.5 atm of Ar (at 900°C.) It succeeded in restoring twin-boundary mobility.

Figure 2-16 shows an Adaptamat crystal with twin bands stopping at cracks which developed over the course of the experiments.

To remedy these problems, the crystals are annealed in Ar-atmosphere, with the process depicted in Fig. 2-17. The crystals were first wrapped in W-wire and encapsulated in a quartz capsule filled with pure Argon gas. They were then brought up to 900°C and kept at that temperature for about 36 hours. The crystal was subsequently cooled to 500°C, at which it is known to rapidly acquire the \( L2_1 \) order. After about 5 hours the capsule was cooled down further to about 200°C, at which point the sample was removed from the capsule and immediately put under a moderate compressive stress along its long direction. The sample was allowed to cool through the martensite transformation temperature in this configuration and then removed for further use in experiments.

\[ ^{26} \text{After annealing at elevated temperatures for several hours an increased Silicon concentration in the crystals (and Manganese loss) has been observed. At 900°C the W-wire would act as a barrier for direct diffusion of Mn and Si.} \]

\[ ^{27} \text{Between 1 and 8 MPa.} \]
Figure 2-18: Schematic of the mounting of the crystal, showing the active length $L$ defined by the epoxy constraint.
2.2.3 Mounting

Insuring a strong mounting of the crystal is essential, because the torque applied by the field to the magnetic moments transfers to the mass of the crystal through the anisotropy energy. This in turn would cause the sample, which essentially is in a cantilever configuration, to swing at its end, causing similar artifacts\textsuperscript{28} as in Fig. 2-14. The crystal was first bonded to an acrylic cylinder with a special glue (Weld-on #45) which has excellent adhesive characteristics between acrylic and metals. Subsequently, a ring of epoxy (Devcon S-70) was applied to provide additional support on the sides of the crystal (see Fig. 2-18.) The region of the crystal not constrained by the epoxy was the active length of the crystal.

The active length $L$ defines a volume of material that can be transformed from one variant to the other through the action of the field. This is the active volume.

2.3 Resetting

After the crystal was subjected to a magnetic field-pulse, a fraction of its volume is in a state where the magneto-crystalline easy axis is close to the direction of the pulse field. Clearly, further actuation (in the same direction) is not possible once the crystal’s easy axis is aligned with the field. The crystal must be reset, that is, its volume must become a twin variant with a magnetic easy axis parallel to the direction where the actuating field is going to be applied.

In practice this is done by placing the crystal between the pole pieces of an electromagnet, with its long axis parallel to the field lines. The field is then increased to about 8 kOe and maintained at that level for about 1 minute. After this, the field was ramped down to zero, and the sample was ready to be placed in the pulsed-field experiment. It is important not to twist the crystal inside the magnetic field, lest incompatible twin variants are introduced (seen in Fig. 2-15.) This procedure was able to rid the sample of visible twin bands, and produce consistent results.

\textsuperscript{28}A second oscilloscope acquiring the extension signal over 10 ms can register the characteristic ripple produced by this oscillation. Its presence reveals that the mounting of the crystal is defective.
2.4 Processing of the acquired data

The data acquired from the oscilloscope was copied into a spreadsheet or other software to be analyzed. It was filtered, and some characteristics of the extension vs. time were computed.

2.4.1 Digital filtering

Three basic filter types were considered: moving average, exponential smoothing, and polynomial interpolation. In Fig. 2-19 and Fig. 2-20 some representative examples of the filters considered for processing the data can be seen. The filter parameters are already optimized to remove most of the apparent noise, and retain a significant degree of detail. The filters considered include a moving average filter (Fig. 2-19(b)) with 50 points averaging\(^{29}\), an exponential smoothing filter\(^{30}\) (Fig. 2-19(b)), and a polynomial interpolation\(^{31}\) (Fig. 2-19(c).) This method is appealing for the simplicity in calculating the time derivatives, but has large numerical evaluation errors.

While the three filters have similar performance, the moving average type is chosen for the simplicity of its implementation. One direct consequence of the filtering is that fine details (signal differences of few least-significant-bits of the oscilloscope with persistence of no more than few \(\mu s\)) in the data are not identifiable. Nevertheless, it is possible to obtain reasonable values of the rate of extension.

2.4.2 Crystal extensional acceleration

The accuracy in the computation of the rate of extension however, is not high enough to warrant a precise determination of the crystal extensional acceleration through derivation with respect to time. Nevertheless, an approximate\(^{32}\) lower bound for the

\(^{29}\) This corresponds to 50 \(\mu s\).

\(^{30}\) The value of the filtered extension is computed as in the moving average, but weighing each point by the value of a Gaussian bell centered at the center of the interval. In practice the weights \(\exp(-0.07(t_i - t_{\text{center}})^2)\) were used, where \(t_{\text{center}}\) corresponds to the time for which the filtered value is sought, and \(t_i\) are the times of the other contributions.

\(^{31}\) Grades of up to 19 were considered.

\(^{32}\) In the sense that the values for the rate of extension are obtained from filters. Otherwise the acceleration calculated here is an average of various instantaneous accelerations, and therefore
Figure 2-19: Filters applied to a representative extension data series: (a) moving average filtering, (b) exponential smoothing, and (c) polynomial interpolation.
Figure 2-20: Filters applied to a representative rate of extension data series. The rate of extension was computed as the slope of a moving regression, and is shown as dots. The various continuous curves are (a) the moving average filter, (b) the exponential smoothing, and (c) the polynomial interpolation.
maximum acceleration from the rate of extension data can be obtained.

\[
a \sim \frac{v_{\text{max}}}{t(\text{peak } v) - t(\text{onset})} \approx 50 \pm 10 \text{ m/s}^2
\]  

(2.14)

\(a\) is an effective acceleration.

The values of the acceleration should be considered only order-of-magnitude estimates, which are nevertheless useful in setting bounds for the performance of Ni–Mn–Ga in actuator devices.

### 2.4.3 Determination of the onset time for the extension

Determining the onset of the extension is important to estimate the driving forces required to initiate twin-boundary motion when the fields are rapidly varying. In this experiment, and particularly for low-voltage pulses (under 300 V) the noise level at the beginning of the extension complicates its accurate assessment. In order to identify trends in the data, a consistent algorithm for determining the onset of the deformation is needed. Several methods are possible (see Fig. 2-21.)

- **Method 1**: The final extension is computed as the average of the last 200 data points (the field corresponding to these points has already subsided.) The extension points with values between 25% and 75% of the number calculated are then selected, corresponding to the points where the velocity is highest, and a linear regression for those points is computed. The onset time \(t_1\) in this method is then the intercept of the regression with \(\delta x = 0\).

- **Method 2**: The time \(t_2\) at which the extension reaches a set fraction (10% in this case) of the final displacement (computed as before) is found.

- **Method 3**: The time \(t_3\) at which the extension reaches a set threshold value (in this case 0.005 mm) is found.

smaller than the maximum.
Figure 2-21: Example of extension data for a 2 kV pulse showing the various methods for determining the onset of the extension. The oblique line corresponds to the linear regression of the data between 25% and 75% of the final extension. In method 1 the intercept of this line with the abscissae is the onset time $t_1$. The gray horizontal line at $\delta x \approx 0.59$ mm corresponds to the threshold level set for method 2, and the time at which it intercepts the extension curve is the onset time $t_2$ in this method. Likewise, a horizontal line at $\delta x \approx 0.005$ mm is the threshold level for method 1. The intercept of this line with the extension curve yields the onset time $t_3$ in the method.
Method 3 is the most adequate, because it consistently sequences the pulse onset times with their amplitude. Method 1 fails for more noisy data (low extensions), and method 2, although scaling the threshold extension so that it roughly adapts to the noise-level of the measurement, is not the basis for a good comparison of the data.

Naturally, the exact value of the onset time will be affected by the noise level at low extension values. Consequently an uncertainty of several $\mu$s has to be ascribed to the onset time values (in practice, 10-50 $\mu$s.) This limits the precision of the onset driving force determination. It is obtained from the value of the field corresponding to the onset time, and therefore the uncertainty in the field goes like $\Delta H \approx \left| \frac{\partial H}{\partial t} \right| \Delta t_o$. This value is large for the high intensity pulses where $\left| \frac{\partial H}{\partial t} \right| \geq 80 \text{kOe ms}^{-1}$, and large as well for pulses of very low intensity, where signal-to-noise ratio is poor.

### 2.5 Pulsed-field measurement procedure

The following illustrates the basic steps that compose a pulsed field experiment.

In order to minimize thermal drift during the experiment, the oscilloscope, DAC-voltage reference and preamplifier are left turned on at least overnight. The laser is thermally stabilized and it is not critical that it be left on for long periods of time. The photo-multiplier, however, is constantly kept at the operating voltage (425 V) to avoid contaminants from settling on the electrodes, which introduces significant noise and drift in the detector output. As well the small preamplifier directly attached to the photo-multiplier is kept on constantly.

1. The experiment is carried out in a darkened environment, as otherwise some light could enter the detector through the probe.

2. Reset the sample if necessary.

3. Measure the temperature\textsuperscript{33}. To that end a thermocouple is attached to the center of the coil.

\textsuperscript{33} All the present experiments were made at room temperature of 23°C ± 1°C.
4. Place the sample into the guide matching the marks on the guide and on the sample holder, to insure that the orientation is the same for all experiments. Fasten it firmly.

5. Set the optic probe close to the mirror, and retract it to a reference distance\(^{34}\).

6. Set the DAC-voltage reference so that the detector signal is at the maximum of the operational range of the preamplifier.

7. Retract the probe by successive steps of known amplitude and record the detector intensity obtained, thus obtaining the calibration curve\(^{35}\).

8. Define the expected extension for the planned experiment, and position the probe at least at that distance from the sample mirror\(^{36}\).

9. Obtain a photograph of the sample.

10. Set up the oscilloscopes to acquire in two different time ranges, one to monitor the pulse response and another (longer) one to detect or rule out long-wavelength vibration artifacts.

11. Charge up the capacitors to the desired voltage and trigger the system (SCR and oscilloscopes.)

12. Save and post-process the acquired data.

13. Obtain a photograph of the sample.

\(^{34}\)This is done to avoid possible backlash in the micrometer stage.

\(^{35}\)The waiting time between steps needs to adjusted especially for low-voltage pulse experiments, to allow the small vibrations from the stepper motor to die out.

\(^{36}\)The sample extends, thus reducing the distance between probe and mirror.
Figure 2-22: Schematic of the quasi-static field experiment setup, that was used to video tape the field-induced extension of a single crystal at high speed. The arrangement is that of Murray et al. [61].
2.6 High-speed images of the twin-boundary motion process

The first attempt to record the dynamic nature of the twin-boundary motion was made as part of this work with the device used to obtain quasi-static field-induced extension [61], depicted in Fig. 2-22. A Ni–Mn–Ga single crystal is placed between the pole pieces of an electro-magnet capable of producing 8 kOe field intensities. The crystal is in a single variant state with the [001] axis vertical, and is compressed with a small weight, to prevent it from slipping when the field is turned on. It is illuminated with a halogen lamp\textsuperscript{37} and the video camera\textsuperscript{38} is set up facing the side of the crystal that points out of the magnet (that is, out of the plane of Fig. 2-22.)

The magnetic field is ramped up to about 6 kOe and a rate of about 1 kOe/s. When the field ramp begins the camera is triggered. It dumps the acquired frames to a memory bank, which can then be downloaded to a tape and digitized. 1000 frames per second were recorded for 20 s. Figure 3-13(a) shows a typical frame acquired with this method:

\footnote{It is turned on only during the image acquisition, so as not to heat up the sample.}

\footnote{Redlake MASD Ektapro Model 1012 High Speed Video System.}
Figure 2-23: Frame obtained from the high speed (1000 fps) imaging of a Ni–Mn–Ga single crystal while the field was ramped up to about 6 kOe.
Chapter 3

Results

This Chapter presents the data obtained from pulsed magnetic field experiments performed on a sample of single-crystalline Ni–Mn–Ga from Adaptamat, and the images taken with a high-speed video system from a different single crystal from Ames Laboratory.

The Adaptamat sample was prepared as described in Sec. 2.2 in Chapter 2. Upon repeated actuation cracks developed in the crystal. When that occurred the crystal was cut into smaller pieces that were free of such cracks. The crystal's length is indicated accordingly when necessary. The cross section remains constant and is 5.08 mm × 5.08 mm for the samples used here (Adaptamat.)

The first section of this Chapter presents the results of a single pulse from a 2 kV capacitor discharge. Essentially all the unfavorably oriented twin variants are rearranged by the magnetic field. Then data from field-induced twin-boundary motion for a series of low-intensity magnetic field pulses is presented. In this case a threshold behavior for the extension of the sample can be observed. Next these data are compared with a similar set obtained for high-intensity pulses. In the subsequent section plots of the driving force- or magnetic pressure-response characteristics of the crystal are shown that include all the pulses' data. Following this images documenting individual twin-boundary motion are shown. Finally, the dependence of the onset time with the driving force is addressed.
Figure 3-1: Pulsed magnetic field experiment results for a 2 kV capacitor discharge. (a): Displacement (left axis) and field intensity (right axis) are plotted vs. time. The final displacement reaches 0.586 mm and the peak field is 17.6 kOe. (b): driving force (inferred from the field) and rate of extension of the crystal (inferred from the extension) vs. time, corresponding to Fig. 3-1(a). To compute the driving force the values for the magnetocrystalline anisotropy and saturation magnetization from Table 2.1 were used. The driving force is linear with the field for $H \ll 2K_u/M_s$, as is expected from Eq. (1.10). For $H \geq 2K_u/M_s$, the driving force saturates, reaching a maximum value of $-K_u$. 
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3.1 Extension from a 2 kV discharge pulse

Following the steps described in Sec. 2.5 it is possible to obtain curves of field intensity and extension as a function of time by processing the acquired voltage data as shown in Sec. 2.4. Figure 3-1(a) shows a measurement from the magnetic pulse resulting from a 2 kV discharge. The evolution of the magnetic field follows the profile expected for an under-damped oscillatory system. It rises quickly initially, at a rate of 87 Oe/µs, and gradually levels off until it reaches a peak of 17.6 kOe after 300 µs. Beyond this point the field decreases. A negative excursion is observed before the damping is complete. Note, however, that the driving force for twin-boundary motion does not change sign throughout the duration of the pulse¹.

The sample extension does not occur concurrently with the magnetic field because there is a finite stress or magnetic pressure that has to be overcome before the twin-boundaries move. Instead, it begins 40 ± 4 µs after the onset of the field, when \( H \approx 3.9 \text{ kOe} \). This threshold field is considerably larger than the field at which an extension is recorded in the DC case, \((1.5 \pm 0.2) \text{kOe}\) (see Sec. 2.4.3 for more information.)

The extension reaches a final value of 0.588 mm at \( t = 365 \mu s \). This corresponds to a strain of 5.95%. The near coincidence of the peak extension with the peak field is coincidental, as the analysis of additional pulses in the following sections will show.

Using a value for the twinning strain of 6.2% (see Sec. 1.3.3) and an active² crystal length of 9.85 ± 0.01 mm, the measured extension suggests that approximately \((96 \pm 4)\%\) of the active crystal volume transformed from one variant to the other through the action of the field. The magnitude of the extension observed suggests that what is limiting further extension in this example is that essentially all of the unstable (under the field) variant was transformed.

In this experiment the nearly total transformation from one variant to the other

¹Field of opposite signs will stabilize opposing 180°-domains, but favor the same variant, thus inducing the same extension.
²See Fig. 2-18.
was achieved at the expense of 480 J of energy for the pulse generation.\textsuperscript{3} It is interesting to point out that only a small fraction of this energy can drive the twin-boundary motion. The maximum energy density that can be coupled into the material, which is numerically equal to the magnetocrystalline anisotropy $K_u = 1.9 \times 10^6$ erg cm$^{-3}$, is about 50 mJ. Joule heating of the resistors accounts for the large remaining fraction of energy. Ultimately, the lower bound for the dissipated energy will be given by the static\textsuperscript{4} (as in pinning defects) and dynamic (as in phonon and electron scattering) hindrances to twin-boundary motion. While these are negligible in comparison with the energy dissipated on the circuit’s resistance, they can cause a temperature increase in the crystal which could push it out of the operation range\textsuperscript{5}.

The rate of extension of the crystal $v$ is the derivative with respect to time of the crystal extension. As discussed in Sec. 2.4.1 the rate of extension is approximated by the slope of a moving linear regression of extension. The resulting set of curves for the rate of extension vs. time can be seen in Fig. 3-1(b). On the same time axis the driving force is plotted, which is obtained from Eq. (1.10) and the values for $K_u$ and $M_s$ of Table 2.1.

Because the driving force saturates so quickly, its profile over time has a step-like shape. Even though the field does not reach its peak until about 300 $\mu$s from the pulse onset, the driving force reaches 90\% of its saturation value after only 59 ± 3 $\mu$s. The rate of extension reaches its peak value of 4 m/s in 139 ± 10 $\mu$s. A direct relation between this rate of extension and the speed of the twin-boundaries cannot be established \textit{a priori} because their exact number is unknown while the pulse lasts. Photographs of the crystal before and after the application of the pulsed magnetic field give information only about the macroscopic regions where one type of variant is clearly predominant.

Notice that the extension reaches its peak value smoothly. It would appear to

\textsuperscript{3}From $U = \frac{1}{2}CV^2$, which gives the energy required to load a capacitance $C$ to a voltage $V$.

\textsuperscript{4}If the twin-boundary is not displaced past the “static” pinning obstacle, of course no work will be done. The work required to free the pinned twin-boundary from the obstacle is meant here.

\textsuperscript{5}That is, temperatures below the martensitic transition temperature. This problem was apparent during AC measurements [48].
decrease after first reaching the peak. This decrease is also reflected in the rate of extension as a small dip immediately after the peak. Accuracy at such level of detail in the deceleration process is not warranted by the precision of the present experiment. Further, the twin-boundaries are expected to move in a jump-like fashion, each “jump” occurring when partial dislocations overcome pinning defects and expand without hindrance forming a mono-layer twin. Through subsequent nucleation of partial dislocations the twin-boundary would advance rapidly (see Sec. 4.2.3.) The present experiment is not suited to measure these processes.

In Fig. 3.1 the above data is plotted as extension vs. field and vs. driving force. As the field (driving force) increases, so does the extension, until the final value is reached. There are no external restoring forces in this experiment, therefore the extension does not decrease. Notice that in this example the extension occurs essentially at constant driving force, because the driving force very quickly reaches the saturation value of $K_u$. This is apparent in the vertical segment of the deformation curve in Fig. 3-2(b).

### 3.2 Actuation without driving force saturation

The sample’s extension for select magnetic field pulses of increasing amplitude is now explored. From Sec. 1.4.2 it is known that the driving force for twin-boundary motion is not linear with the field. The deviation from linearity increases as the Zeeman energy $M_sH$ approaches the anisotropy limit, $2K_u$. Figure 3-3 shows the maximum driving force for pulses of increasing initial capacitor voltage. Because the (peak) field scales with the initial capacitor voltage (Eq. (2.13)), the plot is an indication of the linearity of the (maximum) driving force with the field. From the initial points depicted in Fig. 3-3 it is seen that in this series of measurements the driving force remains close to linear with the field. Figure 3-4 shows the measured extensions (3-4(a)) and corresponding driving forces (3-4(b)). The plots for the extension are similar in shape to those of Fig. 3.1. As the peak driving force or (equivalently) the magnetic pressure increases, the extension increases as well. This monotonic response
Figure 3-2: Pulsed magnetic field experiment results for a 2 kV capacitor discharge, from Fig. 3.1. (a) extension vs. field. It increases from zero to 0.586 mm as the field increases (see arrow) and then remains essentially at that value while the field decreases to zero. (b) extension vs. driving force. It increases from zero to 0.586 mm. During the major part of the extension process the driving force is saturated and thus constant.
Figure 3-3: Peak driving force for twin-boundary motion (discrete points) attained during the discharge of the capacitor bank charged to the indicated voltage. The resulting pulses are discussed in this section. The continuous straight line represents the first order approximation to the driving force from Eq. (1.10). The continuous curved line represents the Eq. (1.10). The data is fitted well by assuming that the peak $H = 8.75 \text{kOe V}^{-1} \times V$, where $V$ is the voltage to which the capacitors are charged. Because the magnetic field scales with the capacitor bank voltage, the plot correctly describes the departure from linearity with field for the more intense pulses.
Figure 3-4: (a) Plots of the extension vs. time and (b) the corresponding driving force vs. time for the magnetic field pulses generated with discharges ranging from 100 to 500 V. The driving force for these pulses does not saturate. This implies that the driving force is close to linear with the field, so that the peak driving force is to first approximation proportional to the capacitor voltage. A 100 V pulse does not cause twin-boundary motion at 0.2 \( K_u \) driving force, or about 0.6 MPa. A 200 V discharge generates a peak driving force of about 0.5\( K_u \approx 1.5 \)MPa, which is enough to generate an extension. It is apparent that increasing the pulse amplitude also increases the displacement.
Figure 3-5: Plot of the peak extension vs. the driving force (i.e. magnetic pressure on the twin-boundary), from the curves plotted in Fig. 3-4. It can be seen that although monotonic, the extension is not linear with the magnetic pressure. A threshold-like behavior is apparent.
is not linear however, as is seen more clearly from Fig. 3-5. Pulses of similarly spaced driving force give rise to extensions that are small and close together at low driving forces, and larger and further apart for large driving forces. The net field-induced extension vs. driving force appears to be threshold-like, with the threshold driving force located at $\Delta G \simeq 0.5 K_u = 1.5 \text{MPa}$, which corresponds to a field of 2.2 kOe. From Fig. 3-4(a) two onset times for the extension appear to exist. For the 440 V and 500 V pulses the extension commences at about 140 $\mu$s, whereas for the pulses of 400 V and below the extension sets in around 260 $\mu$s.

Consider the 250 V pulse, which has a peak driving force of 0.48 $K_u$. The extension appears to begin for this pulse at 252±4 $\mu$s from the onset of the field when the driving force exceeds 0.47 $K_u$. The fact that an extension is observed (it peaks at 0.018 mm) for this pulse implies that $|\Delta G| \geq 0.47 K_u$ can drive the twin-boundaries.

The 500 V discharge is now considered having this in mind. It is apparent that the twin-boundary motion begins at a driving force of about 0.32 $K_u$, which is smaller than in the previously mentioned case. Moreover, it stops when $\Delta G$ becomes smaller than about 0.45 $K_u$, some 500 $\mu$s after the pulse begins. This is surprising, because when time $t \in [500, 540] \mu$s the driving force remains above the 0.32 $K_u$ threshold, and the extension would be expected to continue.

Consider in turn the 300 V discharge. Twin boundary motion begins in this case when $\Delta G$ exceeds 0.56 $K_u$, and peaks after $\Delta G$ has reached its maximum value, at a level of 0.41 $K_u$. Notably, this value is smaller than the value at onset of the extension.

These results suggest that twin-boundary motion observed in these experiments is not solely a function of the driving force. In principle it would be possible to associate an inertia to the twin-boundaries, a matter subject to discussion in Sec. 4.2.2.

### 3.3 Actuation with driving force saturation

Consider now the case where the driving force is close to the anisotropy energy ($K_u$). Figure 3-6(a) shows the extension vs. time for the pulses of driving force plotted vs. time in Fig. 3-6(b). In this series of experiments a crystal of length 9.85 ± 0.01 mm
Figure 3-6: (a) Plots of the extension vs. time and (b) the corresponding driving force vs. time for the magnetic field pulses generated with discharges ranging from 1 to 3 kV. It is apparent from (b) that the driving force saturates. Its profile resembles a step function, and each pulse has a slightly different rise time or initial slope. The length of the crystals is 9.85 ± 0.01 mm, except for the second pulse labelled 2000 V*, obtained with a 8.00 ± 0.01 mm long crystal.
was utilized, except for one of the 2 kV pulses (labelled 2000 V*) for which the length was 8.00 ± 0.01 mm., see Fig. 3-6.

In this case the driving force is no longer close to proportional to the field, and it is apparent that the driving force flattens when it reaches $K_u$. The field quickly becomes intense enough to force the alignment of the magnetization with it, so that the driving force becomes equal to the magnetocrystalline anisotropy for a range of fields\(^6\), and the profile is a nearly square pulse. The extension essentially stops while the driving force is above the threshold value at extension onset. As mentioned in Sec. 3.1, this is attributable in part to the fact that almost all the active volume\(^7\) of the crystal has been transformed.

The three 2 kV pulses have the same driving force profile to within measurement uncertainties (see Fig. 3-6(b).) From Fig. 3-6(a) the corresponding extensions are different, most notably between the second pulse (the first one for 2 kV) and the two following ones. While the extension of the second pulse is 0.449 ± 0.002 mm the final value of the following two pulses is higher (0.587 ± 0.002 mm and 0.591 ± 0.002 mm.) Thus, the second pulse’s extension is about 77% of that of pulses 3 and 4. The difference is not unexpected given the difference in active lengths for both cases (8.00 ± 0.01 mm vs. 9.85 ± 0.01 mm.)

The five pulses here described saturate the driving force (thus peaking at $K_u$.) They do so with different threshold times, and at varying speeds, so that the driving force-saturation lasts different time amounts. The first pulse of this series, obtained from a 1 kV discharge, reaches saturation of the driving force 200 $\mu$s after pulse onset, about 140 $\mu$s after the 3 kV pulse reaches saturation, and remains at saturation for about 210 $\mu$s, almost 290 $\mu$s less than the latter. This notwithstanding, it reaches a final extension of 0.664 ± 0.002 mm, surpassing the final extension for the 3 kV pulse (0.614 ± 0.002 mm.)

The extension onset times for the different pulses seem to coincide at 50 ± 5 $\mu$s for all but the least intense pulse of the series. The latter begins its extension at

\(^6\)i.e., for $|H| > 2K_u/M_s$.
\(^7\)See Sec. 2.2.3.
$100 \pm 5 \mu s$ from pulse onset. This seems consistent with the the driving force profile in Fig. 3-6(b).

### 3.4 Crystal extension and time derivatives

Cumulative plots of the extension vs. the peak field and driving force are presented in Fig. 3-7. It is apparent that in Fig. 3-7(a) the final extension increases sharply once the peak field exceeds a threshold of about 2kOe. It reaches saturation around 0.66 mm near 8.7 kOe, corresponding to the field-induced variant transformation of the full volume, essentially.

Fig. 3-7(b) shows the data vs. the driving force. A threshold driving force at about half the anisotropy is observed in Fig. 3-7(b) as before in Fig. 3-5, but the trend is developed beyond the small-intensity pulses.

Since fields in excess of 7.85 kOe saturate the driving force, the abscissae of active driving force for twin-boundary motion are bounded to the interval $[0.49, 1.0] \times K_u$, that is, fields within $[2.24, 7.85]$ kOe. The extension is bound between $\delta x = 0$ and $\delta x = 0.66$ mm. In this range, the final extension increases with the peak driving force.

Fig. 3-7(b) displays scatter in the data. Specifically, pulses with essentially the same peak driving force give rise to different final extensions. The strict monotonicity of the final extension is therefore lost.

The rate of extension generally proceeds as exemplified by Fig. 3-1(b) and Fig. 3-8. It rises from zero to a peak value and then subsides. It can be seen from Fig. 3-1(b) that the peak occurs at earlier times for large peak fields than for low ones. 2 kV pulses and higher subside before the field reaches its peak value, indicating that by then the extension is complete. Similar peak rate of extensions are attained by the 1 kV pulses and higher, with one exception for one 2 kV pulse, which also has a broader peak. In Fig. 3-9 the cumulative plot of the peak rate of extension$^8$ vs. driving force is shown for various pulses. Upper and lower bounds for the mobility can be sketched on the plot, and show a minimum and maximum mobility at given field levels, which

---

$^8$The peaks of the rate of extension vs. time curves, such as Fig. 3-8.
Figure 3-7: Peak extension for various pulses, in terms of (a) the peak field and (b) the peak driving force.
Figure 3-8: Rate of extensions obtained from the data plotted in Fig. 3-4(a) and Fig. 3-6(a).

Figure 3-9: Cumulative plot of the peak rate of extension vs. the peak driving force. The envelopes drawn for the data give bounds for the mobility of the twin-boundaries in this crystal.
increase with the driving force.

As was mentioned earlier, it is technically important for applications to have an order of magnitude estimate of the effective acceleration of the extension. As discussed in Sec. 2.4.2 one such estimate can be obtained from from Eq. (2.14). Figure 3-10 plots these effective accelerations vs. the driving force. If can be seen that the maximum effective acceleration is $50 \text{ m s}^{-2}$ (about $5 g$) and that it remains essentially zero for small driving force. For a driving force greater than $0.42 K_u$ the effective acceleration augments with the driving force, at a rate of approximately $25 \text{ m s}^{-2}$ per $K_u$ ergs of energy input until saturation of the driving force is reached. Alternatively, it is possible to say that the effective acceleration increases by $80 \text{ m s}^{-2}$ per MPa of driving force, where the expression of Eq. (1.11) was used to write the driving force as a magnetic pressure. In Sec. 4.2.2 possible reasons for the existence of this inertia are discussed.

The accumulation of points at $-\Delta G = K_u$ shows that parameters other than the driving force influence the effective acceleration.

---

Figure 3-10: Effective acceleration as per Eq. (2.14) for pulses of varying peak driving force.
Figure 3-11: Plots of the onset time ($t_o$) vs. peak field (a) and vs. peak driving force (b). The onset time was found as the time at which the extension first exceeded the threshold extension of 0.005 mm.
3.5 The extension onset

It is desired to determine the characteristics of the extension onset. To that end a value of 0.005 mm was chosen as the extension that allows us to determine consistently when the extension has begun (see Sec. 2.4.3.) Fig. 3-11(a) shows the onset time vs. the peak field and the peak driving force respectively, for various pulses.

Note that the onset time varies with each field-pulse. It takes on values from 50 $\mu$s to 280 $\mu$s. The lowest onset times ($< 100 \mu$s) are observed for peak fields above 5 kOe.

In Fig. 3-11(b) the same data is shown, but plotted as onset time vs. driving force (or magnetic pressure.) The general trends in the onset time observed before in terms of the field are manifest as well in this case. For very small driving forces (below about $0.47 \times K_u$) no points are registered, indicating that a weak driving force is not capable of moving twin-boundaries. The onset time tends to decrease with peak driving force, showing that mobility of the twin-boundaries is high enough to respond to a driving force which rises with increasing speed. This can be seen better in Fig. 3-12, where it is also apparent that the onset time at higher driving forces tapers off.

![Graph](image.png)

Figure 3-12: Plot of the onset time vs. the peak rate of driving force increase.
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Figure 3-13: Selected images from a high-speed (1000 fps) movie of the twin-boundary motion in a single crystal of Ni–Mn–Ga under the action of a field that was ramped up from 0 to about 6 kOe in 6 s (see Sec. 2.6.)
Figure 3-13: (cont’d.) Selected images from a high-speed (1000 fps) movie of the twin-boundary motion in a single crystal of Ni–Mn–Ga under the action of a field that was ramped up from 0 to about 6 kOe in 6 s (see Sec. 2.6.)
3.6 Discrete twin-boundaries

The transformation of one variant to the other by the action of a magnetic field (or a stress for that matter) in general does not take place uniformly along the length of the crystal. In fact, it seems to proceed in discrete locations of the crystal, which results in alternate regions of reciprocal twins that appear as characteristic bands on the sides of the crystal. This was observed early on in the development of this work, and is most clearly seen in the succession of images from the high-speed video in Fig. 3-13.

Greater control of the field than in the set of images from Fig. 3-13 is achieved with the pulsed-field experiments. In Fig. 3-14 the evolution of the extension of the Adaptamat crystal used for the pulsed-field experiments of the previous sections is shown. The images were obtained without resetting the crystal after every pulse, in contrast to what was done previously.

It is observed that initially the field-pulse is able to generate two thin twin bands. A second and third pulse of identical shape and amplitude causes these twin bands to thicken and two new ones to appear each time. Subsequent pulses mostly thicken existing twin bands, but no new ones appear except on one occasion (Fig. 3-14(i)) where the pulse height was slightly larger. It is apparent that particularly cracks in the crystal can stop the motion of a twin-boundary and pin it. Notably, a stable configuration is reached after several pulses (Fig. 3-14(l)): it does not change if additional pulses (of the same intensity are applied.)
Figure 3-14: Images of the evolution of individual twins for a series of field-pulses generated with 300 – 320 V discharges. The solid arrows indicate twin bands that were not observed after the previous pulse. The empty arrows indicate motion of a twin-boundary in the direction of the arrow as compared with the previous pulse.
Figure 3-14: (Cont’d.) Images of the evolution of individual twins for a series of field-pulses generated with 300 – 320 V discharges. The crystals were not reset after each pulse. The solid arrows indicate twin bands that were not observed after the previous pulse. The empty arrows indicate motion of a twin-boundary in the direction of the arrow as compared with the previous pulse.
(h) Pulse 6: 2.2 kOe peak field.

(i) Pulse 7: 2.5 kOe peak field.

(j) Pulse 8: 2.2 kOe peak field.

Figure 3-14: (Cont’d.) Images of the evolution of individual twins for a series of field-pulses generated with 300 – 320 V discharges. The crystals were not reset after each pulse. The solid arrows indicate twin bands that were not observed after the previous pulse. The empty arrows indicate motion of a twin-boundary in the direction of the arrow as compared with the previous pulse.
Figure 3-14: (Cont’d.) Images of the evolution of individual twins for a series of field-pulses generated with 300 – 320 V discharges. The crystals were not reset after each pulse. The solid arrows indicate twin bands that were not observed after the previous pulse. The empty arrows indicate motion of a twin-boundary in the direction of the arrow as compared with the previous pulse.
Chapter 4

Discussion

This Chapter discusses the results reported in Chapter 3. In Sec. 4.1 the results of Chapter 3 and their relation to the quasi-static field-induced twin-boundary motion reported by Murray et al. [61] are commented on. In Sec. 4.2.1 the effect of eddy currents on the value of the magnetic field inside the crystal is discussed. In Sec. 4.2.2 the influence of the system's mass on the onset of the extension is considered, and in the following Sec. 4.2.3 the same problem is discussed from the point of view of nucleation of partial dislocations as the rate-limiting process during twin-boundary motion. Following this, data on the rate of extension from the previous section is discussed in terms of the influence of crystal defects (Sec. 4.2.5.) In Sec. 4.3 the implications of the pulsed-field experiments here described are indicated.

4.1 Quasi-static driving forces vs. dynamic driving forces

In Fig. 3.1 the extension vs. field and extension vs. driving force for a pulsed-field experiment has been shown. Consider now Fig. 4-1, where the quasi-static extension from [39,61] is superimposed over data for the real-time extension for 600 V and 2000 V pulses. It is apparent that the final extensions attained by the pulsed- and quasi-static actuation are of comparable magnitude. Note in particular the empty
Figure 4-1: Plots of the extension ($\delta x$) vs. peak driving force (peak $\Delta G$) for a 2 kV pulse (black) and a 600 V pulse (gray.) Superimposed are prior results of Murray et al. [61] (dotted line.) In all cases the field was increased from 0 following the arrows, and a extension then developed. In the absence of restoring forces the extension does not decrease to zero with the driving force. The empty squares indicate the maximum extension for the peak field.
squares, indicating the extension that is obtained using as abscissa the peak driving force. The curve for the 600 V pulse reports a strain at driving forces for which the 2 kV pulse does not yet show a response. Moreover, in both cases the extension seems to be smaller at given driving force than in the quasi-static case during the initial stage of the deformation. This kind of behavior is common to all pulsed-field data obtained here, and could be due to a number of factors:

- Eddy currents reduce the effective field inside the material. In this case, the field inside the sample could a priori lag behind the field outside of it. Since the latter one is measured, the difference between the curves in Fig. 4-1 could be explained with the use of a distorted abscissa. The problem is addressed in Sec. 4.2.1 below.

- The sample's mass causes the response to be inertial. As the twin-boundaries sweep across the sample, the atoms are displaced according to the twinning strain. As of yet untransformed material opposite the fixed end of the sample is displaced. This untransformed mass slows down the extension, because it can not adjust instantaneously to the value expected for the driving force at that moment. In Sec. 4.2.2 this effect is discussed.

- The partial dislocations responsible for the transformation of variants have to form and then move. In this scenario, barriers to the motion of the partial dislocations are overcome at a rate that depends on the barrier height (and in principle also on the temperature), so that in any case the dislocation breakaway requires time to occur. A distribution of such barriers could exist. These barriers can be classified according to two broad categories. On the one hand are barriers associated with the Peierls energy, and with the energy associated with the formation of a partial dislocation loop. These are intrinsic to the material. On the other, there is a spectrum of defects that pin existing partial dislocations and preclude further motion, which are extrinsic in nature. These are considered in Sec. 4.2.3.

\footnote{As mentioned before, twinning occurs as partial dislocations sweep across the twin plane.}
A new perspective of the difference between quasi-static and dynamic actuation is provided by Fig. 4-2, which presents the final extension (data points) as a function of the peak driving force, together with the quasi-static extension (solid line.) Note that the extensions for the various pulses are obtained from a sample that is reset after each actuation.

In the quasi-static case the twin-boundaries presumably have time to reach a configuration where they are at equilibrium for the given driving force. For the set of final extensions for pulsed fields, on the other hand, it is not possible to say a priori that the twin-boundaries have reached equilibrium positions\(^2\). In fact, it has been shown [47] recently that the time dependence of the field-induced strain (at constant field) in Ni–Mn–Ga can be fitted by functions that have an exponential time dependence of the form \(\exp(-t/\tau)\), where \(\tau\) is of the order of 10 minutes. Consequently, the data sets in Fig. 4-2 are inherently different. In the end, it is a matter of mobility of the twin-boundaries whether or not they can follow the rapidly varying driving force during a magnetic field pulse (see Sec. 5.2.5.)

While the pulsed-field data in Fig. 4-2 has more scatter than the quasi-static data, there is a reasonable match between both data series, suggesting\(^3\) that the final values of the displacement are weakly dependent on the rate at which the field is applied.

## 4.2 Factors that can control the extension process

### 4.2.1 Eddy currents and the field inside the ferromagnetic shape memory alloy

The values for the field inside the Helmholtz coil are obtained from the measured current, using the calibration procedure of Sec. 2.1.3. A Ni–Mn–Ga sample placed at the center of the coil is not necessarily exposed to the same field. While constant magnetic fields are not shielded by a conductor, time-varying fields do generate eddy

\(^2\)Note the possible effects on the extension enumerated at the beginning of this section.

\(^3\)If the final extension depended strongly on the rate at which the field is applied, a greater disparity between the two data-sets of Fig. 4-2 would be expected, especially at high fields.
Figure 4-2: (a) Plots of the final extension $\delta x$ vs. peak field $H$ and (b) vs. peak driving force $\Delta G$ for various pulses (gray circles.) Note that after each pulse the crystal was reset. Superimposed are the results of Murray et al. [61] for quasi-static fields (empty squares and dotted lines.) The arrows indicate the direction in which the field in the quasi-static case was slowly varied (about 10 min between points.)
currents in it, and thus modify the applied field [62]. Ni–Mn–Ga’s conductivity cannot be neglected (see Tab. 2.1) and could result in eddy currents inside the sample when the field varies with time. The effect has to be analyzed. A typical descriptor of the effect is the skin depth, the distance over which an electro-magnetic (EM) wave of given frequency in a linear conductive medium attenuates to $1/e$. It is defined as

$$\delta = \frac{c}{\sqrt{2\pi \mu \sigma \omega}} \quad \text{(cgs)} \quad (4.1)$$

where $c$ is the speed of light, $\mu$ is the permeability in the material, $\sigma$ is the conductivity in the material and $\omega$ is the frequency of the EM-wave (see App. B.1.) It is clear that the skin depth decreases with increasing frequency. A wave with frequency\(^4\)

$$\omega_r = 2\pi/(2 \times 620 \, \mu s)$$

is thus expected to be attenuated by a factor $1/e$ after traversing 6.2 mm of Ni–Mn–Ga\(^5\). Nevertheless, the time-dependence of the field generated in the pulsed-magnetic field experiment is not fully characterized by a sinusoidal EM-wave. The exact description of the magnetic field inside the crystal requires considering the sample’s finite dimensions and the non-linear susceptibility. Because of the non-linearity, superposition of plane waves cannot be used a priori to obtain a solution. However, a qualitative understanding of the effect of eddy currents in the experiment can be gained from a simplified problem, as follows. Consider a semi-infinite volume of ferromagnetic shape memory alloy with easy axis aligned along the $\hat{z}$ axis, and extending over all $x \geq 0$, $y$, $z$. A field applied in the $\hat{z}$-direction will not change the magnetization (its ferromagnetic part, that is) because it is already aligned with the field. In this case the susceptibility becomes the susceptibility of vacuum and the fields in that (and only that) direction can be described as a superposition of plane-waves\(^6\) with magnetic vector aligned with $\hat{z}$.

From Sec. B.1 it is possible to find an approximate value for the field inside the semi-infinite volume when the empty space on $x < 0$ sees a pulsed magnetic field as in the present experiments. Figure B-3 shows the field evolution inside a material having the conductivity of Ni–Mn–Ga. It is important to note two points in this

\(^4\)This is a representative frequency in the spectrum of the field-pulses used in this work.
\(^5\)Compare this value to the thickness of the samples, about 5 mm.
\(^6\)Transverse electromagnetic waves.
regard. First, the field at the center of the material lags the field at the surface. Second, there can be a significant field amplitude inside the material even though the pulse has subsided outside, and it can persist for about twice the pulse duration.

It is possible to find a correction (hereafter referred to as skin-depth correction) to the pulse shape obtained from the field in air by analyzing the difference between the latter and the average field across the sample thickness. Figure 4-3 shows a modified version of Fig. 4-1. The extension vs. driving force shown in Fig. 4-1 is reproduced together with the extension vs. \( \langle H \rangle_{\text{thickness}} \), the average field inside the material, as inferred from the measured field and the procedure detailed in App. B (curves with superscript \("*\)). The extension curves are shifted to lower fields, and in particular the onset field resembles more the data obtained in the quasi-static case (considering a possible small disparity with the threshold field of the quasi-static data\(^7\)). Nevertheless, in the case of weaker pulses (600 V) it would seem that the correction is excessive. Notice that the correction gives a lower bound for the field

\(^{7}\)This data was obtained with a different crystal of similar dimensions [61].
inside the material, because it is obtained assuming that the field penetrates the sample on a single face\(^8\).

Figure 4-4 displays the extension vs. the peak driving force and the average driving force, along with the data from [61]. Again it is apparent that the correction is excessive.

This means that the field inside the Ni–Mn–Ga sample closely resembles the field in air. A direct implication for the design of Ni–Mn–Ga-based actuators is that in samples of about 5 mm thickness the effect of eddy currents can be neglected in a first approximation for frequencies of up to \(\omega \simeq 5\) kHz or pulse rise times greater than 620 \(\mu\)s.

\(^8\)This is because the model assumes a semi-infinite conductor.
4.2.2 Sample inertia

The objective of this section is to estimate the effect of the mass of the crystal on the speed at which the extension can occur. A simple Newtonian equation of motion for the center of mass of the crystal can be proposed as follows.

Consider the arrangement of Fig. 4-5. It depicts a slab of Ni–Mn–Ga of thickness $\delta L_n$, with its center of mass at $CM$, and a magnetization $M_2$. The base of the slab is a twin-boundary, and thus the slab can shear under the action of a field of suitable intensity and direction as the twin-boundary moves vertically. The twinning shear will involve atomic motion along the twinning direction $\hat{t}$ (of a magnitude proportional
to the distance to the base.) In that case the center of mass will experience a shift of \(dx\) to the right, taking on the position \(CM'\).

Imagine that for \(\delta L_n \simeq d_{(202)}\) this process were allowed to happen quasi-statically\(^9\), by pulling from the center of mass in direction \(-\hat{t}\) with strength \(f\), exactly balancing the magnetic forces that cause the twin-boundary motion. With \(A\), the area of the base of the slab, and the volume fraction \(\chi\) of material that transformed to the reciprocal twin, it is\(^10\):

\[
f dx = \delta W = \Delta G V \frac{d\chi}{dx} dx
\]

\[
\Rightarrow f \simeq \frac{\Delta GA}{\epsilon_o}
\]

where \(\epsilon_o\) is given in Eq. (1.1). Thus, the driving force for twin-boundary motion calculated in Chapter 1 is related to the force \(f\) on the center of mass of a slab of Ni–Mn–Ga next to a twin-boundary through Eq. (4.2). The forces on all the twin-boundaries of the crystal will ultimately cause its center of mass to move as if the sum of the forces on the twin-boundaries were applied to it. In other words, for \(n_t\) mobile twin-boundaries,

\[
\dot{x} = \frac{\Delta G}{\rho \epsilon_o} n_t
\]

Based on the measured or modelled \(\Delta G\), it is straightforward to solve Eq. (4.3) for a given number of mobile twin-boundaries. Because these results must be compared with a measured quantity, i.e. the extension, an expression that relates \(x_{CM}\) with the displacement \(\Delta L_t\) of the top right tip of the crystal has to be obtained. This depends, of course, on the number of mobile twin-boundaries \(n_t\) and their position along the crystal.

Consider the case of a single mobile twin-boundary \((n_t = 1)\), and assume that it is originated at one of the ends of the crystal. Figure 4-6 describes the two possibilities.

---

\(^9\)This means that the kinetic energy can be neglected.

\(^{10}\)Calculating \(\delta W\) at any point of the shearing stress requires a detailed description of the mechanism. Instead, it is possible to obtain an estimate for the average force needed to shear a mono-layer twin, by rewriting the expression when \(dx\) is the displacement corresponding to the twinning shear.
In Fig. 4-6(a) twin-boundary motion proceeds by the downward motion of a twin-boundary generated at the free end. This will be referred to as the top case. The center of mass ($CM_s$) of the sheared region (a volume fraction $\chi$ of the crystal of height $L_n$) has moved a distance $\chi L_n \varepsilon_o$, and the untransformed volume fraction did not move. In Fig. 4-6(b) twin-boundary motion proceeds by the motion upward of a twin-boundary generated at the holder. This will be referred to as the bottom case. In this case the sheared region’s center of mass $CM_s$ is displaced by $\chi L_n \varepsilon_o$, as in the previous case. However, the center of mass of the untransformed part is displaced as well, by $2\chi L_n \varepsilon_o$. 

Figure 4-6: Two possible positions of a single mobile twin-boundary in a crystal of Ni–Mn–Ga. In (a) twin-boundary motion proceeds by the motion downward of a twin-boundary. Only the center of mass $CM_s$ of the sheared volume fraction is displaced. In (b) twin-boundary motion proceeds by the motion upward of a twin-boundary. The center of mass $CM_u$ of the untransformed volume fraction is displaced by the same amount as the tip of the sheared volume fraction, twice the amount that $CM_s$ was displaced.
The center of mass of the crystal is therefore:

\[
x_{CM} = \begin{cases} 
  \epsilon_o L_n \chi^2 & \text{top case} \\
  \epsilon_o L_n (2\chi - \chi^2) & \text{bottom case}
\end{cases}
\tag{4.4}
\]

where naturally \( \chi \in [0, 1] \). Equivalently, the volume fraction transformed as a function of \( x_{CM} \) may be obtained,

\[
\chi = \begin{cases} 
  \sqrt{\frac{x_{CM}}{\epsilon_o L_n}} & x_{CM} \leq \epsilon_o L_n, \text{ top case} \\
  1 - \sqrt{1 - \frac{x_{CM}}{\epsilon_o L_n}} & x_{CM} \leq \epsilon_o L_n, \text{ bottom case} \\
  1 & x_{CM} > \epsilon_o L_n
\end{cases}
\tag{4.5}
\]

With these equations, the displacement of the tip of the crystal, \( \Delta L_t \) is readily computed as:

\[
\Delta L_t = 2\epsilon_o L_n \chi \tag{4.6}
\]

It is now possible to plot the time elapsed since the pulse onset at which the extension reaches a threshold value of 0.005 mm, since it is directly related to \( \Delta L_t \):

\[
\delta x = \Delta L_t \sin \alpha \tag{4.7}
\]

where \( \alpha \) is the angle that the twin plane subtends with the crystal's long axis, (see Fig. 2-18) and \( L_n \) accordingly becomes \( L_n = L \cos \alpha \). Figure 4-7 shows the onset time expected from the model for the top case \( (t_o^{top}) \) and bottom case \( (t_o^{bottom}) \), superimposed on the data from Fig. 3-11 (discrete points.) Figure 4-7 actually describes the influence of two factors on the field-dependence of the onset time. One is the time \( t_{th} \) it takes the field to reach the threshold value for twin-boundary motion, 1.5 kOe. The other is the position along the crystal's long axis where twin-boundary motion starts. This defines lower and upper bounds for the onset time in the case of a single mobile twin-boundary (the top and bottom cases respectively.) Note that the driving force increases linearly with the number of active twin-boundaries, resulting in an acceleration of the center of mass of the crystal, and corresponding lowering of the
onset time. It can be assumed that the number of twin-boundaries that can move at lowest driving forces is small. This explains the good agreement with experiment, since only onset-times are considered.

Note that there are no fitting parameters in the model. It is also possible to introduce a modification in the model and set the threshold field to 2 kOe. In that case Fig. 4-8 is obtained. It is apparent that with the modification the model brackets the data better. The discrepancy between the threshold field measured and the numerical value that better brackets the data is not yet understood, but could be attributable to an uncertainty in the measurement of the threshold field.

These results suggest that the most important factor limiting the onset of the extension in the sample studied is the mass inertia.

4.2.3 Formation and pinning of twin-boundaries

The motion of the twin-boundaries in the direction of the twin plane normal occurs through the expansion of partial dislocation loops. The mechanisms governing the motion of these partial dislocations will therefore affect the motion of the twin-boundary.

Although having a driving force for twin-boundary motion implies a driving force for the motion of the partial dislocations, other driving forces not accounted for so far also affect their motion. In particular, energy is spent in the creation of a partial dislocation loop, because atoms are displaced from their equilibrium positions against the action of a force. It means that the partial dislocation loops have to be nucleated. It is thus conceivable that even though a driving force for twin-boundary motion exists, the actual twin-boundary motion will only occur when sufficient "suc-

\(^{11}\)Throughout this document the twin plane normal has been labelled \(\hat{a}\). It corresponds to the direction \([101]\), which is the normal of the (202) planes of the austenitic \(Fm\bar{3}m\) lattice.

\(^{12}\)The Burgers vector is a displacement along the twinning direction \([101]\), of magnitude \(2\varepsilon_0d_{(202)} \approx 1.5\) nm.

\(^{13}\)There is a line-tension associated to the partial dislocation, and a surface energy associated to the stacking fault concurrently created.

\(^{14}\)Nucleation is governed by hetero-phase fluctuations, the rate at which nucleation attempts take place, and the fraction of such attempts that creates a stable partial dislocation loop. Temperature greatly affects these rates, and one can refer to these as thermally activated processes.
Figure 4-7: (a) Onset time vs. peak field and (b) onset time vs. peak driving force for various pulses and for the model of this section. The discrete points are from Fig. 3-11 and the continuous lines are the model result.
Figure 4-8: (a) Onset time vs. peak field and (b) onset time vs. peak driving force for various pulses and for the model of this section. The discrete points are from Fig. 3-11 and the continuous lines are the model result, for $H_{th} = 2\,\text{kOe}$. 
cessful” nucleation attempts have occurred.

Forces not yet considered in this discussion could act on partial dislocation loops that have already been nucleated. Such is the case of pinned partial dislocations that are precluded from further motion even though there exists a driving force for twin-boundary motion. Once again, overcoming the energy barrier represented by the pinning obstacle requires work, and the rate at which attempts to overcome the barrier take place will be of importance.

It is necessary to estimate the impact that these processes have on the twin-boundary velocity and the rate of extension of the crystal.

4.2.4 Partial dislocation average velocity and twin-boundary velocity

In their 1959 paper, Johnston and Gilman [64] were able to estimate average dislocation velocities and densities in lithium fluoride single crystals after applying stress pulses of varying intensity and duration by observing the displacement of etch pits at the dislocations’ intersection with the crystal surface. The magnetic field pulses applied to the Ni–Mn–Ga single crystals in the experiments here described also result in plastic flow, but it occurs by the motion of a different kind of defect, viz. twin-boudaries. It was mentioned that these advance in direction \( \hat{n} \equiv [101] \) when partial dislocations with Burgers vector along \( \hat{t} \equiv [\overline{1}01] \) nucleate and expand on (202). They cannot be observed directly in the present experimental setup however, so a comparison with [64] is not possible.

A way to obtain estimates of the velocities of the partial dislocations is to relate the measured the rate of extension of the crystal \( v \) to the average twin-boundary velocity \( \bar{v}^{tb} \), and by extension to the partial dislocation average velocity, \( \bar{v}^{\perp} \). The meaning of these different velocities is clarified in Fig. 4-9. As indicated, the rate of extension \( v \) is the time derivative of the extension of the crystal. It is parallel to the

---

15See for example [63].
16See also App. C.
Figure 4-9: Schematic of the relation between the rate of extension $v$, the twin-boundary velocity $\overline{v}^{tb}$ and the partial dislocation average velocity $\overline{v}^\perp$. $v$ is the time derivative of the extension of the crystal. $\overline{v}^{tb}$ is the twin-boundary velocity, normal to the twin plane. $\overline{v}^\perp$ is the velocity of the partial dislocation loops as they expand on the twin plane.
crystal long axis. The atomic motion during the movement of a twin-boundary occurs along the twinning direction $\hat{t} \equiv [\overline{1}01]$. Consequently, the free end of the crystal will be displaced in that direction, an amount $\delta L_t$ (see Fig. 4-6.) It can be seen that $v$ is related to this displacement by the relation:

$$v = \sin \alpha \frac{d\Delta L_t}{dt} \quad (4.8)$$

The clear regions in Fig. 4-9 are twin bands, whose borders define the twin-boundaries. Some of the twin-boundaries may be mobile at given time and move in direction $\pm \hat{n} \equiv \pm [101]$ by an amount $\Delta L_n$. This is the basis for the relation between $v$ and $\vec{v}^{tb}$:

$$m \vec{v}^{tb} = \frac{d\Delta L_n}{dt} \quad (4.9)$$

where the assumption was made that there are $m$ mobile twin-boundaries and that the twin bands are inclined by an angle $\alpha$ (see Fig. 4-9)\(^{17}\). A motion $\Delta L_n$ of the twin-boundaries can only occur through the transformation of twin variant 2 into twin variant 1 through the twinning shear, so that the displacement $\Delta L_t = 2\epsilon \Delta L_t$ occurs. Consequently,

$$v = (2\epsilon_o m \sin \alpha) \vec{v}^{tb} \quad (4.10)$$

To obtain a relation between $\vec{v}^{\perp}$ and $\vec{v}^{tb}$, it is convenient to consider the time employed by a twin-boundary to move the distance between consecutive (202) planes, $\delta t_{(202)}$, which is simply:

$$\delta t_{(202)} = \frac{d_{(202)}}{\vec{v}^{tb}} \quad (4.11)$$

$\delta t_{(202)}$ can be equated to the time required by partial dislocations to completely sweep out a twin plane. It is assumed that the same average number $N$ of partial dislocations is created on every (202) plane that is crossed by the twin-boundary. In the absence of homogeneous field-induced nucleation (see Sec. C.1.1) this is reasonable because partial dislocations are annihilated after expanding and covering the sample’s

\(^{17}\)Usually $45^\circ$ in applications that seek to obtain an as large as possible extension, as is the present case.
twin plane area\textsuperscript{18}. The boundary of the partial dislocation loop is assumed to expand
at constant velocity $\overline{\nu}_\perp$. In time $\delta t_{(202)}$, each loop will have swept out a twin-boundary
area equal to $\pi (\overline{\nu}_\perp \delta t_{(202)})^2$, so that $\mathcal{N}$ loops will have swept out the entire the twin
plane area $\phi$ (see Fig. 4-9.) Consequently,

$$\delta t_{(202)} = \sqrt{\frac{\phi}{\pi \mathcal{N} \overline{\nu}_\perp}} \tag{4.12}$$

From Eq. (4.11) and Eq. (4.12),

$$\overline{\nu}_\perp = \sqrt{\frac{\phi}{\pi \mathcal{N} d_{(202)}^2}} \overline{\nu}^{\tilde{b}} \tag{4.13}$$

Equation (4.13) together with Eq. (4.10) furnishes the desired relations between the velocities. It can be useful to write the relation between $\overline{\nu}_\perp$ and $v$ explicitly:

$$\overline{\nu}_\perp = \left(\frac{\sqrt{\phi}}{2\sqrt{\pi} \epsilon_o \sin \alpha d_{(202)}}\right) \frac{v}{m \sqrt{\mathcal{N}}} \equiv A \tag{4.14}$$

where the numerical value of the constant $A$ is evaluated to be $2.1 \times 10^9$.

It is instructive to consider Eq. (4.13) from a different point of view. Suppose there
is a single mobile twin-boundary ($m = 1$), and that a single partial dislocation loop is
formed during the time $\delta t$ ($\mathcal{N} = 1$.) With a rate of extension of about 300 cm/s that
partial dislocation front would have to move at speeds\textsuperscript{19} of the order of $6 \times 10^{11}$ cm s$^{-1}$
which proves that $\mathcal{N} \gg 1$.

Conversely, the value of $\mathcal{N}$ can be estimated when the partial dislocations move at
the speed of sound in Ni–Mn–Ga, some $\sqrt{E_Y / \rho_{NiMnGa}} \simeq 2.9 \times 10^4$ cm/s. At the same
rate of extension it follows $\mathcal{N} \simeq 4.8 \times 10^{14}$, which appears to be an unusually large
number. As can be seen from a quick estimate\textsuperscript{20} it is about three orders of magnitude

\textsuperscript{18} When partial dislocation loops "touch" each other coalesce.

\textsuperscript{19} i.e. $\overline{\nu}_\perp$.

\textsuperscript{20} $\mathcal{N}$ is the number of loops existing on the plane of area $\phi$. Roughly $\sqrt{\mathcal{N}}$ loops will be crossed by
a line of length $\sqrt{\phi}$. Etching a surface perpendicular to the twin plane and parallel to the line would
reveal $2\sqrt{\mathcal{N}}$ etch pits, that is, $8.6 \times 10^7$ pits per cm. In comparison, the square root of dislocation
larger than in heavily cold worked metals. The real number of partial dislocations is likely to be smaller (because of annihilation and because not all loops are created at the same instant).

The reason such large values for \( N \) are obtained is the assumption that twin planes are swept out sequentially. In fact, it would be possible for partial dislocations to nucleate on (202) planes immediately above an expanding loop, since the faulted area inside the loop constitutes the local twin-boundary. Several consecutive twin planes could be transformed concurrently.

A method to account for this effect is outlined in Sec. C.4. With it, the values of the \( N \) required for given \( \bar{v} \) would be smaller.

In conclusion, the estimates of the prior section show that a magnetic field can move existing twin-boundaries but not form new ones inside a single variant. There is a large number of partial dislocations concurrently sweeping out a given twin plane. Furthermore, the picture of an interface between twin variants comprising a single crystal plane across the crystalline sample has to be abandoned when it is desired to relate the average velocity to the rate of extension. Instead, the twin-boundary comprises several successive twin planes which are swept out by partial dislocations at the same time.

**Expression for the average velocity**

In the previous section the nucleation mechanism as rate of extension-limiting process was discussed. It is also possible to consider the case where nucleation is not the limiting mechanism. As discussed in Sec. C.3 dislocations are pinned at defects, and depending on the defect pinning strength, the dislocations could remain immobile for a significant portion of their overall movement. To resume motion once pinned, a dislocation needs to overcome the energy barrier represented by the defect. This is a thermally activated process.

Let us consider a single active twin-boundary and faults expanding on it. It can
be shown\(^{21}\) \cite{66} that even though there exist a variety of defects and pinning barriers, the partial dislocation average velocity \(\bar{v}^\perp\) still follows an exponential law for the driving force:

\[
\bar{v}^\perp = \bar{v}_o^\perp e^{-\Delta G^\perp/kT}
\] (4.15)

Here \(\bar{v}_o^\perp \approx \frac{\lambda b \nu_D}{\bar{l}_{\sigma,T}}\), being: \(\bar{l}_{\sigma,T}\) the average distance between pinning sites on the dislocation line, \(b\) the Burgers vector of the partial dislocation, \(\nu_D\) the Debye frequency of the crystal, \(\lambda\) the average distance from the energy valley to the saddle point of activation, and \(\Delta G^\perp\) is the barrier height at the point of activation, also known as the transition state energy. This \(\Delta G^\perp\) is given by the defect pinning strength \(U_{\text{barrier}}\) and the driving force for twin-boundary motion, in this case:

\[
\Delta G^\perp = U_{\text{barrier}} - V\Delta G
\] (4.16)

where \(V\) is the volume of material changing from one variant to the other (for the sake of definiteness \(2 \rightarrow 1\)) as the dislocation breaks away from the pinning site,

\[
V = \bar{l}\lambda d_{(202)}
\] (4.17)

Using the result from Eq. (4.14), the partial dislocation average velocity \((\bar{v}^\perp)\) can be related to that of the advancing twin-boundary \((\bar{v}^{tb})\) simply as:

\[
\bar{v}^{tb} = A^{-1}\bar{v}_o^\perp e^{-\Delta G^\perp/kT}
\] (4.18)

or likewise:

\[
\ln v = C_1\Delta G + C_2
\] (4.19)

both of which are exponential, and where the constants \(C_1\) and \(C_2\) are given by:

\[
C_1 = -\frac{d_{(202)}\bar{l}\lambda}{kT}
\]

\(^{21}\)See Sec. C.3.
\[ C_2 = \ln \left( \frac{2 \sigma_{202} \overline{v}_o \epsilon_o \sin \alpha}{\sqrt{\phi m}} \right) + \frac{U_{\text{barrier}}}{kT} \] (4.20)

where \( \overline{v}_o \) must be given in the same units as rate of extension.

With these expressions in mind, the rate of extension data in Fig. 4-10 is reconsidered. It is apparent that the peak rate of extensions can be modeled with Eq. (C.55)

Figure 4-10: Plot of the logarithm of the peak rate of extension vs. the peak driving force. The gray level codes the final extension. The straight line through the plots is the linear regression of the data, yielding a slope of 13.2 \( \text{cm}^3/\text{erg} \) and an ordinate of -5.1.

with constants \( C_1 = 13.2 \text{cm}^3/\text{erg} \) and an ordinate of \( C_2 = -5.1 \). Several factors contribute to the dispersion in the plot, but it must be pointed out that \( U_{\text{barrier}} \) is an average barrier height pinning the partial dislocation during its motion.

This result is important on two accounts. First, it allows to obtain an effective mobility for the twin-boundary in the given sample and geometry as \( \frac{\partial \mu^\text{th}}{\partial \Delta G} \). Second it indicates that the mobility is a non-linear function of the driving force (note the exponential dependence.)

Certainly, for small driving force one can expand the exponential in the law for \( \overline{v}^\text{th}(\Delta G) \), and obtain a mobility of \( C_1 e^{C_2} \) but the validity of such approximations is questionable given that the twin-boundaries remain pinned at low driving forces. This points to the fact that a small number of large pinning sites (in the sense of large \( U_{\text{barrier}} \)) is not contemplated in Eq. (C.53).
4.2.5 Initial conditions for the pulsed-field experiment

The deformation history of the sample will determine an evolution in the distribution of the pinning defects, both in terms of barrier heights, and their number and position in the crystal. Specifically, it is seen from [66] that the average rate $\bar{v}$ at which a partial dislocation overcomes a pinning barrier of height $U_{\text{barrier}}$ will be

$$\bar{v} = v_o e^{-(U_{\text{barrier}} + \Delta G)/(kT)}$$ (4.21)

so that the waiting time at the pinning site\(^{22}\) is larger for greater barrier heights. It is also clear that it should decrease as the driving force is increased. This points out the relevance of the defects in determining the field-induced twin-boundary motion. Particularly, it is likely that $U_{\text{barrier}}$ and the spatial distribution of the pinning defects changes somewhat from one experiment to the other, contributing to the dispersion observed so far in the pulsed field-induced extension results. Evidence of this fact can be found from comparisons of the (macroscopic) twin-structure formed in Ni–Mn–Ga, as seen in Fig. 4-11. It is apparent that the evolution of the twin-bands changed with large number of actuation cycles. In Fig. 4-11(a) field-induced twins formed few, thick twin bands on the surface of the sample. This structure evolved into one with a large number of thin twin bands, as in Fig. 4-11(b). The field-induced actuation was almost completely suppressed at this point. A subsequent annealing process (see Sec. 2.2.2) "rejuvenated" the sample, restoring twin-boundary mobility with the field. The annealed sample can be seen in Fig. 4-11(c). Again, twins manifest as thick bands, few in number\(^{23}\). In this regard, it is to be pointed out that Henry [48] observed a degradation in the AC-performance after $10^3$–$10^5$ cycles in a similar crystal. However, actuators without apparent performance degradation for a cycle number well in excess of $10^6$ have recently been tested and produced [67]. This indicates that the characteristics of the pinning defects in the as-received crystals and their role in the generation of additional pinning defects is important.

\(^{22}\)1/$v$ from Eq. (4.21).

\(^{23}\)Note the different orientation of the twin bands when compared with images prior to annealing, Fig. 4-11(a) and Fig. 4-11(b).
With the same framework it is possible to understand some of the features in the series of photographs in Fig. 3-14. They are in accord with the notion that the likelihood of de-pinning has an exponential dependence on the effective barrier height $U_{\text{barrier}} - \Delta G$. If during the deformation process (stress- or field-induced twin-boundary motion) a partial dislocation is pinned, a reset attempt via a field (or, for that matter a stress) may not necessarily de-pin it, since a characteristic time is needed for the process to occur. The regions of the crystal that surround the twin plane of the pinned partial dislocation may reset however, so that no twin bands are immediately visible (cf. Fig. 3-14(a).)

When a pulsed field is applied to the sample, the pinned partial dislocation may find that at a sufficiently high field the effective barrier to its motion may decrease or disappear. Twin boundary motion then takes place, as the twin plane is swept out by the the partial dislocations and the process is repeated in subsequent twin planes.

Eventually the field will drop to a level that causes the motion of the partial dislocations at the twin-boundary to be pinned by effective barriers, and the twin-boundary motion will cease. As a new pulse (of the same height) is applied, the process is repeated.

A disparity from pulse to pulse in the lengths that a given twin-boundary advanced is understood as arising from the different barrier height of the defects that pin the partial dislocations at the onset of each pulse. In particular, it is conceivable that at peak fields of 2.2 kOe some pinning defects are able to pose an effective barrier to partial dislocation motion. This explains why irrespective of the number of pulses applied, some twin-boundaries did not move, while others did.

The degree of pinning of the twin-boundaries can increase with time, as was mentioned above. It is also possible that some twins have thinned during the resetting procedure, but did not completely disappear. This is analogous to the existence of reversal domains in ferromagnets [4], and would contribute to lowering the threshold field. Both effects could affect the outcome of a pulsed-field measurement, and contribute to the scatter observed.

At a given distribution of barriers in direction perpendicular to the twin plane, the
final crystal extension in this framework is determined essentially\textsuperscript{24} by the maximum driving force supplied by the field.

As for the barrier distribution, it would appear from Fig. 3-14 that the twin-boundaries are pinned at relatively few\textsuperscript{25} sites. In this case, the solutions provided by [66] will not be accurate because the ensemble of large pinning sites is too small and the probability distribution of their existence is not smooth.

4.3 Implications for the design of actuators

The results obtained from the pulsed-field experiments have implications for the design of actuators based on the ferromagnetic shape memory alloy Ni–Mn–Ga. The field of ferromagnetic shape memory alloys and Ni–Mn–Ga in particular has proven to be very fruitful since large magnetic field-induced twin-boundary motion was first reported [19]. However, the development of specific applications is still a nascent field. Major issues in the design involve the performance characteristics of Ni–Mn–Ga-based actuators vis-à-vis alternative “smart” technologies (such as ordinary shape memory alloys, magnetostrictive materials and piezoelectric materials) include switching times and energy consumption as well as stress output. In this regard the results from this work have implications in the design of the material and associated devices.

A first observation is that a full variant transformation is possible in under 1 ms with peak pulse-fields of order 5 kOe (Fig. 4-2(a)) for samples of approximate geometry $5.08 \times 5.08 \times 9.85\text{mm}^{26}$. Secondly, the full transformation was achieved with the use of a pulsed field, and did not require maintaining a strong magnetic field over extended periods of time (minutes, [47]). A compact ($220\text{cm}^3$), light (air-core) Helmholtz coil was used. With the driving force for twin-boundary motion bounded

\textsuperscript{24}If two separate pinning sites presented unsurmountable barriers to partial dislocation motion, and no active twin-boundaries existed between them, it is expected that the region between the defects would remain untransformed.

\textsuperscript{25}Compared with the number of (202) planes where pinning could occur, which is of the order of $2 \times 10^7$.

\textsuperscript{26}Fastest (full) twinning — $\simeq 250\mu s$ — was demonstrated with almost square driving force-pulses with rise times under $60\mu s$. 
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Figure 4-11: Figures of a crystal at different points of its deformation history. (a) Initial actuation from the as-received crystal. Notice the few, coarse twin bands. (b) after several actuation and reset cycles the twin structure has changed. Notice the profusion of thin twin lines. The overall extension is reduced significantly with respect to (a). (c) After the rejuvenation process described in Sec. 2.2.2 a twin-band structure similar to (a) is regained. The overall extension is also comparable. However, notice the different twin plane inclination with respect to the sample long direction.
by the magnetocrystalline anisotropy energy, it is seen that most of the 480 J of energy dissipated by the pulse does not contribute to the twin-boundary motion for the pulses that achieved the full transformation. Considering that the extension occurs in about half the pulse duration, and limiting the current to the value that saturates the driving force (about 880 A), only 43 J would be required.

It is also clear that the effective response of Ni–Mn–Ga crystals to an applied field would improve with the development of alloys with fewer and weaker pinning defects. Further, while at low fields the driving force for twin-boundary motion could be increased if the saturation magnetization $M_s$ of Ni–Mn–Ga was increased, the driving force will saturate at a value equal to the anisotropy ($K_u$). This suggests that in order to increase the blocking stress in Ni–Mn–Ga, alloys with larger magnetocrystalline anisotropy ought to be developed.

The mass of the crystal affects the ability of the material to quickly follow the applied driving force with an extension, as is evidenced by the field-dependence of the measured onset time. Reducing the size of the crystals would naturally improve the response, but at the expense of the extension, which is proportional to the length. Conversely, the forces accelerating the sample$^{27}$ could be increased. It has been established that increasing the field is ineffective beyond the saturation field. Nevertheless, notice can be taken of the fact that the force scales with the number of active twin-boundaries. Accordingly, seeding mobile twin-boundaries uniformly along the crystal length would increase the driving force and improve the crystal response. This calls for improved methods of "training" the crystal (cf. Sec. 2.2.1.)

4.3.1 Example: energy efficient field for twin-boundary motion

For simplicity, consider a step pulse of duration $\tau$. As well, let the current $i$ generating the magnetic field be constant during the duration of the pulse. The field will be

\[ \frac{\Delta G}{\rho c_0} \]
proportional to the current\textsuperscript{28}: \( H = c_{cal} i \). Accordingly, the reduced field \( \eta = \frac{M_H}{2K_u} = \frac{c_{cal}M_H}{2K_u} \equiv \eta_{cal} i \). Writing \( \Delta G \) in terms of \( \eta \), the extension will be given from Eq. (C.55) as:

\[
\delta x = \int_0^\tau \bar{v}_0 t^b e^m \min[2\eta_{cal}i - \eta_{cal}^2,1] dt = \tau \bar{v}_0 e^m \min[2\eta_{cal}i - \eta_{cal}^2,1] \tag{4.22}
\]

When the circuit’s resistance\textsuperscript{29} is \( R \), the total energy spent is simply

\[
\Delta U = \tau R i \tag{4.23}
\]

If a fixed energy \( U \) can be used for driving, a natural question to ask is what is the maximum displacement that could be achieved. It can be seen that the maximum displacement will be obtained for a current \( \hat{i} \) lower than the one saturating the driving force, \( i_{th} = 1/\eta_{cal} \).

\[
\hat{i} = i_{th} \left( \frac{1}{2} + \frac{1}{2} \sqrt{1 - \frac{4}{b_2^2 i_{th}^2}} \right) \tag{4.24}
\]

This suggests that the optimal current (in the sense of maximum extension per unit energy) is always below the saturation value. It reflects the fact that increasing the current (or the field intensity) will increase the driving force, and thus the elongation rate, but will deplete the energy faster.

The maximum displacement is, in this case:

\[
\hat{\Delta} x = \frac{U}{R \bar{v}_0 \tau^b} e^m \min[2\eta_{cal}i - \eta_{cal}^2,1] \tag{4.25}
\]

\textsuperscript{28}The constant \( c_{cal} \) is obtained from the coil calibration. For the coil used in Chapter 3 it is \( c_{cal} = 8.9 \Omega_s \).

\textsuperscript{29}In the present system it is about 0.195\( \Omega \).
Chapter 5

Conclusion

5.1 Conclusions from this work

The large ferromagnetic shape memory effect in Ni–Mn–Ga was first reported in 1996 [28]. Since then up to 6% field-induced strain in single-crystal Ni–Mn–Ga samples, essentially the full transformation strain, has been demonstrated by various authors. However the future development of the material begins to depend more critically on the specific applications that can be found.

The work in this thesis has demonstrated the development of the full ferromagnetic shape memory effect of a Ni–Mn–Ga single crystal of $5 \times 5 \times 9.85 \, \text{mm}^3$ in 200 $\mu$s (This implies a stroke of $\approx 0.65 \, \text{mm}$.) These results prove the feasibility of actuators operating at frequencies in excess of 1 kHz at room temperature for this geometry. Moreover, it has been shown that the actuation can be accomplished without employing massive magnets, using instead a compact air-core Helmholtz coil operated in pulsed mode. These are important achievements in that they expand the range of possible applications of Ni–Mn–Ga-based actuators.

The experimental apparatus developed here also allows the measurement of the magnetic field-induced extension with temporal accuracy in the order of few $\mu$s over a 1 ms time span. Fields of up to 27 kOe have been demonstrated in pulses lasting 620 $\mu$s. The driving force for twin-boundary motion saturates at a field of 7.85 kOe and an additional field beyond this level is irrelevant. For pulses reaching $\approx 15 \, \text{kOe}$
the driving force profiles are close to square. The extension is detected optically and there is no mechanical coupling between the sample and the detector. Therefore sample-characteristic properties can be obtained without recourse to models of the interaction with the measurement device. Inasmuch, this work has produced a valuable experimentation tool.

It was found that pulses of 620 μs width experience only a small eddy-current attenuation in the Ni–Mn–Ga crystals of the geometry measured. Lamination of the Ni–Mn–Ga crystals does not appear to be necessary from this point of view.

The field-induced extension does not begin at the same time as the field. It was found that the delay in the onset of the field-induced deformation has two components. Firstly, there is a component due to the time it takes for the field to rise to the threshold level for actuation. Secondly, the mass-inertia of the sample results in an additional delay. This delay depends on the position of the twin-boundaries with respect to the fixed end of the crystal, as well as of their number, because the force that drives the crystal’s extension is proportional to the number of twin-boundaries. The delay is maximum for a single twin-boundary moving from the fixed end of the crystal. Faster extension response to an applied field is obtained for twin-boundaries moving from the free end of the crystal toward the fixed end and for several twin-boundaries more uniformly distributed along the crystal. The peak acceleration observed is 50 ± 10 ms

The field-induced creation of twin-boundaries through homogeneous nucleation of partial dislocations was found not to be possible for typical twin-boundary energies, of the order of 40 erg/cm

High speed video images have demonstrated that field-induced twin-boundary motion is not uniform along a Ni–Mn–Ga single crystal. The motion of discrete twin-boundaries has been inferred from photographs. It is shown that the motion of the twin-boundaries is interrupted when they reach certain positions of the crystal, and that they remain pinned there unless a sufficiently larger field is applied. Some
pinning positions have been identified with small cracks in the crystal. It is possible to relate the observed scatter in the data of field-induced extension to the existence of pinning sites.

Further, it is shown that the rate of extension can be expressed as an exponential function of the driving force, which reflects the average hindrance to partial dislocation motion imposed by many low-energy pinning sites. Accordingly the twin-boundary mobility (the relation between the rate of extension and the driving force) is not linear with the driving force. A relation between the rate of extension and the driving force makes possible the optimization of pulse profiles.

Pinning sites of large pinning strength appear in relatively few positions along the crystal length and cannot be described by the above approach. Their influence is more marked at low driving forces. The maximum rate of extension measured is 6 m/s for saturated driving force.

5.2 Suggestions for further research

The results from this work suggest possible lines of research.

5.2.1 Direct observation of partial dislocations and their pinning

It would be of great value for the design of Ni–Mn–Ga-based ferromagnetic shape memory alloys with improved twin-boundary mobility to have a direct confirmation of the partial dislocation pinning in the crystals, and the most relevant mechanism. TEM micrographs would allow to determine the most influential cause of pinning\(^1\). Possible candidates include retained austenite, second-phase precipitates from impurities, strain fields from imperfect ordering, dislocations, incompatible twin systems retained, voids and micro-cracks. Recently [67] crystals have been grown that show a yield stress of less than 1 MPa. A comparison could be made between the defects

\(^1\)Account taken of the differences between electron-transparent areas and bulk material, so as to avoid thin-foil artifacts that are not characteristic of the bulk behavior.
observed in these crystals and in crystals previously employed, which showed yield strengths slightly larger than a MPa. Note that composition differences and varying compositional homogeneity have to be accounted for. It would also be interesting to compare the twin structure of the as annealed crystals with that of crystals that have undergone several actuation cycles.

In the same vein, an electron microscopy examination of the twin bands would allow it to be determined if the transformation occurred across the full thickness of the band or if untransformed regions remain interleaved, and whether micro-cracks are precluding further motion of the twin-boundaries.

Furthermore, TEM observation could provide measures of the stacking fault energy, to corroborate the conjecture that homogeneous nucleation of partial dislocations is not likely in these alloys based on energy considerations (cf Sec. C.1.)

### 5.2.2 Activation of twin-boundaries

In Sec. 4.3 it was mentioned that the onset of the extension would be expected to occur at earlier times provided mobile twin-boundaries were seeded in the crystal. The procedure with which this is usually accomplished is far from being standard. As indicated in Sec. 2.2 the crystal is subject to alternating stresses and fields, until the twin bands appear regularly throughout the crystal length. The conditions under which this occurs are not controlled. As a result, it is likely that defects\(^2\) are introduced concurrently with the activation of the twin-boundaries. This offsets the benefit of introducing the twin-boundaries in the first place, and are in part responsible for the difficulty in resetting the sample with perfect repeatability\(^3\).

The increased performance of Ni–Mn–Ga-based actuators would therefore require a controlled activation technique. To the extent that magnetic fields are incapable of nucleating twins homogeneously, stress will be the preferred activation method. A device capable of applying shear stresses in the \(\hat{t}-\hat{n}\) plane needs to be developed.

---

\(^2\)In the form of micro-cracks, dislocations, faults corresponding to twin planes other than the main activated one.

\(^3\)The creation of defects is expected to be exacerbated by existing ones (micro-cracks in particular) that could concentrate stress or simply pin the partial dislocations.
5.2.3 Optimal sample size

Use of different sample cross sections

In the context of the present experiments the existence of pinning obstacles has been discussed. Their spatial distribution, as well as their strength, will ultimately determine the effectiveness of a field in producing twin-boundary motion.

How the mean distance of obstacles of given pinning strength compares with the sample cross section (measured parallel to the twin plane) could have an impact on the performance and reliability of a Ni–Mn–Ga based actuator. Specifically, the existence of a strong pinning obstacle at one point of the crystal length could effectively preclude the passage of a twin-boundary past it across the full width of the twin plane. Dividing the cross section in smaller pieces would free some pieces of the pinning obstacle, and result in improved overall performance.

This fact would become increasingly important as the volume of actuator material is increased to meet the output force demands placed on the actuator.

It is therefore important to consider the effect of sample size on the ability of Ni–Mn–Ga to support field-induced twin-boundary motion. At a constant driving force, the field-induced strain of single-crystalline samples and of bundles of several crystals adding up to the same cross section should be compared. The bundles should not be fitted very tightly together, lest they present blocking stresses to each other⁴.

Ni–Mn–Ga polycrystals

So far the discussion has remained circumscribed to the single-crystalline samples employed. Polycrystalline Ni–Mn–Ga is in general easier to produce than single crystals, and the possibility of displaying a significant field-induced strain in them is of interest. In 2000 Pasquale et al. [68] showed 0.012% field-induced strain in a polycrystalline sample. The level of strain was raised to 0.29% in 2001 by Ullakko et al. [69]. These strains are far from the ones that have been achieved in single crys-

⁴Early attempts to produce field-induced strain with laminates failed. This could be due to inactive crystals, but was most likely due to having the laminates in tight contact.
tals (see Sec. 1.1), but the careful control of texture could improve the performance of Ni–Mn–Ga polycrystals. The texture dependence of the strain complicates the comparison of the field-induced extension of a polycrystalline sample with that of a single-crystalline one. Expressions for the lower and upper bounds to the strain have been found [70] in uniform crystals with linear programming. Analytic expressions for the texture-dependence of the upper bound for the strain in a polycrystal have also been found\(^5\) [71].

It is interesting to experiment with different textures and compare the obtained values with the expected values from the analytical model. A better convergence of the measured value to the upper bound given by the model should be expected particularly for low effective stiffness, which is occurs in polymer-Ni–Mn–Ga composites recently developed [72–74]. Likewise, as pointed out by Bhattacharya, lowering the symmetry of the martensite particles (e.g. from tetragonal to orthorhombic, which can be accomplished by tailoring the composition [41, 42]) should raise the Taylor (i.e. lower) bound for the overall strain, by providing a set of distinct compatible twin systems.

Based on these expressions, it would also be possible to quantify the amount in the polycrystal’s strain that can be ascribed to texture, and therefore also if there is a benefit stemming from the reduced cross section.

### 5.2.4 Field inside the sample

The present work has outlined a method for obtaining a measure of the field inside the material based on strong approximations. It would be convenient to obtain a finite-difference\(^6\) or finite-element solution to the propagation of the field inside the crystal. The result would be of increasing importance as the magnetic pulse length is made shorter.

In the event that this more detailed calculation yields corrections to the measured

\(^5\)See App. D.

\(^6\)Note the convergence problems. The condition on the finite differences \(\Delta t\) and \(\Delta x\) for time and position respectively (\(\Delta t < \Delta x/c\)) force us to use very short times. As well, it would be necessary to include in the model the fact that the twin-boundaries are not stationary.
Table 5.1: Alternative coil designs for the generation of sub-ms pulses.

<table>
<thead>
<tr>
<th>Parameter/result</th>
<th>coil 1</th>
<th>coil 2</th>
<th>coil 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>duration [ms]</td>
<td>0.013</td>
<td>0.028</td>
<td>0.197</td>
</tr>
<tr>
<td>peak field [kOe]</td>
<td>10.8</td>
<td>13.7</td>
<td>35.1</td>
</tr>
<tr>
<td>radius [cm]</td>
<td>2.86</td>
<td>2.86</td>
<td>2.86</td>
</tr>
<tr>
<td>V [kV]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>capacitance [μF]</td>
<td>40</td>
<td>40</td>
<td>360</td>
</tr>
<tr>
<td>loops per coil</td>
<td>2</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>AWG</td>
<td>20</td>
<td>10</td>
<td>16</td>
</tr>
</tbody>
</table>

field which continue to show that the field intensity at the center of the sample significantly lags the field in the outside, information can be obtained about the generation of the twin bands. Given that an extension is observed in the present experiments, one would conclude that the field near the sample surfaces is the driver for twin-boundary motion, and therefore that the latter is initiated at the sample surfaces.

5.2.5 Transient nature of the extension

As alluded to in Sec. 4.1, the pulsed-field experiments allow us to explore the characteristic times in the relaxation of a set of twin-boundaries toward equilibrium positions in the presence of a given driving force. In this work, the rates at which the driving forces were applied to the crystals was varied only by controlling the amplitude of the pulse. This approach does not fully benefit from the method in that the duration of the driving force has not been varied (except because in some cases the saturation was reached at earlier times), only its amplitude. The shortcoming is really only a matter of manufacturing coils capable of producing shorter pulses, for example with the designs suggested in Table 5.1.

One experiment that could be done is to subject the crystal to pulses that have the same driving force amplitude as a given pulse “V” from the present coil, but subside in a time shorter than the time for the onset of the extension in “V.” In particular,
a field capable of saturating the driving force would provide the best comparison conditions since most pinning defects can be overcome in this case.

5.2.6 Barrier height spectrum

Following the discussion in Chapter 4, it would be important to assess the distribution and strength of the obstacles that pin partial dislocations. Two different experiments could be envisaged to obtain information about the barrier height and distribution.

Static fields

In one experiment, a Ni–Mn–Ga sample prepared as was indicated in Sec. 2.2 is placed in a DC magnetic field. Beginning with very small field intensities, the displacements following small field increments would be measured after any transients\(^7\) subsided. It is expected, that when the driving force of the field exceeds that height of the lowest barrier, partial dislocations should move and an extension be observed. The extension would continue until a barrier of height exceeding the driving force is encountered, and then stop. A further increase of the field would be needed to get the twin-boundary to resume its motion.

The height of the field at which the extension is observed to occur will determine the height of the barriers, and the extension between pinning events (at different fields) would give a measure of the spacing between barriers of comparable height.

Work in this direction is already under way.

Pulsed fields

The above experiment would provide a sort of “envelope” for the barrier energy distribution. Once a barrier of given height is overcome, the partial dislocations would move beyond the lower energy pinning obstacles without getting pinned. Ideally, it would be convenient for the partial dislocations to stop right after overcoming an obstacle of given strength, so that the field can be lowered again, and the exact height

\(^7\)See [47].
of the next barrier can be assessed. One way to achieve this is with a succession of very short magnetic field pulses. The present work has shown that applying a saturated driving force for a few hundred μs is capable of essentially transforming the crystal of 250 mm³ fully. Shorter pulses would be needed so as to preclude the long range motion of the twin-boundaries. With the present power source, a few coil designs can be proposed that could provide pulses that are almost two orders of magnitude shorter than the present ones (See Table 5.1.)

In the experiment, magnetic field pulses would be applied to a crystal without resetting, beginning with a low-intensity pulse (1.5 kOe peak intensity.) The field intensity would be increased in subsequent pulses until a extension is recorded. If that happens, the next pulse should be again a weak one. The distance between pulses would be a measure the distance between pinning sites, and the peak field that caused the extension the barrier height.

The equivalence between magnetic field- and stress-originated driving forces could perhaps be exploited. In this case the magnetic field pulses could be replaced by stress pulses obtained from other actuators.

5.2.7 Temperature dependence of the extension

To date, the temperature dependence of the field-induced twin-boundary motion has received little attention. It has been studied in the quasi-static case [75, 76]. In the present experiments, the temperature was kept within ±1°C from 23°C.

It is important to extend these studies to a range of temperatures up to the martensitic transition temperature, about 32°C. On the one hand, pulsed-field experiments would be able to provide the maximum rate of extension as a function of the peak field. Data analogous to that of Fig. 4-10 would be available for the different temperatures, and the validity of Eq. (C.55) could be confirmed through the inverse relation between temperature and the constants $C_1$ and $C_2$ in Eq. (4.20).

On the other hand, the impact of the temperature on the performance of Ni-Mn-Ga could be assessed vis-à-vis efforts underway to raise the martensitic transition temperature. The data could also be used to determine performance margins, and
determine the usefulness of Ni–Mn–Ga as a low temperature actuator material.

5.2.8 Alloy design

As is apparent from Eq. (1.10) and from other efforts on modelling the driving force for field-induced twin-boundary motion in cases where external stresses and other contributions to the total energy are present [60, 77], the maximum magnetic energy that can be coupled to the mechanical actuation is given by the magnetcocrystalline anisotropy. It was speculated that distortions of the austenite lattice greater than the one observed during the martensitic transformation of Ni–Mn–Ga of the present composition could lead to larger values of the anisotropy. The assumption that these distortions could be augmented via the substitution of different atomic species for Ga led to the substitution of In for Ga in Ni₄⁹Mn₂⁹Ga₆₂₋ₓInₓ [78]. These alloys did not show improvement in any of the key properties of a ferromagnetic shape memory alloy with respect to Ni–Mn–Ga. However, it is still interesting to improve the performance of Ni–Mn–Ga in this fashion.

The design of ferromagnetic shape memory alloys is a field of its own, and shows promise in the longer term. Some guidelines are available (for example [79].) Research in the field is greatly aided by the ability to produce large\(^8\) batches of alloys to ease obtaining good homogeneity\(^9\).

5.2.9 Devices

Switches

The results from this work suggest a new concept for the operation of Ni–Mn–Ga-based actuators. The air-core Helmholtz coils could be used to produce compact and fast mechanical switches, with strains of 6% developed in 200 μs and less. The addition of reset coils, that is, coils oriented at 90° from the main coil could allow

---

\(^8\)Several hundred gram.

\(^9\)It would appear that suction casting techniques are inadequate. Samples so obtained tended to be exceedingly brittle because of a radial grain structure. Homogenization treatments often resulted in unacceptable composition deviations.
the magnetic (at least equally fast) switching time. It is important that the reset coil be able to produce fields of sufficient intensity. Prototypes that did not exceed 4 kOe field-intensities failed to produce a measurable resetting, and must be revised.

**Stepper motor**

By the same principle, a stepper actuator could be constructed, based on magnetic field pulses, as opposed to a continuous actuator based on an AC field. The main advantage of this design would be the replacement of the heavy magnet cores with compact, air-core Helmholtz coils.
Appendix A

Additional Material

A.1 Coil used in the experiments

A.1.1 Expressions for the inductance

The inductance can be obtained from the expression for the inductance $L_s$ of each identical sub-coil $s$ and the mutual inductance $M_{ss}$ as:

$$ L = 2L_s + 2M_{ss} \quad (A.1) $$

$L_s$ can be written in terms of the self-inductance of a loop carrying a uniform current $L_u$ and a correction $\Delta L_u$, as $L_s = L_u + \Delta L_u$. The latter accounts for the fact that rather than a single loop, each sub-coil consists of $n$ discrete loops spanning a cross section of $b_1 \times b_2 \equiv b^2$. It is:

$$ L_u = \frac{4an^2\pi}{c^2} \left( 1 - y_1 + \frac{b^2y_2}{16a^2} + \frac{b^2 \log(\frac{4\sqrt{2}a}{b})}{24a^2} \right) $$

$$ \Delta L_u = \frac{4an\pi}{c^2} \left( 0.13806 + \log(\frac{\Phi}{\phi}) \right) \quad (A.2) $$

where it was assumed that the cross section of the sub-coils is a square of side $b$, $\Phi$ is the diameter of the wires with insulation, $\phi$ the diameter without insulation, and $y_1$
and \( y_2 \) have the numeric values:

\[
\begin{align*}
y_1 &= 0.84834 \\
y_2 &= 0.8162
\end{align*}
\] (A.3)

The mutual inductance is \( M_{ss} = M_1 + n^2 \Delta M_1 \). Here \( M_1 \) is the mutual inductance of two loops and \( \Delta M_1 \) corrects for the geometry of the sub-coil's \( n \) loops, in the same fashion as \( \Delta L_u \).

\[
\begin{align*}
M_1 &= \frac{4a\pi}{c^2} \left( -\sqrt{5}E + \left( \frac{-2}{\sqrt{5}} + \sqrt{5} \right) K \right) \\
\Delta M_1 &= \frac{8a\pi}{\sqrt{5}c^2} \left( \frac{131}{22500} \frac{b^4}{a^4} E + \left( \frac{1}{24} \frac{b^2}{a^2} + \frac{131}{90000} \frac{b^4}{a^4} \right) (K - E) \right)
\end{align*}
\] (A.4)

where for convenience \( E \) and \( K \) have been written for the complete elliptical integrals of \( 2/\sqrt{5} \) of first and second kind respectively. In practice the corrections \( \Delta L_u \) and \( \Delta M_1 \) are neglected, and

\[
L = 2L_u + 2M_1
\] (A.5)

is used directly.

**A.1.2 Coil drawings**

Figure A-1 indicates the exact dimensions of one of the coils used in the present work, which produced the field-pulses described in chapter 3.

**A.1.3 DAC-voltage reference**

The signal output from the photo-detector (photodiode or photomultiplier) was mounted on a DC offset. In order to make use of the full amplification range available from the preamplifier\(^1\), the offset must be subtracted. It is desirable to set the voltage that is to be subtracted from within the optics calibration program. The control of all

\(^1\)See footnote 10 on page 50.
Figure A-1: Drawings of the coil used in chapter 3. The slots are filled with 25 windings of AWG #15-gage insulated copper wire. Dimensions in inches.
Figure A-2: DAC voltage reference used to subtract the offset from the multiplier output. This circuit has low noise and drift, and accuracy equivalent to 18 bits. The least significant bit corresponds to a voltage of 3 μV.
the elements in the system is done via individual modules\textsuperscript{2} connected to the RS232 interface of the computer, but it is not possible to use the output of these devices directly. Not only is the resolution limited to 10 mV, but more importantly, the noise coupled to the optic measurement though the RS232 would increase the noise level by several orders of magnitude. A low-noise, low-drift voltage reference is necessary. The custom made DAC-voltage reference of Fig. A-2 is used. It has excellent stability and 12 bit resolution, with the least significant bit corresponding to 3 $\mu$V.

\footnote{Weeder Technologies WTDAC-M. See also footnote 20 on page 53.}
Appendix B

Time-dependent magnetic field in a conductor

B.1 About a pulsed magnetic field inside a conductor

B.1.1 Waves in dielectric and conductive media

Assuming that the materials are (locally) homogeneous, linear, and in the absence of free charges and free currents, Maxwell’s equations take on the form:

\[
\begin{align*}
\nabla \cdot \mathbf{E} &= 0 \quad (B.1) \\
\nabla \cdot \mathbf{H} &= 0 \quad (B.2) \\
\nabla \times \mathbf{E} &= -\frac{\mu}{c} \frac{\partial \mathbf{H}}{\partial t} \quad (B.3) \\
\nabla \times \mathbf{H} &= \frac{4\pi}{c} \sigma \mathbf{E} + \frac{1}{c} \frac{\partial \mathbf{E}}{\partial t} \quad (B.4)
\end{align*}
\]

\(\nabla \times\) is applied to Eq. (B.3) and Eq. (B.4). Using Eq. (B.1) and Eq. (B.2) and the identity

\[
\nabla \times (\nabla \times \mathbf{F}) = \nabla(\nabla \cdot \mathbf{F}) - \nabla^2 \mathbf{F} \quad (B.5)
\]
one obtains

\[ \nabla^2 \mathbf{E} - \frac{4\pi \sigma \mu}{c} \frac{\partial \mathbf{E}}{\partial t} - \frac{\epsilon \mu}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0 \]  
\[ \nabla^2 \mathbf{H} - \frac{4\pi \sigma \mu}{c} \frac{\partial \mathbf{H}}{\partial t} - \frac{\epsilon \mu}{c^2} \frac{\partial^2 \mathbf{H}}{\partial t^2} = 0 \]  

which are the well-known homogeneous wave equations for the \( \mathbf{E} \) and \( \mathbf{H} \) fields in conductive media. This equation is satisfied for various (including constant) fields \[80\], but only plane transverse elector-magnetic wave solutions will be considered, i.e.:

\[ \mathbf{F} = \text{Re} \left( \mathbf{F}_0 e^{i\mathbf{k} \cdot \mathbf{x} - i\omega t} \right) \]  

where \( \mathbf{F}_0 \) is the amplitude of a field, \( \omega \) is the angular frequency of the wave, and \( \mathbf{k} = \mathbf{k}(\omega) \) is the wave vector, \( |\mathbf{k}| = 2\pi/\lambda \).

Placing the above Eq. (B.8) (where \( \mathbf{F} \) can be either the electric or magnetic field) into the appropriate wave equation (B.6) or (B.7), the dispersion relation is obtained

\[ ||\mathbf{k}||^2 \equiv k^2 = \frac{\mu \epsilon \omega^2}{c^2} \left( 1 + i \frac{4\pi \sigma}{\omega \epsilon} \right) \]  

\( k \) can be written as

\[ k = \beta(\omega) + i \alpha(\omega) \]  

where \( \alpha \) and \( \beta \) are given by:

\[ \begin{align*}
\beta(\omega) \\
\alpha(\omega)
\end{align*} \]  
\[ = \sqrt{\frac{\mu \epsilon}{\omega c}} \left[ \sqrt{1 + \left( \frac{4\pi \sigma}{\omega \epsilon} \right)^2} \pm 1 \right]^{1/2} \]  

In the case where the problem is 1D, the wave equation takes the form:

\[ \frac{\partial^2 F}{\partial x^2} - \frac{4\pi \sigma \mu}{c} \frac{\partial F}{\partial t} - \frac{\epsilon \mu}{c^2} \frac{\partial^2 F}{\partial t^2} = 0 \]  
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for propagation along the $x$-axis, which has solutions of the form

$$ F = \text{Re} \left( F_{0+} e^{ikx-i\omega t} \right) + \text{Re} \left( F_{0-} e^{-ikx-i\omega t} \right) $$  \hspace{1cm} (B.13)

Here the subscripts $+\$ and $-\$ indicate the direction of propagation of the wave solution, toward positive or negative $x$ respectively. The constants $F_{0+}$ and $F_{0-}$ are determined with the initial conditions.

### B.1.2 Field in a semi-infinite conductive medium

Consider the problem of figure B-1.

![Figure B-1: Schematic of a wave with wave vector $k$ and frequency $\omega$ propagating in a semi-infinite medium of conductivity $\sigma$, dielectric constant $\varepsilon$ and permeability $\mu$.](image)

The statement of the problem must include specification of the boundary and initial conditions. To simplify the discussion, the field will be written as $H_2(x,t)$ in $x > 0$ and as $H_1(x,t) + H_3(x,t)$ in $x < 0$. The intention behind this choice is to identify $H_1(x,t)$ as a pulse incident on the $x = 0$-interface coming from $x = -\infty$, and $H_2(x,t)$ and $H_3(x,t)$ as a transmitted and a reflected pulse respectively. Note that waves travelling toward $x = 0$ from $x = +\infty$ would need to have infinite amplitude to reach the origin and not vanish. This is because in that semi-space the medium is conductive and fields attenuate exponentially with a characteristic length $\delta$,

$$ \delta(\omega) = \alpha(\omega)^{-1} \simeq \frac{c}{\sqrt{2\pi} \sigma \mu \omega} $$  \hspace{1cm} (B.14)

Further, if the medium in $x < 0$ is non-dispersive, plane waves for all frequency
components travel at the speed of light, \( c(\mu_1 \varepsilon_1)^{-1/2} \), and a pulse retains its shape. This allows us to identify \( H_1 \) and \( H_3 \), as

\[
H_1(x, t) = \text{Re} \left( \int_0^{+\infty} H_1^0(\omega)e^{ik_1(\omega)x-i\omega t} d\omega \right)
\]
\[
H_3(x, t) = \text{Re} \left( \int_0^{+\infty} H_3^0(\omega)e^{-ik_3(\omega)x-i\omega t} d\omega \right)
\]

with

\[
k_1(\omega) = k_3(\omega) = \sqrt{\mu_1 \varepsilon_1} \frac{\omega}{c}
\]

and

\[
H_2(x, t) = \text{Re} \left( \int_0^{+\infty} H_2^0(\omega)e^{ik_2(\omega)x-i\omega t} d\omega \right)
\]

with

\[
k_2(\omega) = \beta(\omega) + i\alpha(\omega) = \sqrt{\mu \varepsilon} \frac{\omega}{c} \left\{ \left[ \frac{1}{2} \left( \frac{4\pi \sigma}{\omega \varepsilon} \right)^2 + 1 \right]^{1/2} + i \left[ \frac{1}{2} \left( \frac{4\pi \sigma}{\omega \varepsilon} \right)^2 - 1 \right]^{1/2} \right\}
\]

\( H_1^0(\omega), H_2^0(\omega) \) and \( H_3^0(\omega) \) have to be chosen according to the initial and boundary conditions. With the identity

\[
\text{Re} \left( F_0(\omega)e^{ik(\omega)x-i\omega t} \right) = \frac{1}{2} \left( F_0(\omega)e^{ik(\omega)x-i\omega t} + F_0^*(\omega)e^{-ik^*(\omega)x+i\omega t} \right)
\]

it is found:

\[
H_j(x, t)_{j=1,2,3} = \frac{1}{2} \left( \int_0^{+\infty} H_j^0(\omega)e^{ik_j(\omega)x-i\omega t} d\omega \right)_{I_+} + \left. \int_0^{+\infty} H_j^0(\omega)e^{-ik_j^*(\omega)x+i\omega t} d\omega \right|_{I_-}
\]

Changing variables in expression \( I_- \) above to \( u = -\omega \):

\[
I_- = \int_{-\infty}^{0} H_j^0^*(-u)e^{-ik_j^*(-u)x-iut} du
\]
Notice that in the above expressions $H_j^0(\omega)$ as well as $k_j(\omega)$ are defined only on $\omega \in (0, +\infty)$, since physical sense is ascribed to positive frequencies. Mathematically, these definitions can be extended by constructing new functions $\tilde{H}_j^0(\omega)$ and $\tilde{k}_j(\omega)$ in the following manner:

\[
\tilde{H}_j^0(\omega) \equiv \begin{cases} 
H_j^0(\omega) & \text{if } \omega > 0 \\
H_j^0(-\omega) & \text{if } \omega < 0
\end{cases} \quad \text{(B.23)}
\]

\[
\tilde{k}_j(\omega) \equiv \begin{cases} 
k_j(\omega) & \text{if } \omega > 0 \\
-k_j^*(\omega) & \text{if } \omega < 0
\end{cases} \quad \text{(B.24)}
\]

With these definitions, Eq. (B.22) is rewritten as

\[
I_2 = \int_{-\infty}^{0} \tilde{H}_j^0(u)e^{i\tilde{k}_j(u)x-itu}du
\]

and the expression for the pulse becomes

\[
H_j(x,t)_{j=1,2,3} = \frac{1}{2} \left( \int_{-\infty}^{-\infty} \tilde{H}_j^0(\omega)e^{i\tilde{k}_j(\omega)x-itu}d\omega \right)
\]

(B.26)

Note that $\tilde{k}_j(\omega)$ has to be used, not $k_j(\omega)$.

It can easily be seen that $\tilde{H}_j^0(\omega)$ is proportional to the Fourier transform $\tilde{H}_j^0(\omega)$ of the real function $H_j(x,t)$:

\[
\tilde{H}_j^0(\omega) = \sqrt{\frac{2}{\pi}} \hat{H}_j^0(\omega) = \frac{1}{\pi} \int_{-\infty}^{+\infty} H_j(x,t)e^{i\tilde{k}_j(\omega)x-itu}d\omega
\]

(B.27)

Notice that the restriction $\tilde{H}_j^0(-\omega) = \tilde{H}_j^0(\omega)$ is satisfied by the Fourier transform because $H(x,t) \in \mathbb{R}$.

Finally, since per definition (Eq. (B.24) ) $\tilde{H}_j^0(\omega)|_{\omega>0} \equiv H_j^0(\omega)$, and dropping the tilde in $\tilde{k}$ because the expression does not depart from the definition of $k$ for $\omega > 0$ it is obtained:

\[
H_j(x,t)_{j=1,2,3} = \sqrt{\frac{2}{\pi}} \text{Re} \left( \int_{0}^{+\infty} \hat{H}_j^0(\omega)e^{ik_j(\omega)x-itu}d\omega \right)
\]

(B.28)
This is the result sought.

### B.2 Application: pulsed field experiment

It is necessary to discuss the conditions under which the results of the previous section are applicable. Maxwell’s equations are linear, and consequently the linear combination of functions that satisfy them individually will also satisfy them. This makes the direct application of Eq. (B.28) difficult on two accounts: Firstly, in ferromagnetic shape memory alloys the relation between \( H \) and \( B \) is not linear, so superposition is not valid. Secondly, the boundary conditions must also be linear if the superposition is to be a solution to the problem. This is not the case when there are moving twin-boundaries.

Inherent to the considerations of this section is the assumption that the conducting material occupies a semi-infinite volume. Since the typical skin depth in the present case is of the order of the sample dimensions, any results derived from Eq. (B.28) will only provide a lower bound for the field.

Consider a material with the electrical properties of Ni–Mn–Ga, but where twin-boundary motion is precluded. Let the material have a single martensite variant, with the easy axis in the \( \hat{z} \) direction. A field applied along \( \hat{z} \) will not apply a torque on the magnetization because both are colinear. Therefore \( \partial M/\partial B = 0 \) in this case and the system responds to the field as vacuum would do, that is with susceptibility \( \chi = 0 \). It means that the aforementioned superposition technique can be employed in this case.

Likewise, there are configurations that give rise to constant (albeit not zero) susceptibility for weak enough fields, and in these cases the superposition method could be used as well. ¹ For example, when a single variant has the easy axis pointing in \( \hat{x} \) direction, and the direction \( \hat{z} \) corresponds to a possible easy axis for a different variant, then the projection of the magnetization along \( \hat{z} \) is proportional to the field

---

¹Clearly, for intense enough fields the magnetization is oriented along the field direction and then \( \chi = 0 \) as well, but there will always be a transient during which the magnetization is reorienting itself.
along that direction. This implies that the effective susceptibility would be constant, resulting in linear wave equations, that admit the solution of Eq. (B.28). In the real case twin-boundary motion is likely to ensue in this condition. When this occurs the susceptibility could diverge as the easy axis of a material volume element changes abruptly.

As indicated in Sec. B.1.2 above, a pulse \( H_1(x, t) \) corresponding to a field in the \( \hat{z} \) direction will be considered. It impinges on the \( x = 0 \) plane coming from \( x = -\infty \). The pulse refracts, and the transmitted pulse has amplitude \( H_2(x, t) \) in the domain \( x \geq 0 \). As well, there will be a reflected part, which will be labeled \( H_3(x, t) \) and exists in the domain \( x < 0 \).

The field in \( x < 0 \) and in \( x \geq 0 \) is a superposition of simple plane waves (the propagators), i.e.:

\[
H(x < 0, t) = L.C. \left\{ e^{ik_1(\omega, \mu_1, \epsilon_1)x - i\omega t} \right\} \\
H(x \geq 0, t) = L.C. \left\{ e^{ik_2(\omega, \mu_2, \epsilon_2, \sigma)x - i\omega t} \right\} + L.C. \left\{ e^{-ik_1(\omega, \mu_1, \epsilon_1)x - i\omega t} \right\} \tag{B.29}
\]

where:

\[
k_1 = \sqrt{\mu_1 \epsilon_1} \frac{\omega}{c} \\
k_2 = \sqrt{\frac{\epsilon_2 \mu_2 \omega}{c}} \left( \sqrt{\frac{1 + s^2 + 1}{2}} + i \text{sign}(\omega) \sqrt{\frac{1 + s^2 - 1}{2}} \right) \tag{B.30}
\]

and \( L.C. \) stands for "linear combination."

The coefficients for the linear combination in Eq. (B.35) are obtained via Eq. (B.28) from the spectral decomposition \( A(\omega) \) of the temporal profile of the field at \( x = -\infty \) and appropriate reflection and transmission coefficients, \( R \) and \( T \). For simplicity, instead of taking a numerical version of \( A(\omega) \) directly from the measured field data,
the experimental pulse\textsuperscript{2} profile is first fit with an amplitude function $A(t)$ of the form

$$A(t) = \begin{cases} h \sin(\pi t/b) e^{-at} & \text{if } 0 \leq t \leq \tau \\ 0 & \text{if } \tau \leq t \end{cases} \quad \text{(B.31)}$$

and then this $A(t)$ IS decompose. For definiteness, the field from a 2 kV pulse is used. The parameters $h$ and $b$ are close to the peak field the pulse duration respectively.

The transform $A(\omega)$ of $A(t)$ is readily computed as:

$$A(\omega) = \frac{b e^{-(\frac{a\omega}{b})^\frac{1}{2}} e^{(-i\omega + \frac{\omega^{(1/2)}}{\sqrt{1+i\omega}})^{\omega}} (e^{\frac{a\omega}{b}} + e^{\frac{i\omega}{b}})}{\sqrt{2\pi} \left( b^2 + (a - i\omega)^2 \right)} \quad \text{(B.32)}$$

The reflection and transmission coefficients for the amplitude are:

$$R(\omega) = \frac{1 - \frac{\mu_2 k_1}{\mu_1 k_2}}{1 + \frac{\mu_2 k_1}{\mu_1 k_2}}$$

$$T(\omega) = \frac{2}{1 + \frac{\mu_2 k_1}{\mu_1 k_2}} \quad \text{(B.33)}$$

For the 2 kV pulse of Fig. B-2 the parameters $h,$ $b$ and $a$ are:

$$h = 20.7 \text{ kOe}$$

$$b = 609 \mu\text{s}$$

$$a = 601 \text{ s} \quad \text{(B.34)}$$

The final step is the integration\textsuperscript{3}

$$H(x < 0, t) = \frac{1}{2} \sqrt{\frac{2}{\pi}} \int_0^{\infty} A(\omega) \left( e^{ik_1 x - i\omega t} + R(\omega) e^{-ik_1 x - i\omega t} \right) d\omega$$

\textsuperscript{2}The pulse does not start exactly at $t = 0$ (there is a 10 $\mu$s delay.) Therefore the data is shifted in time so that the pulse-onset is at $t = 0$.

\textsuperscript{3}By necessity the integral is done numerically. The upper integration limit was replaced by $40\pi/\tau$. 
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Figure B-2: Field profile for a 2 kV pulse (dots) and fit with Eq. (B.31) (gray.)

\[
H(x \geq 0, t) = \frac{1}{2} \sqrt{\frac{2}{\pi}} \int_0^\infty A(\omega) T(\omega) e^{i k_2 x - i \omega t} d\omega
\]  

(B.35)

Fig. B-3 shows the field inside the material computed as per Eq. (B.35). It is interesting to note that the field lingers inside the material for times as long as twice the pulse duration. As well a delay is apparent.

### B.3 Corrections to the measured field

Once it is determined that the field inside the sample can differ from the applied field a correction to the results obtained in Chapter 3 needs to be developed. The simplest possible approach to the problem is to take an average over some representative length of the sample. In the present work, the average over half the sample width, ie. 2.5 mm is taken, that is:

\[
\langle H \rangle(t) = \int_0^{2.5 \text{mm}} H(x, t) dx
\]  

(B.36)

where \( H(x, t) \) is given by Eq. (B.35) and calculated for a 2 kV field \( H_{2kV} \).

The correction for a pulse of given peak field \( H_{\text{peak}} \) will be:

\[
\Delta H(t) = H(t) + \frac{H_{\text{peak}}}{H_{2kV}} (\langle H \rangle(t) - H_{2kV}(t))
\]  

(B.37)
Figure B-3: Field profile for various times, simulated from a 2 kV pulse. The region $x < 0$ corresponds to free space, and the region in $x \geq 0$ corresponds to a linear conductor. The solid grayline indicates the threshold field.
Fig. B-4 shows the averaged field and driving force. It is apparent that the field and driving force so described lag the values outside the material.

B.3.1 Application to pulses of varying intensity

Solutions that are linear superposition of plane waves possess an advantage in that in the experiments of this thesis the field profile scales with the peak field. This means that the evolution inside the Ni–Mn–Ga will be the same as that of a reference pulse multiplied by the ratio of peak fields. The solution found in the previous section can be scaled to represent the solution to the field of other pulses.
Figure B-4: (a) Plots of the field and (b) driving force vs. time. In black a fit to the measured field and \( \text{defdG} \) for a 2 kV pulse respectively is plotted. In gray the average over half the width of the samples used in the experiments of Chapter 3 is shown.
Appendix C

Time dependent processes affecting twin-boundary motion

In this appendix the influence of time dependent processes on twin-boundary motion is considered. The processes here considered include nucleation of partial dislocations and the de-pinning of partial dislocations.

Section C.1 discusses the kinetics of partial dislocation nucleation, mainly focusing on the nucleation rates. The latter could be a rate-limiting process in the motion of twin-boundaries, a possibility that is discussed in Sec. C.2. In Sec. C.3 it is assumed that the rate-limiting process for twin-boundary motion is the pinning and de-pinning of the twin-boundary and expressions are obtained for the twin-boundary velocity.

The results of Sec. C.2 and Sec. C.3 can be viewed as extreme cases. The intermediate case of concurrent nucleation and expansion of partial dislocations is addressed in Sec. C.4.

C.1 Nucleation of twin-boundaries

Consider the generation of partial dislocation loops in a variant 2 of a single crystal of Ni–Mn–Ga. The twinning process that transforms variant 2 into variant 1 causes a certain number of atoms to change their positions, and attain new ones that have the same lattice orientation as variant 1. In the region bound by the loop, atoms
Figure C-1: Schematic of the twin-boundary motion process and definition of the twin-boundary- and partial dislocation velocities.

are displaced a distance \( b = [\overline{1}01] \varepsilon_0 \) in the \( \hat{t} \equiv [\overline{1}01] \) direction from their original equilibrium positions: they constitute a stacking fault from the perspective of variant 2. This stacking fault can be regarded as a mono-layer twin.

Twin boundaries advance when \( [\overline{1}01] \) partial dislocations are created on the (202) twin plane and expand on it, eventually sweeping out its area. The process is depicted in Fig. C-1.

It is important to determine the rates at which the partial dislocations are created. Depending on the kinetics of this process, a Ni–Mn–Ga crystal’s rate of extension could be not only a function of the driving force but explicitly of time. In this section the theory of nucleation is used to find the rates at which heterophase fluctuations can give rise to stable partial dislocation loops. It will be considered that a partial dislocation loop will stabilize if it exceeds a critical radius, later to be determined, in what constitutes a nucleation event.

C.1.1 Calculation of the critical quantities

In essence, the nucleation process affects the free energy of the system in three ways. There is a lowering of the system’s free energy through the formation of a region of the variant that has a magnetic easy axis better aligned with the field. Therefore the driving force for twin-boundary motion \( \Delta G \) for twin-boundary motion promotes the nucleation and expansion of partial dislocation loops. Concurrently, the line tension
of the created partial dislocation means that work is required to expand it to a given size. It opposes the partial dislocation nucleation. Further, creation of a partial dislocation loop involves the formation of a faulted region in the crystal, so there will be a contribution to the total free energy coming from the fault energy $\gamma$. It is a positive quantity, because work is required to move the atoms out of their equilibrium stacking in the lattice. Therefore both the line tension and the fault energy constitute a barrier to the formation of a (partial) dislocation loop in the single-variant bulk, i.e. the homogeneous nucleation of partial dislocations. When the stacking fault forms on an existing twin-boundary, that is, if in so doing it extends the region of variant 1 at the expense of variant 2 on an existing twin-boundary, no increase in surface energy is incurred.

As the radius of a partial dislocation increases from zero, an increase of the total energy is observed, because initially the contributions from the surface and line-tension energies dominate. When the volume contributions (in this case associated with a decrease of $\Delta G$ of magnetic origin) begin to dominate, a peak in the energy is reached. The radius at which this occurs is termed critical radius. Beyond it the system’s free energy lowers. Partial dislocation loops with radii smaller than $r_c$ are called embryos. A nucleation event consists in the addition of one atom to an embryo of critical radius — further additions (or increase in loop radius) lower the system’s free energy. Within the framework of the Volmer-Weber [81] nucleation theory, which will be employed here, nuclei will not transform back to the embryonic state\textsuperscript{1}.

The effective rate of extension will be determined by the net rate of partial dislocation formation. The motion of partial dislocations beyond the nucleation stage does not concern the considerations of this section.

Throughout this development the quasi-steady state nucleation model will be used, and a steady nucleation rate is therefore implied. This is generally not an accurate representation of the problem in the case when the driving force is quickly varied, since in this case the system will be far from equilibrium. Nevertheless, a lower bound

\textsuperscript{1}This approximation is lifted in the Becker-Döringer theory [82], but this refinement does not augment the insight of the problem.
for the time-dependent nucleation rate [83] can be obtained with this approach.

**Magnetic driving force**

For simplicity it is assumed that there are two twin variants, 1 and 2. Variant 1 has its magnetic easy axis aligned with the field. The field causes variant 1 to grow at the expense of variant 2. The specific free energy change of this process will be:

\[
\Delta G^{2 \rightarrow 1} = \begin{cases} 
-K_u(2\eta + \eta^2) & \text{if } 0 \leq \eta \leq 1 \\
-1 & \text{otherwise}
\end{cases}
\]  
\text{(C.1)}

where \( K_u \) is the magnetocrystalline anisotropy and \( \eta \) is the reduced magnetic field, \( \eta = M_s H/(2K_u) \). The formation of a loop of radius \( r \) will therefore cause the total free energy to drop by \( \pi r^2 d_{(202)} \Delta G^{2 \rightarrow 1} \), where \( d_{(202)} \) is the distance between contiguous (202)-planes\(^2\).

**Line tension**

Let us consider first the line tension of the dislocation loop and the corresponding self energy. Following Hirth and Lothe [84] it is obtained from the formula by Blin [85] for the interaction energy of two arbitrary dislocation loops,

\[
W_{12} = -\frac{\mu}{2\pi} \oint_{C_1} \oint_{C_2} \frac{(b_1 \times b_2) \cdot (dl_1 \times dl_2)}{r} + \frac{\mu}{4\pi} \oint_{C_1} \oint_{C_2} \frac{(b_1 \cdot dl_1) \cdot (b_2 \cdot dl_2)}{r}
+ \frac{\mu}{2\pi(1-\nu)} \oint_{C_1} \oint_{C_2} (b_1 \times dl_1) \cdot T \cdot (b_2 \times dl_2)
\]  
\text{(C.2)}

In this equation, \( b_1 \) and \( b_2 \) are the Burgers vectors of dislocation loops \( C_1 \) and \( C_2 \), \( dl_1 \) and \( dl_2 \) are the curve elements thereof, and \( R \) is the distance between them. \( \mu \) is the shear modulus, and \( \nu \) is Poisson's modulus. The tensor \( T \) is defined by its components, \( T_{ij} = \partial^2 r/\partial x_i \partial x_j \).

\text{\(^2\)See Fig. 1-1. Using the \( Fm\bar{3}m \) lattice notation facilitates the comparison with structures other than the tetragonal \( I4/mm\)-symmetric structure proper of the Ni–Mn–Ga compositions used in this work. Of course, in the \( Fm\bar{3}m \) lattice (202) is not a twin plane. From inspection it is seen that in austenite (\( Fm\bar{3}m \)) the (202) is a plane of mirror symmetry.}
In order to get the self-energy of the dislocation loop, \( b \) is replaced for \( b_1 \) and \( b_2 \), as well as \( C \) for \( C_1 \) and \( C_2 \), and the result divided by 2. For a circular loop, this exercise leads to

\[
W_s = -\frac{\mu b^2}{8\pi} \int_C \sin \phi_0 dl_0 \int_{l_0 + \rho}^{l_0 + 2\pi r - \rho} \frac{\sin \phi}{r'} dl + \frac{\mu b^2}{8\pi(1 - \nu)} \int_C \cos \phi_0 dl_0 \int_{l_0 + \rho}^{l_0 + 2\pi r - \rho} \frac{\cos \phi}{r'} dl
\]  

(C.3)

where \( r \) is the vector going from the loop center to the loop element \( dl \), \( \phi \) is the polar angle of \( r \), \( dl_0 \) is another curve element corresponding to angle \( \phi_0 \), and \( r' \) is the separation between \( dl \) and \( dl_0 \). \( \rho \) is the a cut-off distance, below which two dislocation line elements do not interact. \(^3\) With the substitutions:

\[
r' = 2r \sin \left( \frac{\phi - \phi_0}{2} \right) \quad dl = r d\phi \quad dl_0 = r d\phi_0
\]  

(C.4)

one obtains

\[
W_s = 2\pi r \frac{2 - \nu}{2(1 - \nu)} \frac{\mu b^2}{4\pi} \left( -\ln \left( \tan \frac{\rho}{4r} \right) - 2 \cos \frac{\rho}{2r} \right)
\]  

(C.5)

Note that this expression for \( W_s \) becomes negative for \( r < r_{lim} \approx 2.57557\rho \). This is because the approximation of an elastic material breaks down. Consistently, for \( r < r_{lim} \), \( W_s = 0 \) is taken. From a comparison of the energy of two infinite dislocations that are put at a distance \( r \) from each other, \( \rho = b/2\alpha \), where \( \alpha \) is defined by the core radius, \( r_{core} = b/\alpha \), and is of the order of 1.

\[
W_s = \begin{cases} 
0 & \text{if } r < r_{lim} \\
2\pi r \frac{2 - \nu}{2(1 - \nu)} \frac{\mu b^2}{4\pi} \left( -\ln \left( \tan \frac{b}{8r} \right) - 2 \cos \frac{b}{4r} \right) & \text{if } r > r_{lim}
\end{cases}
\]  

(C.6)

for \( \alpha = 1 \).

For twinning \( b \) is but a small fraction of the lattice constant: \( b \simeq \epsilon_0 d_{(202)Fm3m} \), about 1/10. On the other hand, \( r \) is at least one lattice constant, but typically larger

\(^3\)It reflects the fact that for distances closer to a threshold, the elastic approximation breaks down. This region is the core of the dislocation, which by definition does not sustain elastic stress.
than that. Hence \( \tan b/(8r) \) is replaced by \( b/(8r) \) and

\[
W_s = \Delta G_{line}(r) = 2\pi r \frac{2 - \nu}{2(1 - \nu)} \frac{\mu b^2}{4\pi} \left( \ln \frac{4r}{\rho} - 2 \right)
\] (C.7)

It is apparent that if \( \ln \frac{4r}{\rho} < 2 \) then \( W_s \) becomes negative. The problem arises from the above approximation of small \( b \), and is easily circumvented by requiring:

\[
W_s = \begin{cases} 
0 & \text{if } r < \frac{1}{4}r_{lim}^2 \\
2\pi r \frac{2 - \nu}{2(1 - \nu)} \frac{\mu b^2}{4\pi} \left( \ln \frac{4r}{\rho} - 2 \right) & \text{if } r \geq \frac{1}{4}r_{lim}^2 
\end{cases}
\] (C.8)

**Surface energy**

When a stacking fault is nucleated on an existing twin-boundary, no additional surface energy need be supplied. In other words, the only contribution of the fault energy to the total free energy occurs during homogeneous nucleation. The distinction is important in view of the observation\(^4\) that the extension of an FSMAs occurs mostly by the thickening of *existing* twin bands. Formally, the increase of total free energy due to \( \gamma \) would simply be:

\[
\Delta G_\gamma(r) = \begin{cases} 
\gamma & \text{homogeneous nucleation} \\
0 & \text{nucleation on existing twin boundary} 
\end{cases}
\] (C.9)

(per unit fault surface.) Putting eqs. C.1 — C.9 together, the total energy is:

\[
\Delta g(r) = \pi (d_{(202)} \Delta G_{mag}^{2-1}(H) + \Delta G_\gamma) r^2 + (2\pi \Delta G_{line}) r^{(1)}
\] (C.10)

The part termed \((1)\) in the above equation must be < 0, otherwise nucleation is not possible. A threshold field can readily be extracted from the resulting condition

\[
d_{(202)} \Delta G_{mag}^{2-1}(H) < -\Delta G_\gamma
\] (C.11)

\(^4\)High speed video of Ni–Mn–Ga single crystal actuation, Fig. 3-13.
since it implies that

\[ H > \frac{2K_u}{M_s} \left(1 - \sqrt{1 - \frac{\Delta G_\gamma}{d_{(202)} K_u}}\right) \]  

(C.12)

Note also the condition on the fault energy, \( \gamma < d_{(202)} K_u \), imposed on homogeneous nucleation processes. From Fig. 1-5, for a tetragonality \( \chi \equiv c/a = 0.94 \), \( d_{(202)} \approx 0.25 \text{ nm} \) and the above condition becomes \( \gamma \leq 0.03 \text{ erg/cm}^2 \). For comparison one can take the intrinsic stacking fault energy for nickel [86], \( \gamma = 125 \text{ erg/cm}^2 \) or its twin-boundary energy [87], \( \gamma = 43 \text{ erg/cm}^2 \). It is concluded that either

- \( \gamma \) in Ni–Mn–Ga is much\(^5\) smaller than in pure Ni or,
- homogeneous (field-induced) nucleation of twin-boundaries is not possible in Ni–Mn–Ga. This latter point is supported by the observation that it is necessary to “train” the FSMA by applying stress before field-induced strain can be observed (cf. Sec. 2.2.) It suggests that micro-twins are introduced in the otherwise perfect structure through stress, and that these micro-twins are sites for magnetically induced heterogeneous nucleation of monolayer twins. Recently, estimates for the magnetic field effects on dislocations placed the Peierls stress\(^6\) at about 20 MPa [63]. Put in these terms, it is apparent that homogeneous nucleation should not be possible on the basis that the upper bound for the magnetic pressure on the twin-boundary is given by the magnetocrystalline anisotropy, and is \( \approx 3.1 \text{ MPa} \).

---

\(^5\)At least three orders of magnitude.

\(^6\)The estimate was done for ferrous alloys.
If the driving force is $< 0$ however, one defines the critical radius as $r_c \equiv r : \Delta g(r)$ is maximum, and the barrier to nucleation $\Delta g_c$ as the resulting energy increase\footnote{The definition of $W_l$ in terms of a limit radius presents the possibility of barrier-less loop expansion. In general, as the radius of the partial dislocation loop is increased from zero, $W_l$ is zero but the magnetic driving force is smaller than zero, driving the loop expansion. When the loop radius increases beyond $\frac{1}{4}/r_{lim}e^2$ there is a sharp increase in $W_l$ that offsets the magnetic driving force in a certain range, rendering the total energy change positive (but increasing at ever slower rates with $r$, until it reaches the maximum at the critical radius) But for small $W_l$, $r_c$ could become as small as to reach $\frac{1}{4}/r_{lim}e^2$. In that case, the line-tension never offsets the magnetic driving force and the formation of stacking fault loops requires no nucleation.}:\

\[ r_c = -\frac{\Delta G_{lim}}{d_{(202)}(\Delta G_{mag}^2/11(H)+\Delta G_{\gamma})} \]  
(C.13) 

\[ \Delta g_c = -\frac{\pi \Delta G_{lim}^2}{d_{(202)}(\Delta G_{mag}^2/11(H)+\Delta G_{\gamma})} \]

Numerical values for the critical radius can be obtained for the parameters of Table C.1.

Consider for example Fig. C-2. It is apparent from Fig. C-2(a) that for peak fields, when the driving force is saturated, the critical radius of a partial dislocation loop is about 7 nm (assuming that the stiffness in the material is 700 MPa — see Table C.1.) For larger stiffness (2000 MPa) the figure shows a correspondingly larger critical radius at the same driving force, about 25 nm. As the field increases during the progression of the pulse, the critical radius decreases. It is also apparent that the critical radius is initially quite large, requiring a large number of atoms to form a partial dislocation loop through a heterophase fluctuation. When the driving force saturates, there are about 1500 atoms in one such loop.

Note that the critical radius has a strong dependence on the elastic modulus (see Fig. C-3.)

\section*{C.1.2 Calculation of the nucleation flux}

A nucleation events consists in an embryo of critical size increasing its radius. This happens through the addition of one atom to the faulted area (the embryo) when it is

\footnotetext[5]{As an approximation the value measured for Nickel [87] has been used.}
Table C.1: Constants and properties of Ni–Mn–Ga used for the estimates of nucleation rates and critical quantities.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_u$</td>
<td>$1.9 \times 10^6$ erg cm$^{-3}$</td>
<td>magnetocrystalline anisotropy</td>
</tr>
<tr>
<td>$M_s$</td>
<td>484 emu cm$^{-3}$</td>
<td>saturation magnetization</td>
</tr>
<tr>
<td>$H_{th}$</td>
<td>$(1.5 \pm 0.2)$ kOe</td>
<td>threshold magnetic field for twin-boundary motion</td>
</tr>
<tr>
<td>$\rho$</td>
<td>8.1 g cm$^{-3}$</td>
<td>mass density</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.508$^2$ cm$^2$</td>
<td>sample cross section</td>
</tr>
<tr>
<td>$\gamma^3$</td>
<td>43 erg cm$^{-3}$</td>
<td>stacking fault energy</td>
</tr>
<tr>
<td>$W_m$</td>
<td>0.5 eV</td>
<td>barrier to atomic twinning shift</td>
</tr>
<tr>
<td>$a$</td>
<td>$5.825 \times 10^{-8}$ cm</td>
<td>lattice constant in Fm$\overline{3}$m</td>
</tr>
<tr>
<td>$\chi_\gamma$</td>
<td>0.94</td>
<td>tetragonality in Fm$\overline{3}$m</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.3</td>
<td>Poisson’s modulus</td>
</tr>
<tr>
<td>$EY$</td>
<td>700 MPa</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$\nu_D$</td>
<td>$5 \times 10^{13}$ s$^{-1}$</td>
<td>Debye frequency</td>
</tr>
<tr>
<td>$kB$</td>
<td>$1.38 \times 10^{-16}$ erg K$^{-1}$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$T$</td>
<td>300 K</td>
<td>experiment temperature</td>
</tr>
<tr>
<td>$\epsilon_o$</td>
<td>0.0619</td>
<td>twinning strain</td>
</tr>
<tr>
<td>$d_{(202)}$</td>
<td>$2.45414 \times 10^{-8}$ cm</td>
<td>distance between twin planes</td>
</tr>
<tr>
<td>$b$</td>
<td>$3.03895 \times 10^{-9}$ cm</td>
<td>twinning Burgers vector</td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>$3.43348 \times 10^7$ cm$^{-1}$</td>
<td>linear atomic density (perp. to t.d.)</td>
</tr>
<tr>
<td>$\rho_o$</td>
<td>$8.58962 \times 10^{14}$ cm$^{-2}$</td>
<td>surface atomic density (on tp.)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$2.69231 \times 10^{11}$ erg cm$^{-2}$</td>
<td>shear modulus</td>
</tr>
<tr>
<td>$W_l$</td>
<td>$4.1577 \times 10^{-6}$ erg</td>
<td>dislocation line energy</td>
</tr>
<tr>
<td>$\gamma_o$</td>
<td>$5.00604 \times 10^{-14}$ erg cm$^{-2}$</td>
<td>per atom surface free energy</td>
</tr>
</tbody>
</table>
Figure C-2: (a) Radius of a critically sized partial dislocation loop (embryo) as a function of time during the evolution of the magnetic pulse from a 2 kV discharge (the driving force for twin-boundary motion it generates is indicated by the dashed curve, in arbitrary units.) The solid black curve is obtained for an elastic modulus of 2000 MPa, whereas the gray is obtained for a value of 700 MPa. (b) Atoms in an embryo of critical size vs. time during the evolution of the magnetic pulse of (a), for an elastic modulus of 700 MPa. At maximum driving force a critical embryo contains about 40 atoms. The dashed line corresponds to the applied magnetic field, which peaks at about 17.9 kOe (arbitrary scale.)
Figure C-3: Critical radius dependence on the stiffness $E_Y$ of the material.
shifted by the Burgers vector for twinning. The theory of nucleation provides a way to estimate the rate at which nucleation events will take place.

A few assumptions have to be made to simplify the calculation of the nucleation rates:

- Nucleation events effectively remove the corresponding atoms from the ensemble of variant 2 atoms. This problem is formally the same as that in standard nucleation theory of liquids from a vapor phase [81]. The more careful treatment by Becker and Döring [82] is a correction to the former, which will not alter greatly the desired estimates for the nucleation rate.

- In the model, additional atoms are supplied to the ensemble for each nucleus formed, so that from this point of view a steady state may be attained. This approximation is called quasi-steady state\(^9\) and is valid, strictly speaking, only at the onset of the nucleation process.

- The number of embryos of radius \(r_e\) that exist in this quasi-steady state can be approximated by the number existing in thermal equilibrium.

As can be seen for martensitic Ni–Mn–Ga in Fig. 1-1, there are 4 atoms on a given (202)\(_{Fm\bar{3}m}\) plane per unit cell. Hence the atomic density on the twinning planes is:

\[
\rho_{(202)}^{at} = \frac{4}{(3.19 \times 10^{-15} \text{ cm}^2)} \simeq 1.25 \times 10^{15} \text{ at/cm}^2
\]  (C.14)

Consequently the number of atoms in an embryo will be

\[
n(r) = \pi r^2 \rho_{(202)}^{at}
\]  (C.15)

and likewise, there will be

\[
N_2 = \phi \rho_{(202)}^{at}
\]  (C.16)

atoms on a section of the sample with area \(\phi\), parallel to the (202) plane. These are the atoms that constitute the ensemble in which the nucleation theory calculates

\(^9\)However, nucleation rates can vary if the driving force changes.
equilibrium distributions of embryos. The nucleation rate \( I = \) (nucleation events per unit time) will therefore be proportional to the probability \( \lambda_+ \) of such additional shift per unit time, and the number of existing embryos of critical size,

\[
I = \lambda_+ N(r_c)
\]

As required in the quasi-steady state approximation, the number of critical nuclei is given by:

\[
N(r_c) = N_2 e^{-\Delta g_{tot}(r_c)/kT}
\]

To compute \( \lambda_+ \) an atom is considered which vibrates around its equilibrium position along the twinning direction, [101], with frequency \( \nu \). \( \nu \) can be approximated by the Debye frequency, \( \nu_D \). For displacements from equilibrium along the twinning direction, the atomic potential is a double-well, so that its position in variant 2 is metastable. A vibration will leave the atom permanently in variant 1 if it crosses an energy barrier of \( W_m \) separating the potential wells corresponding to either twin variant. Such vibration will happen with probability \([88] \lambda_{2 \rightarrow 1} = \exp(-W_m/kT)\), so that:

\[
\lambda_+ = 4 \tau_c \rho_{line}^{at} \nu_D e^{-W_m/kT}
\]

where \( \rho_{line}^{at} \) is the density of atoms along the line perpendicular to the twinning direction, e.g. [010]). There are 2 atoms every 5.825 Å [89] (see. Fig. 1-1.) Therefore \( \rho_{line}^{at} = \rho_{[010]}^{at} \simeq 3.4 \times 10^7 \text{cm}^{-2} \). For Nickel, the Debye temperature \( \Theta_D \) is about 375 K, so that \( \nu_D = k \Theta_D / h \simeq 5 \times 10^{13} \text{Hz} \). An estimate for \( W_m \) is required.

Substituting the above equations into Eq. (C.17) one arrives at:

\[
I = \nu_D (4 \tau_c \rho_{line}^{at}) N_2 e^{-(\Delta g_{tot}(r_c)+W_m)/kT}
\]

or, in terms of nucleation events per (202)-surface,

\[
i = \nu_D (4 \tau_c \rho_{line}^{at}) e^{-(\Delta g_{tot}(r_c)+W_m)/kT}
\]
In Fig. C-4 the number of nuclei formed on a unit surface of the twin plane per unit time is depicted. This rate is the nucleation flux. It can be seen that the flux first increases with increasing driving force (magnetic field) as is expected from the fact that the barrier for nucleation decreases. However, with the decrease of the barrier height comes a decrease in the critical radius, and that translates in a decrease of $\lambda_+$ (see Eq. (C.17) and Eq. (C.19).) Both factors contribute to the creation of a maximum of the flux for intermediate driving force.

Figure C-4: Nucleation flux in units of nucleation events per cm$^2$ on a twin plane, per unit time. It first rises with increasing driving force (magnetic field), reflecting the lower nucleation barrier. As expected from Eq. (C.17) and Eq. (C.19), $\lambda_+$ also decreases with decreasing size of critical embryo. Therefore the nucleation flux maximum does not correspond with the largest driving force.

The flux is extremely sensitive to the value of the parameters $K_u$, $E_Y$ and $W_m$, and to the latter especially. This fact has obtained a recent confirmation [90]. Figure C-5 shows the results for variations of these parameters.
Figure C-5: Sensitivity analysis. (a) Nucleation flux for a $2\,kV$ pulse for various stiffnesses. (b) Nucleation flux vs. stiffness showing the effect of a change in the order of magnitude of the magnetocrystalline anisotropy. The large effect is apparent.
Figure C-5: (cont’d.) Sensitivity analysis. Nucleation flux vs. the energy barrier in the double well seen by an atom along the [101] direction. The extreme effect is apparent.
C.2 Nucleation as the rate-limiting process in twin-boundary motion

In this section nucleation as the process limiting twin-boundary motion is considered. Accordingly the assumption is that once nucleated, partial dislocations on a twin-boundary will expand in negligible time to cover its full extension. Consistently, it will be assumed that one nucleation event coincides with the motion of the twin-boundary one distance between (202) planes.

It is possible to distinguish a priori two nucleation channels: homogeneous and heterogeneous nucleation, each of which would contribute to the total nucleation flux. As discussed above, however, homogeneous nucleation can effectively be ruled out.

Let us assume that in the time interval \([t, t + \delta t]\) the probability of a nucleation event taking place on an existing twin-boundary is \(\lambda\). \(\lambda\) will be determined by the nucleation flux and the length of the time interval \(\delta t\): \(\lambda = i(t)\delta t\). The time period of the experiment \(\tau_e\) can be divided into \(\delta t\) intervals. There will be \(n = \tau_e/\delta t\) such intervals. In a given interval \(j\) of these, the twin-boundary will jump one (202) distance if a partial dislocation is nucleated, or remain in the same position if no nucleation takes place. Let \(\theta_j = 1\) designate the event "nucleation took place in the \(i\)-th interval, and likewise \(\theta_j = 0\) designate the lack of nucleation in the \(i\)-th interval. With this definition, a collection \(\Theta = \theta_1, \theta_2, ..., \theta_n\) will describe the specific sequence of jumps executed by the twin-boundary in the course of its motion, during the period studied, as shown in Fig. C-6.

The expected number of nucleation events \(n^e\) over the time period \(\tau_e\) will be written as

\[
\frac{n^e}{n} = \sum_{\Theta} \prod_{i=1}^{n} \lambda(t_i)^{\theta_j} (1 - \lambda(t_i))^{1-\theta_j} \tag{C.22}
\]

Taking the nucleation flux to be constant over \(\tau_e\), one can compute \(n^e\) from the number \(n^a\) of exactly \(a\) nucleation events happening, by counting the number of different paths \(\Theta\). It is:

\[
n^e_a = \frac{n!}{a!(n-a)!} \lambda^a (1 - \lambda)^{n-a} \tag{C.23}
\]
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Figure C-6: Schematic of the motion of twin-boundary by jumps. Each time interval $\delta t$ the twin-boundary either jumps $d_{(202)}$ because a nucleation event occurred ($\theta_j = 1$) or remains at its position ($\theta_j = 0$) when no nucleation took place.

This can be re-written as

$$n_a^e = \frac{1}{a!} n \prod_{j=1}^{a-1} (n - j) \left( \frac{i\tau_e x}{1 - i\tau_e x} \right)^a (1 - i\tau_e x)^{a-1}$$

where for convenience $x \equiv 1/n$ was defined, and the sub-expressions (1)—(3) become (for $a \geq 2$):

$$\begin{align}
(1) &= n \sum_{j=0}^{a-1} \alpha_j n^e = x^{-1} \sum_{j=0}^{a-1} \alpha_j x^{-j} \\
(2) &= (i\tau_e x)^a \sum_{k=0}^{\infty} (-1)^k (-i\tau_e x)^k \\
(3) &= \left( 1 + \frac{1}{-n/i\tau_e} \right)^{-n/i\tau_e} (-i\tau_e)
\end{align}$$

For a large number of subdivisions of the interval $\tau_e$, $\delta t \to dt$ and concurrently $n \to \infty$ and $xdt/\tau_e \to 0$. Focusing on the lowest order in $x$ in the product of expressions (1)
and (2) one can replace expression (3) with its limit.

\[
(1) \times (2) = (i\tau_e)^a \sum_{j=0}^{a-1} \sum_{k=0}^{\infty} (-1)^k (i\tau_e x)^k = (i\tau_e)^a \sum_{j=0}^{a-1} \sum_{k=0}^{\infty} (-1)^k (i\tau_e x)^k \\
= (i\tau_e)^a \sum_{j=0}^{a-1} \sum_{k=0}^{\infty} (-1)^k (i\tau_e x)^k = (i\tau_e)^a \sum_{j=0}^{a-1} \sum_{k=0}^{\infty} (-1)^k (i\tau_e x)^k \alpha_{a-j-1} x^{j+k}
\]

\[
= (i\tau_e)^a \left( \alpha_{a-1} + (\alpha_{a-2} - \alpha_{a-1} i\tau_e) x + O(x^2) \right)
\]

(C.28)

where,

\[
\alpha_{a-1} = 1 \\
\alpha_{a-2} = \sum_{j=1}^{a-1} \begin{cases} 
\frac{a^2 - 3a + 2}{2} & \text{if } a \text{ is odd} \\
\frac{a^2 - 3a + 4}{2} & \text{if } a \text{ is even}
\end{cases}
\]

(C.29)

Now taking \( \lim \delta t \to dt \) on (1) \times (2) and (3) one finds:

\[
\lim_{\delta t \to dt} (1) \times (2) = (i\tau_e)^a \\
\lim_{n \to \infty} (3) = e^{-i\tau_e} 
\]

(C.30)

Finally:

\[
n^e_a = \frac{1}{a!} (i\tau_e)^a e^{-i\tau_e}
\]

(C.31)

which can be seen to be the correct expression also for the results for \( a = 0, 1 \). Now it remains to sum over all possible \( a \)'s, and so obtain the expected number of monolayer twin transitions, \( n^e \):

\[
n^e = \sum_{a=0}^{a_{max}} \frac{a}{a!} (i\tau_e)^a e^{-i\tau_e}
\]

(C.32)

Given that \( a_{max} = (\text{untransformed length})/d_{(202)} \) one can take \( a_{max} \to \infty \):

\[
n^e \approx \sum_{a=0}^{\infty} \frac{a}{a!} (i\tau_e)^a e^{-i\tau_e}
\]
\[ e^{-i\nu_e(i\tau_e)} \frac{d}{d(i\tau_e)} \sum_{a=0}^{\infty} \frac{(i\nu_e)^a}{a!} = i\nu_e \]  

(C.33)

Note that these expressions are valid for a given point in time \( \tau_e \), for which one can replace the actual nucleation flux with a constant. Using the same expression as the expected volume fraction transformed requires an expression for \( i \), namely:

\[ i(\tau_e) = \frac{1}{\tau_e} \int_{0}^{\tau_e} i(t')dt' \]  

(C.34)

Thus naturally one obtains that the length (along the twin plane normal) of variant 2 transformed is proportional to the integral of the nucleation flux up to the time of interest. Since this result is valid for each moving twin-boundary, when there are \( m \) mobile twin-boundaries, the length transformed \( \delta x \) is:

\[ \delta x(t) = d_{(202)} \int_{0}^{t} m(t')i(t')dt' \]  

(C.35)

Of course, the rate of extension is thus just:

\[ v = \frac{d\delta x}{dt}(t) = d_{(202)}m(t)i(t) \]  

(C.36)

A caveat: A good part of the extension seems to happen at the early stages of the field build up, so that there the nucleation flux is not constant.

### C.3 Pinning of partial dislocations

Observations\(^{10}\) suggest that kinetics of overcoming defects can be rate limiting. In this section, this case will be considered, and the existence of that partial dislocations will be assumed.

Following [91] one identifies different times that characterize the motion of a dislocation, as shown in Fig. C-7.

---

\(^{10}\)Driving forces that do not cause full transformation of the variant 2 region into variant 1 can cause (repeatedly) the apparently unhindered motion of discrete twin-boundaries. For example see Fig. 3-14.
• $\tau_e$ is the time of the experiment. In the present case this would correspond to the acquisition time of the oscilloscopes.

• $\tau_m$ is the time over which the velocities are measured. This corresponds to the smallest resolved time interval, a few $\mu$s in the present experiment.

• $\tau_f$ is the time during which a partial dislocation is moving freely. Presumably, this time is shorter than the smallest resolved time in this case.

• $\tau_w$ is the time that the partial dislocation spends “waiting” while pinned at a defect.

Accordingly, a partial dislocation that moves under the action of a driving force, may do so unhindered by pinning obstacles at speed $v_f$ over a relatively short free travel time $\tau_f$. It then is pinned by a defect that presents itself as a barrier of height $\Delta G_B$, and precluded from further motion for a waiting time $\tau_w$ until thermal activation or the increase of driving force push it free. The process is then repeated. Consequently, over the time scale $\tau_m$ of a measurement\(^{11}\), the partial dislocation will have an average velocity $\bar{v}^{\perp}$, which can vary throughout the time of the experiment $\tau_e$.

C.3.1 Twin boundary displacement limited by pinning

Consider a twin-boundary (202) that is moving under the action of a field but can be pinned by defects in the crystal\(^{12}\). Once the (202) plane has been swept out by the partial dislocations, the twin-boundary will have advanced the distance $d_{(202)}$. Assume further that the twin-boundary velocity will be proportional to the average speed of the partial dislocations that sweep out (202). The specifics of the expansion of partial dislocations on (202) will be considered only inasmuch as they reflect the fact that the pinning of a twin-boundary is really the pinning of the partial dislocations that move across it. The motion will require overcoming an energy barrier $\Delta G^b$ (the

\(^{11}\)In the present case, this would be $\Delta t$ in Eq. (C.37) (1 $\mu$s experimentally.)

\(^{12}\)For example micro-cracks, voids and incompatible twin systems can stop the motion of partial dislocations.

Figure C-7: (a) Characteristic times during the motion of a dislocation, after [91].
(b) Effective velocity of the dislocation over the characteristic times given in (a).
work done by the forces required to move the partial dislocation past the defect that is pinning it), and will be driven by the driving force for twin-boundary motion $\Delta G$. It can be written for twin-boundary velocity:

$$ \bar{u}^{tb} = \frac{\text{distance moved} \perp (202)}{\text{unit time}} = c e^{-(\Delta G^b + \Delta G)/kT} \quad (C.37) $$

where $c$ is a constant that has the units of velocity, and establishes the relation between the motion of the twin-boundary from one (202) plane to the next and the mechanics of the motion of the partial dislocations on (202). In this section $c$ is taken to be constant. $\Delta G$ is an explicit function of $t$ through the field $H = H(t)$. $\Delta G^b$ is primarily a function of the position along the twin plane normal of the pinning defects, and depends of the time through the position of the twin-boundary. Note that Eq. (C.37) is then an *instantaneous* velocity. The measured velocities are instead the averages over the measurement time $\tau_m$ (see Fig. C-7(a)).

The total displacement $x$ of the twin-boundary during $t < \tau_m$, will be:

$$ x = \int_0^t \bar{u}^{tb}(t') \, dt' = c \int_0^t e^{-\Delta G/kT} \frac{e^{\Delta G^b/kT}}{A(t')} e^{\Delta G^b/kT} dt' \quad (C.38) $$

In a manner analogous to Eq. (C.38) one can calculate the displacement during the time interval $\delta t = \tau_f + \tau_w$, defined as the time interval starting when the partial dislocations de-pin up to the point where having waited $\tau_w$ they are about to de-pin again, as:

$$ \delta x = c \int_t^{t+\delta t} e^{-\Delta G/kT} e^{-\Delta G^b/kT} dt' \quad (C.39) $$

From Fig. C-7 $\tau_f$ is the time before the next pinning event, and $\tau_w$ the time the boundary remains pinned: $\delta t = \tau_f + \tau_w$. Then Eq. (C.39) can be re-written as:

$$ \delta x = c \int_{t}^{t+\tau_f} e^{\Delta G/kT} \frac{e^{\Delta G^b/kT}}{=1} dt' + \int_{t+\tau_f}^{t+\delta t} e^{\Delta G/kT} e^{\Delta G^b/kT} dt' \quad (C.40) $$

where the term over the braces is equal to 1 because between pinning events it is assumed that the barrier is negligible.

It is convenient now to divide the problem in two limit cases. If the speed of the
moving partial dislocations is very large, then they spend most of their time pinned: \( \tau_w \gg \tau_f \). On the contrary, when they move very slowly the converse is true: \( \tau_f \gg \tau_w \).

**Case \( \tau_f \gg \tau_w \)**

It is possible to expand the above Eq. (C.40) to first order in \( \tau_w \).

\[
\frac{\delta x}{c} = \int_t^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} dt' + \left( -\tau_w e^{\frac{\Delta G(t+\delta t)}{kT}} - e^{\frac{\Delta G(t+\delta t)}{kT}} \right) (-\tau_w) + O[\tau_w^2] \\
= \int_t^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} dt' + \tau_w e^{\frac{\Delta G(t+\delta t)}{kT}} \left( e^{\frac{\Delta G(t+\delta t)}{kT}} - 1 \right) + O[\tau_w^2]
\]

(C.41)

Assuming that there is one representative pinning strength, \( \Delta G^b = E, t \in [t + \delta t - \tau_w, t + \delta t] \forall \delta t \) (ie. for all pinning events), the sum over all the pin–de-pin intervals \( \delta t \) becomes

\[
\frac{x}{c} = \sum_{\delta t} \frac{\delta x}{c} \sim \int_0^\tau e^{\frac{\Delta G(t')}{kT}} dt' + (e^{\frac{E}{kT}} - 1) \sum_{\delta t} \tau_w e^{\frac{\Delta G(t+\delta t)}{kT}}
\]

(C.42)

Consider fig. C-8. With \( \tau_w \ll \delta t \) the driving force is approximately constant.

![Figure C-8: Driving force for twin-boundary motion vs. time. A time interval \( \delta t \) is defined from the break-away event to the next. The time of free motion is \( \tau_f \) and the time of pinning is \( \tau_w \). The product of \( \tau_w \) and the driving force at the end of the interval \( \delta t \) is approximately equal to the shaded rectangle of the figure. In turn, for small \( \delta t \) the latter can be approximated by the integral over \( [t + \tau_f, t + \delta t] \), or a fraction \( \tau_w/\delta t \) of the integral over \( \delta t \).](image)
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during the step $\delta t$, and it is possible to use:

$$
\tau_w e^{\frac{\Delta G(t+t)}{kT}} \simeq \int_{t+\tau_f}^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} dt' \simeq \frac{\tau_w}{\delta t} \int_t^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} dt'
$$

(C.43)

If the pinning strength is the same for all pinning sites, one can replace $\tau_w$ with the average pinning time $\langle \tau_w \rangle$, and get:

$$
\frac{x}{c} \simeq \left(1 + \frac{\langle \tau_w \rangle}{\langle \delta t \rangle} (e^{\frac{E}{kT}} - 1)\right) \int_0^\tau e^{\frac{\Delta G(t')}{kT}} dt' 
$$

(C.44)

**Case** $\tau_f \ll \tau_w$

Expanding Eq. (C.40) to first order in $\tau_f$.

$$
\frac{\delta x}{c} \simeq \tau_f e^{\frac{\Delta G(t)}{kT}} + \int_t^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} e^{\frac{\Delta G^b(t+\delta t)}{kT}} dt' - \tau_f e^{\frac{\Delta G(t)}{kT}} e^{\frac{\Delta G^b(t)}{kT}}
$$

(C.45)

Again assuming that there is only one kind of pinning strength, $\Delta G^b(x(t)) = E, t \in [t_i + \delta t - \tau_w, t_i + \delta t] \forall t_i$ (ie. for all pinning events.) Summing over all the pin–de-pin intervals $\delta t$ (or corresponding $\delta x$),

$$
\frac{x}{c} = \sum_{\delta t} \left( \tau_f e^{\frac{\Delta G(t)}{kT}} \right) + \sum_{\delta t} \left( \int_t^{t+\delta t} e^{\frac{\Delta G(t')}{kT}} e^{\frac{\Delta G^b(t+\delta t)}{kT}} dt' \right) - \sum_{\delta t} \left( \tau_f e^{\frac{\Delta G(t)}{kT}} e^{\frac{\Delta G^b(t)}{kT}} \right)
$$

(C.46)

With considerations similar to the prior case,

$$
\frac{x}{c} \simeq \frac{\langle \tau_f \rangle}{\langle \delta t \rangle} \int_0^\tau e^{\frac{\Delta G(t)}{kT}} dt' + \int_0^{\tau} e^{\frac{\Delta G(t')}{kT}} e^{\frac{E}{kT}} dt' - \int_0^{\tau} \frac{\langle \tau_f \rangle}{\langle \delta t \rangle} e^{\frac{\Delta G(t)}{kT}} e^{\frac{E}{kT}} dt'
$$

$$
= \left(1 + \frac{\langle \tau_f \rangle}{\langle \delta t \rangle} (1 - e^{\frac{E}{kT}})\right) \int_0^\tau e^{\frac{\Delta G(t)}{kT}} dt'
$$

(C.47)

**Individual twin-boundary motion**

From eqs. (C.44) and (C.47) it is seen that regardless of the relative lengths of time that partial dislocations are freely moving or waiting on a pinning site, the total
displacement of a twin-boundary is:

\[ x \propto \int_0^\tau e^{\frac{\Delta G(t)}{kT}} dt' \]  \hspace{1cm} (C.48)

Accordingly, regarding the displacement of individual twin-boundaries in response to a time-varying driving force, a proper choice for the abscissa would be the expression given by the above eq. (C.48). Notice that Eq. (C.48) can always be rewritten as

\[ x \propto \tau e^{\frac{\Delta G(\tau^*)}{kT}} \]  \hspace{1cm} (C.49)

where \( \tau^* \in [0, \tau_e] \). Particularly for the larger pulses in the present experiment, \( \tau^* \simeq t(\text{peak } H) \).

C.3.2 Application

Let us consider a single active twin-boundary and faults expanding on it. Faults will be pinned at defects and dwell at the pinning sites until thermal activation causes them to overcome the barrier and de-pin. It can be shown [66] that even though there exist a variety of defects and pinning barriers, the average dislocation velocity \( \bar{v} \) still follows an Arrhenius-type law:

\[ \bar{v}^\perp = \bar{v}^\perp_0 e^{-\Delta G^\perp / kT} \]  \hspace{1cm} (C.50)

Here \( \Delta G^\perp \) is the saddle point separating local minima in the energy of the system:

\[ \Delta G^\perp = \Delta G^b - V\Delta G \]  \hspace{1cm} (C.51)

and \( \bar{v}^\perp_0 \) is a velocity, given by:

\[ \bar{v}^\perp_0 \simeq \frac{\lambda_b \nu_D}{l_{\sigma,T}} \]  \hspace{1cm} (C.52)

where \( b \) is the Burgers vector of the stacking fault, \( \nu_D \) is the Debye frequency of the crystal and \( \bar{l} \) is the average distance between pinning sites on the dislocation line, and
$\bar{\lambda}$ is the average distance from the energy valley to the saddle point of activation.

For order of magnitude estimates, one can relate the velocity of the stacking fault ($\bar{v}^s$) to that of the advancing twin-boundary ($\bar{v}^{tb}$) making simple assumptions about the distances swept out. The twin-boundary will advance a distance equal to the lattice constant along the twin plane normal, $d_{(202)}$ every time the partial dislocation sweeps out the twin plane. Let us assume that this requires a partial dislocation segment to move a distance $\phi^{1/2}$ if the partial dislocation is to sweep out the area $\phi$. Consequently,

$$\bar{v}^{tb} = d_{(202)} \phi^{-1/2} \bar{v}^s \exp{-V \Delta G^t / kT} \tag{C.53}$$

which is also of Arrhenius type.

$$V = \bar{\lambda} d_{(202)} \tag{C.54}$$

With this one can re-write eq. (C.53) as

$$\bar{v}^{tb} = \frac{d_{(202)} \phi^{-1/2} \bar{v}^s \exp{-V \Delta G^t}}{\exp{k \Delta G^t \bar{\lambda} k}} \tag{C.55}$$

where for convenience $\bar{v}^{tb}_0$ above and $k = (K_u V) / (kT)$ have been defined.

The expression of Eq. (C.55) is the basis for the plots of Fig. C.55 in Chapter 4. It is possible to find the slope of plots from the logarithm of the rate of extension vs. the driving force. Because of the difficulty determining the velocity accurately at the onset of the deformation, peak rate of extensions will be considered.

### C.4 Concurrent nucleation and expansion of the partial dislocations

When the driving force for twin-boundary motion is constant (in the present experiments this occurs when the driving force saturates at $K_u$) it is possible to find relatively simple expressions for the progress of a transformation when there is concurrent
nucleation and growth of the transformed phase. For example, one can obtain the well-known Johnson-Mehl-Avrami-Kolmogorov equation [92] for the volume fraction $\zeta^V$ transformed:

\[ \zeta^V = 1 - e^{-(\pi/3)IG^3t^4} \]  \hspace{1cm} (C.56)

where $I$ is the nucleation rate, and $G$ is the growth rate. A conceptually different method leading to the same results was presented more recently by Cahn [93]. This \textit{time-cone} method presents the advantage that the geometry of the volume in which nucleation is taking place is easily incorporated. In it, for a physical space of dimensionality $d$ a space $\Omega$ of dimensionality $d + 1$ is constructed, where the $(d + 1)$-th dimension is time. At a given time $t$, a point $x$ is considered, and the question is posed of whether this point does or does not belong to the untransformed part of space. The answer depends on whether or not a transformed region nucleated nearby at an earlier time, so that growth accounted for, $x$ will be contained in the transformed volume at time $t$. The subset of $\Omega$ such that any point in it would result in $x$ being transformed at time $t$ is termed $\Omega_c$.

Cahn shows that the volume fraction transformed $\zeta$ is related to the average number of nuclei $\langle N_c \rangle$ that could form in $\Omega_c$ by:

\[ \zeta = 1 - e^{-\langle N_c \rangle} \]  \hspace{1cm} (C.57)

The case of interest in twin-boundary motion is the nucleation and growth of stacking faults on a given twin plane, labelled "1". It can be described with the above method using a dimensionality $d = 2$. Accordingly, $\Omega_c$ will have a cone-like shape, with a tip at the point $(x, t)$, an axis parallel to the time axis, and a cross section that increases as earlier times are considered.

For a constant nucleation flux $I$, and a constant growth rate $\bar{v}^\perp$, $\Omega_c$ becomes strictly speaking conical, and it is obtained for the fraction transformed $\zeta_1$:

\[ \zeta_1 = 1 - e^{-I\Omega_c} = 1 - e^{-(\pi/3)\bar{v}^\perp t^3} \]  \hspace{1cm} (C.58)
where the underscore 1 indicates that the fraction transformed in plane 1 is being considered.

The result is useful in expressing the area covered by the stacking faults expanding on a twin plane. Let \( A_1 \) be said area, and let \( \phi \) be the total area spanned by the twin plane in the given sample.

Then

\[
\frac{A_1(t)}{\phi} = \zeta_1(t) = 1 - e^{-\Lambda_c(t)} = 1 - e^{-\left(\pi/3\right)\mathbb{L}^2 \phi}
\]

(C.59)

directly as before. Equation (C.62) gives a sigmoidal profile for \( A_1(t) \).

A criterion to determine the time a set of partial dislocations take to sweep out a given twin plane could be easily developed. A certain area fraction \( \zeta_1^{th} \) could be set as a threshold that must be exceeded before the twin plane is considered to have been swept out. The corresponding time is then found as \( t : \zeta_1(t) = \zeta_1^{th} \).

Unfortunately, this criterion does not provide a clear relation between the twin twin-boundary velocity \( \bar{v}^{th} \) and the average velocity \( \bar{v} \). The problem resides in the fact that once a finite area \( A_1 \) has been swept out on the plane 1, partial dislocations could start being nucleated on the plane right above plane 1. Consequently, by the time plane 1 has been swept out a significant fraction of plane 2 has already been swept out. Underestimating this fact results in unrealistically high \( \bar{v} \) for the given experimental values of \( \bar{v}^{th} \) (see Chapter 4.)

As a first approximation to circumventing the above mentioned difficulty, it is possible to calculate the fraction of the area of the twin plane "2" (directly above plane 1) swept out by partial dislocations. Notice that in this case the area on which partial dislocations can nucleate and grow is not constant, but \( A_1(t) \). This implies that not all time-cones have the same origin \( t = 0 \) in time. In fact, they will reach back in time only as far as there was a fault present in the plane below at a given position. Therefore, even at constant nucleation rates and \( \bar{v} \), \( \langle \Omega_c \rangle = \langle \Omega_c(t) \rangle \).
Approximate solution 1

Equation (C.62) can be used directly if the complication of the time dependence of \( \Omega_c(t) \) is disregarded.

As soon as a partial dislocation loop has stabilized\(^{13}\) new loops can nucleate on the stacking fault. These loops would generate on the following twin plane, which is \( d_{(202)} \) away from plane 1, and will be called plane 2. By similar arguments as before, the fraction of the fault area that is swept out by partial dislocation loops in plane 2 is

\[
\zeta_2 = 1 - e^{-\frac{\pi \ell^2 (t-t_2)^3}{3}}
\]  

(C.60)

and it can be seen by induction that in general, for plane \( i \) it is:

\[
1 - \zeta_i = e^{-\frac{\pi \ell^2 (t-t_i)^3}{3}}
\]  

(C.61)

The area that will not be swept out on the \( n \)-th plane at time \( t \) will be:

\[
\frac{A_n(t)}{\phi} = \frac{A_n}{A_{n-1}} \frac{A_{n-1}}{A_{n-2}} \cdots \frac{A_1}{\phi} = \zeta_n \zeta_{n-1} \cdots \zeta_1 = 1 - e^{-\frac{\pi \ell^2 (t-t_n)^3}{3}}
\]  

(C.62)

The resulting area fractions are seen in Fig. C-9.

The times for which the area fraction \( \zeta_i \) reaches a threshold \( \zeta_i h \) can serve to determine the passage of a twin-boundary past the twin plane \( i \), and differences between these times leads to an expression for the twin-boundary velocity. Figure C-10 plots the position of the twin-boundary, as the (202) plane that has been 50\% swept out by partial dislocations.

There is a problem in that the twin-boundary seems to accelerate. This artifact is a direct consequence of the approximation that \( \Omega_c \) is independent of \( t \). It could be circumvented by arbitrarily taking only the first few twin planes for the computation.

---

\(^{13}\)Partial dislocation loops with radii larger than the critical radius are stable, see App. C
Figure C-9: Area fractions swept out by partial dislocations on successive twin planes, as per Eq. (C.62). The straight line corresponds to an arbitrary level of 0.5. \( i = 1 \) corresponds to \( \zeta_1 \) and plotted is also the result for 9 successive twin planes (moving from left to right.) The times at which the curve \( i \) reaches the level of 0.5 mark the passage of the twin-boundary past the twin plane \( i \). A nucleation rate of \( 10^6 \) nuclei per \( \text{s cm}^2 \) and a \( \bar{v} \) of \( 2.9 \times 10^5 \text{ cm s}^{-1} \) has been assumed.

Figure C-10: Position of the twin-boundary — Approximation 1. An acceleration of the twin-boundary is apparent.
of $\bar{\nu}^{b}$, but this is tantamount to fitting the $\bar{\nu}^{\perp}$ to the measured values of $\bar{\nu}^{b}$.

**Approximate solution 2**

As discussed, even at constant nucleation rates and $\bar{\nu}^{\perp}$, $\langle \Omega_c \rangle = \langle \Omega_c(t) \rangle$. Accounting for this special restriction, the probable untransformed fraction on plane 2, $1 - \zeta_2$ will be given by an equation similar to Eq. (C.62), but with a modified expression for $\langle \Omega_c(t) \rangle$. Write first:

$$\langle \Omega_c(t) \rangle = \int_0^t \Omega_c(t - \tau) \phi(\tau) d\tau$$  \hspace{1cm} (C.63)

where $\phi(\tau)$ is the probability that a stacking fault actually swept by underneath the point of interest exactly at time $\tau$.

$\Omega_c(t - \tau)$ has the same expression used earlier:

$$\Omega_c(t - \tau) = \frac{\pi}{3} \bar{\nu}^{b^2} (t - \tau)^3$$  \hspace{1cm} (C.64)

To obtain $\phi(\tau)$ consider that integrated from zero to $t$ it gives the area untransformed on plane 1:

$$\int_0^t \phi(\tau) d\tau = 1 - \zeta_1(t)$$  \hspace{1cm} (C.65)

Therefore:

$$\phi(t) = -\frac{\zeta_1(t)}{dt}$$  \hspace{1cm} (C.66)

so that Eq. (C.63) becomes

$$1 - \zeta_2 = -\int_0^t \Omega_c(t - \tau) \frac{d\zeta_1(\tau)}{d\tau} d\tau$$  \hspace{1cm} (C.67)

Equation (C.67) is much better suited to the purpose of estimating average velocity. Again, a threshold fraction of the twin plane can be defined for which the twin-boundary will be said to be located at that plane. The difference between the times at which this happens on plane 1 and plane 2 will be the time it takes a twin-boundary to move from one twin plane to the next.
If the threshold is taken to be $0.5^{14}$, it is obtained:

\[
\begin{align*}
\zeta_1(t_1) &= \frac{1}{2} \\
\zeta_2(t_2) &= \frac{1}{2} \\
\delta t &\equiv t_2 - t_1
\end{align*}
\]  
(C.68)

so that the twin-boundary velocity will be:

\[
\overline{v}^{tb} = \frac{d_{(20\overline{2})}}{\delta t}
\]  
(C.69)

Equation (C.68)–(C.69) relates $\overline{v}^{tb}$ to $\overline{v}^\perp$.

\footnote{Indicating that the twin-boundary passed by a given twin plane if more than half of the twin plane has been swept out by partial dislocations.}
Appendix D

Field-induced strain in textured polycrystals

D.1 Introduction

Single crystals of ferromagnetic shape memory alloys have displayed large magnetic field induced strains. A single crystal of Fe$_{70}$Pd$_{30}$ produced 0.5% strain in a field of 12 kOe at $-17^\circ$C [31]. More recently, an off-stoichiometry Ni–Mn–Ga crystal gave a reversible strain of 6% in 4 kOe at room temperature [39].

The mechanism of this large field-induced strain in ferromagnetic shape memory alloys is magnetically induced twin-boundary motion. The magnetic moments of an ferromagnetic shape memory alloy are strongly pinned to magnetic easy axes, due to a large magnetocrystalline anisotropy. They are different in each twin variant. The applied field selects between variants, causing the growth of those in which the magnetization is more closely aligned with the field, at the expense of the others.

Models for strain in ferromagnetic shape memory alloys have to date focussed on single crystals. In an extension of a micromagnetic model of magnetostriction in Terfenol, James and Kinderlehrer [94] gave a numerical prediction of the strain $\varepsilon(\mathbf{H})$ as well as images of the twin variant rearrangements. Due to the complexity of the crystal interactions it has not yet led to analytic expressions for field induced strain. O'Handley [30] used an energy minimization approach in a twin-variant system (one
twin-boundary) to get analytical expressions for $\mathbf{M}(\mathbf{H})$ and $\epsilon(\mathbf{H})$. This model gives a reasonable fit to the magnetization and strain observed in Ni-Mn-Ga [28].

In spite of the unusually large strains demonstrated in ferromagnetic shape memory alloys, applications in engineering devices may be severely limited if the large strains can only be achieved in single crystals. This paper presents an extension of O'Handley's [30] model for single-crystal ferromagnetic shape memory alloys to arrangements of differently oriented crystallites. The model computes an average strain, and thus gives an upper (Sachs) bound to the field induced strain. In contrast, Bhattacharya et al [70] give a lower (Taylor) bound to the polycrystal problem using linear programming.

## D.2 Description of the Model

In the model, each of the single crystals will be influenced by its neighbors only through an effective stiffness $C$, but there is no explicit coupling. At zero magnetic fields, the crystals are assumed to have equal volume fractions of either twin variant, each of which is subdivided into $180^\circ$ domains. For simplicity the magnetocrystalline anisotropy is taken to be large enough for the rotation of the local magnetic moment away from the local easy axes to be negligible. This restriction is stronger than in [30]. Once the field is turned on, there is a driving force for twin-boundary motion in a crystal, arising from the different orientations with respect to $H$ of the magnetization in its two twin variants. However, instead of inducing the rotation of the local magnetic moment $M_s$, the field causes the crystal structure to shear via twinning. In this process, the volume fraction of the twin variant with easy magnetic axis closer to the field direction increases. This is magnetically induced twin-boundary motion.

The driving force for twin-boundary motion is opposed by elastic restoring forces, so that in equilibrium the imbalance in the volume fraction of the variants is $\Delta x = \frac{H_t M_s \sin \Omega}{C_0^2}$, where $H_t$ is the component of the field along the twinning direction, and the other quantities are defined in Fig. D-1. $\Delta x$ causes a shear in the plane of the twinning direction $\hat{t}$ and twin plane normal $\hat{n}$ of magnitude $\epsilon^{(e)}(H_t) = -\epsilon_0 \Delta x(H_t)$,
Figure D-1: Geometry of the twin variants considered in the model. The unit cell is tetragonal, with sides $a$ and $c$. The inclination of the magnetization with respect to the twin plane (of normal $\hat{n}$) is given by $\Omega$. $\Phi$ is the angle between the second invariant planes of the twin system, and determine the transformation strain $\epsilon_0$. Plotted also are the projections of the magnetic field along $\hat{n}$ and the twinning direction $\hat{t}$.

where $\epsilon_0 = Tan \Phi$ is the twinning shear, see Fig. D-1.

Not explicitly considered in this expression are the forces that pin $180^\circ$ domains. Indeed, opposing $180^\circ$ domains yield cancelling contributions to the average strain. $180^\circ$ domain walls will move along $\hat{h}$ until a single domain covers both twin variants, provided that the driving force to do so overcomes the coercivity. This condition is expressed for the free energy change $\Delta g_{dwm}$ of such a process as $\Delta g_{dwm} = -2 \cos \Omega M_s H_n < \cos \Omega M_s H_c$, where $H_n$ is the component of the field along $\hat{n}$, and $H_c$ measures the coercivity.

It is convenient to define $H = H\hat{z}$ in a reference frame $\mathcal{S}$. The orientation of $\hat{t}$ and $\hat{n}$ (and thus, the crystal) with respect to $\mathcal{S}$ requires three parameters. Euler angles $\{\phi, \theta, \psi\}$ are chosen. With this a rotation matrix $U_{\phi,\theta,\psi}$ is constructed, which functions as base-change matrix between $\mathcal{S}$ and $\hat{t}\hat{p}\hat{n}$. Thus the average strain is computed for a given orientation distribution (ie. texture) $T(\phi, \theta, \psi)$ from the sum over all possible orientations $\{\phi, \theta, \psi\}$ as

$$\langle \epsilon^{(r)} \rangle = \int_0^\pi \int_0^\pi \int_0^{2\pi} T(\phi, \theta, \psi) \epsilon^{(r)}(H, \phi, \theta, \psi)d\phi d\theta d\psi$$  \hspace{1cm} (D.1)

using $\epsilon^{(r)}(H, \phi, \theta, \psi) = U_{\phi,\theta,\psi}^\dagger \epsilon^{(c)}(\Delta x(U_{\phi,\theta,\psi} \cdot H)) \cdot U_{\phi,\theta,\psi}$.

The net magnetization $\mathbf{m}$ lies along $\hat{n}$ initially, but acquires an extra component
along \( \hat{t} \) when \( \Delta x \neq 0 \). (Note that the component along \( \hat{n} \) is constant for all \( \Delta x \).) It is computed in a manner analogous to eq. (D.1).

\section*{D.3 Results and Discussion}

With this framework three different orientation distributions are explored and compared to the model results for the single crystal, single 180°-domain actuation, \( \Delta x \epsilon_0 \).

\subsection*{D.3.1 Common Twin Plane Normal}

This texture could be expected from ferromagnetic shape memory alloy particles embedded in a soft binder that were aligned with a field prior to curing the binder. Choosing \( \phi = 0 \) without loss of generality, the orientation distribution is written as \( T^{(n)} = \frac{1}{\pi} \delta(\phi) \delta(\theta - \theta_n) \), where \( \theta_n \) is the angle between \( \hat{n} \) and \( H \). The result can be seen in Fig. D-2.
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Figure D-2: Principal strain along the field (in units of the transformation strain \( \epsilon_0 \)) as a function of the applied field (in units of the normalization field \( C\epsilon_0/(M_s \sin \Omega) \)).-

The dotted line is the strain for a single crystal, single 180°-domain with optimal orientation. Indicated are also the results for smaller coercivity and smaller normalization field.

The principal strains are thus \( 0 \) and \( \pm \frac{1}{2} \hat{h} \sin \theta_n \), where the reduced field \( \hat{h} \) is defined from \( \Delta x \) as \( \hat{h} = H[C\epsilon_0/(M_s \sin \Omega)]^{-1} \). The non-zero values of the strain act
on the plane spanned by $\hat{n}$ and $\hat{z}$. The compression axis subtends an angle $\pi/4 - \theta_n$ with the field, and is thus closer to it than the elongation axis, which subtends an angle of $3\pi/4 - \theta_n$. Most notably, the strain than can be achieved is as high as 50% of that of a single crystal in optimal alignment. Best performance is obtained when the field is perpendicular to the twin plane normal except for a component that causes 180 degree domain walls to move. It is also seen that because all the crystals have the same twin plane normal, removal of domain walls occurs at the same threshold field. The result is a sudden motion of the twin-boundaries to the equilibrium volume fraction once that field is reached. Beyond that, the strain is linear with the field.

D.3.2 Common Inclination of Twin Plane Normal

In this case, the angle $\theta$ between the field and $\hat{n}$ of the grains is equal to $\theta_0$. This texture could arise in polycrystals subjected to compressive loads. The orientation distribution has the form $T^{(\theta)} = \frac{1}{2\pi^2} \delta(\theta - \theta_0)$. The principal strain is $-h \cos \theta \sin^2 \theta$ (compressive) along the field direction and uniformly tensile in the plane perpendicular to it.

Notably, this texture has an upper bound to the strain that is as large as 38% of the single-crystalline strain for optimum choice of $\theta$ ($\theta = \arccos(1/\sqrt{3}) \approx 55^\circ$. The result can be seen in Fig. D-3.

A discontinuous threshold-like behavior arises because the component of the field along the twin plane normals is the same for all crystallites, and hence removal of 180° domain degeneracy occurs simultaneously.

D.3.3 Uniform distribution of orientations

A typical polycrystal or powder composite might have this orientation distribution. $T^{(u)}(\phi, \theta, \psi) = 1/2 \pi^3$. The resulting principal strains are compressive in the direction of the field: $-\frac{2}{3\pi} h \sin^3 \theta_c$, where $\cos \theta_c \equiv H_c/H$ accounts for the fact that only a fraction of the crystallites is oriented so as to select a single 180° domain and thus contribute to the strain. In the plane perpendicular to the field the strain is tensile,
Figure D-3: Principal strain along the field (in units of the transformation strain $\epsilon_o$) as a function of the applied field (in units of the normalization field $C\epsilon_o/(M_s \sin \Omega)$) - solid line - for the texture with common twin plane normal. The dotted line is the strain for a single crystal, single 180°-domain with optimal orientation. Indicated are also the results for smaller coercivity and smaller normalization field.

$$\frac{1}{3\pi} h \sin^3 \theta_c.$$

Figure D-4 shows a plot of the principal strain along the field direction as a function of the reduced field $h$, in units of the normalization field $H_o = C\epsilon_o/(M_s \sin \Omega)$. It can be seen that for small fields, the coercivity is not overcome and the material does not strain. As the field increases, for some crystallites the projection of $H_n$ will become large enough to remove their 180°-domain walls. These crystallites then strain an amount proportional to $H_t$.

The actuation strain is smaller than in single crystals because not all the crystallites are optimally oriented. At best $2/3\pi \approx 21\%$ of the strain of an optimally oriented single-crystal can be obtained.

### D.4 Conclusions

An analytical model for the magneto-elastic response of an arrangement of ferromagnetic shape memory alloys to an applied field has been developed. It was used to compute an upper bound to the strain of several textures of poly-crystal arrangements. It was found that arrangements with common twin plane normal, such as
Figure D-4: Principal strain along the field (in units of the transformation strain $\epsilon_o$) as a function of the applied field (in units of the normalization field $C\epsilon_o/(M_s \sin \Omega)$) - solid line - for the texture with uniform distribution of orientations. The dotted line is the strain for a single crystal, single 180°-domain with optimal orientation. Indicated are also the results for smaller coercivity and smaller normalization field.

could be expected for powder composites with magnetically aligned powder, up to 50% of the single crystal strain could be achieved (not including the filling fraction). For textures with unique twin plane normal inclination, to be found for instance in FSMAs cooled under load, the upper bound is 35%, and a uniform distribution yields up to 21% of the single-crystalline result. In all cases the strain is compressive in the direction of the field.
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