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Abstract

We present a new approach to designing mirrors (or reflectors) for microwave transmission lines based on phase retrieval from intensity measurements of the feed field. By incorporating measured field patterns of a wave in the design process, we can account for an actual field structure that may not be accurately represented by analytic expressions or numerical computations. The formulation of phase retrieval from intensity measurements of a linearly-polarized (scalar), paraxial wave is given, and the method is extended to shaping mirrors as phase-correcting surfaces. Experimental results for two gyrotron mode converters are then presented to validate the proposed design approach. In the first experiment, a pair of mirrors were shaped from infrared camera measurements of the asymmetric microwave beam radiated by a 1 MW, 110 GHz gyrotron. The mirrors were designed to transform the gyrotron radiation into a fundamental Gaussian beam with a uniform phase and 99.6% beam power transmission at the 3.175-cm aperture of a waveguide. Measurements of the final beam show that the mirror design method accurately produces a Gaussian beam with the desired phase, and 96.5% of the beam power is incident on the waveguide aperture. A pair of mirrors were designed for a gyrotron internal mode converter in the second experiment. The mode converter transforms the TE_{22,6} circular waveguide mode of a gyrotron cavity into a free space beam; a pair of mirrors in a four-mirror mode converter were shaped to produce a 1.52-cm-waist Gaussian beam at the 5-cm aperture of a diamond gyrotron window to provide 99.6% beam transmission. Low- and high-power testing of the mirrors show that the design produces a high-quality Gaussian beam in both amplitude and phase, with a waist size along the gyrotron axis of 1.6 cm and a transverse waist of 1.7 cm at the window. This waist size provides 98.5% beam power transmission efficiency through the window aperture. Our successful experimental results demonstrate the efficacy of the proposed method, and encourage application to other areas such as reflector antennas, radio astronomy, free-space transmission lines, and waveguide mirrors and miter bends.
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Chapter 1

Introduction

This thesis develops a general approach to designing mirrors (or reflectors) for microwave transmission lines based on phase retrieval from intensity measurements of the feed field. By using the measured field patterns of a wave in the design process, we can account for an actual field structure that may not be accurately represented by analytic expressions or numerical computations. Although our formulation of the design method is general and applicable to a wide class of microwave and antenna engineering problems, our motivation and subsequent experimental results are based on studies of gyrotron mode converters.

In this chapter, we give a brief introduction to gyrotrons, with an emphasis on their electrodynamic properties. We discuss the internal mode converter, which is used to couple the high-order gyrotron cavity mode to free space. We present the motivation for our mirror shaping approach based on phase retrieval from intensity measurements in the context of internal mode converter research. The specific steps of the mirror design approach are then outlined, and we note the similarities of this design problem to shaping reflectors in off-set fed, dual-reflector antennas. The chapter concludes with an outline of the remainder of the thesis.

1.1 Background

Gyrotron oscillators are efficient, fast wave, electron beam devices capable of providing megawatt power levels of electromagnetic energy in the micro- and millimeter-wave spectrum. For high-power wave generation, they bridge the frequency gap between conventional slow wave devices and lasers. Applications of gyrotrons span the range from basic science to industry, including nuclear magnetic resonance studies, RF drivers for particle accelerators, materials processing, plasma diagnostics, and
high-power, high-frequency radar. However, the primary impetus behind the development of these high-power sources has been electron cyclotron (EC) heating of plasmas in magnetic confinement fusion devices. Current demands for EC heating call for hundreds of kilowatts of electromagnetic energy in the 100 GHz range. Future fusion devices will require tens of megawatts of power at frequencies up to 170 GHz.

The gyrotron produces coherent electromagnetic radiation via the transfer of energy from an electron beam to an electromagnetic wave. An annular electron beam is emitted by a magnetron injection gun and is subsequently guided through a vacuum tube along externally-applied magnetic field lines, as shown schematically in Figure 1-1. The magnetic field also compresses the beam, thus increasing the perpendicular velocity component of the electrons. The beam enters an open-ended cavity where the perpendicular momentum of the electrons is coupled to a resonant transverse electric (TE) mode of the cavity. The annular electron beam can be considered as a current source that excites a cavity mode, and for this circular distribution of current whose radius is on the order of the cavity radius, the excited mode has a high azimuthal index. Additionally, the radius of the cavity is large compared to a wavelength and leads to a highly-over-moded structure. In contrast to conventional wave-beam devices where the interaction region has transverse dimensions on the order of a wavelength, the large, over-moded cavity in the gyrotron permits high-power operation at millimeter wavelengths without electric breakdown or thermal overload.

After the electron beam exits the cavity, it diverges and eventually impinges on the collector. The high-order electromagnetic cavity mode must be transformed into a wave that is suitable for free-space propagation. The various constraints imposed by the gyrotron and the electromagnetic wave — the presence of the electron beam, the physical size of the tube, the high field intensity, and the large modal indices — preclude the use of traditional mode transformers such as gradual tapers or stepped waveguide. An early alternative was proposed by Vlasov et al. [1], who used a geometrical optics argument to form a helical cut in a circular waveguide, or launcher, that would radiate the high-order mode as a bundle of rays. For the $TEm_n$ circular waveguide mode (with $m$ the azimuthal index and $n$ the radial index), geometrical optics gives a divergence angle $2\alpha$ of this beam with

$$\alpha = \cos^{-1} \left( \frac{m}{\nu_{mn}} \right),$$

(1.1)

and $\nu_{mn}$ the $n^{th}$ zero of $J'_m(x)$. This radiated beam is then shaped by one or more focusing mirrors. A diagram of the Vlasov launcher and single focusing mirror is
Figure 1-1: Geometry of a basic gyrotron.

For large $m$ and $n \sim 1$, the ratio $m/\nu_{mn}$ is close to unity (see [2] for the asymptotic forms of the Bessel function zeros), and we see from expression (1.1) that in this case $\alpha$ is small. However, TE modes with $m, n \gg 1$ reduce the ohmic heating on the wall of the cavity and permit higher power generation in the gyrotron, and for these modes the Vlasov launcher divergence angle is prohibitively large. To circumvent this difficulty, Denisov et al. [3] developed a rippled-wall launcher that uses smooth perturbations on the inner wall of a circular waveguide to couple power from the main cavity mode into satellite modes. The satellite modes then beat with the main mode

Figure 1-2: Vlasov launcher and single mirror.
Figure 1-3: Schematic diagram of a gyrotron internal mode converter with a rippled-wall launcher and four mirrors.

to produce Gaussian-like current bundles on the inner wall of the launcher. As the wave propagates down the launcher, these current distributions become increasingly distinct. Near the end of the launcher, each compact Gaussian current distribution behaves essentially as an independent radiator. A step cut in the waveguide wall permits radiation of a Gaussian-like beam from a current bundle into free space. This beam is then focussed and guided along the length of the gyrotron tube by a set of mirrors that also serve to direct the electromagnetic energy through a vacuum window. An internal gyrotron mode converter consisting of a rippled-wall launcher with a step-cut aperture and four mirrors is shown in Figure 1-3.

The last element of the microwave transmission line in the gyrotron is the gyrotron vacuum window. The microwave beam must be matched at the free space/dielectric interface of the window to minimize reflections, and it must have a suitable power distribution over the aperture to accommodate the window’s power handling capabilities. For gyrotrons operating at low average power, a passively-cooled window made of a low loss material such as quartz is adequate. For long-pulse, high-power gyrotrons, an actively-cooled window is necessary. Typical window configurations include the face-cooled double-disk (Figure 1-4(a)) and edge-cooled single-disk (Figure 1-4(b)) designs. Figure 1-5 shows the arrangement of the internal mode converter and window in a high-power gyrotron; the height of the gyrotron is approximately 2 m.
Figure 1-4: Two high-power gyrotron window configurations: the double-disk, face-cooled window and the single-disk, edge-cooled window.
Figure 1-5: Schematic diagram of a typical high-power gyrotron with an internal mode converter. The height of the gyrotron is approximately 2 m.

1.2 Motivation

In the previous section, we mentioned that internal mode converters not only transform the high-order gyrotron cavity mode into a low-order free-space mode, but they also shape the beam for efficient transmission through the gyrotron output window. This is a critical function of mode converters because for the power levels of microwave radiation produced by high-power (~ 1 MW) gyrotrons (Figure 1-5), the electric field intensity profile over the window aperture proves to be the limiting factor in the overall power handling capability of the gyrotron for long-pulse and CW operation. The microwave beam shape on the window is constrained by the thermal characteristics of the window material and cooling configuration, as well as by edge diffraction losses at the window aperture. The internal mode converter mirrors must be shaped to provide a field profile at the window that accommodates the thermal properties of the window material and minimizes edge losses.

Past mode converter mirror designs have relied on numerical simulations of the fields radiated by the launcher. For instance, the rippled-wall launcher can be modeled using coupled mode theory, which leads to a set of simultaneous differential equations that are solved numerically for the fields inside the guide [4]. The radiated field,
computed from a vector diffraction integral, behaves as a quasi-Gaussian beam that can be focussed into a nearly-ideal Gaussian beam at the window by using doubly-curved mirrors designed from analytic expressions [4, 5]. For more complicated final beam shapes, such as a flat power profile over the window aperture, mirror synthesis methods that incorporate the simulated launcher fields in the mirror shaping are used [6]. Experimental results have demonstrated, however, that the field intensity on the gyrotron window often does not agree with the design profile [7]. This deviation from design results in a lower power handling capability of the window, limiting the overall performance of the gyrotron.

For example, consider a 110 GHz gyrotron internal mode converter that uses a rippled-wall launcher and four mirrors (Figure 1-3) to transform the $TE_{22,6}$ cylindrical mode into a flat-top beam at a 10-cm-diameter double-disk sapphire window (see Figure 1-4(a)). The theoretically-predicted field intensity profile at the plane of the window is shown in Figure 1-6. In the figure, the $z$-axis origin is at the beginning of the launcher, as depicted in Figure 1-3, and the window is centered at $x = 0$ cm, $z = 37.4$ cm. The power is distributed uniformly over the bulk of the window, with slightly higher power deposition near the circumference of the window to take advantage of the window’s thermal properties. We can quantify the power loading on the window by defining a peaking factor as the ratio of the peak intensity to the average intensity over the aperture. For the case of uniform power distribution the peaking factor would be 1; in this application the higher intensity near the circumference of the aperture raises the peaking factor to 2.

Cold-test (or low-power) measurements of this mode converter show that the actual intensity profile produced at the window aperture is not the desired uniform distribution, but rather has a region of high intensity that encircles the center of the aperture as a crescent-shaped profile (Figure 1-7). These cold test measurements agree with the high-power results reported in [7]. The peaking factor for this beam rises to 2.6 because of the high-intensity region, and we see that this uneven loading on the gyrotron window will necessarily limit its power-handling capabilities.

To understand the source of this discrepancy between theory and measurement, the field profiles at several positions inside the mode converter were measured in cold test. Figure 1-8 shows the theoretically-predicted field intensity at the plane of the third mirror surface (M3 in Figure 1-3), while Figure 1-9 gives the measured field intensity over the same plane. Although the two patterns are similar, there are significant differences in the size and shape of the individual intensity contours that ultimately result in the observed differences between theoretical and experimental
Figure 1-6: Theoretically-predicted field intensity pattern at the plane of the 10-cm-aperture window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 1-7: Measured field intensity pattern at the plane of the 10-cm-aperture window. Contours of constant $|E_z|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 1-8: Theoretically-predicted field intensity over a plane at the mirror three position. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-24$ dB curves are labeled.

These differences may arise from machining errors in the launcher, misalignment of the launcher with respect to the mirrors, or an incomplete theory for the launcher. Such variations from the ideal, theoretical situation then suggest that any mirror design based on simulated fields will not produce the desired output field in actual operation. In order to overcome the observed difficulties in forming the desired microwave beam shape in a gyrotron, we propose a new approach to mirror design that incorporates measured field intensities in the design process.
Figure 1-9: Measured field intensity over a plane at the mirror three position. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-24$ dB curves are labeled.
1.3 Outline of Mirror Design Approach

The inherent challenge in designing mirrors based on field measurements arises from the difficulty of measuring phase at high frequencies \((f > 100 \text{ GHz})\). Commercial phase measurement equipment is currently available for frequencies up to 100 GHz, but we are interested in designing components for gyrotrons (and other devices) that operate at frequencies in the 200 GHz region. Additionally, phase measurements at high powers are not possible with the available solid-state receivers.

An alternative to measuring phase is to recover the phase of a wave from a knowledge of its intensity over a series of measurement planes. To account for the actual fields in the mode converter, we offer the following procedure for designing the mirrors based on intensity-only measurements [8, 9]:

1. Design and build the launcher to produce a Gaussian-like beam.

2. Measure the field radiated by the launcher and design the first doubly-curved mirror (M1 in Figure 1-3) by fitting an elliptical Gaussian beam to the measured pattern.

3. Measure the field intensity following the first mirror and design the second mirror (M2) based on a best-fit Gaussian.

4. Measure the field intensity following the second mirror and retrieve the phase of the beam to reconstruct the full field structure of the wave.

5. Use the reconstructed field after the second mirror and the desired field structure on the window as input to a mirror shaping procedure to determine the surface profiles for mirrors three and four (M3 and M4, respectively).

6. Simulate mirrors three and four in a numerical electromagnetics code to verify the design.

From the above outline we see that the launcher and first two mirrors can be considered as the feed in an off-set fed, dual reflector antenna, where mirrors three and four are shaped reflectors that transform the feed field into a desired radiated field. Typically, mode converter mirrors are large reflectors with aperture widths in the range of \(20\lambda\) to \(50\lambda\). Traditional analysis methods such as the physical optics approximation then apply to the mode converter problem, and by reciprocity we expect our design method to apply to reflector antennas. This generality of formulation then extends the proposed design procedure to areas such as reflector antenna synthesis, radio astronomy, and free-space transmission lines.
1.4 Thesis Outline

This thesis presents a systematic development of the components necessary to implement the mirror shaping approach described in Section 1.3 and provides experimental validation of the design procedure.

A method for determining the phase from a set of intensity measurements over consecutive planes is formulated in Chapter 2. We briefly summarize the relevant literature and then introduce an iterative algorithm for retrieving phase from intensity information. This algorithm is implemented numerically, and we discuss several representative computational examples.

Chapter 3 describes a method for shaping a pair of mirrors to transform an incident wave into a desired radiated wave. The mirrors are treated as phase correctors, which allows us to use the phase retrieval algorithm developed in Chapter 2 for defining the mirror surfaces. We then present an example mirror design based on simulated fields in a mode converter as a first test of the procedure.

An external mode converter, referred to as a matching optics unit (MOU), provides the first experimental study of the proposed mirror design approach, and the results are detailed in Chapter 4. Beginning with infrared camera measurements of the microwave beam radiated by a gyrotron, we retrieve the phase and construct a pair of mirrors to transform the gyrotron beam into a Gaussian beam. The design process and the radiation from the MOU are fully discussed in Chapter 4.

Chapter 5 presents the design and measurements of mirrors for an internal mode converter. The mirrors transform the field inside the mode converter into a Gaussian beam suitable for transmission through a 5-cm-aperture diamond window that is capable of handling power levels of over 1 MW. Analysis of the field intensity measurements, design of the mirrors, and low- and high-power experimental results for the internal mode converter are presented.

Chapter 6 concludes the thesis with a summary of results and a discussion of future work.
Chapter 2

Phase Retrieval from Intensity Measurements

The mirror design approach outlined in Section 1.3 requires a technique for recovering the phase of a wave from measurements of its field intensity. This chapter begins with a review of essential wave nomenclature and conventions, and then presents the formulation of an iterative algorithm for retrieving phase from intensity measurements. Following the general analytic treatment of phase retrieval, we discuss the numerical implementation of the algorithm and present several examples that illustrate the capabilities and limitations of this implementation.

2.1 Preliminaries

We begin our discussion by presenting the wave nomenclature and conventions used throughout this work. The time-dependent scalar wave function \( \tilde{\psi}(x, y, z, t) \) can be expressed as a time-harmonic field with angular frequency \( \omega \) by writing

\[
\tilde{\psi}(x, y, z, t) = \Re \{ \psi(x, y, z)e^{-i\omega t} \}.
\]

The function \( \psi(x, y, z) \) satisfies the time-independent, source-free Helmholtz equation:

\[
(\nabla^2 + k^2)\psi(x, y, z) = 0,
\]

where \( k = \omega/c \) is the free-space wave number and the time-harmonic factor \( \exp(-i\omega t) \) has now been suppressed. The wave number \( k \) is related to the individual wave vectors
in Cartesian coordinates by the dispersion relation

$$k^2 = k_x^2 + k_y^2 + k_z^2. \quad (2.3)$$

The wave function $\psi(x, y, z)$ can be represented as a weighted superposition of plane waves via the Fourier integral [5, 10]

$$\psi(x, y, z) = \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \Psi_0(k_x, k_y) e^{ik_x x} e^{ik_y y} e^{ik_z z}, \quad (2.4)$$

where

$$\Psi_0(k_x, k_y) = \left( \frac{1}{2\pi} \right)^2 \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \psi(x, y, z = 0) e^{-ik_x x} e^{-ik_y y} \quad (2.5)$$

is the plane wave amplitude spectrum. We recognize (2.5) as the Fourier transform of $\psi(x, y, z = 0)$, and we can rewrite (2.5) more compactly using the notation

$$\Psi_0(k_x, k_y) = \mathcal{F}\{\psi(x, y, z = 0)\}. \quad (2.6)$$

Similarly, (2.4) becomes

$$\psi(x, y, z) = \mathcal{F}^{-1}\left\{ \Psi_0(k_x, k_y) \cdot e^{iz\sqrt{k^2 - k_x^2 - k_y^2}} \right\} \quad (2.7)$$

where $\mathcal{F}^{-1}$ is shorthand for the inverse Fourier transform. Here we have made use of the dispersion relation (2.3) to write $k_z$ explicitly in terms of the transform variables $k_x$ and $k_y$.

This choice of plane wave expansion in terms of Fourier integrals then allows us to compactly express the relationship between fields over two planes. Substituting (2.5) into (2.4) and making use of (2.6) and (2.7) yields

$$\psi(x, y, z) = \mathcal{F}^{-1}\left\{ \mathcal{F}\{\psi(x, y, z = 0)\} \cdot e^{iz\sqrt{k^2 - k_x^2 - k_y^2}} \right\}. \quad (2.8)$$

We will also find it useful to consider the paraxial limit of (2.2), where we write $\psi(x, y, z) = u(x, y, z)e^{ikz}$ and make the paraxial approximation that (see e.g. [5] or [11]):

$$\frac{\partial^2 u}{\partial z^2} \ll ik \frac{\partial u}{\partial z}. \quad (2.9)$$

This approximation states that a paraxial wave propagating along the z-axis is a slowly-varying function of $z$. A further consequence of (2.9) is that the divergence of the wave is small, implying $k \approx k_z$. Therefore, we can write an analogous relation
to (2.9) for the paraxial limit in \( k \)-space as

\[ k_x, k_y \ll k. \tag{2.10} \]

We can find wave solutions that satisfy (2.9) and (2.10) by expanding \( \nabla^2 \) in (2.2) in Cartesian coordinates and making use of (2.9) to yield the paraxial wave equation:

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + i2k \frac{\partial}{\partial z} \right) u(x, y, z) = 0. \tag{2.11}
\]

A first-order solution to this equation is the fundamental Gaussian beam expressed as

\[
\psi_{00}(x, y, z) = \sqrt{\frac{2}{\pi w^2(z)}} e^{-it\tan \varphi} e^{-(x^2+y^2)/w^2(z)} e^{ikz}, \tag{2.12}
\]

where

\[
w^2(z) = w_0^2 \left( 1 + \left( \frac{z}{\pi w_0^2} \right)^2 \right), \tag{2.13}
\]

\[
\frac{1}{R} = \frac{z}{z^2 + (\pi w_0^2/\lambda)^2}, \tag{2.14}
\]

\[
\tan \varphi = \frac{z}{\pi w_0^2/\lambda}, \tag{2.15}
\]

and \( w_0 \) is the minimum waist size at the beam focus. Higher-order solutions are given by products of Hermite polynomials and Gaussian functions in Cartesian coordinates [5], or Laguerre polynomials and Gaussian functions in cylindrical coordinates [12].

### 2.2 Formulation of the Iterative Phase Retrieval Algorithm

#### 2.2.1 General Formulation

Consider the geometry shown in Figure 2-1 for determining the phase from given field intensity (or amplitude, where \( A = \sqrt{I} \)) values over two planes. We want to find the two phase functions \( \phi_1(x, y) \) and \( \phi_2(x, y) \) from a knowledge of the amplitude functions \( A_1(x, y) \) and \( A_2(x, y) \). In 1967, Katsenelenbaum and Semenov [13] proposed an iterative method to solve this problem in terms of synthesizing phase correctors in microwave transmission lines. A similar iterative procedure was introduced (evidently
independently) by Gerchberg and Saxton [14] for the more restrictive case of retrieving phase from an object function and its Fourier transform with application to electron microscopy. Their approach has, in the West, since been referred to as the Gerchberg-Saxton algorithm. The general case of two or more arbitrary measurement planes is presented as a modified Gerchberg-Saxton algorithm by Anderson and Sali [15], and we outline a similar method below. Although the formulation is in terms of scalar fields, we can always decompose the beam in free space as a sum of three linear field vectors.

![Figure 2-1: Geometry for phase retrieval from intensity measurements.](image)

Suppose we have two measurement planes, perpendicular to the $z$-axis in a Cartesian coordinate system, with a wave propagating roughly paraxially, or quasi-optically, along the $z$-axis. The measurement planes are located at $z_1$ and $z_2$ with $z_1 < z_2$, and the (for now continuous) measured amplitudes over each plane are denoted $A_1(x,y)$ and $A_2(x,y)$, respectively.

The total scalar fields on the two measurement planes are then written as

$$
\psi(x, y, z_1) = \psi_1(x, y) = A_1(x,y)e^{i\phi_1(x,y)}
$$

(2.16)

$$
\psi(x, y, z_2) = \psi_2(x, y) = A_2(x,y)e^{i\phi_2(x,y)},
$$

(2.17)

where $\phi_1(x, y)$ and $\phi_2(x, y)$ are the exact phases on their respective planes. We can relate the two field functions above by defining a propagation operator $P_{12}$ in terms of (2.8):

$$
\psi_2(x, y) = P_{12}\{\psi_1(x, y)\} \equiv \mathcal{F}^{-1}\{\mathcal{F}\{\psi_1(x, y)\} \cdot e^{i(z_2-z_1)\sqrt{k^2-k_x^2-k_y^2}}\}. \quad (2.18)
$$
Now suppose that the phase functions $\phi_1(x, y)$ and $\phi_2(x, y)$ are unknown. We can iteratively determine the phase from the measured amplitudes with the following algorithm. Construct a field profile over the first plane from the known amplitude function $A_1(x, y)$ as

$$\psi_1^{(0)}(x, y) = A_1(x, y)e^{i\phi_1^{(0)}(x, y)},$$

(2.19)

where $\phi_1^{(0)}$ is our initial phase guess on the first plane. We then propagate this field distribution to the second plane via the propagation operator $P_{12}$:

$$\psi_2^{(0)}(x, y) = A_2^{(0)}(x, y)e^{i\phi_2^{(0)}(x, y)} = P_{12}\left\{\psi_1^{(0)}\right\}. $$

(2.20)

In order to move the field solution $\psi_2^{(0)}(x, y)$ closer to the actual fields on plane 2, we use the known amplitude to form a new function

$$\psi_2^{(1)}(x, y) = A_2(x, y)e^{i\phi_2^{(0)}(x, y)},$$

(2.21)

where we have replaced the computed amplitude function $A_2^{(0)}(x, y)$ with the given amplitude while retaining the computed phase. We again apply the propagation operator to determine the fields on plane 1:

$$\psi_1^{(1)}(x, y) = A_1^{(0)}(x, y)e^{i\phi_1^{(0)}(x, y)} = P_{21}\left\{\psi_2^{(0)}\right\}. $$

(2.22)

The next step brings the routine full-circle by forming a field on plane 1 from the known amplitude $A_1(x, y)$ and the recently-computed phase $\phi_1^{(0)}$ as

$$\psi_1^{(1)}(x, y) = A_1(x, y)e^{i\phi_1^{(0)}(x, y)} \equiv A_1(x, y)e^{i\phi_1^{(1)}(x, y)}$$

(2.23)

Figure 2-2 gives a summary of the above steps for the $m$th iteration stage, and the algorithm continues for a total of $M$ iterations.

The process is repeated until (ideally) the computed amplitude on each plane matches the measured amplitude on that plane. We show in the next section that the iterative algorithm is essentially an error reduction algorithm that moves the computed amplitude values closer to those of the measured amplitude at each pass.
2.2.2 Convergence for the Case of Functions Related by the Fourier Transform

Although the above formulation is in terms of two arbitrary measurement planes, we can gain some insight into the convergence of the algorithm by specifying that the fields on each plane are related through the Fourier transform. By working with a Fourier transform pair, we can simplify the computation (propagation from one plane to the other requires only one Fourier transform) and we can appeal to Parseval’s relation to find an explicit correspondence between the object and Fourier domains. Using this tactic, we show that the iterative algorithm is an error-reduction algorithm [16].

Consider the two functions defined as

\[ \psi(x) = A_0(x)e^{i\theta(x)} \]  
\[ \Psi(k) = A_F(k)e^{i\eta(k)}, \]  

where \( \Psi(k) = \mathcal{F}\{\psi(x)\} \), and we have introduced the notation \( x \equiv (x, y), k \equiv (k_x, k_y) \).

We want to iteratively determine \( \eta(k) \) and \( \theta(x) \) in a manner analogous to the procedure formulated in Section 2.2.1. We can write a series of expressions (similar to
for these functions after the $m$th iteration:

\[ \Psi^{(m)}(k) = |\Psi^{(m)}(k)|e^{in^{(m)}(k)} = \mathcal{F}\{\psi^{(m)}(x)\} \]  
(2.26)

\[ \Psi^{r(m)}(k) = A_F(k)e^{in^{(m)}(k)} \]  
(2.27)

\[ \psi^{r(m)}(x) = |\psi^{r(m)}(x)|e^{i\theta^{(m)}(x)} = \mathcal{F}^{-1}\{\Psi^{r(m)}(k)\} \]  
(2.28)

\[ \psi^{(m+1)}(k) = A_0(x)e^{i\theta^{(m+1)}(x)} = A_0(x)e^{i\theta^{(m)}} \]  
(2.29)

We want to show that the difference between the computed amplitudes and given (measured) amplitudes at iteration $m+1$ is less than the difference at iteration $m$; i.e., that the computed amplitude values at each point in $x$ (or $k$) are approaching the given values. In the Fourier domain, this difference at the $m$th iteration is defined by the squared error

\[ E_F^{(m)} = \frac{1}{N^2} \sum_k |\Psi^{(m)}(k) - \Psi^{(m)}(k)|^2 \]  
(2.30)

We can factor the common phase terms from $\Psi^{(m)}$ and $\Psi^{(m)}$ and use (2.27) to re-write (2.30) as

\[ E_F^{(m)} = \frac{1}{N^2} \sum_k [A_F(k) - |\Psi^{(m)}(k)|]^2. \]  
(2.31)

Following the same argument, the error in the object domain is

\[ E_0^{(m)} = \sum_x |\psi^{(m+1)}(x) - \psi^{r(m)}(x)|^2. \]  
(2.32)

Factoring the phase and making the substitution for $\psi^{(m+1)}(x)$ in (2.29) gives

\[ E_0^{(m)} = \sum_x [A_0(x) - |\psi^{r(m)}(x)|]^2. \]  
(2.33)

We can now use Parseval’s relation [17] to associate the error in the Fourier domain with the error in the object domain. In the Fourier domain, Parseval’s relation yields

\[ E_F^{(m)} = \frac{1}{N^2} \sum_k |\Psi^{(m)}(k) - \Psi^{(m)}(k)|^2 = \sum_x |\psi^{r(m)}(x) - \psi^{r(m)}(x)|^2. \]  
(2.34)

We recall that by construction, $\psi^{(m+1)}(x)$ is made to be as close to $\psi^{r(m)}(x)$ as possible
via (2.29) for all \( x \). Then it follows that
\[
|\psi^{(m)}(x) - \psi^{(m+1)}(x)| = |\psi^{(m)}(x) - \psi^{(m)}(x)|. 
\] (2.35)
Replacing the left and right hand sides of (2.35) by the quantities (2.32) and (2.30) yields the inequality
\[
E_0^{(m)} \leq E_F^{(m)}. 
\] (2.36)
We can use Parseval’s relation to write the error in the object domain as
\[
E_0^{(m)} = \sum_x |\psi^{(m+1)}(x) - \psi^{(m)}(x)|^2 = \frac{1}{N^2} \sum_k |\Psi^{(m+1)}(k) - \psi^{(m)}(k)|^2, 
\] (2.37)
As in the object domain, the function \( \Psi^{(m+1)}(k) \) in the Fourier domain is constructed via (2.27) to be the nearest function to \( \Psi^{(m+1)}(k) \) for all \( k \). Then we can form the relation
\[
|\Psi^{(m+1)}(k) - \Psi^{(m+1)}(k)| \leq |\Psi^{(m+1)}(k) - \Psi^{(m)}(k)| 
\] (2.38)
Making use of (2.30) and (2.37) with the above inequality gives
\[
E_F^{(m+1)} \leq E_0^{(m)} 
\] (2.39)
Finally, we combine (2.36) and (2.39) to form the desired result that in progressing from iteration \( m \) to \( m + 1 \) the error is reduced:
\[
E_F^{(m+1)} \leq E_0^{(m)} \leq E_F^{(m)} 
\] (2.40)

### 2.3 Numerical Implementation

One advantage of the iterative phase retrieval algorithm — and particularly our choice of using the plane wave expansion (2.4) to represent the fields — lies in evaluating (2.18) for the case of discretely-sampled amplitudes. Each plane-to-plane propagation involves two discrete Fourier transforms and one complex multiply. The Fourier transforms are readily accomplished using a two-dimensional Fast Fourier transform [18]. When translating the continuous exponential function in (2.8) to the discrete domain, the wavenumbers \( k_x \) and \( k_y \) have a finite range limited by the sampling period:
\[
\frac{-\pi(N - 1)}{L} \leq k_x, k_y \leq \frac{\pi(N - 1)}{L}, 
\] (2.41)
where \( L \) is the length of a side of a measurement plane (assumed square), and \( N \) is the number of sample points in one-dimension. The only restriction on \( N \), neglecting the practical consideration of computational resources, is that the FFT requires \( N \) be a power of 2.

The nature of this numerical implementation imposes two constraints on the wave to be reconstructed from the phase retrieval algorithm. Firstly, the finite range in \( k \)-space necessarily limits the expansion of the wave. A rapidly expanding wave has large \( k_x \) and \( k_y \) values that may not be adequately represented; this effect is tantamount to the familiar aliasing problem in under-sampled signals. A sufficiently-high sampling rate where \( N/L \) is large will help avoid this effect, although we specified in our original formulation that the wave of interest is usually paraxial. This stipulation allows us to make \( N/L \) modest and in practice a half-wavelength sampling grid is usually more than sufficient to represent the measured wave.

The second constraint turns out to be the real practical limitation: the effect of finite-measurement plane size. In using the two-dimensional discrete Fourier transform, we have implicitly assumed that our signal has a two-dimensional periodicity. If the amplitude at the edge of the measurement plane is not negligible, then the non-zero amplitude will spill over onto the (imagined) adjacent planes and cause aliasing effects. As with the finite \( k \)-space constraint, the finite measurement plane effect can be mitigated by specifying that we retrieve the phase of paraxial waves, which are in fact beams with an amplitude profile of interest only over a finite range.

In the next section we provide results from runs of the computer code used to perform the iterative phase retrieval. The code is written in FORTRAN, with all relevant computation done in double-precision arithmetic. The FFT is indeed fast: a single iteration for phase retrieval from two intensity measurements takes approximately 0.7s using the computational resources given in Table 2.1.

## 2.4 Computational Examples

In this section we present several sample runs of the code used to perform the iterative phase retrieval algorithm. Our goal here is twofold: 1) To assess the integrity of the code and show that the algorithm produces accurate solutions; and 2) To gain insight into the capabilities and limitations of this particular numerical approach.

A useful quantity for the purpose of comparison is a normalized squared error that is a function of the iteration number \( m \). We define this error in a way similar to the
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>AMD-K6 32-bit</td>
</tr>
<tr>
<td>CPU Clock</td>
<td>233 MHz</td>
</tr>
<tr>
<td>Bus Clock</td>
<td>66 MHz</td>
</tr>
<tr>
<td>RAM</td>
<td>64 MB</td>
</tr>
<tr>
<td>Language</td>
<td>FORTRAN</td>
</tr>
<tr>
<td>Compiler</td>
<td>g77</td>
</tr>
<tr>
<td>O/S</td>
<td>Linux</td>
</tr>
<tr>
<td># Planes</td>
<td>2</td>
</tr>
<tr>
<td>N</td>
<td>128</td>
</tr>
<tr>
<td>M</td>
<td>100</td>
</tr>
<tr>
<td>Total CPU Time</td>
<td>72 s</td>
</tr>
</tbody>
</table>

Table 2.1: Computational parameters for a representative run of the phase retrieval code.

The object domain error (2.32):

\[ E_{\text{norm}}^{(m)} = \frac{\sum_{(x,y)}[A_1(x,y) - |\psi_1^{(m)}(x,y)|]^2}{\sum_{(x,y)}A_1^2(x,y)} \]  

Convergence implies that this error will monotonically decrease (or at worst remain the same) for increasing \( m \).

### 2.4.1 Gaussian Beam: A Nominal Example

For our first example, we choose two 14 cm x 14 cm measurement planes located at \( z = 20 \) cm and \( z = 50 \) cm to intercept a (theoretical) Gaussian beam with \( w_0 = 2 \) cm and \( \lambda = 0.273 \) cm. Equation (2.12) is used to compute the beam intensity and phase on the two measurement planes, discretized over a 128-point x 128-point grid. We then retrieve the phase of the wave from these two intensity profiles with a uniform distribution for the initial phase guess; i.e., \( \phi_1^{(0)}(x,y) = 0 \) for all \( x, y \).

Figure 2-3 shows the normalized squared error (2.42), and we see that the algorithm rapidly converges to a solution, as evidenced by the zero-slope in the error after \( m = 10 \). This convergence is not surprising; the uniform initial phase is a natural phase function for an ideal Gaussian beam, and the process of retrieving the phase amounts to shifting this initial phase guess to the position of the beam waist.

To better characterize the performance of the algorithm, we can form a field from the reconstructed amplitude and phase after \( M = 20 \) iterations and propagate that
field to a plane outside of the phase retrieval space. That is, we choose some $z_{\text{obs}}$ position for an observation plane that lies outside of the range $z_1 < z < z_2$ to form an independent check of the recovered solution by propagating the reconstructed field to the observation plane via (2.18):

$$
\psi_{\text{obs}}(x, y) = \mathcal{P}_{1, \text{obs}} \{ \psi_1^{(M)}(x, y) \}. \quad (2.43)
$$

Agreement between given and reconstructed fields on this independent plane along with convergence of the error (2.42) — which gives a measure of agreement between the given and reconstructed fields on the reconstruction planes themselves — implies that we have attained the solution.

Figure 2-4 shows the field intensity and phase of $\psi_{\text{obs}}(x, y)$, where $z_{\text{obs}} = -30$ cm. The field patterns are symmetric about $(x, y) = (0, 0)$ on the observation plane, so Figure 2-4 gives cuts in the intensity and phase data along the $x$-axis. For comparison, the ideal Gaussian intensity and phase are also shown, and we see that there is excellent agreement between the ideal and reconstructed curves for both intensity and phase. Particularly, we note that the intensity curves agree exactly for values greater than $-40$ dB (Figure 2-4(a)). The deviation of the reconstructed curve from the ideal curve for intensities less that $-40$ dB results from the finite measurement plane size. As discussed in Section 2.3, our use of the discrete Fourier transform
(or FFT) implies periodicity in $x$ and $y$. The distortion in the intensity curve near the edges of the observation plane results from aliasing of the neighboring periodic distributions into our observation space. We see a similar behavior in the phase (Figure 2-4(b)) if we ignore the $2\pi$ phase discontinuity.

This simple example has produced some important results. We see that our phase retrieval code accurately reconstructs the amplitude and phase of a Gaussian beam from two intensity profiles, validating both the concept of the iterative phase retrieval algorithm and its current numerical implementation. We have also identified a limitation in the ability of the method to adequately reconstruct the fields near the edge of an observation plane; we explore this property of the algorithm in the next section.

### 2.4.2 Gaussian Beam: Small Measurement Plane

In the previous example, the measurement planes were 14 cm $\times$ 14 cm square. At the $z = 50$ cm position, where the Gaussian beam has its largest waist (relative to the planes at $z = -30$ cm and $z = 20$ cm), the $-50$ dB curve falls entirely inside the plane, indicating that the measurement plane collects 99.999% of the beam power. We saw in that case the phase retrieval algorithm produces an accurate solution to $-40$ dB.

In order to gain insight into the influence of measurement plane size on the accuracy of the phase retrieval algorithm, we repeat the above reconstruction for the case of measurement planes with $L = 10$ cm. This smaller plane size intercepts beam intensity contour values $> -25$ dB at $z = 50$ cm, and truncates all the lower-intensity curves. Performing the reconstruction with the same parameters used in Section 2.4.1 allows us to compare the results for different plane sizes.

Figure 2-5 shows the normalized squared error for this smaller-plane size case. We see that the algorithm again rapidly converges, but the value of the final normalized squared error after 20 iterations is significantly higher than that in Figure 2-3 for the larger plane dimensions. The physical manifestation of this weaker convergence is shown in Figure 2-6, which gives the intensity and phase on the observation plane located at $z = -30$ cm, and we see that the reconstructed fields begin to deviate from the ideal for intensity values $< -15$ dB. This result arises because we have truncated the fields on the second ($z = 50$ cm plane) at $-25$ dB, and the overall field structure must be perturbed from the ideal Gaussian in order to compensate for this discontinuity.
Figure 2-4: Intensity and phase along the \(x\)-axis on the \(z = -30\) cm plane, where \(z = 0\) is the location of the Gaussian beam focus. Ideal Gaussian amplitudes at \(z = 20\) cm and \(z = 50\) cm with plane dimension \(L = 14\) cm were used in the phase retrieval algorithm with \(M = 20\).
Figure 2-5: Normalized squared error for retrieving phase from Gaussian beam field intensities at $z = 20$ cm and $z = 50$ cm, where the beam focus is at $z = 0$. The measurement plane dimension $L = 10$ cm.

2.4.3 Gaussian Beam: Three Measurement Planes and an Offset Plane

Our formulation of the phase retrieval algorithm has, for simplicity, been limited to the case of defining the field intensity over two measurement planes. The method is very general and can be extended to an arbitrary number of planes. By increasing the number of planes, we in principle increase the amount of information available to the phase retrieval algorithm.

Figure 2-7 shows the convergence of the algorithm for three measurement planes located at $z = 20$ cm, $z = 35$ cm, and $z = 50$ cm, with the ideal Gaussian beam parameters used in Section 2.4.1. Comparing this result to the convergence in Figure 2-3 we see that the convergence is not as rapid for the three-plane case, nor does it reach the same minimum in the three-plane case. We note however that the convergence factor is merely a measure of the agreement between measured and computed amplitudes on a measurement surface. Examining the field on an observation plane reveals that the three-plane case actually produces a slightly more accurate result.

Comparing the observation plane intensity and phase for the three-plane case in Figure 2-8 to those in the two-plane case shown in Figure 2-4, we see in Figure 2-8(a) the agreement between ideal and reconstructed intensity is closer in the $-50$ dB region than for the two-plane case of Figure 2-4(a). The addition of a measurement
Figure 2-6: Intensity and phase along the $x$-axis on the $z = -30$ cm plane, where $z = 0$ is the location of the Gaussian beam focus. Ideal Gaussian amplitudes at $z = 20$ cm and $z = 50$ cm with plane dimension $L = 10$ cm were used in the phase retrieval algorithm with $M = 20$. 
Figure 2-7: Normalized squared error as a function of iteration number for the case of retrieving the phase of an ideal Gaussian beam with measurement planes at $z = 20$ cm, $z = 35$ cm, and $z = 50$ cm. The plane dimension $L = 14$ cm.

plane has provided extra information that the algorithm uses to overcome some of the effects of the discontinuous truncation in field intensities, particularly the truncation at the $z = 50$ cm plane.

We can conceive, however, of a case where more than two planes may be a hindrance. Suppose we make measurements of field intensity over two planes, and suppose further than the centers of the two measurements become displaced through some error. Then the phase retrieval algorithm will overcome this displacement by simply adding an overall tilt to the phase, thus accounting for any (albeit artificial) off-axis beam propagation. If we take three planes and similarly displace them, then we can imagine that the phase retrieval algorithm will not converge on a solution. For instance, if the center plane is displaced with respect to the outer planes in the three-plane system, then the beam is required to swerve in space; this is obviously a non-physical situation.

To examine the error introduced by such a displacement, consider the case of imposing a 0.3 cm (approximately $1\lambda$) offset to the intensity profile on the center $z = 35$ cm plane from the above three-plane example. Figure 2-9 shows the convergence of the algorithm in this case for 100 iterations. We see that the algorithm at first converges, then diverges, then reaches a steady-state.

The initial convergence of the algorithm occurs because we are moving from a gross
(a) Ideal Gaussian (solid) and reconstructed (dashed) intensities.

(b) Ideal Gaussian (solid) and reconstructed (dashed) phases.

Figure 2-8: Intensity and phase along the x-axis on the \( z = -30 \) cm plane, where \( z = 0 \) is the location of the Gaussian beam focus. Ideal Gaussian amplitudes at \( z = 20 \) cm, \( z = 35 \) cm, and \( z = 50 \) cm with plane dimension \( L = 14 \) cm were used in the phase retrieval algorithm with \( M = 20 \).
error (our flat initial phase guess) to a more reasonable phase profile. The algorithm then diverges because the amplitude replacement on the center plane actually moves the reconstructed solution away from the true solution, thus violating the underlying assumption in our convergence proof of Section 2.2.2. Essentially, the algorithm is forced to choose (in a sense) between satisfying the offset — which amounts to off-axis beam propagation — and satisfying the intensity restrictions on the outer two planes. The final result is a compromise, as shown in Figure 2-10. We see that overall the beam is shifted in $x$ to agree with the off-axis propagation implied by the off-axis center of the middle measurement plane, and also the beam is distorted for lower-intensity values to reflect the optical ellipticity seen by viewing the superposition of two weakly-non-concentric circles.

A cut along the $x$-axis of this non-symmetric field pattern is shown in Figure 2-11. Both the intensity and the phase of the wave are clearly distorted by the offset plane at $z = 35$ cm (compare Figure 2-8), but interestingly the results are not bad. We see that the reconstructed intensity in Figure 2-11(a), if we neglect the constant shift in $x$, is reasonably close to the ideal intensity for values as low as $-30$ dB. A corresponding relationship is also evident for the phase in Figure 2-11(b).

Figure 2-12 shows the intensity and phase along the $y$-axis for this offset-plane ex-
Figure 2-10: Reconstructed field intensity at the $z = -30$ plane. Planes with ideal Gaussian intensity at $z = 20$ cm, $z = 35$ cm, and $z = 50$ cm with plane dimension $L = 14$ cm were used in the phase retrieval algorithm with $M = 100$. The intensity profile at $z = 35$ cm was offset in $x$ by 0.3 cm ($\sim \lambda$). Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-30$ dB curves are labeled.
Figure 2-11: Intensity and phase along the x-axis on the $z = -30$ cm plane, where $z = 0$ is the location of the Gaussian beam focus. Ideal Gaussian amplitudes at $z = 20$ cm, $z = 35$ cm, and $z = 50$ cm with plane dimension $L = 14$ cm were used in the phase retrieval algorithm with $M = 100$. The $z = 35$ cm plane is offset in $x$ by 0.3 cm ($\sim \lambda$).
ample. As we could anticipate from the non-symmetric nature of the contour pattern of Figure 2-10, the reconstructed field pattern in $y$ — as opposed to the pattern in $x$ — is very close to the ideal pattern; in fact, this cut along $y$ is indistinguishable from the nominal three-plane case of Figure 2-8. We would expect that the beam along the $y$-axis is undistorted because it is essentially decoupled, in terms of plane wave vectors, from the beam behavior in $x$.

Another important observation about the $x$-offset result is the nature of the displacement along $x$ of the final beam. In doing the three plane reconstruction, the algorithm is arranged such that the beam propagates from plane 1 to plane 2 to plane 3 back to plane 1. In going from plane 3 to plane 1 in the final step of the iteration, we add an extra bit of information by introducing a new dimension — the distance from plane 1 to plane 3. Our particular choice of plane-to-plane orientation affects the final result. We see in Figure 2-11(a) that the beam is offset to the right in the $+x$-direction. We can understand this result by following the beam propagating during an iteration, as shown in Figure 2-13. The offset pattern on plane 2 initially pulls the beam to the right (+$x$), then it shifts to the left in going to the centered pattern on plane 3. In doing so, the phase shifts accordingly. When the beam propagates from plane 3 to plane 1, that phase behavior remains and the beam has the final angle represented in Figure 2-13. Thus we see why, for our choice of iteration scheme, the final beam on the observation plane at $z = -30$ is offset slightly to the right (+$x$).

2.4.4 Quasi-Gaussian Beam

As a final example, consider the electromagnetic fields inside the internal mode converter shown in Figure 1-3. In anticipation of using the phase retrieval algorithm to design mirrors for this mode converter, we want to first attempt a field reconstruction of simulated data to gain further insight into the phase retrieval procedure and to tackle a problem of greater complexity than the fundamental Gaussian beam treated above.

To understand the computational simulations presented here and in the following chapters, we digress briefly to discuss the numerical routines used to compute the wave structure inside the mode converter. The field inside the rippled-wall launcher is evaluated from a set of coupled mode equations, and the final field in the aperture is radiated into free space through a vector diffraction integral [4]. The incident surface for this radiated wave is the first mirror (M1 in Figure 1-3), and the subse-
Figure 2-12: Intensity and phase along the $y$-axis on the $z = -30$ cm plane, where $z = 0$ is the location of the Gaussian beam focus. Ideal Gaussian amplitudes at $z = 20$ cm, $z = 35$ cm, and $z = 50$ cm with plane dimension $L = 14$ cm were used in the phase retrieval algorithm with $M = 100$. The $z = 35$ cm plane is offset in $x$ by 0.3 cm ($\sim \lambda$).
sequent mirror-to-mirror propagation is computed using physical optics. The physical optics code evaluates a radiation integral where the integrand is a weighted spherical wave, with the weighting given by surface electric current \( \mathbf{J} = 2(\hat{n} \times \mathbf{H}) \), where \( \hat{n} \) is the surface normal and \( \mathbf{H} \) is the magnetic field at the perfectly-conducting surface. Under the physical optics approximation, the surface is assumed infinitely flat; this approximation holds, however, for weakly-curved surfaces of finite extent if diffraction can be neglected (i.e. the field intensity at the surface edges are small). This vector-based, spherical-wave integral and its numerical implementation are distinct from the scalar, plane wave expansion approach used in the phase retrieval algorithm and thus provide an independent method for field evaluation.

The physical optics code was used in to compute the theoretical field intensity at the surface of the third mirror (M3) in Figure 1-8. In the mode converter coordinate system, this mirror is located at \( y = 11 \text{ cm} \), with the beam propagating at an angle in the \( y-z \) plane \( (\vec{k} = \hat{y}k_y + \hat{z}k_z) \). We can attempt to retrieve the phase of this wave from simulated intensities at the mirror three plane and at following planes, where the orientation of these measurement planes with respect to the mode converter is shown in Figure 2-14. This exercise has two new elements not present in the numerical examples given above; viz., the beam is not Gaussian and it is propagating at an angle with respect to the measurement planes.

Following an approach similar to that employed in our previous examples, we
generate given field intensities at the planes $y = 11$ cm, $y = 16$ cm, and $y = 21$ cm (Figure 2-15), and we use these intensities to retrieve the phase. Beginning with a uniform initial phase guess, Figure 2-16 shows that the algorithm takes significantly more iterations to converge than for the earlier Gaussian beam cases. The slow convergence is a result of both a more complicated phase structure and the off-axis beam propagation. We also see in this figure a commonly-observed property of the iterative phase retrieval algorithm (see e.g. [16]) — that the convergence encounters a number of plateaus before finally reaching a quiescent value.

We can understand the meaning of these plateaus by examining the field structure on an independent observation plane, as we did with the Gaussian beam examples. Figure 2-17 shows the simulated field intensity contours on the plane located at $y = 6$ cm, which is 5 cm before the first measurement plane used in the reconstruction. For comparison, Figure 2-18 gives the field intensity profile on this observation plane due to the reconstructed fields after 100 iterations (100 iterations is the location of the most prominent plateau in Figure 2-16). We see that the larger-intensity values are well reconstructed, but the low intensity contours in the region of $-10$ dB and below are inaccurate. In contrast, the curves after 500 iterations, as shown in Figure 2-19, exhibit excellent agreement with the given fields for intensities as low as $-30$ dB. We can conclude from these results that increasing the number of iterations effectively improves the resolution of the phase retrieval.
Figure 2-15: Simulated field intensity at $y = 11$ cm, $y = 16$ cm, and $y = 21$ cm used to reconstruct the field inside the mode converter. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak.
Figure 2-16: Normalized squared error as a function of iteration number for the case of retrieving phase from three simulated intensities at $y = 11$ cm, $y = 16$ cm, and $y = 21$ cm.
Figure 2-17: Given field intensity profile at $y = 6$ cm. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-30$ dB curves are labeled.
Figure 2-18: Reconstructed field intensity profile at $y = 6$ cm from given intensities at $y = 11$ cm, $y = 16$ cm, and $y = 21$ cm after 100 iterations. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-30$ dB curves are labeled.
Figure 2-19: Reconstructed field intensity profile at $y = 6$ cm from given intensities at $y = 11$ cm, $y = 16$ cm, and $y = 21$ cm after 500 iterations. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-30$ dB curves are labeled.
2.5 Discussion

In developing the phase retrieval algorithm and its numerical implementation, this chapter has formed the foundation for all of the work that follows. The mechanics of the algorithm involving amplitude replacement and wave propagation via plane wave expansion are reasonably straightforward, but these operations also have wide implications on the understanding and applicability of the algorithm. We can gain greater insights into the phase retrieval algorithm by examining the computational examples given above in terms of the amplitude replacement and plane wave expansion.

One interpretation of the amplitude replacement at each iteration step is that of a weighting. This process is clearly evident from the discussion in Section 2.2.2, where we observed that the amplitude replacement moves the computed wave solution towards the actual solution. In essence, the measured amplitude values are used to weight the computed solution such that the computed phase and measured amplitude on the different measurement planes together form a solution to the wave equation.

An implication of this weighting along with the imposition of the plane wave expansion (i.e., forcing the amplitude and phase to satisfy the wave equation) is that the phase retrieval algorithm will always attempt to find a solution such that the computed amplitude values match the measured amplitude values and that satisfies the wave equation. This property is equivalent to the error minimization discussed in Section 2.2.2 and means that even in the case of non-physical amplitude values (for instance, where the measurements have been corrupted by noise), the algorithm will find a solution that satisfies the wave equation while having an amplitude as close as possible to the measured values. We can see that this behavior of the algorithm permits a solution while raising questions about the meaning and uniqueness of that solution.

The uniqueness and attainment issues are poorly-understood aspects of the iterative phase retrieval algorithm. The lack of a closed-form expression makes it difficult to apply analytic arguments to this inherently-numerical procedure, and the addition of noise further obscures any general statements about the analytic properties of the algorithm. We can also see immediately from a thought example that our choice of initial phase can influence the solution. Consider for instance two planes with Gaussian intensity distributions of different waist sizes. One beam that yields these two intensity distributions will have a focus that lies beyond the two planes, while the other beam has a focus between the two planes. (Two solutions are not always possible since one may be entirely non-physical, such as where the beam waist is
required to be on the order of a wavelength, but there is certainly a very broad class
of intensity distributions that will admit two meaningful solutions.) This ambiguity
is a consequence of the quadratic nature of the Gaussian waist, (2.13), and the final
beam produced by the phase retrieval algorithm will depend on the choice of initial
phase. We can, of course, distinguish between the two solutions with the addition of
another measurement plane.

The only solid conclusion we can draw about the numerical iterative phase retrieval
from real measurements, with their discrete representation and noise restrictions, is
that the algorithm will try to solve the wave equation with the given amplitudes. We
can infer then that the final solution may not be the exact wave that exists in our
experiment, but it will be a wave that is perturbed from the actual wave by an amount
dependent on the severity of measurement error. Our proposal to use an independent
plane at a location \( z_{\text{obs}} \) to check the solution is the only way to guarantee to some
extent that the reconstructed wave behaves as the actual wave.

We can empirically understand the weighting, wave solution, and measurement
error concepts from the results of Section 2.4.3. There we had an offset measurement
plane where the algorithm first appears to converge but then diverges because we
have offset the center measurement plane. At the beginning of the iteration cycle,
the initial flat phase is roughly adjusted to a spherical phase in order to provide a
beam expansion consistent with the increasing radius of the beam as a function of
\( z \). Once this initial, gross adjustment is made, the algorithm then starts to fail as
it tries to align the (erroneous) center pattern with the two outer planes. At each
iteration, the deviation of the center pattern forces a weighting on the propagating
beam that is not consistent with the patterns at either end of the measurement space.
This weighting, while valid on the center plane, essentially violates the assumptions
in the convergence proof of Section 2.2.2 by forcing the measured amplitudes on the
end planes to not be the closest values of the consistent solution.

The inability of the algorithm to converge on a solution for severely corrupted
data, as we showed in Section 2.4.3 for the case of a uniform displacement, does not
necessarily mean that we do not arrive at a solution, and in fact we showed that
the solution may even be acceptable. This observation amounts to noting the basic
robustness property of the iterative phase retrieval algorithm that arises because at
each iteration we replace the computed amplitudes with the measured values. In doing
so, we prevent the algorithm from running away or producing a nonsense solution. In
fact, as discussed above, we find a solution that tries to get as close to the measured
amplitudes while still satisfying the wave equation.
In addition to its conceptual importance, the plane wave expansion affords rapid and efficient computation with the FFT. Our studies of simulated data indicate that overcoming the plateaus in the convergence corresponds to improving the resolution of fine details of the field structure, particularly at low intensity. Additionally, the convergence of the solution depends on the distance between measurement planes, with larger plane separations improving the rate of convergence. However, if the beam changes significantly over a relatively short distance, as in our mode converter example, then the measurement data still contain sufficient information for the phase retrieval, at the expense of needing more iterations. Given these factors, the ability to perform many (100 – 1000) iterations, made feasible by our implementation of the phase retrieval algorithm, is crucial to obtaining an accurate field reconstruction.
Chapter 3

Mirror Surface Shaping

In Section 1.3 we introduced the concept that the launcher and first two reflectors in the mode converter constitute a feed in a conventional offset-fed, dual-reflector antenna. Extending this analogy, we can view the shaping of reflectors three and four as the general problem of beam synthesis in antenna design — given a specified feed, shape the reflectors to produce the desired output beam. In this chapter, we treat the problem of forming mirrors in terms of phase correcting surfaces as an extension of the phase retrieval technique from Chapter 2. The necessary transformations from a phase surface to a real surface are derived, and an internal mode converter example is presented that verifies the mirror shaping approach.

3.1 Formulation

The concept of using a pair of shaped reflectors (or mirrors) to transform an arbitrary incident field into a given radiated field was first analyzed by Kinber [19] and Galindo [20]. They treated this synthesis problem in terms of wave propagation path length and energy conservation, and they showed that an exact solution for the case of circularly symmetric reflectors exists as a set of non-linear ordinary differential equations. Later, Galindo-Israel, et al. [21] showed that, for a very wide class of problems, solutions also exist for the off-set fed geometry. These ray optic methods of reflector synthesis have since found application in a broad range of fields, including shaping techniques for gyrotron mode converter mirrors [6].

An alternate approach to shaping the mirrors is to treat them as phase-correcting surfaces; that is, the polarization and amplitude of the incident wave is assumed to remain unchanged upon reflection while the phase is modified. This approximation holds for a wide class of quasi-optical microwave engineering problems — the design of
mirrors, lenses, and resonators in Gaussian optics relies heavily on modeling elements as phase correctors (e.g. [5]). An advantage of this treatment is that we can use the phase retrieval algorithm described in Chapter 2 to define the phase correcting surfaces [22, 23, 24], unifying our design approach under a single construct.

To see the relationship between phase retrieval and mirror shaping, consider the geometry of Figure 3-1. The two phase-correcting surfaces are cast as equivalent thin lenses with phase-correcting functions $\Delta_1(x, y)$ and $\Delta_2(x, y)$. The beam is propagating along the $z$-axis, perpendicularly to each lens surface. The incident beam is denoted as $A_1(x, y)e^{i\phi_1(x, y)}$ and the desired output beam is $A_2(x, y)e^{i\phi_2}$. We see that the amplitudes $A_1(x, y)$ and $A_2(x, y)$ may be associated through the pair of self-consistent phases $\phi_1^{sc}(x, y)$ and $\phi_2^{sc}(x, y)$, which are determined by applying the phase retrieval algorithm to $A_1(x, y)$ and $A_2(x, y)$. Then the phase correcting function required to transform the incident phase, $\phi_1(x, y)$, into the first self-consistent phase, $\phi_1^{sc}(x, y)$, is given by

$$\Delta_1(x, y) = \phi_1^{sc}(x, y) - \phi_1(x, y). \quad (3.1)$$

Similarly for the second phase-correcting function we have

$$\Delta_2(x, y) = \phi_2(x, y) - \phi_2^{sc}(x, y). \quad (3.2)$$

![Figure 3-1: Geometry for the mirror shaping procedure.](image-url)

In the above procedure we see that the first phase corrector transforms the incident phase such that the beam amplitude at the second phase corrector will be the desired output amplitude, $A_2(x, y)$, and the second corrector synthesizes the desired output phase. An interesting consequence of this observation is that we can produce
a specified beam intensity, but not phase, using only one mirror. This situation is related to basic Gaussian optics where we can use a single spherical mirror or lens to transform a Gaussian beam into either a beam with a specified waist size or with a specified minimum waist position (focal length), but not both.

3.2 Transforming Phase to a Real Surface

The phase corrector function $\Delta(x, y)$ derived above must be transformed into a real mirror surface to complete the mirror shaping procedure. Before attempting to define the mirror profile, we first need to unwrap the phase to remove $2\pi$ discontinuities. We use a routine that reads the phase difference data file along each coordinate, detects phase changes greater than $\pi$, and adjusts the phase based on the previous value if a jump in the phase is detected. This approach works well, but it does fail in regions where the phase variation is essentially random; i.e., where the amplitude of the wave is small enough to render the phase indeterminate.

To see how we can define the mirror surface shape in terms of the phase corrector function $\Delta(x, y)$, consider the geometry shown in Figure 3-2. A wave is propagating in the $+z'$ direction and is incident on a conducting surface whose profile is weakly-perturbed from a perfectly flat surface by the amount $\delta(x', y)$. (Our introduction of primed coordinates serves to distinguish the current Cartesian geometry from that where the $z$-axis is oriented parallel to the beam propagation direction.) The incident
and reflected electric fields can be written

\[
\begin{align*}
\vec{E}_i(x', z') &= E_0 (\hat{x}' \cos \theta - \hat{z}' \sin \theta) e^{i k x' \cos \theta} e^{i k z' \cos \theta} \\
\vec{E}_r(x', z') &= R E_0 (\hat{x}' \cos \theta + \hat{z}' \sin \theta) e^{i k x' \cos \theta} e^{-i k z' \cos \theta},
\end{align*}
\]

(3.3)

(3.4)

where \( R \) is the reflection coefficient. Continuity of tangential electric field on the conducting surface at \( z' = \delta(x', y) \) requires

\[
E_0 \hat{x}' \cos \theta e^{i k \delta \cos \theta} e^{i k x' \sin \theta} = -R E_0 \hat{x}' \cos \theta e^{-i k \delta \cos \theta} e^{i k x' \sin \theta},
\]

(3.5)

which gives \( R = -\exp(i 2k \delta \cos \theta) \). Physically, this result arises because the incident wave undergoes a phase shift that is proportional to the total distance traveled by the wave. We can then immediately write our phase-corrector function in terms of the mirror depth \( \delta \):

\[
\Delta = 2k \delta \cos \theta.
\]

(3.6)

At this point, however, the above expression is partly heuristic; we have not accounted for the fact that in deriving our phase difference function \( \Delta \) we assumed normal incidence. A complete expression for transforming the phase corrector function to real space must include a coordinate rotation. Manipulating (3.6) and adding the appropriate rotation around the \( y \)-axis (into the page in Figure 3-2) gives the mirror surface profile depth as

\[
\delta(x', y) = \frac{\Delta(x' \cos \theta, y)}{2k \cos \theta}.
\]

(3.7)

Using this expression, we can define a real mirror surface from the phase corrector function. For a preliminary test of this mirror shaping routine, we present next a design study based on simulated data.

### 3.3 A Mirror Shaping Example: 110 GHz Gyrotron Internal Mode Converter

Consider the gyrotron internal mode converter shown in Figure 1-3. We want to shape mirrors three and four (M3 and M4 in Figure 1-3) to transform the wave incident on mirror three into a Gaussian beam at the gyrotron window. Once we have generated our mirror surfaces, we can use the physical optics code described in Section 2.4.4 to validate the design.

The simulated field intensity at the surface of mirror three was previously shown
in Figure 1-8, and we presented a detailed discussion of these theoretically-predicted fields in Section 2.4.4. We note that the fields incident on mirror three are strongly polarized in the x-direction (into the page in Figure 1-3), with a cross-polarization term that is two orders of magnitude smaller than the main polarization. This dominant linear polarization is thus consistent with our scalar formulation. To shape the mirrors according to the procedure described in Section 3.1, we use this simulated field intensity as our incident intensity, $A_1$, on the first phase-correcting surface. Here we have dropped the explicit variable dependence in the function $A_1$; to avoid confusion between the three possible coordinate systems (the wave, the mirror plane, and the mode converter coordinate systems) we will only use the mode converter coordinate system in presenting the results.

For the intensity profile $A_2$ on the second corrector (mirror four), we first specify that the radiated field on the gyrotron window should be a Gaussian beam with a minimum waist radius $w_0$ of 1.5 cm, and that the waist should occur at the window plane. Given this waist size and position, we can find the desired intensity and phase at the surface of the fourth mirror (located approximately 40 cm from the output window) with the analytic expression for a Gaussian beam (2.12).

With the given field intensity profiles $A_1$ and $A_2$, the self-consistent phases can be determined using the phase retrieval algorithm, and each phase correcting surface is derived from (3.1) and (3.2). Expression (3.7) then transforms the phase differences into actual mirror surfaces, where the incidence angle $\theta$ for the first shaped mirror (mirror three) is $23^\circ$ and for the second shaped mirror (mirror four) is $13^\circ$. The final surface profiles are shown in Figure 3-3.

Figure 3-3(a) shows the surface profile of the first shaped mirror (mirror three) with the wave is incident from below. (The rough edges are inconsequential and result from an indeterminate phase in that low-intensity region.) We see that this mirror has a nearly-flat surface with curvature at the $+x$ end of the mirror to focus the oblong beam of Figure 1-8 into a circular Gaussian beam. The wave is incident from above in Figure 3-3(b), and it sees the largely spherical surface of the second shaped mirror that transforms the wave from the first shaped mirror into the desired Gaussian beam with a spherical phase front.

These mirror profiles were simulated in the physical optics code described in Section 2.4.4 to independently verify the design. The fields on mirror two in the mode converter were radiated to the surface of mirror three, and the resulting surface currents were then used to radiate the field from mirror three to mirror four. The resulting simulated electric field intensity on mirror four is shown in Figure 3-4. We
(a) First shaped mirror (mirror 3) surface profile.

(b) Second shaped mirror (mirror 4) surface profile.

Figure 3-3: Shaped mirror profiles for the internal mode converter designed from simulated fields. The profile depth scale has been exaggerated for contrast.
see that, as discussed at the end of Section 3.1, the first shaped mirror (mirror three) has produced a beam with a Gaussian-like intensity profile at the surface of the second shaped mirror (mirror four). The phase of this field is then modified by the mirror four surface to produce a Gaussian beam at the output window as shown in Figure 3-5.

The beam intensity at the window has a Gaussian profile whose waist size agrees with the design waist size of 1.5 cm. Figure 3-6 shows a cut through the simulated field intensity along the z-axis and compares the simulated intensity to the ideal Gaussian. The phase of the output wave over the 5-cm aperture is given in Figure 3-7, and we see it is flat as designed.

Figures 3-5, 3-6, and 3-7 clearly show that the shaped mirrors produce the desired
Figure 3-5: Simulated field intensity at the output window plane. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 3-6: Simulated intensity over the window aperture along the z-axis. The window center is located at $z = 37.4$ cm.
Figure 3-7: Simulated phase over the window aperture along the z-axis.
Gaussian beam — in both amplitude and phase — over the window aperture.

3.4 Discussion

We have presented a method for determining the shapes of a pair of phase-correcting surfaces to transform a given incident wave into a desired output radiation pattern. This phase-corrector approach allows us to use the phase retrieval algorithm in the synthesis problem, thus unifying the overall design approach.

Implicit in our formulation is the assumption that the incident and desired wave amplitudes will lead to a self-consistent phase solution. We know in the case of phase retrieval from intensity measurements that the measurements represent some physical wave that satisfies Maxwell's equations and thus is a solution to the wave equation; for mirror shaping, however, we have imposed two possibly-inconsistent amplitude distributions. Indeed, we see from the mode converter mirror design results above that the first shaped mirror does not produce an ideal Gaussian beam intensity profile at the surface of the second shaped mirror, but does produce a beam that is as close to Gaussian as possible while still being a valid wave solution in accord with the discussion at the end of Chapter 2.

Mirror four then transforms this incident wave into the Gaussian beam at the gyrotron window. As we see from the intensity profile at the window (Figure 3-5), the beam is not perfectly symmetric. This asymmetry is a continuing consequence of the above-noted inability of our approach to transform an arbitrary beam into an ideal Gaussian. Nevertheless, we have successfully produced — using only phase correction — a beam with amplitude and phase that are strongly Gaussian. Additionally, the simulated beam waist size and position agree with the specified parameters. These results provide preliminary support for our proposed approach. The next two chapters detail experimental results that further verify the efficacy of the design procedure.
In this chapter, we present the design of a pair of mirrors for use in an external mode converter, often called a Matching Optics Unit (MOU). The MOU mirrors will be used to transform the crescent-shaped microwave beam radiated by a 110 GHz gyrotron (discussed in Chapter 1) into a Gaussian beam suitable for injection into a 3.175 cm-diameter corrugated waveguide. The geometry of the MOU is shown in Figure 4-1. To distinguish this particular gyrotron and its accompanying external components from the gyrotron discussed in the next chapter, we will refer to the present gyrotron by its industrial name — S/N4. This gyrotron was built by Communications and Power Industries (CPI), Palo Alto, CA, and installed at General Atomics (GA), San Diego, CA. All of the experimental measurements described below were conducted at GA.

Figure 4-1: Top view of the matching optics unit geometry.
4.1 Incident Field Intensity Measurements

The mirror design approach outlined in Section 1.3 includes initial steps for shaping the beam radiated by the launcher with a pair of toroidal mirrors; here we skip those steps and begin the design process by measuring the field radiated by the gyrotron for direct use in reconstructing the phase of the wave according to Step 4 in Section 1.3. To make field intensity measurements of this high-power source, we used an Inframetrics SC1000 infrared camera to measure the beam heating profile across a paper target placed in the path of the microwave beam. The camera and target were mounted on a rail and moved in tandem to maintain a constant field-of-view for the camera on the target. To avoid damaging the camera, it was placed off the beam propagation axis. Figure 4-2 shows a schematic diagram of the measurement apparatus.

The gyrotron was operated for 600 μs pulse lengths with a repetition rate of 2.3s and produced several hundred kilowatts of microwave beam power. The infrared camera was controlled by a computer with data acquisition software that recorded multiple images over the duration of a gyrotron pulse. Measurements of the field profile were made at several consecutive planes oriented perpendicular to the direction of propagation of the gyrotron microwave beam. In order to use the measurements in the phase retrieval procedure and to provide a more intuitive graphical representation, all of the infrared camera measurements were converted from degrees Celsius to dB by subtracting a background temperature (determined as an average of the temperature data values lying within some ambient-temperature range) and normalizing the data.
Figure 4-3: Measured field intensity on a plane located 34.6 cm from the gyrotron window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB, $-6$ dB, and $-21$ dB curves are labeled.

to the peak temperature value on a given plane. The data were also smoothed to remove high-frequency pixel noise. A representative measurement is given in Figure 4-3, which shows the field intensity profile on a plane located 34.6 cm from the gyrotron window. Figure 4-4 likewise gives the measured intensity profile 99.6 cm from the window.

From these two figures, we can see that the crescent-shaped pattern at 34.6 cm from the window evolves into a beam with a dominant Gaussian component and a smaller beamlet, as evident at 99.6 cm in Figure 4-4. This field behavior implies that the beam exiting the gyrotron has a Gaussian component with modest amounts of power in higher-order modes. Since our phase retrieval approach is known to work well for Gaussian beams, we can expect good phase retrieval from these data. Also,
Figure 4-4: Measured field intensity on a plane located 99.6 cm from the gyrotron window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB, $-6$ dB, and $-21$ dB curves are labeled.
the measurement planes are separated by 65 cm, or 240λ, and they have sufficiently different field patterns to permit an accurate field reconstruction per our discussion in Section 2.5.

4.2 Phase Retrieval and Mirror Shaping

The measured field intensities at 34.6 cm and 99.6 cm were used in the phase retrieval algorithm to reconstruct the field structure of the gyrotron output beam. The data were spaced over a 128-point × 128-point square grid with a side length \( L = 17.2 \) cm. The initial phase guess was a flat phase, and 125 iterations were necessary to reconstruct the phase of the beam. The reconstructed field was then propagated to the position of the first mirror at 60 cm from the gyrotron window for use as the incident field in the mirror shaping procedure. This computed incident field is shown in Figure 4-5.

We can check the accuracy of the reconstruction by comparing the computed fields at the first mirror plane with the measured fields at 64.6 cm given in Figure 4-6. Although this measurement plane is located 4.6 cm beyond the mirror plane, it is adequate for comparison because the beam does not evolve appreciably over the 17\( \lambda \) distance between the two planes. However, we note that the measured data in Figure 4-6 have been corrupted by heat rising on the target. This effect is apparent from the smearing of the contour curves in the upper half plane for intensity values less than \(-9 \) dB. Further evidence of this corruption comes from contrasting this measurement to those at 34.6 cm and 99.6 cm (Figures 4-3 and 4-4, respectively). On those two planes, the curves are nearly circular and do not exhibit the elongation in the \(+y\)-direction at the 64.6 cm plane. Such an elongation would require the beam to spread and then contract as it propagates from 34.6 cm to 99.6 cm, which is a non-physical beam behavior.

The primary source of this measurement error was a lack of adequate triggering of the camera in sync with the gyrotron pulse. The infrared camera software took images of the target equally spaced in time with no reference to when the microwave beam actually existed. A delay on the order of milli-seconds (the pulse length is < 1 ms) is sufficient to allow conduction of heat through the paper target and also convection across the target surface. The final data were chosen as the best from the available set, but this essentially random process proved unsatisfactory. Future infrared camera measurements, including those of the final output beam presented in Section 4.3, benefit greatly from a synchronized trigger, and do not suffer from the
Figure 4-5: Simulated field intensity on a plane located 60 cm from the gyrotron window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB, $-6$ dB, and $-21$ dB curves are labeled.
Figure 4-6: Measured field intensity on a plane located 64.6 cm from the gyrotron window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB, $-6$ dB, and $-21$ dB curves are labeled.
heat rising problem.

In spite of the data corruption, we can still qualitatively access the accuracy of our phase retrieval. Comparing Figure 4-5 and Figure 4-6, we see that the reconstructed field profile generally agrees with the measured field. Notably, the upward tail on the $-3 \, \text{dB}$ curve appears in the reconstruction, and the $-6 \, \text{dB}$ and $-9 \, \text{dB}$ curves have approximately the same size and shape. The shape of the $-3 \, \text{dB}$ curve in the reconstruction differs somewhat from the measured intensity, but since the measured data on this plane were smeared by heat rising, some of the details visible in the reconstructed fields may have been washed out in the measurements.

The geometry of the MOU is shown in Figure 4-1. The first mirror is located 60 cm from the output window and the second mirror is 30 cm from the aperture of the corrugated waveguide. The mirrors are tilted $23^\circ$ and have a face-to-face separation distance of 40 cm. The desired output beam of this system is a Gaussian beam with a waist of 0.95 cm. This waist size corresponds to $0.6a$, where $a$ is the waveguide radius, and 99.6% of the beam power falls within the waveguide aperture. The chosen waist size also provides optimal coupling to the fundamental $\text{HE}_{11}$ mode of the corrugated guide [25].

We follow the procedure described in Chapter 3 for shaping the surfaces of the mirrors. The incident field, shown in Figure 4-5, was computed from the reconstructed fields, and the desired field amplitude and phase on the surface of mirror two is found by back-propagating the specified Gaussian beam from the waveguide aperture using the analytic expression (2.12).

Using this pair of field profiles, we reconstruct the self-consistent phase from the field intensities and determine the phase-correcting functions according to the phase differences (3.1) and (3.2). The phase difference functions are then transformed to real space via (3.7) to form the actual mirror surfaces; the surfaces are shown in Figure 4-7. In Figure 4-7(a), the wave is incident from below, and in Figure 4-7(b), the wave is incident from above.

We see that the mirror surface profiles are predominantly spherical. This result is expected given that the gyrotron output beam is known to be strongly Gaussian from our reconstruction of the fields on the first mirror surface. On the first mirror surface (Figure 4-7(a)), there is a small perturbation to the spherical surface in the form of a bump that advances the phase in the region of the center of the beam to produce a Gaussian beam at the surface of the second mirror, as specified by the mirror shaping routine.

The mirror surfaces were simulated in the physical optics code introduced in Sec-
Figure 4-7: Shaped mirror profiles for the S/N4 Matching Optics Unit. The profile depth scale has been exaggerated for contrast.
tion 2.4.4. The field over the reconstruction plane at 34.6 cm was radiated through the two-mirror system to the waveguide aperture. The simulated field intensity at the waveguide aperture is shown in Figure 4-8 and the corresponding phase along the x axis is shown in Figure 4-9. From these two figures we clearly see that the simulated output field of the MOU is a Gaussian beam in amplitude and phase. The fraction of beam power incident on the aperture is 99.5%. We are now ready to construct the mirror set for experimental validation of the design.

4.3 Experimental Results

The mirror surface shapes shown in Figure 4-7 were machined into solid copper using a numerically-controlled milling machine at Communications and Power Industries.
Figure 4-9: Simulated phase at the waveguide aperture along the $x$-axis.
The rough edges of the mirrors, where the power is negligible, were smoothed to a constant value prior to machining. The mirrors were installed in the S/N4 gyrotron MOU at General Atomics and infrared camera measurements were made at the position of the waveguide aperture and at several planes beyond the aperture. In all of the following measurements, the plane center in \( x \) is located, in the MOU geometry, at \( x = -28.8 \) cm.

Figure 4-10 shows the field intensity profile, from infrared camera measurements, at the waveguide aperture\(^1\). The beam appears to be well-focussed, but does not have a perfect Gaussian shape. The elongation in the \(+y\) direction most likely arises because the microwave beam from the gyrotron has a beamlet in that region, as shown in Figure 4-4. The power in the beamlet is being directed into the main beam, but at the plane of Figure 4-10, remnants of the beamlet remain. Figure 4-11 gives a cut along the \( x \) axis through the measured data, and compares the measured intensity to that of an ideal Gaussian beam with a waist of 0.95 cm (the design waist size).

The measured beam has a Gaussian-like intensity profile, but the waist (the \(-8.68\) dB point) is larger than design by approximately 4 mm. This larger beam radius corresponds to approximately 94.5\% of the beam power falling within the waveguide aperture. We also see that the beam is not centered at \( x = 0 \); this offset can be corrected by tilting the second mirror in the MOU.

The measured beam intensity pattern at a plane located 10 cm after the aperture plane is given in Figure 4-12. At this position, the beam has a well-focussed, highly-symmetric Gaussian profile. In fact, Figure 4-13 confirms that the beam not only has an excellent Gaussian profile, but the waist size is the desired 0.95 cm. The smaller waist size allows 96.5\% of the beam power in the waveguide aperture.

The field intensity pattern at 30 cm after the waveguide aperture plane is given in Figure 4-14, and this measurement confirms the Gaussian-like nature of the beam.

We saw from Figures 4-12 and 4-13 that the waist appears to occur at the plane located 10 cm past the waveguide aperture. To better quantify this observation, we can use the measured intensity profiles in the phase retrieval algorithm to find the phase of the MOU beam. We recover the phase from the intensity measurements located at the waveguide aperture, 10 cm past the aperture, and 30 cm past the aperture with 50 iterations and a flat initial phase guess. Figure 4-15 gives the reconstructed phase along the \( x \)-axis in the plane of the waveguide aperture. The curved phase indicates that the beam focus is somewhere beyond this plane; indeed,

---

\(^1\)The arc contours to the right of the beam are images of the edge of the waveguide mounting flange port.
Figure 4-10: Measured field intensity at the waveguide aperture plane (30 cm from the second MOU mirror). Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 4-11: Ideal Gaussian with a 0.95 cm waist radius (solid) and measured (dashed) field intensity along the $x$-axis in the waveguide aperture plane.
Figure 4-12: Measured field intensity 10 cm after the waveguide aperture plane (40 cm from the second MOU mirror). Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 4-13: Ideal Gaussian with a 0.95 cm waist radius (solid) and measured (dashed) field intensity along the $x$-axis in the plane located 10 cm from the waveguide aperture.
Figure 4-14: Measured field intensity 30 cm after the waveguide aperture plane (60 cm from the second MOU mirror). Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
we already suspect that the minimum waist occurs 10 cm after the aperture plane.

The reconstructed field at the aperture was propagated 10 cm to the measurement plane of Figure 4-12 and the phase along $x$ in that plane is given in Figure 4-16. The phase is, as we expected, flat at this position. There is a slight tilt in the phase that appears because the beam is propagating at an angle, moving from $-x$ to $+x$, as seen from the shifting geometric beam centers in Figures 4-10, 4-12, and 4-14.

4.4 Discussion

The matching optics unit described in this chapter provides the first experimental validation of the phase retrieval and mirror shaping approaches developed in the previous chapters. The design required a pair of phase-correcting mirrors to transform
Figure 4-16: The reconstructed phase along the x-axis in the plane located 10 cm from the waveguide aperture.
the crescent-shaped gyrotron output microwave beam into an ideal Gaussian beam suitable for injection into a corrugated waveguide.

We began by making infrared camera measurements of the gyrotron microwave beam and discovered that most of these measurements were corrupted by heat rising on the target. This measurement error is clearly evident in the oblong, inconsistent shape of the intensity contours. Additionally, data corruption manifests itself when we attempt to perform a three-plane phase retrieval on these data. As shown in Section 2.4.3 and discussed at the end of Chapter 2, non-physical amplitude data cause the phase retrieval algorithm to diverge. Using any three-plane combination of the infrared camera measurements leads to a diverging error function (2.42), so we resort to using the two planes located at 34.6 cm and 99.6 cm from the window since they appear to be the least influenced by the heat rising measurement error. We then used the measurements over the plane at 64.6 cm as a check on our results, and we showed reasonable agreement between the measured and reconstructed intensity profiles on that plane.

Our mirror shaping approach, including the phase unwrapping algorithm mentioned in Section 3.2, led to smooth, largely spherical mirror shapes as expected since the beam from the gyrotron is strongly Gaussian. However, we know the beam is not an ideal Gaussian beam, and the surface of the mirrors are perturbed from the spherical in order to collect the non-Gaussian power and focus it into the main beam.

Measurements of the output of the MOU confirm that the mirrors transform the gyrotron crescent-shaped beam into a nearly-ideal Gaussian, but these measurements also show that the beam focus is displaced 10 cm from design. The power incident on the waveguide aperture is 94.5% of the total power in the beam, and 10 cm past the aperture the power ratio is 96.5%. These values are 5% and 3%, respectively, less than the ideal 99.6%. The later focus of the beam along with the lower-than-expected aperture power are most likely the result of phase error in the field reconstruction caused by the intensity measurement errors discussed above.

We note that although our Gaussian beam focus is displaced, the quality of the Gaussian beam is very good in both amplitude and phase. The positioning of the focus at 40 cm from the second mirror as opposed to 30 cm is not, from a practical standpoint, a serious matter. The corrugated guide can be moved transversely, or sections of guide can be added or removed, to align the mouth of the guide with the true focal spot of the beam. In fact, the actual position of the aperture is located 40 cm from the second MOU mirror.

In spite of the non-ideal nature of the output beam, the results of this experi-
mental study are encouraging. We were able to transform a rather complicated beam structure from the gyrotron into a fundamental Gaussian beam with good amplitude and phase characteristics. The limitation of the current design appears to be the accuracy of the initial field intensity measurements used in the phase retrieval. We will show in the next chapter that better intensity measurements generate a more accurate solution.
Chapter 5

Internal Mode Converter Mirror Design

This chapter presents the design of a pair of mirrors for a gyrotron internal mode converter. The application involves retrofitting the last two mirrors (M3 and M4 in Figure 1-3) of the existing mode converter in a 1 MW, 110 GHz gyrotron. This mode converter was described in Section 1.1 and also formed the basis for the mirror shaping benchmark of Section 3.3. The work in Section 3.3 was done in anticipation of the current design specifications, where we want to shape mirrors three and four to produce a Gaussian beam at a 5-cm-diameter single-disk diamond window that replaces the original 10-cm-diameter double-disk sapphire window (see Figure 1-4) on the gyrotron. The specified beam minimum waist is 1.52 cm and should occur at the window aperture, providing a flat phase over the window. This waist size corresponds to a theoretical transmission of 99.6% of the power in the microwave beam through the window aperture. This high transmission efficiency is necessary to prevent power absorption near the edge of the window, which is brazed to the outer housing of the gyrotron. Since this particular gyrotron (the S/N3 gyrotron, not to be confused with the S/N4 gyrotron of the previous chapter) is designed to operate in a continuous wave (CW) mode, the braze is potentially susceptible to melting if the microwave power incident near the edge of the window is appreciable. These requirements of circular beam shape, flat phase, and high transmission efficiency at the window are stringent, and they provide the most rigorous test thus far of our mirror design procedure.
5.1 Feed Field Measurements

The first two mirrors in the mode converter were previously designed as toroidal (doubly-curved) surfaces based on simulated fields from the launcher, obviating the need in this application for Steps (1) – (3) in Section 1.3. The pre-existing launcher and toroidal mirrors form a rigid structure whose radiated field we measure according to Step (4).

The feed field intensity measurements were performed at Communications and Power Industries (CPI) using a three-axis motorized scanner built by the University of Wisconsin [6]. The receiving horn was an open-ended waveguide mounted on the scanner and fed to a heterodyne receiver. The launcher and first two mirrors were placed external to the gyrotron tube and the scanner was oriented to make planar scans as shown in Figure 5-1.

The launcher was excited by a Gunn diode source whose output was transformed into the TE_{22,6} mode by a coaxial mode transducer. The mode purity of this transducer is estimated to be approximately 99%; a detailed discussion of mode purity in a similar transducer designed for the TE_{15,2} mode is given in [26].

We performed measurements over nine planes near the position of the third mirror,
as shown schematically in Figure 5-1. The planes are 14 cm × 14 cm with a 64 point × 64 point sampling grid that corresponds to a sampling density of 0.8λ. Figure 5-2 shows the measured field intensity on the plane of the third mirror, and Figure 5-3 shows the measured field intensity 11.9 cm from the third mirror plane.

The beam is propagating paraxially along a line 25° off the y-axis, out of the page, and has < −25 dB cross-polarization, indicating the scalar phase retrieval is suitable for this case. Furthermore, the beam shape changes significantly over the measurement range — from Figure 5-2 to Figure 5-3 —, so despite our relatively close plane spacing (on the order of tens of wavelengths) we can still expect an accurate field reconstruction according to the discussion in Section 2.5. Figures 5-4 and 5-5 show the field intensity measurements over the remaining seven measurement planes,
Figure 5-3: Measured field intensity on a plane located 11.9 cm in $y$ from the mirror three position. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
and we see more clearly the evolution of the beam as it propagates.

5.2 Phase Retrieval

The measurements detailed in Section 5.1 were interpolated onto 128 point × 128 point grids to provide a 0.4\(\lambda\) grid spacing in order to avoid half-wavelength undersampling numerical artifacts in the phase retrieval. In addition, we modified the beam shape and position to temporarily create a beam propagating normal to the measurement (or observation) planes. Specifically, the profile of the beam was contracted by a factor \(\cos \theta\) in \(z\) (\(\theta\) is the incidence angle with respect to the plane normal) to account for the beam distension over the measurement planes, and the geometric centers of the beams were aligned along a common propagation axis. Such a transformation relieves the phase retrieval algorithm of retrieving both the nominal phase structure and phase tilt of the beam. Oblique beam propagation is accomplished by adding a phase tilt a posteriori to the nominal phase structure determined by the phase retrieval.

The phase was retrieved in 500 iterations with three measurement planes located approximately 25\(\lambda\) apart. The reconstructed field was propagated to a plane located 15 cm before the mirror three plane, and this field was then used in the physical optics code (see Section 3.3) to verify the accuracy of the reconstruction. Figure 5-6 shows the results of propagating this reconstructed field back to the mirror three plane. Comparing this field intensity pattern to the measured pattern at the same location in Figure 5-2 indicates that both the shape and position of the reconstructed wave closely match the measured field profile.

In Section 1.2, we showed the difference between the measured and theoretically-predicted intensities at the mirror three plane. We can now compare the reconstructed phase to the theoretically-predicted phase gain a greater appreciation for the differences between theory and experiment. Figure 5-7 shows the theoretically-predicted and reconstructed phase on a plane at the mirror three position. As in the case of the intensities, the differences in phase are not strong — the general shapes are the same — but we see that along the \(x\)-direction, the reconstructed phase varies more slowly than the theory phase, and along \(z\) the reconstructed phase varies faster. These observed differences in both intensity and phase ultimately result in the non-ideal radiation pattern at the window, as demonstrated in the next section.
Figure 5-4: Measured field intensity on planes with increasing distance from the mirror three position. Each sub-figure caption gives the displacement \( y_d \) with respect to the mirror three plane. Contours of constant \( |E_x|^2 \) are at 3 dB intervals from peak.
Figure 5-5: Measured field intensity on planes with increasing distance from the mirror three position. Each sub-figure caption gives the displacement $y_d$ with respect to the mirror three plane. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak.
Figure 5-6: Simulated field intensity on the mirror three plane computed from reconstructed fields. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-24$ dB curves are labeled.
Figure 5-7: Theoretically-predicted and reconstructed phase on the mirror three plane. Contours of constant phase are at 1 radian increments.
5.3 An Aside: Mode Converter Analysis

In developing our approach to mode converter mirror shaping based on intensity measurements, we implicitly assumed that the discrepancies between the theoretically-predicted and measured gyrotron microwave beams were caused by waveguide elements before the last two mirrors in the system. We showed in Chapter 1 (Figures 1-9 and 1-8) that the measured field incident on the third mirror does indeed differ from the field predicted by theory, but we have not ruled out the possibility that mirrors three and four are an additional source of the observed differences.

Now that we have the reconstructed measured fields incident on mirror three, an interesting exercise is to simulate those fields with the original mirrors three and four and compare the simulated output beam with measurements. We can then, at least qualitatively, make an estimate regarding the relative influence of mirrors three and four on the discrepancy between the measured and theoretically-predicted gyrotron beam.

Figure 5-8 shows the resulting field intensity profile at the plane of the 10-cm-aperture sapphire window after propagating the reconstructed beam computed in Section 5.2 through the original mirror three-mirror four transmission line. The crescent shape observed in experiments (see Chapter 1 and Figure 1-7) is clearly evident in this simulated case, demonstrating that the fields incident on mirror three are sufficiently different from those predicted by theory to account for the distortion in the gyrotron output microwave beam\(^1\). With this knowledge and the successful design reported in Chapter 4, we can proceed with some confidence that correcting the measured fields following mirror two inside the mode converter will produced the desired Gaussian beam on the output window.

5.4 Mirror Shaping and Simulation

We shaped a pair of mirrors using the procedure described in Chapter 3 with the reconstructed field from Section 5.2 as the incident wave, \(A_1 e^{i\phi_1}\), and the desired 1.52-cm-waist Gaussian back-propagated to mirror four as output, \(A_2 e^{i\phi_2}\).

One important aspect of the mirror shaping procedure not mentioned in Chapter 3

\(^1\)Here we have compared the field profile from the S/N4 gyrotron with simulations using reconstructed fields from measurements of the S/N3 gyrotron internal mode converter. Although these two mode converters are physically different, they were constructed from the same design using identical fabrication techniques. The actual differences between the two mode converters are known, from earlier cold-test measurements, to be negligible.
Figure 5-8: Field intensity on the 10-cm-aperture window computed from reconstructed fields at the mirror three position. Mirrors three and four used in the simulations are the original mode converter mirrors designed to produce a uniform field profile on the window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the -3 dB, -6 dB, and -21 dB curves are labeled.
is the fact that the physical sizes of the actual mirror surfaces must be taken into account in the shaping if the measurement plane is considerably larger than the mirror aperture. For instance, the third mirror (M3 in Figure 1-3) is limited in $z$—along the tube axis—to approximately 8.5 cm; this dimension is large enough to intercept both the main beam and the $-24$ dB sidelobe in Figure 5-2, but it is significantly more narrow than the observation plane. To account for the smaller size of the physical surface, we simply set all field amplitudes outside of the surface perimeter to zero. The benefit of incorporating the final mirror dimensions in the shaping procedure becomes apparent if we consider instead the case of using the whole observation plane in the design and then forming the surface boundary afterwards. The result is that our assumed field over the entire observation plane will be truncated by a rectangular window whose pulse width is the physical width of the mirror. The radiated field reveals this windowing as the familiar convolution of the desired field pattern with a sinc function, which leads to unwanted sidelobes.

The final mirror surface shapes are shown in Figure 5-9. For the third mirror, the beam is incident from below. Physically, we see that the elongation in the $x$-direction of the pattern in Figure 5-2 will be focussed into the main portion of the beam by the sharp curvature evident for $x > 0$ in the mirror's profile. The random surface fluctuations around the edge of the mirror arise because the phase in that negligible-amplitude region is indeterminate. The beam radiated from the third mirror propagates to the fourth mirror (from above), also shown in Figure 5-9. The surface is strongly spherical to focus the incident wave into the desired Gaussian beam at the window aperture.

The mirrors were simulated in the physical optics code using the reconstructed fields after mirror two as the initial field distribution. The simulated field intensity pattern on the window, shown in Figure 5-10, is in fact the desired Gaussian beam. Integrating the power over the observation plane reveals that 99.5% of the beam power will pass through the aperture as compared to 99.6% for an ideal Gaussian with a waist size of 1.52 cm in the 5 cm aperture. Figure 5-11 compares the intensity profile of the desired Gaussian beam to the simulated beam. The simulated beam exhibits a nearly-ideal Gaussian profile with a waist size of 1.55 cm—0.03 cm larger than the 1.52 cm design. The sidelobe to the right of beam, on the $+z$ side, corresponds to unrecovered sidelobe power originally generated by the feed, as seen in Figure 5-2.
Figure 5-9: Shaped mirror profiles. The profile depth scale has been exaggerated for contrast.
Figure 5-10: Simulated field intensity on the window plane. The window center is at $z = 37.4$ cm, $x = 0$ cm. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 5-11: Desired Gaussian (solid) and Simulated (dashed) beam intensities along the z-axis at the window plane. The window center is at $z = 37.4$ cm.
5.5 Experimental Results — Cold Tests

The shaped mirrors were fabricated from solid copper and mounted on the feed structure for cold-test measurements of the output field. Using the same source/receiver arrangement from the feed field intensity scans (Section 5.1), we measured the output field intensity before, on, and after the window plane. Figure 5-12 shows the field pattern on the window plane. The measured beam is a well-formed Gaussian with a size, shape, and position that agree well with the simulated beam in Figure 5-10. The cross-polarized component is approximately 30 dB below the peak of the main polarization, confirming our assumption of a scalar field. The measured beam is slightly elliptical with a waist size in $z$ of 1.6 cm and a waist size in $x$ of 1.7 cm. The larger beam waist of 1.7 cm amounts to only a 0.66$\lambda$ deviation in beam radius from design. An ideal Gaussian beam with these waist parameters will transmit 99% of the beam power through the 5 cm window aperture; due to the presence of some low sidelobe power, the integrated value for the measured data is 98.5%. This value is acceptable for high power gyrotron operation, and represents a 1% error in the design. This close agreement of measured beam waist size and transmitted power to the specified design parameters indicate that our mirror shaping approach works very well.

To further examine the Gaussian quality of the beam, we compare an ideal Gaussian intensity profile to that of the measured beam. The measured and theoretical intensity profiles along $z$ are given in Figure 5-13. We note the measured beam has an excellent Gaussian profile that matches the ideal beam over the range of appreciable intensity. The $-21$ dB sidelobe to the right of the main beam appears because the sidelobe incident on the third mirror (see Figure 5-2) is not fully reflected into the main beam. This sidelobe may be unrecoverable because it is propagating at a different angle than the main beam, most likely the result of spurious mode radiation from the launcher.

The Gaussian nature of the beam can also be verified by considering the evolution of the wave profile with distance. Figure 5-14 shows the beam intensity contours on a plane located 60 cm from the window aperture. The field is Gaussian with a waist size of 3.9 cm in both $x$ and $z$; the theoretical waist size (assuming a minimum waist at the window of 1.6 cm) is 3.6 cm. This 0.3 cm divergence in beam size over the 60 cm ($220\lambda$) propagation distance is practically negligible, and we see that the measured beam behaves as a nearly-ideal Gaussian beam.

We have shown explicitly, using the measured field intensities, that the output beam is a well-formed Gaussian with parameters close to those of the design. We
Figure 5-12: Measured field intensity on the window plane. The window center is at $z = 37.4$ cm, $x = 0$ cm. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 5-13: Gaussian beam with a $z$-waist of 1.6 cm (solid) and measured beam (dashed) intensity along the $z$-axis of the window plane. The window center is at $z = 37.4$ cm.
Figure 5-14: Measured field intensity 60 cm from the window plane. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3 \text{ dB}$ and $-21 \text{ dB}$ curves are labeled.
can extend the data analysis by employing the phase retrieval algorithm to round out the study. With input field intensities on planes located 10 cm before, at, and 40 cm beyond the window position in $y$, we retrieved the phase over the window aperture, and this phase is shown in Figure 5-15 along the $z$-axis. Since the design Gaussian beam has its minimum waist at the window, we expect the phase there to be flat. This is indeed the case for the reconstructed output field phase of Figure 5-15. The mild slope in the phase arises because the beam is propagating at an angle of $0.2^\circ$ in the $y - z$ plane, which leads to a small beam-center offset in $z$ (see Figure 5-14).
5.6 Experimental Results — Hot Tests

The complete mode converter was assembled and placed inside the gyrotron for hot, or high-power, testing with the diamond window. The first series of experiments were performed at CPI to determine the characteristics of the diamond window. The gyrotron tube was operated at 650 kW for 1.6 s pulse lengths and at 940 kW for 0.001 s pulse lengths with an average power of 50 kW. The diamond window performed well throughout the testing, indicating that the microwave beam is well-matched to the window aperture.

The gyrotron was next installed at General Atomics and infrared camera measurements of the output beam were performed as described in Chapter 4. Figure 5-16 shows intensity contours of an IR camera measurement 15.8 cm from the window. As we anticipate from the cold-test measurements, the gyrotron beam is a well-formed Gaussian with a slight ellipticity of about 5%. The beam continues to evolve with Gaussian behavior, as indicated in Figure 5-17, which shows the field intensity contours at 66.8 cm from the window. Figure 5-18 compares the waist expansion of this measured gyrotron beam to that of an ideal Gaussian beam. We see that for distances exceeding a meter, the beam maintains a good Gaussian profile with a waist expansion that closely matches the ideal. Based on these measurements and analysis of the cold test measurements, we can conclude that the shaped mirrors accurately transform the field pattern in the mode converter to the desired pattern on the output window.

5.7 Discussion

We have presented in this chapter a comprehensive analysis, design, and experimental study of a quasi-optical, internal mode converter for a high-power gyrotron. The required field radiated by the mode converter was tightly-constrained by the diamond window, whose thermal properties and edge-cooled configuration leave small margin for error in the power profile of the beam.

We initiated the design by measuring the electric field profile over several consecutive planes following the second mirror. The measurements were performed at low power with a heterodyne receiver that offered higher precision and much better dynamic range than the infrared camera reported in Chapter 4. Additionally, all of the data from this measurement set were useful, in contrast to the infrared camera measurements in the previous chapter, most of which suffered corruption from heat
Figure 5-16: Infrared camera measurement of the S/N3 gyrotron output beam at a distance of 15.8 cm from the diamond window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the −3 dB and −21 dB curves are labeled.
Figure 5-17: Infrared camera measurement of the S/N3 gyrotron output beam at a distance of 66.8 cm from the diamond window. Contours of constant $|E_x|^2$ are at 3 dB intervals from peak; the $-3$ dB and $-21$ dB curves are labeled.
Figure 5-18: Expansion of the S/N3 gyrotron output beam along the direction of propagation ($y$ in the mode converter coordinate system; see Figure 1-3) in cm from the gyrotron window. The solid line is an ideal Gaussian beam with $w_0 = 1.6$ cm at $y = 0$. Infrared camera measurements of the beam give the waist radius in $x$ ($\times$) and $z$ ($+$).
rising on the target. Given these factors, we expected to produce a better result for this internal mode converter experiment.

The phase of the wave was retrieved from intensity measurements over three planes using a phase retrieval geometry similar to that described in the mode converter example of Section 2.4.4. In this case, however, we discovered the expediency of orienting the measurement planes, via a simple coordinate transformation in one dimension, such that the beam is propagating perpendicularly to the planes. This approach allows the phase retrieval algorithm to find the nominal phase structure of the wave without the burden of an additional phase tilt. Adding the phase tilt after the field reconstruction proved valid; propagating the tilted wave to a measurement plane showed good agreement between the reconstructed intensity and measured intensity.

This reconstructed field was used to analyze the original mode converter configuration that was designed to produce a uniform power profile over a 10-cm-aperture window. The final simulated field on the window had a crescent-shaped non-uniformity that resembles the profile observed in measurements. This result reveals that the launcher and first two mirrors are the primary source of disagreement between theory and experiment, and it indicates that our proposed design approach for correcting the fields after the second mirror should fully account for the actual fields in the mode converter.

A pair of phase-correcting mirrors were shaped according to the procedure developed in Chapter 3 to transform the fields after the second mode converter mirror into an ideal Gaussian beam with a minimum waist radius of 1.52 cm that occurs at the 5-cm-aperture diamond window. These mirrors were simulated with a physical optics code (see Section 2.4.4), which confirmed that the final radiated wave is indeed a Gaussian beam with the desired specifications. In the process of verifying the design, we discovered the importance of shaping the mirrors with the physical dimensions of the mirrors in mind. In doing so, we essentially account for power that exists on the measurement plane but does not intercept the actual mirror surface. Hence, we avoid sidelobe formation that arises from the inherent windowing function of the finite-sized mirror aperture.

The mirror surface profiles were machined in solid copper, and the mirrors were mounted on the mode converter external to the tube for cold test measurements of the radiation pattern. The measured electric field patterns at the window aperture plane and at following planes show that the radiated beam is strongly Gaussian, with a waist size in $z$ (the gyrotron axis) of 1.6 cm and a waist in $x$ of 1.7 cm. These waist sizes are slightly larger than the design specification of 1.52 cm, but even for
the larger dimension, the error amounts to only 0.66\(\lambda\), and integrating the power over the aperture shows that 98.5\% of the beam power propagates through the window. Additionally, the beam is centered on the window, and this beam position property is at least as critical to efficient beam transmission as beam waist size.

Other characteristics of the radiated beam were also examined, including expansion of the beam beyond the window and the phase of the beam. These parameters confirmed the nearly-ideal Gaussian behavior of the wave. Furthermore, the mode converter was placed inside the gyrotron for high-power operation, and infrared camera measurements of the field intensity were made that show the beam evolves as a Gaussian beam. These results represent the first successful application of mirror shaping based on measured field intensity to the design of gyrotron internal mode converters.
Chapter 6

Conclusion

6.1 Summary

This work has presented the systematic development of a new approach to gyrotron mode converter mirror design based on intensity-only measurements. The method uses an iterative phase retrieval algorithm to reconstruct the full field structure of a wave from a given set of intensity measurements. A mirror shaping routine, also derived from the phase retrieval algorithm, then provides a pair of phase-correcting surfaces to transform the reconstructed incident wave into a desired radiated wave.

We formulated an iterative algorithm that retrieves the phase given intensity measurements on two or more arbitrary measurement planes. We also gave a proof of convergence for the algorithm in the case of measurements planes in the object and Fourier domains. This proof provides insight into the fundamental principal of the algorithm; namely, that at each iteration, substituting the measured amplitudes for the computed values amounts to weighting the solution at each pass of the algorithm to draw the computed amplitudes closer to the measured amplitudes. We explored this weighting concept within the context of our particular choice of using a plane wave expansion to represent the fields, and argued that the algorithm will attempt to find a solution that is as close to the measured values as possible while still being physically meaningful. The plane wave expansion also allows us to write the plane-to-plane propagation operator in terms of Fourier transforms or, in the case of discretely-sampled data, the Fast Fourier transform. Using a numerical implementation of the phase retrieval algorithm based on the FFT, we reconstructed a Gaussian beam for several illustrative examples and showed that the algorithm could reproduce the Gaussian beam amplitude and phase to high accuracy. We also demonstrated with numerical examples that the rapid computation afforded by the FFT is invaluable for
performing an accurate reconstruction of a wave, which may take several hundred iterations.

The phase retrieval algorithm was then extended to the problem of shaping a pair of phase-correcting surfaces that transform an incident wave into a desired radiated wave. We utilized the phase retrieval approach to form a set of self-consistent phases that connect the incident and radiated amplitudes, then we defined our phase correcting surfaces to match the incident and radiated phases with their respective self-consistent phases. This phase corrector approximation holds for surfaces on which the wave amplitude and polarization is not strongly influenced by the surface; this approximation holds for the current quasi-Gaussian beams of interest. The third and fourth mirrors in a four-mirror gyrotron internal mode converter were shaped based on simulated incident fields using the proposed design approach to produce a 1.5 cm waist Gaussian beam at the gyrotron window. The mirror profiles were simulated in a physical optics code that demonstrated the validity of the design. The computed output field is a Gaussian beam in both amplitude and phase that shows excellent agreement with the specified output field. This encouraging result demonstrates that, for our quasi-optical applications, shaping the mirrors as phase-correctors via the phase retrieval algorithm is a very effective method for mirror design.

The mirror design approach based on phase retrieval from intensity measurements was first applied to shaping mirrors for a gyrotron matching optics unit, which transforms the gyrotron microwave beam into a Gaussian beam for injection into a corrugated waveguide. The intensity profile of the gyrotron beam has a nonuniform, crescent shaped pattern (Figure 1-7) that evolves as the superposition of a dominant Gaussian beam and another apparent beamlet. The mirror surfaces direct the beamlet into the main beam, and infrared camera measurements of the MOU output show that the beam is nearly Gaussian in the vicinity of the waveguide aperture. The beam waist appears to occur 10 cm beyond the design position; this result is most likely caused by phase error in the reconstruction due to corrupted measured intensity. In spite of the measurement limitations, the mirrors focus 94.5% of the beam power into the waveguide aperture, and at the true position of the beam waist minimum 96.5% of the beam power is directed into the waveguide.

The next application of our mirror design approach involved shaping the surface profiles of the last two mirrors in a four-mirror gyrotron internal mode converter. The pair of shaped mirrors were required to transform the incident field radiated from the second mirror in the mode converter into a Gaussian beam on the gyrotron window. The Gaussian beam waist size at the window was specified to be 1.52 cm, which
ideally allows 99.6% of the beam power to pass through the 5 cm clear aperture of the edge-cooled diamond window. The launcher and first two mirrors from the mode converter were mounted external to the gyrotron and intensity measurements of the field radiated by the second mirror were made over several consecutive planes. These intensity patterns were then used in the phase retrieval algorithm to reconstruct the field incident on the first shaped mirror. As an aside, we used this reconstructed wave to analyze the original mode converter mirrors in an effort to understand the source of the differences between the computed and measured window fields. We found that the primary cause of the observed discrepancy is in fact the field following the second mirror.

A pair of phase-correcting mirrors were then shaped to transform the reconstructed field after the second mirror into the specified Gaussian beam on the gyrotron diamond window. Simulation of the mirrors in the independent physical optics code showed they produce the desired Gaussian beam profile at the window plane. The mirrors were machined into solid copper and mounted on the mode converter external to the tube for low power measurements of the radiated field. The mirrors produced a high-quality Gaussian beam with a waist along the tube axis of 1.6 cm and a transverse waist of 1.7 cm. Integrating the power in the beam over the 5 cm clear aperture of the diamond window showed that 98.5% of the power is transmitted through the aperture. Additional measurements of the beam beyond the window plane along with phase retrieval confirmed the strong Gaussian nature of the wave and verified that the waist of the beam occurs at the window, as specified in the design parameters. The mode converter was then placed inside a 1 MW gyrotron, and infrared camera measurements of the output beam were made. These intensity patterns agree with the cold test measurements, demonstrating that our mirror design approach provides the accurate and precise transformation of the gyrotron electromagnetic radiation required for efficient high-power operation.

6.2 Future Work

The design method described and validated in this thesis continues to evolve both in technique and applications.

As a purely mechanics aspect, we can improve some of the post-processing routines needed to define the mirror surfaces. The phase unwrapping algorithm mentioned in Section 3.2, while applicable to our reasonably-smooth phase functions, fails for more complicated phase structure. A modification of the current phase-tracing approach or
a different algorithm, such as a polynomial approximation, may lead to better phase
unwrapping. In some cases, the final physical mirror surfaces need to be smoothed (in
contrast to our surfaces that required smoothing only around the unimportant edges).
A two-dimensional curve fit or filtering in terms of spatial Fourier components could
be used to smooth the metallic surfaces. We are currently developing alternative
approaches to phase unwrapping and surface smoothing.

Our original mirror design proposal included steps for shaping the first two mirrors
in a four-mirror internal mode converter based on analytic fits to measured intensity.
Both the MOU and internal mode converter studies presented in this thesis did not
include these steps; each design began immediately at the phase retrieval/mirror
shaping stage. An important addition to the current body of work is a full mode
converter design with the first two mirror shapes optimized to the measured (rather
than computed) launcher fields.

The 170 GHz gyrotron at MIT is one such project, where the actual field radiated
by the launcher is substantially different from the theoretically-predicted field [27].
Also, the 170 GHz frequency is 50% larger than the frequency we have dealt with in
the reported experiments, and the higher frequency represents a sampling challenge to
both our measurement equipment and computing resources. For this mode converter,
the first mirror has been designed according to our proposed method using a Gaussian
fit to measurements of the launcher field. Further measurements of the mode converter
field and design of the remaining mirrors is an ongoing effort.

MIT is also collaborating with the electron cyclotron heating group of Japan’s
Large Helical Device (LHD). Their 84 GHz gyrotrons use a Vlasov launcher and a pair
of focusing mirrors to direct the microwave power out of the gyrotron. The radiated
wave has a more complicated field structure than the beams we have discussed in
this thesis, and the configuration of the microwave transmission system requires large
incidence angles on the matching optics unit mirrors. Such beam behavior requires
very accurate measurements and may violate some of the approximations we have
made in defining our mirrors as strictly phase-correcting surfaces. Novel mirror design
methods rooted in our basic procedure are being investigated to account for these
effects [28].

We have also explored the possibility of using our fast phase retrieval/mirror syn-
thesis algorithm for real-time reflector compensation in the Haystack radio telescope
operating at millimeter wavelengths [29]. A deformable sub-reflector, whose surface
is controlled by a set of actuators, could compensate for gravitational and thermal
deformations of the main reflector, providing improved resolution [30, 31].
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