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Abstract

During the explorative and concept stages of Intelligent Integrated Infrastructure, it is essential to establish an optimal system architecture outlining task separation and component structure. The architecture must be comprehensive and complete while also abstracting itself from specific implementation and current technology because of the large scale of the system and the length of development time. By using Object Oriented Organizational principles, a proper architecture can be defined allowing proper functionality through componentization, abstraction, and scalability.
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Chapter 1 Introduction

Intelligent Integrated Infrastructure (I³) is the collective operation of infrastructure components in one system allowing for data storage and exchange, modeling simulation capabilities, and decision support systems. The immediate advantages are comprehensive modeling ability, operational optimization across systems, and better enabled execution of actions. This paper has three main sections: A discussion of required issues that must be considered when designing and architecture, the proposed architecture of task separation, and general points to consider when implementing the proposed architecture.

1.1 From Smart Structures to Intelligent Infrastructure

Before considering Intelligent Integrated Infrastructure, a short discussion of smart structures is essential. Even within smart structures though, there is a distinction between first and second-generation smart structures. First generation smart structures characterized by passive or minimally reactive systems operating functionally separately from their enclosed infrastructure. Second generation smart structures are active systems integrated individually into and part of their enclosing infrastructure.

1.1.1 First Generation (Passive/Reactive)

First generation smart structures provide information for users and basic level administrators of the structure. Information provided for users could be automated and personalized directory for a visitor to a building, or the amount of credit left on to their account as they drive through a toll. Information provided to the basic level administrator could be the total electricity, phone, and water usage over any recent time interval. This information, although it can be current and continually updated, is not active by nature. It is primarily statistical data which is collected and either stored or used at the time of capture. It is generally one directional from point of capture to presentation to the user. It then can not be used to impact the operation and maintenance of the system except through a specific user or administrative intervention.
These applications do optimize the static nature of infrastructure allowing many added features to the building, but they do not actually change the infrastructure. The features added are exactly that: added to the existing infrastructure as separate systems, not integrated and part of the actual system. Consequently, there is no way to handle structure modeling, predictions, or optimization except through the collection of statistical data.

### 1.1.2 Second Generation (Active)

The transportation industry and specifically smart highways have developed the closest implementation of second generation smart structures through their development of active highway control systems. They have been able to integrate into highway and road systems the optimization of traffic flow, accident handling, toll taking, automatic cars (full cruise control at highway speed), weather conditions, and many other aspects of vehicle travel.

In second generation smart structures a single system is designed from the beginning with integrated technology meant to optimized, monitor and model the structure. The system though acts individually, and each particular aspect of technology is independently integrated into the system.

### 1.1.3 Intelligent Integrated Infrastructure

The final step of intelligent integrated infrastructure is to implement it across types of infrastructure using one common architecture enabling cross system information flow. Coastal, utilities, urban, and transportation are some of the types of infrastructure that can be immediately impacted, allowing optimization of maintenance procedures, resource allocation, and future planning. With the different types of infrastructure IT enabled, a virtual city can be realized, allowing a modeling of the city as interactive and intertwined systems.

### 1.2 Object Oriented Thinking

Within an object oriented organizational strategy everything considered can be parsed into a specific object. Each object has two properties: the information it holds and the actions it
can perform. The objects created can be either completely tangible with a physical representation, or can be completely intangible without and physical representation. Consider the two following two examples:

**Structural Beam**

A beam has attributes such as length, unit weight, max shear stress, etc. It also has different actions associated with it such as to carry load, to bend, to enter plastic failure, etc.

**Database**

A database can be considered (removed from the actual method of storing the data) as a collection of data with specific properties and operations associated with it. The database can have a total number of entries, size per entry, maximum acceptable entries, etc. The actions that can be associated with the database could be to enter a new entry, to delete an entry, to return a value given a set of parameters within a query (e.g. SQL), etc.

In each case, each object is self contained with its own properties. And each object has a template which has properties to be specified if it is implemented. But in both the structural beam and the Database it is evident that there are definitive properties and methods associated with any object.

![Figure 1.1 - Abstraction of Collection Properties](image-url)
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By defining objects, you also begin to introduce abstraction. It could be considered that Structural Beam and Database are merely types of a higher object: Collection Unit. As seen in Figure 1.1, they would both be derived from a collection unit because a structural beam collects force and a database collects data. But Table 1.1 shows how the properties of the two lower objects can be abstracted to the higher level of the Collection Unit type.

**Table 1.1 – Comparison of Abstracted Properties**

<table>
<thead>
<tr>
<th>Structural Beam</th>
<th>Collection Unit</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>Size</td>
<td>Number of Entries</td>
</tr>
<tr>
<td>Unit weight</td>
<td>Unitized Size</td>
<td>Size per entry</td>
</tr>
<tr>
<td>Add Load</td>
<td>Add to Collection</td>
<td>Add entry</td>
</tr>
</tbody>
</table>

This abstraction as clearly seen, causes discussions of organization to become vague and sometimes meaningless. Abstraction is required though for comprehensive coverage and consideration of all types of possible implementations. Throughout the paper, a certain level of abstraction in the definition of the architecture is maintained while trying to remain structured and based on physical and organizational concepts.

1.3 **Not in Scope**

1.3.1 **Current technology**

If the same technological progress that has been made in [the computer] industry over the past thirty years had been made in the automotive industry, you could now purchase a Cadillac for less than a quarter. Your car would be a thousand times more reliable than a 1950 Cadillac and would have an EPA rating of over a million miles per gallon.¹

With this well known quote about the computer industry clearly shows how quickly technology changes. Intelligent Integrated infrastructure is still in the very earliest stages of development.

¹ See further discussion on Abstraction in Sec 2.3.2 on page 14

¹ Wetherbe, pg. 6
exploration and is decades from full integration into industry standard construction. Because it is the goal of this paper to discuss an optimal architecture for I³, a discussion containing the current technology would be counterproductive and cause the discussion to be dated. The removal of current technology does abstract the discussion and does make it harder to define, but can be avoided by concentrating on the principles of the architecture and the connectivity.

1.3.2 Development Procedure

This paper intends not to outline how I³ can be realized, but more what the architecture of the I³ will be. Development of systems and projects can take place through many methods while keeping the goal constant. The time frame until implementation is dependent on many factors like financial feasibility, industrial support, and the state of technology. Therefore the time required to develop the system architecture will not be considered.

1.3.3 Personnel Structure

No matter how automated we would like to design a I³, it will still require a staff of personnel involved in the operation and maintenance of the system. Because this is completely dependent on the actual requirements of each system developed and the automation level of each system it can not be considered at this level of development.
Chapter 2 – Issues for Design

2.1 INTRODUCTION

When designing any system, regardless if it is structural, organizational, or informational, certain properties must be considered. These properties are independent of both the type of system and the use of the system. These include:

- Organization
- Scalability
- Robustness/Stability
- Quality and Reliability
- Safety and Catastrophe handling including Risk Management
- Security
- System Renovation ability
- Cost

There are some properties though that are more specific to Information Systems and data handling that do not have clear equivalents in a physical system:

- Level of Automation
- Level of Abstraction

Because this is a candidate Architecture for a specific purpose, I³, and we intend to have a Object Oriented Organization then we must define our issues for design more specifically before actually discussing the design itself.

2.2 METHOD OF CREATING DESIGN

There are three macro stages involved in the realization of I³. In the first stage exploratory/candidate architectures are researched. This is the current stage of I³. The purpose of this stage is to consider different architectures that can be implemented for the entire system and for defining the controls for those systems. This stage is highly theoretical and does not involve any real testing or any integration of current technology. From the controls that are developed, a smaller set of candidate architectures can then be explored in the next stage.
The primary activity of the second stage is to narrow down the field of possible candidate architectures ultimately to one and to further refine the control criteria for the system. Actual field-testing and some integration of current technology must occur in order to determine the optimal architecture. Once this final architecture is developed full scale implementation can begin.

The final stage is the full scale integration into industrial standards and practices. This requires a consideration of the parameters for each implementation and integration of the current technology.

2.3 REQUIRED DESIGN CHARACTERISTICS

2.3.1 Object Oriented Organization

As mentioned in Section 1.2 the role of Object Oriented Organization (O³) is essential to the System Architecture. Some of the issues associated with object oriented organization are data hiding, information passing, and abstraction.

The key to O³ is the way that information flows between objects. Because each object has its own hidden data and functionality, the only way to access and manipulate the data is through pre-defined methods. For the purposes of the I³ architecture, the following definition is required:

**Flag Passing:** the action of passing information between objects causing transmission of data, notification of an event, or call of method within an object.

The advantages of an O³ are the optimization of the system characteristics like abstraction, scalability, flexibility, robustness and stability, reliability, security, and system renovation. The advantages though are predicated on deliberate controlled system architecture.
2.3.2 Abstraction

When designing a system it is important to maintain a proper level of abstraction. Abstraction is always required when operating in an object oriented environment because of inheritance. If you are given for example a sedan, a road tractor, and a dump truck these items can be abstracted to the higher level of vehicle. These three objects share the characteristics of max speed, fuel capacity, etc. and therefore can be defined within the abstracted vehicle level.

A certain balance of abstraction must be maintained though. If you do not abstract your analysis enough there will be too many components with too many relationships between them. If you abstract too much there is a shorter presentation but the ability of the designers to physically comprehend the system is hindered. This is shown in Figure 2.1.²

![Abstraction Level vs. Comprehension Level](image)

Figure 2.1 – Abstraction Level vs. Comprehension Level

2.3.3 Scalability

Scalability is the ability to maintain desired functionality and organization under any size of the implementation. In II², scalability is essential because after a system is implemented
there might be a demand to increase the size. Without inherent scalability, a total system renovation would be required instead of a system expansion. Scalability can be obtained by ensuring that the operation of the system design is not dependent on the number of objects in that system.

### 2.3.4 Flexibility

Merriam Webster defines flexibility as an object characterized by a ready capability to adapt to new, different, or changing requirements. Specific examples of flexibility within $I^3$ are:

- Ease of upgrade to the new technology
- Ease of integration with other products
- Ease of enhancements
- Transportability between multiple technical environments.

Flexibility is different then system renovation in that the operation and organization of the systems do not need to be changed, only the type of implementation.

### 2.3.5 Quality

There are two different definitions of Quality when describing a system. The first is the quality of the system architecture and design and the second is the quality of the system implemented. The quality of the architecture and design is defined and bounded from the initial stages of development. It is independent of the implementation of the system. The quality of components though, is dependent on implementation of the system. If the specific implementation prescribes lower quality components or construction because of specific conditions that does not mean the system itself is of low quality. Quality of the system architecture is the only aspect of quality considered for system architecture.

### 2.3.6 Robustness/Stability

The robustness and stability of the architecture is closely related to the quality of the system. By ensuring the system is robust, you prevent failure of systems or data loss because of improper design like improper exception handling or improper data and method structures.

---

2 Olle et al., pg. 76
This type of failure is generally a software type because of its sudden nature. Accepting that there is no corruption of the software (programmed operations) then any failure that occurs must be caused by problems from the design stage. Robustness and stability do not include the failure of systems or data loss due to operating conditions.

2.3.7 Reliability

Reliability is the ability to maintain its quality or level of service over a time scale. Perfect reliability of the system means that there is no failure in operation of the system. The two failures that could occur are one associated with hardware due to wear and use of the system and one associated with software failure which indicates mistakes made in the design stage.

A proper method of ensuring reliability is the use of preventive maintenance. But integrating checks on reliability into the system is not enough to ensure acceptable reliability. The use of redundant systems within the architecture will help ensure acceptable reliability.3

2.3.8 Safety and Catastrophe handling

The system must be design so that no internal faults will cause partial or full system failure thus causing personal or physical injury. There are two types of catastrophes to consider: human error and natural disaster. Human error can either be from the design stages or through operation of the system. The two approaches to avoiding a catastrophe due to human error are:

- During design stages check against improper design that could at some point cause a sudden software or functional failure
- Incorporate into the design operations that will during implementation and operation protect the stability of the system from human error.

2.3.9 Risks

Any system is subjected to risks, or something that could create a hazard to stability, functionality, or safety of the system. Some of the most common physical causes are

3 Kiaas and Peppen, pg. 85
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mechanical stress, fatigue failure, crack propagation, fire hazards, explosion, and toxicity.\textsuperscript{4} When planning for the handling of risks and the possibility of their occurrence, it is important to recognize the two type: Hazop and Zonal.

**Hazop** – This a single system fault which is isolated and influences only one system.

**Zonal analysis** – This is an interactive fault which is caused usually by a Hazop failure but which spreads into another system.

Hazop failures are obviously most desired since they are contained to an isolated area or system. If a system is build redundant enough then even if a failure occurs then the failure will not spread into other systems. But if the isolated failure causes can not be contained by the immediate system then it is likely the failure will become zonal.

**2.3.10 Security**

Security within the system that the information should both be protected from outside tampering and the information should be used only for the purpose specified by the system itself. These two distinctions can be defined as functional security (specific purposes) and physical security (tampering).\textsuperscript{5}

During a discussion of security, the term use of “who” is tampering with the data is quite general. The “Who” could be a personal tampering with hardware, or physically altering the software and trying to break into the functionality of the system. Or the “Who” could be an actual method or object from somewhere else in the system, which is either malfunctioning or has been changed by a person intentionally or unintentionally.

**2.3.10.1 Functional**

Within object oriented system the logical security is already integrated. Each object has its data protected and is can only be changed by recognized actions determined by itself. Unfortunately though, functional security does not occur automatically within the system. Functional security is the definition of the actual methods that can modify the data and the

\textsuperscript{4} Cox and Tait, pg. 47
definition of who can use those methods. This set of rules must be intentionally integrated into the system in both the software and the hardware. Some objects should be connected to others physically while some should remain separated and often security is the determining factor in this decision.

2.3.10.2 Physical

Even in the earliest stages of system, architecture physical security must be considered. The hardware that is installed must not be vulnerable to tampering from anything outside the system. By the same turn, because of innovations in physical security and circumvents provided by new technology, the attention to physical security should not limit the functionality of the architecture.

2.3.11 Inference Ability

The line between Artificial intelligence (AI) and the inference ability of a computer is not so easily drawn. Within the system architecture, it is essential to expect an elevated level of automated inference, but the system can never be expected to run completely autonomously.

The level of reasoning created could be of either of cooperative systems, which closely assist humans in decision making, or autonomous systems, which can function without human interaction. In determining the level of reasoning created, the risks of the system and the required reliability must be calculated. ⁶

It must be remember though that any inference ability of a computer is still based on the following analysis methods that help the decision from the premises:

- Algorithmic (algebraic, differential equations)
- Programming structures (linear programming, matrices)
- Stochastic (probability theory)
- Boolean logic (algebra of sets, Bayesian)
- Involving uncertainty (possibility theory)
- Rule Based (logic programming)
- Through decomposition (Lambda-, Beta-, Epsilon reduction)

⁵ Steenis, pg. 109
⁶ Chorafas, pg. 70
• Taxonomical (classification, menus, trees, frames)\(^7\)

These methods all have given domains determined on facts, rules, heuristic and situational patterns programmed in and collected from operation. Because automated systems always are based on mathematical procedures, the role of human decisions and event handling can never be ignored or removed from the architecture.

2.3.12 System Renovation

There are three main reasons for the need for renovation within any system:

• Implementation of an improper system design or requirements.
• A widening of Scope not foreseen at the time of implementation
• The evolution and progression of technology through its organization and implementation

It is impossible to think that as we design a system it will be the perfect architecture. A design process by nature is cyclical and never really has a definite point of completion. Figure 2.2 shows this procedure.

---

\(^7\) Chorafas, pg. 80
However, because a design process is cyclical does not mean that we cannot plan for that and anticipate the need for a replacement or renovation of the existing system. It is important to consider though the different things that can be done to lower the frequency and severity of renovating the system. When renovating a system there are three activities:

- **Restructuring** seeks to improve the overall logical structure of the system without any modifications to its functionality.
- **Reverse Engineering** seeks to recreate the design specifications or analysis model that the system conforms to.
- **Re-Engineering** creates a new version of the system by using new technology, often in combination with the results of reverse engineering.\(^8\)

2.3.12.1 *Restructuring*

This can be avoided by proper initial design, considering properly all of the entities and their relationships. The problem with realizing this though is a continual change in the current

---

\(^8\) Olle et al., pg. 253
method of organizing data and systems. Figure 2.3 shows that there has been a progression from the Hierarchical Model to the Object-Oriented Model. The two models share the characteristic that they are concentrated more on hierarchy, but the newer object oriented architecture also allows for integrated functionality.

![Data Model Progression Diagram]

Figure 2.3- Data Model Progression

This progression of data modeling is normal but the problem is that each implementation is different and therefore as new modeling techniques are developed the previously implemented systems must be restructured to embody the current model structures. This problem is generally unavoidable because there is no way to anticipate the data and system models that will be used in the future.

2.3.12.2 Reverse Engineering

Reverse engineering is necessary when an implemented system must be analyzed so that a set of models and specifications can be derived. This must occur when the current condition of the system is not fully understood and there is a push to add new technology through re-engineering or to widen the scope of the system.
This problem of reverse engineering can be avoided by keeping proper documentation of the system and by not allowing the system to just run without considering the organization behind it. By keeping proper record of the system, new functionality can be added easily. The only other issue is an increase of scope. The system can not be design to be ready for all possible new functionality, but by keeping the structure object oriented with proper abstraction, less reverse engineering will be required.

2.3.12.3 Re-Engineering
Re-Engineering is the most common problem that a system must face because new technology is continually developed further optimizing systems and data organization. But of the types of system renovation this is the easiest to handle and the most desired. Re-engineering is the driving force in the cyclical life cycles in Figure 2.2.

2.3.13 Cost

2.3.13.1 Cost of Implemented System
Given the Current stage of the System it would not be advantageous to explore the costs of the systems researched because of the limitation of scope and the continual change in costs.

2.3.13.2 Cost Returns
There is substantial research and documentation on the returns of intelligent infrastructure. That discussion of economic and financial analysis is beyond the scope of this report.
Chapter 3 – Proposed Task Division Architecture

The task division architecture of the system has been divided into 8 separate layers, each with their own function and operation. As seen in Figure 3.1, each layer is defined both by an absolute and relative layer number. The absolute nomenclature is bounded by level 1-Data Collection and level 8-Total System Design and Requirements. For the Relative nomenclature any layer can be defined as N, so that the layer above is N+1 and the layer below is N-1. Overlaying all 8 layers is the systems controls. The system controls must be separate because it impacts all layers equally. Within System Controls are the functions: Optimization, Failure Control, and Reliability.

<table>
<thead>
<tr>
<th>Level</th>
<th>Absolute</th>
<th>Relative</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>N+3</td>
<td></td>
<td>Total System Design and Requirements - Total System Architecture</td>
</tr>
<tr>
<td>7</td>
<td>N+2</td>
<td></td>
<td>Definition of Flags - What constitutes a flag?</td>
</tr>
<tr>
<td>6</td>
<td>N+1</td>
<td></td>
<td>Execution on Flags - Automated response or request input from higher level</td>
</tr>
<tr>
<td>5</td>
<td>N</td>
<td></td>
<td>Data Processing - Processing of signals (Flags)</td>
</tr>
<tr>
<td>4</td>
<td>N-1</td>
<td></td>
<td>Data Organization/Aggregation - Collection of Data to one (logical) location</td>
</tr>
<tr>
<td>3</td>
<td>N-2</td>
<td></td>
<td>Data Storage - Transfer of Impulse from Signal/ RAM to Disk</td>
</tr>
<tr>
<td>2</td>
<td>N-3</td>
<td></td>
<td>Initial Processing - Analysis of if the impulse is worth capturing</td>
</tr>
<tr>
<td>1</td>
<td>N-4</td>
<td></td>
<td>Collection - Physical collection of electrical impulse</td>
</tr>
</tbody>
</table>

System Controls

Figure 3.1 – Total System Architecture

This chapter will describe the specific responsibilities of each layer. During the discussion, abstraction is still observed, because this architecture can be applied to a system of any scope and scale in Intelligent Integrated Infrastructure.
The 8 layers that have been defined for the architecture are completely separated from physical implementation. There are some situations when one physical object could execute operations from all 8 layers of the architecture, or there could be situations when every single layer is handled by separate equipment. Also because of the rapid development of technology it is important to separate the layers of the system from the physical implementation.

All information will be passed between layers as a Flag. To maintain the object-oriented architecture of the system each layer can be considered an object. The information flow between occurs then not as open data but as an encapsulated flag. These flags are sent when a layer determines using its inherent criteria that it must send a flag. The flag can be a notification or function call to the N, N+1, or the N-1 Layer.

3.1 COLLECTION

The lowest level in the system, data collection is only the capture of electrical impulses. This could be a pressure actuator, a light sensor, an electronic fuse, or any piece of equipment design to collect information. There will certainly be new methods of data collection so they too will be considered within this list. This information size will be very small on the order of magnitude of bits.

3.2 INITIAL PROCESSING

Once the capture of data has occurred it must be initially processed to determine whether it is worth keeping. Since there are different uses of the data, this layer is required. Depending on the criteria set by the following four types of collection, the data will be collected or it will be disregarded.

3.2.1 Baseline

The first and most important type of collection required is the baseline data. There is no way to create initial conditions defining emergencies, lower reliability, and changed conditions if a baseline of information is not collected. The initial baseline calculation is
necessary but even more important is the ability to monitor if there has been a slip in the baseline information over time or use. The other three types of processing can not be properly interpreted without this information.

3.2.2 Reliability

The second case of initial processing could be gradual fault or reliability assurance. In this case a continual state of readiness must be maintained but the time period or monitoring and calculating is much longer, ranging from seconds to the life of the object monitored.

3.2.3 Emergency

The third use of the data could be an emergency case, when fault or failure is detected. This case would require immediate action with a time period of microseconds to seconds and must have a continual state of readiness.

3.2.4 Specific Monitoring

The final case for data collection could be specific monitoring criteria passed from the system administration that is intended to collect data for a specific purpose facilitating system stability and control. When running specific tests, special information is required and can not be automated into the system.

3.3 Data Storage

Once it is determined that the data should be collected and processed because it is useful it is necessary to store it. This introduces a large amount of data storage capacity into the system and could be seen as unnecessary, but because of system robustness and fault control it is required. Since it has already been determined that the data is important and worthy of collection then it must protected. If the data remains in temporary memory and a fault occurs in the system then the data will be lost. It is therefore important to convert the data from temporary memory to permanent storage, or disk. This is the only real way to always ensure no loss of important data.
Another way of handing the loss of data is through data checking and algorithms that can calculate the lost data but this should not be part of the system architecture. It could be used in a specific case of the implementation under certain conditions, but because it is assuming data is lost, it should not be in the design. The design should be built to assume that no data is lost.

3.3.1 Location

The most important issue of data collection to consider is the location of the stored data and the way in which it is stored. These two topics though are dependent on technology. Where the data is actually stored is the critical issue though. It is important to store the data away from the point of capture so that if a failure occurs then the system can recover and no data is lost. However, by enforcing remote data storage, the system is much harder to implement and the issues of technology are essential in remediating the problems.

It could also be a possibility to not locate the database completely remotely from the object, but in a scattered way, so that a distributed database is created. This could again introduce irrecoverable data loss if a failure occurs, but still should be researched for system architecture.

3.3.2 Duration of Storage

The length of time the data would need to be stored before erasing is dependent on the size, type, use and nature of the implemented system. If the system was a critical system, such as a hydroelectric electricity generation plant, then it would be essential to allow for more robustness in data storage then in a single unit personal residence. It would also be important to keep the data for longer periods in the power plant than the residence to allow for system monitoring, and optimization.

3.4 Data Organization

Once the data is collected and stored, it can be organized for processing. In this system design, the organization of the data has been separated from the processing of the data
because although they are often performed by the same object they are two distinct operations. The process of collecting the data across the network is different than making a decision on the data at one hub.

Depending on who is actually using the data, the aggregation of the data can be vastly different. If the operation is overall quality assurance, the data must come from all of the Level 1 layers. If the operation though is a specific probe into the performance of one small component of the system then the data must only from one of the Level 1 layers.

Intelligent data connections or middleware push the responsibility of the aggregating the data lower in the system organization but is dependent again on the current technology. A decentralized processing ability would be required within the network in order for many different components to collect information from different locations.

### 3.5 Data Processing

With the data aggregated, the information can be processed. The processing of the data can not occur before the actual operation is passed from the N+1 layer, Execution on Flags. Once the processing has occurred then the result from the processing can be handed back to the execution level.

![Figure 3.2 – Data Processing](image)
3.6 Execution on Flags

With the information aggregated and processed, the execution level must act on results returned from the Data Processing. The type of actions required are bounded by the definition of flags at the N+1 layer.

- Do nothing/Wait
  If the output passed from the N-1 does not substantiate any action then the action can be to do nothing. If nothing is done then the output is either discarded or passed back to the data storage level. The output could also substantiate no immediate action but continual monitoring. An example of this could be if a condition in a component reaches levels that require alert but not action, or non-failure conditions.

- Invoke automated response
  If the output calls for an action then this layer must be able to act on that automatically. It can only act automatically within the predetermined actions defined by the N+1 layer, because the system has finite boundaries and cannot infer decisions past its limits.

- Request higher level intervention
  If the action required is outside of the bounds of the predetermined actions then the execution level turns to the N+1 layer and waits for an intervention. This is a critical point in the architecture because it inherently builds delay into the system. It is required though because not every system can be completely automated. There are conditions within any system, which require human judgment and additional information external to the limits of the system.

3.7 Definition of Flags

A flag is any piece of information or request for action sent between layers and objects. The reason they are called flags is because they are only required when a specific condition has
been met and a notification of information or for action must be passed. As mentioned it would be expected that there are two types of flags: data and process. But in our design there is actually only one type: data and process combined. This is because of the object-oriented architecture and the encapsulation of both data and methods together.

3.8 Total System Design and Requirements

This layer plays the largest role during the design and development of the implemented system. Each system must have a set of rules in which to operate. These are defined primarily at the initial stages but can be structured and redesigned at any time during operation through system renovation.

3.9 System Controls

Overlaying the system are functions, which must be integrated at all layers to ensure a stable, responsive and active system.

3.9.1 System Failure Control

System failure control can be monitored at two levels. The first type is where components at the N level monitor their peers and detect failure. If they detect a failure then they pass a flag to the N+1 layer. This type of failure control is effective only for localized failures in a system and is not able to handle macro failures, which disable a complete level.

The second level is at the N+1 level. This is primarily for identifying macro failures. A macro failure is characterized by a level’s functionality being comprised. The only way that this failure can be detected is from a level, which has not been disabled by the failure.

3.9.2 System Optimization

Although a system will continue to run without inherent optimization, it would be finite and static by nature, having a calculable service life always using the same technology and processing. Our system architecture requires that it not be static or finite, but completely
responsive to the current technology, the current operating conditions, and the current use. Optimization can not occur across all aspects of the system. When considering cost, flow, safety, stability, speed of reaction, and many other aspects it is clear that one or two aspects must be selected for optimization because ultimately the optimization of one impacts all others.

The first type of system optimization is automated. It can be either completely automated or require specific external discussion support from a system administrator. An example of a completely automated optimization operation could be water flow and supply within a grid a cities water supply system. There are rules and boundaries defined for the system, and depending on the system conditions it can automatically optimize supply and flow throughout the network. An example of a semiautomated optimization could be in a traffic corridor where the number of travel lanes in each direction is controlled by shifting of the margin during different time and capacity conditions. The system could determine that a change in margin should take place, but the execution of that request must be authorized by an administrator to the system.

The second type of system optimization is from system renovation. As discussed earlier this can come through restructuring, reverse engineering, or re-engineering. Although these three types of renovation are different in their level of impact on the system, they are always performed to optimize the operations of one or many aspects of the system. This level of system operation can only be performed from the system administrations level.

3.9.3 Reliability

When considering the reliability of the system you accept that the system your are architecting will inherently have faults and failures. These faults and failures must be from those caused by the implementation of the system and not from an improper system architecture. In order to maintain the quality over time or the reliability of the system the following steps can be integrated into the system.

- Inspection
A continual look at the components of the system and their ability to perform their assigned task or function.

- Surveillance
  An occasional in depth analysis of the system and the inspection layer.
- Audit
  A full probe into the components of the system, their ability to function, and an inspection of the actual task performed
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Now that the tasks have been defined, the organization of the components that actually are the system will be discussed. In this section though, it is again difficult to discuss the separation of the tasks without defining the objects themselves and introducing the limits of the current technology into the discussion. The solution is to then discuss the principles and methods that must be considered in any implementation of the architecture.

4.1 Architecture can be applied at any level

The power of this architecture is that it can be applied for any range of size and scope in the implementation. The reference of N level is completely abstracted in this section and it must be understood that any reference to objects at N level does not correspond to the task layer definitions of Chapter 3.

4.2 Processing at point of capture

4.2.1 Discussion of Bottleneck calculations

A purely hierarchical structure to the flag passing and information flow is shown in Figure 4.1. This type of data flow forces centralized computations about the N layer to take place at the N+1 layer. This causes considerable bottlenecking at the N+1 layer. Consider that there are on average 2 orders of magnitude greater number of N objects then N+1 objects. It is a poor judgement to believe that the N+1 layer will always be able to handle the information flow from the N layer even if special considerations are made by increasing computational ability of an N+1 layer component.
4.2.2 Lower Bandwidth required

Depending on the preferred means of connecting the objects and layers, a N level computation scheme can substantially optimize bandwidth usage. This is the case if scheme 1 as discussed in Section 4.5. If the data processing takes place within the N level, then there will less information passed to the N+1 layer. A large amount of information will be passed within the N layer but because there are many objects, it can be isolated to that private network whose only role is to handle that specific traffic. The N+1 layer is then able to communicate with multiple different nets of the N layer without restricted bandwidth. This is because the N to N+1 connection is only used for information from a decision, not a pure impulse or retrieval.
4.2.3 Flag processing at N level

Using a decentralized computing approach to the components, all decision making is made at the N level commutatively by all members at the N level. Flags are passed among the members and a decision can be made by any of the members. Once the decision is made it is passed to the N+1 layer.

![Figure 4.2 – Decentralized Computing with N+1 Flag passing](image)

This approach avoids the occurrence of bottlenecking of flags to the N+1 layer, but has its problems as well. How do independent and equal objects come to a consensual decision? They must pass information from one to the other until a critical amount of data has been received by any one member, and which point it can pass a decision upwards.

Another problem is that if the N layer has a failure, then there will be no way for the N+1 to receive the flag notifying it of the failure. To clarify, if the N layer goes into failure it must decide that it is failed before it sends a flag to the N+1 layer informing it thereof. This is
counterintuitive and checks against that must then be installed. The N+1 layer can ask for status of the N layer continually and if it gets no response, it can take course of action. But this creates an unnecessary overhead, and it does not provide the N+1 with almost any information that would be required to handle the failure.

4.2.4 Both Server and Client can be fat

A solution to this problem is one that introduces redundancy into the system, but one which increases robustness and stability. If the N and the N+1 layer are both able to execute, perhaps only on certain flags, then the system would be able to handle failure more appropriately. N level processing could occur during normal conditions, but if the N layer loses its ability to execute properly, it is acceptable to have the N+1 layer handle that task.

![Figure 4.3 - Modified Duel Computation Ability](image-url)
4.2.5 Sharing tasks through Load Balancing across N tier

By allowing computation to occur at the N level, load balancing can be obtained by utilizing non active, or underutilized components. This avoids the bottleneck of going to the N+1 level and also enables more efficient processing at the N level.

4.3 Each Component is Self Managing

Each component should be able to exist at no cost to other components. If failure occurs in a component or object it should fail safe and neither cause other components to fail, or cause the system to fail.

4.4 Data Hiding

A strength of the Decentralized computing within and Object Oriented Organization is the ability to hide data. All information that is passed within the N layer and that either is passed up to the N+1 layer or down to the N-1 layer is sent wrapped. This wrapping is the notion of a flag or an invocation or notification of a method, which modifies or passes data, or alerts about a decision made at the N layer.

4.5 Network Connection

There are different ways to physically connect the objects within the system. This physical connection is of course based on the logical connection between the objects. There are two schemes that can be used.

Scheme 1

The objets of the N layer are interconnected with each other and communicate with the N+1 layer on a different network. This scheme will allow the true separation of layers in their physical and informational connectivity.
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**Scheme 2**

All objects at the N and N+1 layer communicate across one open network. At strategic points in the network sub-nets will be declared and partitions will be determined by their global role.
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5.1 Transparency of Structural and Information Objects

As discussed in Section 1.2 because of the power of abstraction and inheritance associated with Object Oriented Organization, the architecture can be used for both purely structural or informational, or any combination between.

5.2 Removal of Current Technology

The removal of current technology is essential in order to properly develop a system architecture, which adheres to principle of its design and organization, not the way in which it could be implemented. In order to outline the architecture for this paper and not create a definite end to the utility of the paper, any mention of current technology was avoided. By discussing organizational issues, which are not affected by technology, a feasible architecture could be outlined.

5.3 Use of Technology in the Future

Many technologies of the future will not change the actual architecture of the III, but it could have drastic effects in the way it is implemented.

5.3.1 Wireless

Wireless communications would remove the need for actual physical connections and could allow a more efficient flow of information based more on the content and purpose itself. By removing the information flows from the structure, if a physical failure occurs then a zonal failure is less likely to occur and the informational channels can still be available. The system is thus that more robust and stable.
5.3.2 Faster Computing Speed

By having much higher computing speeds and methods of processing information is will be possible to move data processing lower and lower within the physical objects hierarchy. If the actual mechanism which collects the data can do the processing as well, benefits from distributed computing power can be realized.

5.3.3 Different Storage of Data Procedures

The largest issue when discussing data handling is the storage of it in an organized and usable fashion. If the use of standardized distributed databases can be fully implemented in III, then the problems of centralized data storage and bottlenecking can be avoided.

The process of writing information to disk is the only mechanical process involved with data handling. There is no way to permanently save data safely except to physically write it to a specific location. No matter how quickly the data write/read/copy can occur it is magnitudes slower than electronic data handling and even is inherently different. Because of this difference a change in the procedures could impact the method of implementation of the system and change to organizational structure of the data storage level.

5.4 Obtainable Benefits

Although many see I³ as an unobtainable, the realization would produce specific and obtainable benefits that make its development substantiated.

5.4.1 Controlled Modeling

Modeling of a system is only as reliable as the data on which it is based. With III, real data that is not from scaled versions but the real city can be used in real time conditions to analyze the condition of the systems and create a real representation.
5.4.2 Total systems optimization and safety

With the controlled modeling capabilities, different tests on optimizations and safety can be routinely and easily performed. Utilities systems and their interaction with not only each other, but the infrastructure in which they are embedded can be optimized and tested for worst case scenario catastrophes to analysis system and personal risks and safety.

5.5 DIRECT FUTURE OF RESEARCH AND DEVELOPMENT

There are two main areas of further development required. Within each area there are examples given which are intended to outline the type of research that is needed and not define the actual point to be researched.

- What needs to be calculated (based on known premises)
  Given the framework of the system architecture as outlined in this paper there is quantifiable information that must be developed. Some examples are: The actual size of the data collected, the computational speed required to meet the required processing time, the differences in centralized and distributed computing power.

- What needs to be researched (new premise development)
  It is expected that new technology is developed everyday. The new technology does not need to be directly researched and developed to push the project forward. What is needed is revolutions in technology, which actually change not only the technology but the organization behind it. An example as mentioned in Section 5.3.3 is implementable wireless technology. Removing the flow of information from the physical flow of the structure is a fundamental difference which will certainly impact the implementation and could theoretically impact the system architecture.
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