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Abstract

Monotonicity is a key qualitative prediction of a wide array of economic models derived via robust comparative statics. It is therefore important to design effective and practical econometric methods for testing this prediction in empirical analysis. Chapter 1 develops a general nonparametric framework for testing monotonicity of a regression function. Using this framework, a broad class of new tests is introduced, which gives an empirical researcher a lot of flexibility to incorporate ex ante information she might have. Chapter 1 also develops new methods for simulating critical values, which are based on the combination of a bootstrap procedure and new selection algorithms. These methods yield tests that have correct asymptotic size and are asymptotically nonconservative. It is also shown how to obtain an adaptive rate optimal test that has the best attainable rate of uniform consistency against models whose regression function has Lipschitz-continuous first-order derivatives and that automatically adapts to the unknown smoothness of the regression function. Simulations show that the power of the new tests in many cases significantly exceeds that of some prior tests, e.g. that of Ghosal, Sen, and Van der Vaart (2000). An application of the developed procedures to the dataset of Ellison and Ellison (2011) shows that there is some evidence of strategic entry deterrence in pharmaceutical industry where incumbents may use strategic investment to prevent generic entries when their patents expire.

Many economic models yield conditional moment inequalities that can be used for inference on parameters of these models. In chapter 2, I construct a new test of conditional moment inequalities based on studentized kernel estimates of moment functions. The test automatically adapts to the unknown smoothness of the moment functions, has uniformly correct asymptotic size, and is rate optimal against certain classes of alternatives. Some existing tests have nontrivial power against $n^{-1/2}$-local alternatives of a certain type whereas my method only allows for nontrivial testing against $(n/\log n)^{-1/2}$-local alternatives of this type. There exist, however, large classes of sequences of well-behaved alternatives against which the test developed in this paper is consistent and those tests are not.

In chapter 3 (coauthored with Victor Chernozhukov and Kengo Kato), we derive a
central limit theorem for the maximum of a sum of high dimensional random vectors. Specifically, we establish conditions under which the distribution of the maximum is approximated by that of the maximum of a sum of the Gaussian random vectors with the same covariance matrices as the original vectors. The key innovation of this result is that it applies even when the dimension of random vectors \((p)\) is large compared to the sample size \((n)\); in fact, \(p\) can be much larger than \(n\). We also show that the distribution of the maximum of a sum of the random vectors with unknown covariance matrices can be consistently estimated by the distribution of the maximum of a sum of the conditional Gaussian random vectors obtained by multiplying the original vectors with i.i.d. Gaussian multipliers. This is the multiplier bootstrap procedure. Here too, \(p\) can be large or even much larger than \(n\). These distributional approximations, either Gaussian or conditional Gaussian, yield a high-quality approximation to the distribution of the original maximum, often with approximation error decreasing polynomially in the sample size, and hence are of interest in many applications. We demonstrate how our central limit theorem and the multiplier bootstrap can be used for high dimensional estimation, multiple hypothesis testing, and adaptive specification testing. All these results contain non-asymptotic bounds on approximation errors.
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Chapter 1

Testing Regression Monotonicity in Econometric Models

1.1 Introduction

The concept of monotonicity often appears in economics research. For example, monotone comparative statics has been a popular research topic in economic theory for many years. See, in particular, the seminal work on this topic by [82] and [13]. Given the great deal of effort put into deriving conditions that are necessary and sufficient for monotonicity in theoretical models, the natural question is whether we observe monotonicity in the data. This paper provides a general nonparametric framework for testing monotonicity of a regression function. Tests of monotonicity developed in this paper can be used to evaluate assumptions and implications of economic theory concerning monotonicity. In addition, as was recently noticed by [44], these tests can also be used to provide evidence of existence of certain phenomena related to strategic behavior of economic agents that are difficult to detect otherwise. Several motivating examples are presented in the next section.

I start with the model

\[ Y_i = f(X_i) + \varepsilon_i, \ i = 1, 2, 3, ... \]  

(1.1)
where $Y_i$ is a scalar random variable, $\{X_i\} \subset \mathbb{R}$ is a sequence of nonstochastic design points, $f$ is an unknown function, and $\{e_i\}$ is a sequence of independent zero-mean unobserved scalar random variables. Later on in the paper, I extend the analysis to cover models with multivariate $X_i$'s. I am interested in testing the null hypothesis, $H_0$, that $f(x)$ is nondecreasing against the alternative, $H_a$, that there are $x_1$ and $x_2$ such that $x_1 < x_2$ but $f(x_1) > f(x_2)$. The decision is to be made based on the sample of size $n$, $\{X_i, Y_i\}_{1 \leq i \leq n}$. I assume that $f$ is smooth but do not impose any parametric structure on it. I derive a theory that yields tests with the correct asymptotic size. I also show how to obtain consistent tests and how to obtain a test with the optimal rate of uniform consistency against classes of functions with Lipschitz first order derivatives. Moreover, the rate optimal test constructed in this paper is adaptive in the sense that it automatically adapts to the unknown smoothness of $f$.

This paper makes several contributions. First, I introduce a general framework for testing monotonicity. This framework allows me to develop a broad class of new tests, which also includes some existing tests as special cases. This gives a researcher a lot of flexibility to incorporate ex ante information she might have. Second, I develop new methods to simulate the critical values for these tests that in many cases yield higher power than that of existing methods. Third, I consider the problem of testing for monotonicity in models with multiple covariates for the first time in the literature. As will be explained in the paper, these models are more difficult to analyze and require rather different treatment in comparison with the case of univariate $X_i$'s.

Constructing a critical value is an important and difficult problem in nonparametric testing. The problem arises because most test statistics studied in the literature have some asymptotic distribution when $f$ is constant but diverge if $f$ is strictly increasing. This discontinuity implies that for some sequences of models $f = f_n$, the limit distribution depends on the local slope function, which is an unknown infinite-dimensional nuisance parameter that can not be estimated consistently from the data. A common approach in the literature to solve this problem is to calibrate the critical value using the case when the type I error is maximized (the least favorable model),
i.e. the model with constant $f$.\footnote{The exception is [112] who use the model with an isotone estimate of $f$ to simulate the critical value. They do not prove whether their test maintains the required size, however.} In contrast, I develop two selection procedures that estimate the set where $f$ is not strictly increasing, and then adjust the critical value to account for this set. The estimation is conducted so that no violation of the asymptotic size occurs. The critical values obtained using these selection procedures yield valuable power improvements in comparison with other tests if $f$ is strictly increasing over some subsets of its domain. The first selection procedure, which is based on the one-step approach, is related to those developed in [36], [5], and [37], all of which deal with the problem of testing conditional moment inequalities. The second selection procedure is based on the stepdown approach. It is related to methods developed in [103] and [102]. The details, however, are rather different.

Another important issue in nonparametric testing is how to choose a smoothing parameter. In theory, the optimal smoothing parameter can be derived for many smoothness classes of functions $f$. In practice, however, the smoothness class that $f$ belongs to is usually unknown. I deal with this problem by employing the adaptive testing approach. This allows me to obtain tests with good power properties when the information about smoothness of the function $f$ possessed by the researcher is absent or limited. More precisely, I construct a test statistic using many different weighting functions that correspond to many different values of the smoothing parameter so that the distribution of the test statistic is mainly determined by the optimal weighting function. I provide a basic set of weighting functions that yields a rate optimal test and show how the researcher can change this set in order to incorporate ex ante information.

The literature on testing monotonicity of a nonparametric regression function is quite large. The tests of [50] and [49] (from now on, GHJK and GSV, respectively) are based on the signs of $(Y_{i+k} - Y_i)(X_{i+k} - X_i)$. [57] (from now on, HH) developed a test based on the slopes of local linear estimates of $f$. The list of other papers includes [105], [21], [42], [43], [18], and [112]. In a contemporaneous work, [73] derive another approach to testing monotonicity based on $L_p$-functionals. An advantage of their
method is that the asymptotic distribution of their test statistic in the least favorable model under $H_0$ turns out to be $N(0,1)$. A disadvantage of their method, however, is that their test is not adaptive. [72] and [40] derived tests of stochastic monotonicity, which means that the conditional cdf of $Y$ given $X$, $F_{Y|X}(y, x)$, is (weakly) decreasing in $x$ for any fixed $y$.

As an empirical application of the results developed in this paper, I consider the problem of detecting strategic entry deterrence in the pharmaceutical industry. In that industry, incumbents whose drug patents are about to expire can change their investment behavior in order to prevent generic entries after the expiration of the patent. Although there are many theoretically compelling arguments as to how and why incumbents should change their investment behavior (see, for example, [109]), the empirical evidence is rather limited. [44] showed that, under certain conditions, the dependence of investment on market size should be monotone if no strategic entry deterrence is present. In addition, they noted that the entry deterrence motive should be important in intermediate-sized markets and less important in small and large markets. Therefore, strategic entry deterrence might result in the nonmonotonicity of the relation between market size and investment. Hence, rejecting the null hypothesis of monotonicity provides the evidence in favor of the existence of strategic entry deterrence. I apply the tests developed in this paper to Ellison and Ellison’s dataset and show that there is some evidence of nonmonotonicity in the data. The evidence is rather weak, though.

The rest of the paper is organized as follows. Section 1.2 provides motivating examples. Section 1.3 describes the general test statistic and gives several methods to simulate the critical value. Section 1.4 contains the main results under high-level conditions. Section 1.5 is devoted to the verification of high-level conditions under primitive assumptions. Since in most practically relevant cases, the model also contains some additional covariates, Section 1.6 studies the cases of partially linear and fully nonparametric models with multiple covariates. Section 1.7 presents a small Monte Carlo simulation study. Section 1.8 describes the empirical application. Section 1.9 concludes. All proofs are contained in the Appendix.
Notation. Throughout this paper, let \( \{ \epsilon_i \} \) denote a sequence of independent \( N(0,1) \) random variables that are independent of the data. The sequence \( \{ \epsilon_i \} \) will be used in bootstrapping critical values. The notation \( i = 1, n \) is shorthand for \( i \in \{ 1, \ldots , n \} \). For any set \( S \), I denote the number of elements in this set by \( |S| \). The notation \( a_n \lesssim b_n \) means that there exists a constant \( C \) independent of \( n \) such that \( a_n \leq Cb_n \). I use symbol \( C \) to denote a generic constant the value of which may vary from line to line, and I use symbol \( C_j \) for an integer \( j \) to denote a constant the value of which is fixed throughout the paper.

1.2 Motivating Examples

There are many interesting examples where testing for monotonicity can be fruitfully used in economics. Several examples are provided in this section.

1. Testing implications of economic theory. Many testable implications of economic theory are concerned with comparative statics analysis. These implications most often take the form of qualitative statements like “Increasing factor \( X \) will positively (negatively) affect response variable \( Y \)”.

The common approach to test such results on the data is to look at the corresponding coefficient in the linear (or other parametric) regression. It is said that the theory is confirmed if the coefficient is significant and has the expected sign. More precisely, one should say that the theory is “confirmed on average” because the linear regression gives average coefficients. This approach can be complemented by testing monotonicity. If the hypothesis of monotonicity is rejected, it means that the theory is lacking some empirically important features.

For example, a classical paper [61] on the theory of the firm is built around the observation that in multitask problems different incentive instruments are expected to be complementary to each other. Indeed, increasing an incentive for one task may lead the agent to spend too much time on that task ignoring other responsibilities. This can be avoided if incentives on different tasks are balanced with each other. To derive testable implications of the theory, Holmstrom and Milgrom study a model of
industrial selling introduced in [2] where a firm chooses between an in-house agent and an independent representative who divide their time into four tasks: (i) direct sales, (ii) investing in future sales to customers, (iii) nonsale activities, such as helping other agents, and (iv) selling the products of other manufacturers. Proposition 4 in their paper states that under certain conditions, the conditional probability of having an in-house agent is a (weakly) increasing function of the marginal cost of evaluating performance and is a (weakly) increasing function of the importance of nonselling activities. These are hypotheses that can be directly tested on the data by procedures developed in this paper. This would be an important extension of linear regression analysis performed, for example, in [2] and [95].

2. Testing assumptions of economic theory. Monotonicity is also a key assumption in many economic models, especially in those concerning equilibrium analysis. For example, in the theory of global games it is often assumed that the profit function of an individual given that she chooses a particular action is nondecreasing in the proportion of her opponents who also choose this action, or/and that this function is nondecreasing in an exogenous parameter. See, for example, [84], [85], and [7].

3. Detecting strategic effects. Certain strategic effects, the existence of which is difficult to prove otherwise, can be detected by testing for monotonicity. An example on strategic entry deterrence in the pharmaceutical industry is described in the Introduction and is analyzed in Section 1.8. Below I provide another example concerned with the problem of debt pricing. This example is based on [85]. Consider a model where investors hold a collateralized debt. The debt will yield a fixed payment (1) in the future if it is rolled over and an underlying project is successful. Otherwise the debt will yield nothing (0). Alternatively, all investors have an option of not rolling over and getting the value of the collateral, \( K \), immediately. The probability that the project turns out to be successful depends on the fundamentals, \( \theta \), and on how many investors roll over. Specifically, assume that the project is successful if \( \theta \) exceeds the proportion of investors who roll over. Under global game reasoning, if private information possessed by investors is sufficiently accurate, the project will succeed if and only if \( \theta \geq \kappa \); see [85] for details. Then ex ante value of
the debt is given by

\[ V(\kappa) = \kappa \cdot P(\theta < \kappa) + 1 \cdot P(\theta \geq \kappa) \]

and the derivative of the ex ante debt value with respect to the collateral value is

\[ \frac{dV(\kappa)}{d\kappa} = P(\theta < \kappa) - (1 - \kappa) \frac{dP(\theta < \kappa)}{d\kappa} \]

The first and second terms on the right hand side of the equation above represent direct and strategic effects correspondingly. The strategic effect represents coordination failure among investors. It arises because high value of the collateral leads investors to believe that many other investors will not roll over, and the project will not be successful even though the project is profitable. [86] argue that this effect is important for understanding anomalies in empirical implementation of the standard debt pricing theory of [81]. A natural question is how to prove existence of this effect in the data. Note that in the absence of strategic effect, the relation between value of the debt and value of the collateral will be monotonically increasing. If strategic effect is sufficiently strong, however, it can cause non-monotonicity in this relation. Therefore, one can detect the existence of the strategic effect and coordination failure by testing whether conditional mean of the price of the debt given the value of the collateral is a monotonically increasing function. Rejecting the null hypothesis of monotonicity provides evidence in favor of the existence of the strategic effect and coordination failure.

4. Testing assumptions of econometric models. Monotonicity is often assumed in the econometrics literature on estimating treatment effects. A widely used econometric model in this literature is as follows. Suppose that we observe a sample of individuals, \( i = 1, n \). Each individual has a random response function \( y_i(t) \) that gives her response for each level of treatment \( t \in T \). Let \( z_i \) and \( y_i = y_i(z_i) \) denote the realized level of the treatment and the realized response correspondingly (both of them are observable). The problem is how to derive inference on \( E[y_i(t)] \). [79] introduced assumptions of monotone treatment response, which imposes that \( y_i(t_2) \geq y_i(t_1) \) whenever \( t_2 \geq t_1 \), and monotone treatment selection, which imposes
that $E[y_i(t)|z_i = v]$ is increasing in $v$ for all $t \in T$. The combination of these assumptions yields a testable prediction. Indeed, for all $v_2 \geq v_1$,

$$
E[y_i|z_i = v_2] = E[y_i(v_2)|z_i = v_2] \\
\geq E[y_i(v_1)|z_i = v_2] \\
\geq E[y_i(v_1)|z_i = v_1] \\
= E[y_i|z_i = v_1].
$$

Since all variables on both the left and right hand sides of this chain of inequalities are observable, this prediction can be tested by the procedures developed in this paper.

5. **Classification problems.** Some concepts in economics are defined using monotonicity. For example, a good is called normal (inferior) if demand for this good is an increasing (decreasing) function of income. A good is called luxury (necessity) if the share of income spent on this good is an increasing (decreasing) function of income. Monotonicity testing can be fruitfully used to classify different goods using this standard terminology. A related problem arises in the Ramsey-Cass-Koopman growth model where one of the most important questions is whether current savings is a nondecreasing function of current level of capital. See, for example, [82].

### 1.3 The Test

#### 1.3.1 The General Test Statistic

Recall that I consider a model given in equation (1.1), and the test should be based on the sample $\{X_i, Y_i\}_{i=1}^n$ of $n$ observations where $X_i$ and $Y_i$ are a nonstochastic design point and a scalar dependent random variable, respectively. In this section and in Sections 1.4 and 1.5, I assume that $X_i \in \mathbb{R}$. The case where $X_i \in \mathbb{R}^d$ for $d > 1$ is considered in Section 1.6.

Let $Q(\cdot, \cdot) : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be some weighting function satisfying $Q(x_1, x_2) = Q(x_2, x_1)$
and \( Q(x_1, x_2) \geq 0 \) for all \( x_1, x_2 \in \mathbb{R} \), and let

\[
b = b\{X_i, Y_i\} = \left(1/2\right) \sum_{1 \leq i, j \leq n} (Y_i - Y_j)\text{sign}(X_j - X_i)Q(X_i, X_j)
\]

be a test function. Since \( Q(X_i, X_j) \geq 0 \) and \( E[Y] = f(X_i) \), it is easy to see that under \( \mathcal{H}_0 \), that is, when the function \( f \) is non-decreasing, \( E[b] \leq 0 \). On the other hand, if \( \mathcal{H}_0 \) is violated and there exist a pair \((i, j)\) such that \( X_i < X_j \) and \( f(X_i) > f(X_j) \), then there exists a function \( Q(\cdot, \cdot) \) such that \( E[b] > 0 \). Therefore, \( b \) can be used to form a test statistic if I can find an appropriate function \( Q(\cdot, \cdot) \). For this purpose, I will use the adaptive testing approach developed in statistics literature. Even though this approach has attractive features, it is almost never used in econometrics. An exception is [63], who used it for specification testing.

The idea behind the adaptive testing approach is to choose \( Q(\cdot, \cdot) \) from a large set of potentially useful weighting functions that maximizes the studentized version of \( b \). Formally, let \( \mathcal{S}_n \) be some general set that depends on \( n \), and for \( s \in \mathcal{S}_n \), let \( Q(\cdot, \cdot, s) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be some function satisfying \( Q(x_1, x_2, s) = Q(x_2, x_1, s) \) and \( Q(x_1, x_2, s) \geq 0 \) for all \( x_1, x_2 \in \mathbb{R} \). In addition, let

\[
b(s) = b\{X_i, Y_i\}, s\) = \left(1/2\right) \sum_{1 \leq i, j \leq n} (Y_i - Y_j)\text{sign}(X_j - X_i)Q(X_i, X_j, s)
\]

be a test function. Since \( X_i \) are nonstochastic, the variance of \( b(s) \) is given by

\[
V(s) = V\{X_i\}, \{\sigma_i\}, s\} = \sum_{1 \leq i \leq n} \sigma_i^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2
\]

where \( \sigma_i = (E[e_i^2])^{1/2} \). In general, \( \sigma_i \)'s are unknown, and should be estimated from the data. Let \( \hat{\sigma}_i \) denote some (not necessarily consistent) estimator of \( \sigma_i \). Available estimators are discussed later in this section. Then the estimated variance of \( b(s) \) is

\[
\hat{V}(s) = V\{X_i\}, \{\hat{\sigma}_i\}, s\} = \sum_{1 \leq i \leq n} \hat{\sigma}_i^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2.
\]
The general form of the test statistic that I consider in this paper is

\[ T = T(\{X_i, Y_i\}, \{\hat{\sigma}_i\}, S_n) = \max_{s \in S_n} \frac{b(\{X_i, Y_i\}, s)}{\sqrt{V(\{X_i\}, \{\hat{\sigma}_i\}, s)}}. \]

Large values of \( T \) indicate that the null hypothesis is violated. Later on in this section, I will provide methods for estimating quantiles of \( T \) under \( H_0 \) and for choosing a critical value for the test based on the statistic \( T \).

The set \( S_n \) determines adaptivity properties of the test, that is the ability of the test to detect many different types of deviations from \( H_0 \). Indeed, each weighting function \( Q(\cdot, \cdot, s) \) is useful for detecting a particular type of deviations, and so the larger the set of weighting functions \( S_n \) is, the more types of deviations can be detected, and the higher is adaptivity of the test. In this paper, I allow for exponentially large (in the sample size \( n \)) sets \( S_n \). This implies that the researcher can choose a huge set of weighting functions, which allows her to detect large set of different deviations from \( H_0 \). The downside of the adaptivity, however, is that expanding the set \( S_n \) increases the critical value, and thus decreases the power of the test against those alternatives that can be detected by weighting functions already included in \( S_n \). Fortunately, in many cases the loss of power is relatively small; see, in particular, discussion after Theorem 2 on the dependence of critical values on the size of the set \( S_n \).

### 1.3.2 Typical Weighting Functions

Let me now describe typical weighting functions. Consider some positive compactly supported kernel function \( K : \mathbb{R} \to \mathbb{R} \).

\(^2\) The kernel function is called positive if it is positive on its support.

For convenience, I will assume that the support of \( K \) is \([-1, 1]\). In addition, let \( s = (x, h) \) where \( x \) is a location point and \( h \) is a bandwidth value. Finally, define

\[ Q(x_1, x_2, (x, h)) = |x_1 - x_2|^k K \left( \frac{x_1 - x}{h} \right) K \left( \frac{x_2 - x}{h} \right) \]  

(1.2)
for some $k \geq 0$. I refer to this $Q$ as a kernel weighting function.

Assume that a test is based on kernel weighting functions and $S_n$ consists of pairs $s = (x, h)$ with many different values of $x$ and $h$. To explain why this test has good adaptivity properties, consider figure 1 that plots two regression functions. Both $f_1$ and $f_2$ violate $H_0$ but locations where $H_0$ is violated are different. In particular, $f_1$ violates $H_0$ on the interval $[x_1, x_2]$ while the corresponding interval for $f_2$ is $[x_3, x_4]$. In addition, $f_1$ is relatively less smooth than $f_2$, and $[x_1, x_2]$ is shorter than $[x_3, x_4]$. To have good power against $f_1$, $S_n$ should contain a pair $(x, h)$ such that $[x-h, x+h] \subset [x_1, x_2]$. Indeed, if $[x-h, x+h]$ is not contained in $[x_1, x_2]$, then positive and negative values of the summand of $b$ will cancel out yielding a low value of $b$. In particular, it should be the case that $x \in [x_1, x_2]$. Similarly, to have good power against $f_2$, $S_n$ should contain a pair $(x, h)$ such that $x \in [x_3, x_4]$. Therefore, using many different values of $x$ yields a test that adapts to the location of the deviation from $H_0$. This is spatial adaptivity. Further, note that larger values of $h$ yield higher signal-to-noise ratio. So, given that $[x_3, x_4]$ is longer than $[x_1, x_2]$, the optimal pair $(x, h)$ to test against $f_2$ has larger value of $h$ than that to test against $f_1$. Therefore, using many different values of $h$ results in adaptivity with respect to smoothness of the function, which, in turn, determines how fast its first derivative is varying and how long the interval of nonmonotonicity is.

The general framework considered here gives the researcher a lot of flexibility in determining what weighting functions to use. In particular, if the researcher expects that any deviations from $H_0$, if present, are concentrated around some particular point $X_i$, then she can restrict the set $S_n$ and consider only pairs with $x = X_i$. Note that this will increase the power of the test because smaller sets $S_n$ yield lower critical values. In addition, if it is expected that the function $f$ is rather smooth, then the researcher can restrict the set $S_n$ by considering only pairs $(x, h)$ with large values of $h$ since in this case deviations from $H_0$, if present, are more likely to happen on long intervals.
Figure 1-1: Regression Functions Illustrating Different Deviations from $\mathcal{H}_0$
Another interesting choice of the weighting functions is

\[ Q(x_1, x_2, s) = \sum_{1 \leq i, j \leq n} |x_1 - x_2|^h K \left( \frac{x_1 - x^r}{h} \right) K \left( \frac{x_2 - x^r}{h} \right) \]

where \( s = (x^1, \ldots, x^m, h) \). These weighting functions are useful if the researcher expects multiple deviations from \( H_0 \).

If no ex ante information is available, I recommend using kernel weighting functions with \( S_n = \{(x, h) : x \in \{X_1, \ldots, X_n\}, h \in H_n\} \) where \( H_n = \{h = h_{\text{max}}^l : h \geq h_{\text{min}}, l = 0, 1, 2, \ldots\} \) and \( h_{\text{max}} = \max_{1 \leq i, j \leq n} |X_i - X_j|/2 \). I also recommend setting \( u = 0.5, h_{\text{min}} = 0.4 h_{\text{max}} (\log n/n)^{1/3}, \) and \( k = 0 \) or \( 1 \). I refer to this \( S_n \) as a basic set of weighting functions. This choice of parameters is consistent with the theory presented in sections 1.4 and 1.5 and has worked well in simulations. The value of \( h_{\text{min}} \) is selected so that the test function \( b(s) \) for any given \( s \) uses no less than approximately 15 observations when \( n = 100 \) and the sequence \( \{X_i\} \) is distributed uniformly.

### 1.3.3 Comparison with Other Known Tests

I will now show that the general framework described above includes the HH test statistic and a slightly modified version of the GSV test statistic as special cases that correspond to different values of \( k \) in the definition of kernel weighting functions.

GSV use the following test function:

\[ b(s) = (1/2) \sum_{1 \leq i, j \leq n} \text{sign}(Y_i - Y_j) \text{sign}(X_j - X_i) K \left( \frac{X_i - x}{h} \right) K \left( \frac{X_j - x}{h} \right), \]

whereas setting \( k = 0 \) in equation (1.2) yields

\[ b(s) = (1/2) \sum_{1 \leq i, j \leq n} (Y_i - Y_j) \text{sign}(X_j - X_i) \left( \frac{X_i - x}{h} \right) K \left( \frac{X_j - x}{h} \right), \]

and so the only difference is that I include the term \((Y_i - Y_j)\) whereas they use \(\text{sign}(Y_i - Y_j)\). It will be shown in the next section that my test is consistent. On the other hand, I claim that GSV test is not consistent under the presence of conditional
heteroscedasticity. Indeed, assume that \( f(X_i) = -X_i \), and that \( \varepsilon_i \) is \(-2X_i\) or \(2X_i\) with equal probabilities. Then \((Y_i - Y_j)(X_j - X_i) > 0\) if and only if \((\varepsilon_i - \varepsilon_j)(X_j - X_i) > 0\), and so the probability of rejecting \( \mathcal{H}_0 \) for the GSV test is numerically equal to that in the model with \( f(X_i) = 0 \) for \( i = 1, n \). But the latter probability does not exceed the size of the test. This implies that the GSV test is not consistent since it maintains the required size asymptotically. Moreover, they consider a unique nonstochastic value of \( h \), which means that the GSV test is nonadaptive with respect to the smoothness of the function \( f \).

Let me now consider the HH test. The idea of this test is to make use of local linear estimates of the slope of the function \( f \). Using well-known formulas for the OLS regression, it is easy to show that the slope estimate of the function \( f \) given the data \((X_i, Y_i)_{i=1}^n\) with \( s_1 < s_2 \) where \( \{X_i\}_{i=1}^n \) is an increasing sequence is given by

\[
b(s) = \frac{\sum_{1 \leq i < j \leq n} Y_i \sum_{s_1 < j \leq s_2} (X_i - X_j)}{(s_2 - s_1) \sum_{s_1 < i \leq s_2} X_i^2 - (\sum_{s_1 < i \leq s_2} X_i)^2}, \tag{1.3}
\]

where \( s = (s_1, s_2) \). Note that the denominator of (1.3) is nonstochastic, and so it disappears after studentization. In addition, simple rearrangements show that the numerator in (1.3) is up to the sign equal to

\[
(1/2) \sum_{1 \leq i, j \leq n} (Y_i - Y_j)(X_j - X_i)1\{x - h \leq X_i \leq x + h\}1\{x - h \leq X_j \leq x + h\} \tag{1.4}
\]

for some \( x \) and \( h \). On the other hand, setting \( k = 1 \) in equation (1.2) yields

\[
b(s) = (1/2) \sum_{1 \leq i, j \leq n} (Y_i - Y_j)(X_j - X_i)K \left( \frac{X_i - x}{h} \right) K \left( \frac{X_j - x}{h} \right). \tag{1.5}
\]

Noting that expression in (1.4) is proportional to that on the right hand side in (1.5) with \( K(\cdot) = 1\{-1, +1\}(\cdot) \) implies that the HH test statistic is a special case of those studied in this paper.
1.3.4 Estimating \( \sigma_i \)

In practice, \( \sigma_i \) is usually unknown, and, hence, should be estimated from the data. Let \( \hat{\sigma}_i \) denote some estimator of \( \sigma_i \). I provide results for two types of estimators. The first type of estimators is easier to implement but the second worked better in simulations.

First, \( \sigma_i \) can be estimated by the residual \( \varepsilon_i \). More precisely, let \( \hat{f} \) be some uniformly consistent estimator of \( f \) with at least a polynomial rate of consistency in probability, i.e. \( \hat{f}(X_i) - f(X_i) = o_p(n^{-\kappa_1}) \) uniformly over \( i = \frac{1}{1, n} \) for some \( \kappa_1 > 0 \), and let \( \hat{\sigma}_i = \varepsilon_i \) where \( \varepsilon_i = Y_i - \hat{f}(X_i) \). Note that \( \hat{\sigma}_i \) can be negative. Clearly, \( \hat{\sigma}_i \) is not a consistent estimator of \( \sigma_i \). Nevertheless, as I will show in Section 1.4, this estimator leads to valid inference. Intuitively, it works because the test statistic contains the weighted average sum of \( \sigma_i^2 \), \( i = \frac{1}{1, n} \), and the estimation error averages out. To obtain a uniformly consistent estimator \( \hat{f} \) of \( f \), one can use a series method (see [90], theorem 1) or local polynomial regression (see [110], theorem 1.8). If one prefers kernel methods, it is important to use generalized kernels in order to deal with boundary effects when higher order kernels are used; see, for example, [87]. Alternatively, one can choose \( S_n \) so that boundary points are excluded from the test statistic. In addition, if the researcher decides to impose some parametric structure on the set of potentially possible functions, then parametric methods like OLS will typically give uniform consistency with \( \kappa_1 \) arbitrarily close to 1/2.

The second way of estimating \( \sigma_i \) is to use a parametric or nonparametric estimator \( \hat{\sigma}_i \) satisfying \( \hat{\sigma}_i - \sigma_i = o_p(n^{-\kappa_2}) \) uniformly over \( i = \frac{1}{1, n} \) for some \( \kappa_2 > 0 \). Many estimators of \( \sigma_i \) satisfy this condition. Assume that the data \( \{X_i, Y_i\}_{i=1}^n \) are arranged so that \( X_i \leq X_j \) whenever \( i < j \). Then the estimator of [97], given by

\[
\hat{\sigma} = \left( \frac{1}{2n} \sum_{i=1}^{n-1} (Y_{i+1} - Y_i)^2 \right)^{1/2}, \tag{1.6}
\]

is \( \sqrt{n} \)-consistent if \( \sigma_i = \sigma \) for all \( i = \frac{1}{1, n} \) and \( f \) is piecewise Lipschitz-continuous.

The Rice estimator can be easily modified to allow for conditional heteroscedastic-
ity. Choose a bandwidth value $b_n > 0$. For $i = 1, \ldots, n$, let $J(i) = \{j = 1, \ldots, n : |X_j - X_i| \leq b_n\}$. Let $|J(i)|$ denote the number of elements in $J(i)$. Then $\sigma_i$ can be estimated by

$$
\hat{\sigma}_i = \left( \frac{1}{2|J(i)|} \sum_{j \in J(i); j+1 \in J(i)} (Y_{j+1} - Y_j)^2 \right)^{1/2}.
$$

(1.7)

I refer to (1.7) as a local version of Rice's estimator. An advantage of this estimator is that it is adaptive with respect to the smoothness of the function $f$. Lemma 2 in Section 1.5 provides conditions that are sufficient for uniform consistency of this estimator with at least a polynomial rate. The key condition there is that $|\sigma_{j+1} - \sigma_j| \leq C|X_{j+1} - X_j|$ for some $C > 0$ and all $j = 1, \ldots, n - 1$. The intuition for consistency is as follows. Note that $X_{j+1}$ is close to $X_j$. So, if the function $f$ is continuous, then

$$
Y_{j+1} - Y_j = f(X_{j+1}) - f(X_j) + \varepsilon_{j+1} - \varepsilon_j \approx \varepsilon_{j+1} - \varepsilon_j,
$$

so that

$$
E[(Y_{j+1} - Y_j)^2] \approx \sigma_{j+1}^2 + \sigma_j^2
$$

since $\varepsilon_{j+1}$ is independent of $\varepsilon_j$. Further, if $b_n$ is sufficiently small, then $\sigma_{j+1}^2 + \sigma_j^2 \approx 2\sigma_i^2$ since $|X_{j+1} - X_i| \leq b_n$ and $|X_j - X_i| \leq b_n$, and so $\hat{\sigma}_i$ is close to $\sigma_i$. Other available estimators are presented, for example, in [88], [46], [63], [59], and [25].

### 1.3.5 Simulating the Critical Value

In this subsection, I provide three different methods for estimating quantiles of the null distribution of the test statistic $T$. These are plug-in, one-step, and stepdown methods. All of these methods are based on the procedure known as the Wild bootstrap. The Wild bootstrap was introduced in [113] and used, among many others, by [77], [78], [58], [63], and [37]. See also [33]. The three methods are arranged in terms of increasing power and computational complexity. The validity of all three methods is established in theorem 8. Recall that $\{\varepsilon_i\}$ denotes a sequence of independent $N(0, 1)$ random variables that are independent of the data.
Plug-in Approach

Suppose that we want to obtain a test of level \( \alpha \). The plug-in approach is based on two observations. First, under \( H_0 \),

\[
b(s) = \frac{1}{2} \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j) + \varepsilon_i - \varepsilon_j)\text{sign}(X_j - X_i)Q(X_i, X_j, s)
\]

(1.8)

\[
\leq \frac{1}{2} \sum_{1 \leq i, j \leq n} (\varepsilon_i - \varepsilon_j)\text{sign}(X_j - X_i)Q(X_i, X_j, s)
\]

(1.9)

since \( Q(X_i, X_j) > 0 \) and \( f(X_i) \geq f(X_j) \) whenever \( X_i \geq X_j \) under \( H_0 \), and so the \((1 - \alpha)\) quantile of \( T \) is bounded from above by the \((1 - \alpha)\) quantile of \( T \) in the model with \( f(x) = 0 \) for all \( x \in \mathbb{R} \), which is the least favorable model under \( H_0 \). Second, it will be shown that the distribution of \( T \) asymptotically depends on the distribution of noise \( \{\varepsilon_i\} \) only through \( \{\sigma_i^2\} \). These two observations suggest that the critical value for the test can be obtained by simulating the conditional \((1 - \alpha)\) quantile of \( T^* = T(\{X_i, Y_i^*\}, \{\tilde{\sigma}_i\}, S_n) \) given \( \{\tilde{\sigma}\} \) where \( Y_i^* = \tilde{\sigma}_i \varepsilon_i \) for \( i = 1, \ldots, n \). This is called the plug-in critical value \( c_{P1-\alpha} \). See section 1.10 of the Appendix for detailed step-by-step instructions.

One-Step Approach

The test with the plug-in critical value is computationally rather simple. It has, however, poor power properties. Indeed, the distribution of \( T \) in general depends on \( f \) but the plug-in approach is based on the least favorable regression function \( f = 0 \), and so it is too conservative when \( f \) is strictly increasing. More formally, suppose for example that a kernel weighting function is used, and that \( f \) is strictly increasing in \( h \)-neighborhood of \( X_i \) but is constant in \( h \)-neighborhood of \( X_j \). Let \( s_1 = s(X_i, h) \) and \( s_2 = s(X_j, h) \). Then \( b(s_1)/(\hat{V}(s_1))^{1/2} \) is no greater than \( b(s_2)/(\hat{V}(s_2))^{1/2} \) with probability approaching one. On the other hand, \( b(s_1)/(\hat{V}(s_1))^{1/2} \) is greater than \( b(s_2)/(\hat{V}(s_2))^{1/2} \) with nontrivial probability in the model with \( f(x) = 0 \) for all \( x \in \mathbb{R} \), which is used to obtain \( c_{P1-\alpha} \). Therefore, \( c_{P1-\alpha} \) overestimates the corresponding quantile of \( T \). The natural idea to overcome the conservativeness of the plug-in approach is to
simulate a critical value using not all elements of $S_n$ but only those that are relevant for the given sample. In this paper, I develop two selection procedures that are used to decide what elements of $S_n$ should be used in the simulation. The main difficulty here is to make sure that the selection procedures do not distort the size of the test. The simpler of these two procedures is the one-step approach.

Let $\{\gamma_n\}$ be a sequence of positive numbers converging to zero, and let $c_{1-\gamma_n}^{PI}$ be the $(1 - \gamma_n)$ plug-in critical value. In addition, denote

$$S_n^{OS} = S_n^{OS}([X_i, Y_i], \{\sigma_i\}, S_n) = \{s \in S_n : b(s)/(\sqrt{V(s)}) > 2c_{1-\gamma_n}^{PI}\}.$$

Then the one-step critical value $c_{1-\alpha}^{OS}$ is the conditional $(1 - \alpha)$ quantile of the simulated statistic $T^* = T([X_i, Y_i^*], \{\sigma_i\}, S_n^{OS})$ given $\{\sigma_i\}$ and $S_n^{OS}$ where $Y_i^* = \sigma_i \epsilon_i$ for $i = 1, n$. Intuitively, the one-step critical value works because the weighting functions corresponding to elements of the set $S_n \backslash S_n^{OS}$ have an asymptotically negligible influence on the distribution of $T$ under $H_0$. Indeed, the probability that at least one element $s$ of $S_n$ such that

$$\frac{1}{2} \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j)) \text{sign}(X_j - X_i) Q(X_i, X_j, s)/(\sqrt{V(s)}) > -c_{1-\gamma_n}^{PI}$$

belongs to the set $S_n \backslash S_n^{OS}$ is at most $\gamma_n + o(1)$. On the other hand, the probability that at least one element $s$ of $S_n$ such that inequality (1.10) does not hold for this element gives $b(s)/(\sqrt{V(s)}) > 0$ is again at most $\gamma_n + o(1)$. Since $\gamma_n$ converges to zero, this suggests that the critical value can be simulated using only elements of $S_n^{OS}$. In practice, one can set $\gamma_n$ as a small fraction of $\alpha$. For example, the Monte Carlo simulations presented in this paper use $\gamma_n = 0.01$ with $\alpha = 0.1$.

**Stepdown Approach**

The one-step approach, as the name suggests, uses only one step to cut out those elements of $S_n$ that have negligible influence on the distribution of $T$. It turns out

---

3If $S_n^{OS}$ turns out to be empty, assume that $S_n^{OS}$ consists of one randomly chosen element of $S_n$. 

---
that this step can be iterated using the stepdown procedure and yielding second-order improvements in the power. The stepdown procedures were developed in the literature on multiple hypothesis testing; see, in particular, [60], [100], [103], and [102], and [75] for a textbook introduction. The use of stepdown method in this paper, however, is rather different.

To explain the stepdown approach, let me define the sequences \( (c_{i-\gamma_n})_{i=1}^\infty \) and \( (S_n^l)_{l=1}^\infty \). Set \( c_{1-\gamma_n} = c_{1-\gamma_n}^{OS} \) and \( S_n^1 = S_n^{OS} \). Then for \( l > 1 \), let \( c_{1-\gamma_n} \) be the conditional \( (1 - \gamma_n) \) quantile of \( T^* = T(\{X_i, Y_i^*\}, \{\hat{\sigma}_i\}, S_n^l) \) given \( \{\hat{\sigma}_i\} \) and \( S_n^l \) where \( Y_i^* = \hat{\sigma}_i \varepsilon_i \) for \( i = 1, n \) and

\[
S_n^l = S_n^l(\{X_i, Y_i, \{\hat{\sigma}_i\}, S_n\}) = \{s \in S_n : b(s)/(\hat{V}(s))^{1/2} > -c_{1-\gamma_n}^{PI} - c_{1-\gamma_n}^{PI} \}.
\]

It is easy to see that \( (c_{1-\gamma_n})_{i=1}^\infty \) is a decreasing sequence, and so \( S_n^l \supseteq S_n^{l+1} \) for all \( l \geq 1 \). Since \( S_n^l \) is a finite set, \( S_n^{l(0)} = S_n^{l(0)+1} \) for some \( l(0) \geq 1 \) and \( S_n^l = S_n^{l+1} \) for all \( l \geq l(0) \). Let \( S_n^{SD} = S_n^{l(0)} \). Then the stepdown critical value \( c_{1-\alpha}^{SD} \) is the conditional \( (1 - \alpha) \) quantile of \( T^* = T(\{X_i, Y_i^*\}, \{\hat{\sigma}_i\}, S_n^{SD}) \) given \( \{\hat{\sigma}_i\} \) and \( S_n^{SD} \) where \( Y_i^* = \hat{\sigma}_i \varepsilon_i \) for \( i = 1, n \).

Note that \( S_n^{SD} \subset S_n^{OS} \subset S_n \), and so \( c_{1-\alpha}^{SD} \leq c_{1-\alpha}^{OS} \leq c_{1-\alpha}^{PI} \) for any \( \eta \in (0, 1) \). This explains that the three methods for simulating the critical values are arranged in terms of increasing power.

### 1.4 Theory under High-Level Conditions

This section describes the high-level assumptions used in the paper and presents the main results under these assumptions.

Let \( C_1, C_2, \phi, \kappa_1, \kappa_2, \) and \( \kappa_3 \) be some strictly positive constants. The size properties of the test will be obtained under the following assumptions.

**A1.** \( E[|\varepsilon_i|^{4+\delta}] \leq C_1 \) and \( \sigma_i \geq C_2 \) for all \( i = 1, n \).

This is a mild assumption on the moments of disturbances. The condition \( \sigma_i \geq C_2 \) for all \( i = 1, n \) precludes the existence of super-efficient estimators.
Recall that the results in this paper are obtained for two types of estimators of \( \sigma_i \). When \( \hat{\sigma}_i = \frac{Y_i - \hat{f}(X_i)}{\hat{Q}(X_i, X_i)} \) for some estimator \( \hat{f} \) of \( f \), I will assume

**A2.** (i) \( \hat{\sigma}_i = Y_i - \hat{f}(X_i) \) for all \( i = \frac{1}{n} \) and (ii) \( \hat{f}(X_i) - f(X_i) = o_p(n^{-\kappa_1}) \) uniformly over \( i = \frac{1}{n}, n \).

This assumption is satisfied for many parametric and nonparametric estimators of \( f \); see, in particular, subsection 1.3.4. When \( \hat{\sigma}_i \) is some consistent estimator of \( \sigma_i \), I will assume

**A3.** \( \hat{\sigma}_i - \sigma_i = o_p(n^{-\kappa_2}) \) uniformly over \( i = \frac{1}{n}, n \).

See subsection 1.3.4 for different available estimators. See also Lemma 2 in Section 1.5 where Assumption A3 is proven for the local version of Rice's estimator.

**A4.** \( \left( \frac{V(s)}{V(s)} \right)^{1/2} - 1 = o_p(n^{-\kappa_3}) \) and \( \left( \frac{V(s)}{V(s)} \right)^{1/2} - 1 = o_p(n^{-\kappa_3}) \) uniformly over \( s \in S_n \).

This is a high-level assumption that will be verified for particular choices of the weighting functions under primitive conditions in the next section (Lemma 3).

Let

\[
A_n = \max_{s \in S_n} \max_{1 \leq i \leq n} \left| \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i) Q(X_i, X_j, s)/(V(s))^{1/2} \right|
\]

I refer to \( A_n \) as a sensitivity parameter. It provides an upper bound on how much any test function depends on a particular observation. Intuitively, approximation of the distribution of the test statistic is possible only if \( A_n \) is sufficiently small.

**A5.** \( n A_n^4 (\log p)^7 = o(1) \) where \( p = |S_n| \), the number of elements in the set \( S_n \). In addition, if A2 holds, then \( \log p/n^{(1/2)\wedge \kappa_1} = o(1) \), and if A3 is satisfied, then \( \log p/n^{\kappa_2} = o(1) \).

This is a key growth assumption that restricts the choice of the weighting functions and, hence, the set \( S_n \). Note that this condition includes \( p \) only through \( \log p \), and so it allows an exponentially large (in the sample size \( n \)) number of weighting functions. Lemma 3 in the next section provides an upper bound on \( A_n \) for some choices of weighting functions, allowing me to verify this assumption.
Let $\mathcal{M}$ be a class of models given by equation (1.1), regression function $f$, design points $\{X_i\}$, distribution of $\{\varepsilon_i\}$, weighting functions $Q(\cdot, \cdot, s)$ for $s \in S_n$, and estimators $\{\hat{\sigma}_i\}$ such that uniformly over this class, (i) Assumptions A1, A4, and A5 are satisfied, and (ii) either Assumption A2 or A3 holds. For $M \in \mathcal{M}$, let $P_M(\cdot)$ denote the probability under the distributions in the model $M$. Then

**Theorem 1.** Let $P = PI, OS, or SD$. Let $\mathcal{M}_0$ denote the set of all models $M \in \mathcal{M}$ satisfying $\mathcal{H}_0$. Then

$$\inf_{M \in \mathcal{M}_0} P_M(T \leq c_{\alpha}) \geq 1 - \alpha + o(1) \text{ as } n \to \infty.$$  

In addition, let $\mathcal{M}_{00}$ denote the set of all models $M \in \mathcal{M}_0$ such that $f \equiv C$ for some constant $C$. Then

$$\sup_{M \in \mathcal{M}_{00}} P(T \leq c_{\alpha}) = 1 - \alpha + o(1) \text{ as } n \to \infty.$$  

**Comment 1.** (i) This theorem states that the Wild Bootstrap combined with the selection procedures developed in this paper yields valid critical values. Moreover, critical values are valid uniformly over the class of models $\mathcal{M}_0$. The second part of the theorem states that the test is nonconservative in the sense that its level converges to the nominal level $\alpha$.

(ii) The proof technique used in this theorem is based on finite sample approximations that are built on the results of [33] and [34]. In particular, the validity of the bootstrap is established without referring to the asymptotic distribution of the test statistic.

(iii) Note that $T$ has a form of U-statistic. The analysis of such statistics typically requires a preliminary Hoeffding projection. An advantage of the approximation method developed in this paper is that it applies directly to the test statistic with no need for the Hoeffding projection, which simplifies the analysis a lot.

---

4 Assumptions A2, A3, and A4 contain statements of the form $Z = o_p(n^{-\kappa})$ for some random variable $Z$ and $\kappa > 0$. I say that these assumptions hold uniformly over a class of models if for any $C > 0$, $P(|Z| > Cn^{-\kappa}) = o(1)$ uniformly over this class. Note that this notion of uniformity is weaker than uniform convergence in probability. In addition, it applies to random variables defined on different probability spaces.
(iv) To obtain a particular application of the general result presented in this theorem, consider the basic set of weighting functions introduced in subsection 1.3.2. Then the number of weighting functions in the set $S_n$ is bounded from above by some polynomial in $n$, and so $\log p \leq C \log n$. Lemma 3 in the next section then implies that Assumptions A4 and A5 hold (under mild conditions on $K(\cdot)$ stated in Lemma 3), and so the result of Theorem 8 applies for this $S_n$. Therefore, the basic set of weighting functions yields a test with the correct asymptotic size, and so it can be used for testing monotonicity. An advantage of this set is that, as will follow from Theorems 4 and 5, it gives a test with the best attainable rate of uniform consistency in the minimax sense against alternatives with regression functions that have Lipschitz-continuous first order derivatives.

Let $s_l = \inf_{1 \leq i \leq \infty} X_i$ and $s_r = \sup_{1 \leq i \leq \infty} X_i$. To prove consistency of the test and to derive the rate of consistency against one-dimensional alternatives, I will also incorporate the following assumptions.

**A6.** For any interval $[x, x + \Delta_x] \subseteq [s_l, s_r]$ there exists an integer $N$ and a constant $C > 0$ such that for any $n \geq N$, $|\{(i = 1, n) : X_i \in [x, x + \Delta_x]\}| \geq Cn$.

This Assumption often appears in the literature. Lemma 1 in the next section shows that it holds almost surely if $\{X_i\}$ is an i.i.d. sequence from some distribution satisfying mild regularity conditions.

**A7.** For any interval $[x, x + \Delta_x] \subseteq [s_l, s_r]$ there exists an integer $N$ and a constant $C > 0$ such that for any $n \geq N$, there exists $s \in S_n$ satisfying (i) the support of $Q(\cdot, \cdot, s)$ is contained in $[x, x + \Delta_x]^2$, (ii) $Q(\cdot, \cdot, s)$ is bounded from above uniformly over $n = 1, \infty$, (iii) there exist nonintersecting subintervals $[x_{i1}, x_{i1} + \Delta_{x,i}]$ and $[x_{r1}, x_{r1} + \Delta_{x,r}]$ of $[x, x + \Delta_x]$ such that $Q(x_1, x_2, s) \geq C$ whenever $x_1 \in [x_{i1}, x_{i1} + \Delta_{x,i}]$ and $x_2 \in [x_{r1}, x_{r1} + \Delta_{x,r}]$.

Let $\mathcal{M}_1$ be a subset of $\mathcal{M}$ consisting of all models satisfying Assumptions A6 and A7. Then
Theorem 2. Let $P = PI, OS, or SD$. Then for any model $M$ from the class $M_1$ such that $f$ is continuously differentiable and there exist $x_1, x_2 \in [s_1, s_r]$ such that $x_1 < x_2$ and $f(x_1) > f(x_2)$ ($H_0$ is false),

$$P_M(T < c_{1-\alpha}^P) \to 0 \text{ as } n \to \infty.$$ 

Comment 2. (i) This theorem shows that the test is consistent against any fixed continuously differentiable alternative.

(ii) To compare the critical values based on the selection procedures developed in this paper with the plug-in approach (no selection procedure), assume that $f$ is continuously differentiable and strictly increasing ($H_0$ holds). Then an argument like that used in the proof of Theorem 2 shows that $S_n^{OS}$ and $S_n^{SD}$ will be singleton w.p.a.1, which means that $P\{c_{1-\alpha}^{OS} \leq C\} \to 1$ and $P\{c_{1-\alpha}^{SD} \leq C\} \to 1$ for some $C > 0$. On the other hand, $P(c_{1-\alpha}^{PI} > C) \to 1$ for the same $C$ since each test statistic contains at least one weighting function. Moreover, under Assumption A7, it follows from the Sudakov-Chevet Theorem (see, for example, Theorem 2.3.5 in [41]) that $P(c_{1-\alpha}^{PI} > C) \to 1$ for all $C > 0$. Finally, under Assumption A9, which is stated below, it follows from the proof of lemma 2.3.15 in [41] that $P(c_{1-\alpha}^{PI} > C\sqrt{\log n}) \to 1$ for some $C > 0$. This explains the power improvements of one-step and stepdown approaches in comparison with the plug-in critical value.

Theorem 3. Let $P = PI, OS, or SD$. Consider any model $M$ from the class $M_1$ such that $f$ is continuously differentiable and there exist $x_1, x_2 \in [s_1, s_r]$ such that $x_1 < x_2$ and $f(x_1) > f(x_2)$ ($H_0$ is false). Assume that for every sample size $n$, the true model $M_n$ coincides with $M$ except that the regression function has the form $f_n(\cdot) = l_n f(\cdot)$ for some sequence $\{l_n\}$ of positive numbers converging to zero. Then

$$P_{M_n}(T < c_{1-\alpha}^P) \to 0 \text{ as } n \to \infty$$

as long as $\log p = o(l^2_n n)$.

Comment 3. (i) This theorem establishes the consistency of the test against one-
dimensional local alternatives, which are often used in the literature to investigate the power of the test; see, for example, [5], [74], and the discussion in [63].

(ii) Suppose that $S_n$ consists of the basic set of weighting functions. Then $\log p \leq C \log n$, and so the test is consistent against one-dimensional local alternatives if $(\log n/n)^{1/2} = o(l_n)$.

(iii) Now suppose that $S_n$ is a maximal subset of the basic set such that for any $x_1, x_2, h$ satisfying $(x_1, h) \in S_n$ and $(x_2, h) \in S_n$, $|x_2 - x_1| > 2h$. In addition, assume that $h_{\text{min}} \to 0$ arbitrarily slowly. Then the test is consistent against one-dimensional local alternatives if $n^{-1/2} = o(l_n)$. In words, this test is $\sqrt{n}$-consistent against such alternatives. I note however, that the practical value of this $\sqrt{n}$-consistency is limited because there is no guarantee that for any given sample size $n$ and given deviation from $H_0$, weighting functions suitable for detecting this deviation are already included in the test statistic. In contrast, it will follow from Theorem 4 that the test based on the basic set of weighting functions does provide this guarantee.

Let $\{C_j : j = 3, \ldots, 8\}$ be a set of strictly positive constants such that $C_3 < C_4$, $C_5 < C_6$, and $C_7 < C_8$. Let $L > 0$, $\beta \in (0, 1)$, $k > 0$, and $h_n = (\log p/n)^{1/(2 \beta + 3)}$. To derive the uniform consistency rate against the classes of alternatives with Lipschitz derivatives, conditions A6 and A7 will be replaced by the following assumptions.

A8. There exists an integer $N$ such that for any $n \geq N$ and any interval $[x_1, x_2] \subset [s_1, s_r]$ satisfying $|x_2 - x_1| \geq C_3 n^{-1/3}$, $C_5 n|x_2 - x_1| \leq |\{i = 1, \ldots, n : X_i \in [x_1, x_2]\}| \leq C_6 n|x_2 - x_1|$.

This assumption is stronger than A6 but is still often imposed in the literature; see Lemma 1 for sufficient primitive conditions.

A9. There exists an integer $N$ such that for any $n \geq N$ and any $x \in [s_1, s_r - C_4 h_n]$, there exists $s \in S_n$ satisfying (i) the support of $Q(\cdot, \cdot, s)$ is contained in $[x, x + C_4 h_n]^2$, (ii) $Q(\cdot, \cdot, s)$ is bounded from above by $C_8 h_n^k$, (iii) there exist $x_1, x_r \in [x, x + C_4 h_n]$ such that $|x_r - x_1| > 2C_3 h_n$ and $Q(x_1, x_2, s) \geq C_7 h_n^k$ whenever $x_1 \in [x_1, x_1 + C_3 h_n]$ and $x_2 \in [x_r, x_r + C_3 h_n]$. 38
This assumption is satisfied for the basic set of weighting functions. Let $f^{(1)}(\cdot)$ denote the first derivative of $f(\cdot)$.

**A10.** For any $x_1, x_2 \in [s_l, s_r]$, $|f^{(1)}(x_1) - f^{(1)}(x_2)| \leq L|x_1 - x_2|^\beta$.

This is a smoothness condition that requires that the regression function is sufficiently well-behaved.

Let $\mathcal{M}_2$ be the subset of $\mathcal{M}$ consisting of all models satisfying Assumptions A8, A9, and A10. The following theorem gives the uniform rate of consistency.

**Theorem 4.** Let $P = PI, OS, \text{ or } SD$. Consider any sequence of positive numbers $\{l_n\}$ such that $l_n \to \infty$, and let $\mathcal{M}_{2n}$ denote the subset of $\mathcal{M}_2$ consisting of all models such that the regression function $f$ satisfies $\inf_{x \in [s_l, s_r]} f^{(1)}(x) < -l_n(\log p/n)^{\beta/(2\beta+3)}$. Then

$$\sup_{M \in \mathcal{M}_{2n}} P_M(T \leq c_{1-\alpha}^P) \to 0 \text{ as } n \to \infty.$$

**Comment 4.** (i) Theorem 4 gives the rate of uniform consistency of the test against Holder smoothness classes with parameters $(\beta + 1, L)$. Importance of uniform consistency against sufficiently large classes of alternatives such as Holder smoothness classes was previously emphasized in [63]. Intuitively, it guarantees that there are no reasonable alternatives against which the test has low power if the sample size is sufficiently large.

(ii) Suppose that $\mathcal{S}_n$ consists of the basic set of weighting functions. Then Assumption A9 holds. In addition, Lemma 1 gives conditions that suffice for Assumption A8, and Lemma 3 shows that Assumptions A4 and A5 are satisfied under mild conditions on $K(\cdot)$. So, Theorem 4 implies that the test with this $\mathcal{S}_n$ is consistent whenever $\inf_{x \in [s_l, s_r]} f_n^{(1)}(x) < -l_n(\log n/n)^{\beta/(2\beta+3)}$ for some $l_n \to \infty$. On the other hand, it will be shown in Theorem 5 that no test can be uniformly consistent against models with $\inf_{x \in [s_l, s_r]} f_n^{(1)}(x) > -C(\log n/n)^{\beta/(2\beta+3)}$ for some sufficiently small $C > 0$ if it controls size. Therefore, the test based on the basic set of weighting functions is rate optimal in the minimax sense.

To conclude this section, I present a theorem that gives a lower bound on the possible rate of uniform consistency against the class $\mathcal{M}_2$ so that no test that maintains
asymptotic size can have a higher rate of uniform consistency. Let \( \psi = \psi(Y_1, \ldots, Y_n) \) be a generic test. In other words, \( \psi(Y_1, \ldots, Y_n) \) is the probability that the test rejects upon observing the data \( Y_i, i = 1, n \). Note that for any deterministic test \( \psi = 0 \) or 1.

**Theorem 5.** For any test \( \psi \) satisfying \( E_M[\psi] \leq \alpha + o(1) \) as \( n \to \infty \) for all models \( M \in \mathcal{M} \) such that \( \mathcal{H}_0 \) holds, there exists a sequence of models \( M = M_n \) belonging to the class \( \mathcal{M}_2 \) such that \( f = f_n \) satisfies \( \inf x \in [s_l, s_r] f_n^{(1)}(x) < -C(\log n/n)^{\beta/(2\beta+3)} \) for some sufficiently small constant \( C > 0 \) and \( E_{M_n}[\psi] \leq \alpha + o(1) \) as \( n \to \infty \). Here \( E_{M_n}[\cdot] \) denotes the expectation under the distributions of the model \( M_n \).

**Comment 5.** Combining the result of this theorem with Comment 4-ii shows that the test based on the basic set of weighting functions is rate optimal. In other words, no test that maintains asymptotic size can have a higher uniform consistency rate against the models with the regression function possessing the Lipschitz-continuous first order derivative.

### 1.5 Verification of High-Level Conditions

This section provides conditions that are sufficient for the assumptions used in Section 1.4. First, I discuss Assumptions A6 and A8 concerning the configuration of design points \( \{X_i\} \). Then I consider Assumption A3, which concerns the uniform consistency of the estimator \( \hat{\sigma}_i \) of \( \sigma_i \) over \( i = 1, n \). Finally, I give an upper bound on the sensitivity parameter \( A_n \) and prove Assumption A4 for the case when \( S_n \) consists of kernel weighting functions.

Recall that the analysis in Section 1.4 is for nonstochastic \( \{X_i\} \). Alternatively, it can be viewed as conditional on \( \{X_i\} \). Suppose that \( \{X_i\} \) is an i.i.d. sample from some distribution. The lemma below provides sufficient conditions so that Assumptions A6 and A8 hold for almost all realizations \( \{X_i\} \).

**Lemma 1.** Suppose that \( \{X_i\}_{1 \leq i \leq \infty} \) is an i.i.d. sample from the distribution \( P_x \) on \( \mathbb{R} \) with the bounded support \([s_l, s_r]\). Then Assumption A6 holds for almost all realizations \( \{X_i\}_{1 \leq i \leq \infty} \). In addition, if \( P_x \) is absolutely continuous with respect to
Lebesgue measure, and its density is bounded from above and away from zero on the support, then Assumption A8 holds for almost all realizations \{X_i\}_{1 \leq i \leq \infty}.5

Note that sufficient conditions provided by Lemma 1 for Assumption A6 allow for point masses, whereas conditions for Assumption A8 do not.

From now on, I will again assume that \{X_i\} is nonstochastic. The next Lemma shows uniform consistency of the local version of Rice’s estimator \(\widehat{\sigma}_i\) with an explicit rate of convergence in probability.

**Lemma 2.** Suppose that \(\widehat{\sigma}_i\) is the local version of Rice’s estimator of \(\sigma_i\) given in equation (1.7). Suppose also that (i) Assumption A1 holds, (ii) \(\log n = o(n^{-2\kappa_2 + \phi/(4+\phi)} b_n)\) for some sequence \(\{b_n\}\) of positive numbers converging to zero, (iii) \(|J(i)| \geq C n b_n\) for some \(C > 0\) and all \(i = 1, n\), (iv) \(|f(X_i) - f(X_j)| \leq C |X_i - X_j|\) uniformly over \(i, j = 1, n\), and (v) \(|\sigma_i^2 - \sigma_j^2| \leq C |X_i - X_j|\) uniformly over \(i, j = 1, n\). Then
\[
\max_{1 \leq i \leq n} |\widehat{\sigma}_i - \sigma_i| = O_p(b_n + (nb_n)^{-1/2} + n^{-\kappa_2}).
\]

Note Assumption (iii) of this lemma follows from A8 whenever \(b_n \geq C n^{-1/3}\) for sufficiently large constant \(C > 0\), and Assumption (iv) follows from A10 as long as \(\{X_i\}\) is contained in the bounded set. Lemma 2 implies that Assumption A3 holds for the local version of Rice’s estimator whenever \(b_n + (nb_n)^{-1/2} \leq C n^{-c}\) and \(\log n \leq C n^{\phi/(4+\phi) - c} b_n\) for some constants \(c, C > 0\).

Next, I consider restrictions on the weighting functions to ensure that Assumption A4 holds and give an upper bound on the sensitivity parameter \(A_n\).

**Lemma 3.** Suppose that \(S_n\) consists of kernel weighting functions. In addition, suppose that (i) Assumptions A1 and A8 hold, (ii) \(K\) has the support \([-1, +1]\), is continuous, and strictly positive on the interior of its support, (iii) \(x \in [s_1, s_r]\) for all \((x, h) \in S_n\), (iv) \(nh^3_{\min} \to \infty\) where \(h_{\min} = \min_{(x, h) \in S_n} h\), and (v) \(h_{\max} \leq (s_r - s_l)/2\) where \(h_{\max} = \max_{(x, h) \in S_n} h\). Then (a) \(A_n \leq C/(nh_{\min})^{1/2}\) where \(C\) depends only on the kernel \(K\) and constants \(C_1, ..., C_8\); (b) if Assumption A3 is satisfied, then Assump-
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5Recall that in section 1.4, \(s_1\) and \(s_r\) were defined by \(s_l = \inf_{1 \leq i \leq \infty} X_i\) and \(s_r = \sup_{1 \leq i \leq \infty} X_i\). It is easy to show that the definition given in this lemma coincides with that definition for almost all realizations \(\{X_i\}_{1 \leq i \leq \infty}\).
tion $A_4$ holds with $\kappa_3 = \kappa_2$; (c) if Assumption $A_2$ is satisfied, then Assumption $A_4$ holds with any $\kappa_3 \leq \kappa_1$ as long as $\log p = o(h_{\min n^{1-2\kappa_3}})$ and $\log p = o(h_{\min n^{1/2-\kappa_3}})$.

Restrictions on the kernel $K$ imposed in this lemma are satisfied for most commonly used kernel functions including uniform, triangular, Epanechnikov, biweight, triweight, and tricube kernels. Note, however, that these restrictions exclude higher order kernels since those are necessarily negative at some points on their supports.

1.6 Models with Multivariate Covariates

Most empirical studies contain additional covariates that should be controlled for. In this section, I extend the results presented in Section 1.4 to allow for this possibility.

I consider cases of both partially linear and nonparametric models. For brevity, I will only consider the results concerning size properties of the test. The power properties of the test can be obtained using the arguments closely related to those used in Theorems 2, 3, and 4.

1.6.1 Partially Linear Model

In this model, additional covariates enter the regression function as additively separable linear form. In other words, the model is given by

$$Y_i = f(X_i) + Z_i^T \beta + \epsilon_i, \quad i = 1, 2, 3, ...$$

where $\{Y_i, X_i, \epsilon_i\}$ are defined as in the Introduction, $\{Z_i\} \subset \mathbb{R}^d$ is a sequence of nonstochastic additional covariates, and $\beta \in \mathbb{R}^d$ is a vector of coefficients. As above, the problem is to test the null hypothesis, $\mathcal{H}_0$, that $f(x)$ is nondecreasing against the alternative, $\mathcal{H}_a$, that there are $x_1$ and $x_2$ such that $x_1 < x_2$ but $f(x_1) > f(x_2)$.

An advantage of the partially linear model outlined above over the fully nonparametric model is that it does not suffer from the curse of dimensionality, which decreases the power of the test and may be a severe problem if the researcher has many additional covariates to control for. On the other hand, the partially linear
model does not allow for heterogeneous effects of the factor $X$, which might be restrictive in some applications. It should be taken into account that the test obtained for the partially linear model will be inconsistent if this model is misspecified.

Let me now describe the test. The idea behind the test is to estimate $\beta$ by $\hat{\beta}$ and to apply the methods described in section 1.3 for the dataset $\{X_i, Y_i - Z_i^T\beta\}$. More precisely, let $\hat{\beta}$ be a $\sqrt{n}$-consistent estimator of $\beta$. For example, one can take an estimator of $[99]$, which is

$$\hat{\beta} = \left( \sum_{i=1}^{n} \hat{Z}_i \hat{Z}_i^T \right)^{-1} \left( \sum_{i=1}^{n} \hat{Z}_i \hat{Y}_i \right)$$

where $\hat{Z}_i = Z_i - \hat{E}[Z|X = X_i]$, $\hat{Y}_i = Y_i - \hat{E}[Y|X = X_i]$, and $\hat{E}[Z|X = X_i]$ and $\hat{E}[Y|X = X_i]$ are nonparametric estimators of $E[Z|X = X_i]$ and $E[Y|X = X_i]$ respectively; see discussion in [62] for a set of regularity conditions underlying $\sqrt{n}$-consistency of this estimator. Define $\hat{Y}_i = Y_i - Z_i^T \hat{\beta}$, and let the test statistic be $T = T(\{X_i, \hat{Y}_i\}, \{\hat{\sigma}_i\}, S_n)$ where estimators $\hat{\sigma}_i$ of $\sigma_i = (E[e_i^2])^{1/2}$ satisfy either $\hat{\sigma}_i = \hat{\varepsilon}_i = Y_i - \hat{f}(X_i) - Z_i^T \hat{\beta}$ (here $\hat{f}(X_i)$ is some estimator of $f(X_i)$, which is uniformly consistent over $i = 1, n$) or $\hat{\sigma}_i$ is some uniformly consistent estimator of $\sigma_i$. The critical value for the test is simulated by one of the methods (plug-in, one-step, or stepdown) described in Section 1.3 using the data $\{X_i, \hat{Y}_i\}$, estimators $\{\hat{\sigma}_i\}$, and the set of weighting functions $S_n$. As in Section 1.3, let $c_{1-\alpha}^P$, $c_{1-\alpha}^O$, and $c_{1-\alpha}^S$ denote the plug-in, one-step, and stepdown critical values correspondingly.

Let $C_9 > 0$ be some constant. To obtain results for partially linear models, I will impose the following condition.

**A11.** (i) $\|Z_i\| \leq C_9$ for all $i = 1, n$, (ii) $\|\hat{\beta} - \beta\| = O_p(n^{-1/2})$, and (iii) uniformly over all $s \in S_n$, $\sum_{1 \leq i, j \leq n} Q(X_i, X_j, s)/V(s)^{1/2} = o(\sqrt{n}/\log p)$.

Let $\mathcal{M}_{PL}$ denote any set of models in $\mathcal{M}$ such that A11 is satisfied uniformly over $\mathcal{M}_{PL}$. It follows from the proof of Lemma 3 that Assumption A11-iii is satisfied if $S_n$ consists of kernel weighting functions as long as $h_{\max}$ satisfies $h_{\max} = o(1/\log p)$. The size properties of the test are given in the following theorem.
Theorem 6. Let \( P = PI, OS, \) or \( SD \). Let \( \mathcal{M}_{PL,0} \) denote the set of all models \( M \in \mathcal{M}_{PL,0} \) satisfying \( \mathcal{H}_0 \). Then

\[
\inf_{M \in \mathcal{M}_{PL,0}} P_M(T \leq c_{1-\alpha}^P) \geq 1 - \alpha + o(1) \text{ as } n \to \infty.
\]

In addition, let \( \mathcal{M}_{PL,00} \) denote the set of all models \( M \in \mathcal{M}_{PL,0} \) such that \( f = C \) for some constant \( C \). Then

\[
\sup_{M \in \mathcal{M}_{PL,00}} P_M(T \leq c_{1-\alpha}^P) = 1 - \alpha + o(1) \text{ as } n \to \infty.
\]

1.6.2 Nonparametric Model

In this subsection, I do not assume that the regression function is separably additive in additional covariates. Instead, I assume that the regression function has a general nonparametric form, and so the model is given by

\[ Y_i = f(X_i, Z_i) + \varepsilon_i, \quad i = 1, 2, 3, \ldots \]

where \( \{X_i, Z_i\} \) is a sequence of \( 1 + d \) vectors of nonstochastic covariates, \( \{Y_i\} \) is a sequence of scalar dependent random variables, and \( \{\varepsilon_i\} \) is a sequence of unobservable scalar random variables satisfying \( E[\varepsilon_i] = 0 \) for all \( i = 1, \ldots, n \).

Let \( S_z \) be some subset of \( \mathbb{R}^d \). The null hypothesis, \( \mathcal{H}_0 \), to be tested is that for any \( x_1, x_2 \in \mathbb{R} \) and \( z \in S_z \), \( f(x_1, z) \leq f(x_2, z) \) whenever \( x_1 \leq x_2 \). The alternative, \( \mathcal{H}_a \), is that there are \( x_1, x_2 \in \mathbb{R} \) and \( z \in S_z \) such that \( x_1 \leq x_2 \) but \( f(x_1, z) > f(x_2, z) \).

The choice of the set \( S_z \) is up to the researcher and has to be made depending on theoretical considerations. For example, if \( S_z = \mathbb{R}^d \), then \( \mathcal{H}_0 \) means that the function \( f \) is increasing in the first argument for any given value of the second argument. If the researcher is interested in one particular value, say, \( z_0 \), then she can set \( S_z = z_0 \), which will mean that under \( \mathcal{H}_0 \), the function \( f \) is increasing in the first argument when the second argument equals \( z_0 \).

The advantage of the nonparametric model studied in this subsection is that it is
fully flexible and, in particular, allows for heterogeneous effects of $X$ on $Y$. On the other hand, the nonparametric model suffers from the curse of dimensionality and may result in tests with low power if the researcher has many additional covariates. In this case, it might be better to consider the partially linear model studied above.

To define the test statistic, let $S_n$ and $Q(\cdot, \cdot, s)$ be the same as in Section 1.3. Then define

$$\hat{S}_n = \{(s, z) : s \in S_n, z = Z_i \text{ for some } i = 1, n \text{ such that } Z_i \in S_z\},$$

and for $\bar{s} = (s, z) \in \hat{S}_n$, let

$$b(\bar{s}) = (1/2) \sum_{1 \leq i, j \leq n} (Y_i - Y_j)\text{sign}(X_j - X_i)\bar{Q}(X_i, Z_i, X_j, Z_j, \bar{s})$$

be a test function where

$$\bar{Q}(X_i, Z_i, X_j, Z_j, \bar{s}) = Q(X_i, X_j, s)\bar{K}\left(\frac{Z_i - z}{\bar{h}(\bar{s})}\right)\bar{K}\left(\frac{Z_j - z}{\bar{h}(\bar{s})}\right),$$

$\bar{K} : \mathbb{R}^d \to \mathbb{R}$ is some positive compactly supported auxiliary kernel function, and $\bar{h}(\bar{s})$, $\bar{s} \in \hat{S}_n$, are auxiliary bandwidth values. Intuitively, $\bar{Q}$ is a local-in-$z$ version of the weighting function $Q$. It is important here that the auxiliary bandwidth value $\bar{h}(\bar{s})$ depends on $\bar{s}$. For example, if kernel weighting functions are used, so that $\bar{s} = (x, h, z)$, then one has to choose $\bar{h} = \bar{h}(\bar{s})$ so that $nh\bar{h}^d \to \infty$ and $nh\bar{h}^{d+2} \to 0$ polynomially fast uniformly over $\bar{s} \in \hat{S}_n$; see discussion after the statement of Assumption A12.

The variance of $b(\bar{s})$ is given by

$$V(\bar{s}) = \sum_{1 \leq i \leq n} \sigma_i^2 \left(\sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)\bar{Q}(X_i, Z_i, X_j, Z_j, \bar{s})\right)^2,$$

and the estimated variance is

$$\hat{V}(\bar{s}) = \sum_{1 \leq i \leq n} \hat{\sigma}_i^2 \left(\sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)\bar{Q}(X_i, Z_i, X_j, Z_j, \bar{s})\right)^2.$$
Then the test statistic is

$$T = \max_{s \in \mathcal{S}_n} \frac{b(s)}{\sqrt{V(s)}}$$

Large values of $T$ indicate that $H_0$ is violated. The critical value for the test can be calculated using any of the methods described in Section 1.3 with the only difference being that now $\mathcal{Q}$, $\bar{s}$ and $\mathcal{S}_n$ should be used instead of $Q$, $s$ and $\mathcal{S}_n$, and the selection procedures choose subsets of $\mathcal{S}_n$ instead of $\mathcal{S}_n$. Let $c^{PL}_{1-\alpha}$, $c^{OS}_{1-\alpha}$, and $c^{SD}_{1-\alpha}$ denote the plug-in, one-step, and stepdown critical values correspondingly. In addition, let

$$\tilde{A}_n = \max_{s \in \mathcal{S}_n} \max_{1 \leq i \leq n} \left| \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i) \mathcal{Q}(X_i, Z_i, X_j, Z_j, \bar{s})/(V(\bar{s}))^{1/2} \right|,$$

be a sensitivity parameter. Finally, let $\bar{p} = |\mathcal{S}_n|$, the number of elements in the set $\mathcal{S}_n$. Clearly, $\bar{p} \leq pn$ where $p = |\mathcal{S}_n|$.

Let $C_{10}$ be some positive constant. To prove results concerning multivariate non-parametric model, I will impose the following condition.

**A 12.** (i) $P(|e_i| > u) \leq \exp(-u/C_{10})$ for all $u \geq 0$ and $\sigma_i \geq C_2$ for all $i = 1, n$, (ii) $\bar{A}_n(\log(pn))^{1/2} = o(1)$, (iii) $\bar{h}(\bar{s}) \sum_{1 \leq i, j \leq n} \mathcal{Q}(X_i, Z_i, X_j, Z_j, \bar{s})/(V(\bar{s}))^{1/2} = o(1/\sqrt{\log \bar{p}})$ uniformly over $\bar{s} \in \mathcal{S}_n$, and (iv) the regression function $f$ has uniformly bounded first order partial derivatives.

Condition (i) of this assumption imposes that $e_i$'s have sub-exponential tails, which is stronger than Assumption A1. It holds, for example, if $e_i$'s have normal distribution. Condition (iv) is a smoothness assumption. Conditions (ii) and (iii) are of high level. To give more primitive conditions, assume that $\mathcal{S}_n$ consists of kernel weighting functions so that $\bar{s} = (s, z) = (x, h, z)$ and $\log \bar{p} \leq C \log n$. Let $\mathcal{S}_{n,h} = \{(h, \bar{h}) : \bar{h} = h(x, h, z) \text{ for some } x \text{ and } z \text{ such that } (x, h, z) \in \mathcal{S}_n\}$. Then typically $\tilde{A}_n \leq C \max_{(h, \bar{h}) \in \mathcal{S}_{n,h}} 1/(nh\bar{h}^d)^{1/2}$ and $\sum_{1 \leq i, j \leq n} \mathcal{Q}(X_i, Z_i, X_j, Z_j, \bar{s})/(V(\bar{s}))^{1/2} \leq C(nh\bar{h}^d)^{1/2}$. Therefore, conditions (ii) and (iii) hold if $nh\bar{h}^d \rightarrow \infty$ and $nh\bar{h}^{d+2} \rightarrow 0$ polynomially fast uniformly over $(h, \bar{h}) \in \mathcal{S}_{n,h}$.

The key difference between the multivariate case studied in this section and univariate case studied in Section 1.4 is that now it is not necessarily the case that
\( \text{E}[b(\hat{z})] \leq 0 \text{ under } H_0. \) The reason is that the values \( f(x_1, z_1) \) and \( f(x_2, z_2) \) are non-comparable unless \( z_1 = z_2. \) This yields a bias term in the test statistic. Conditions (iii) and (iv) of Assumption A12 ensure that this bias is asymptotically negligible relative to the concentration rate of the test statistic. The difficulty, however, is that condition (iii) is inconsistent with \( n\tilde{A}_n^4(\log \tilde{p})^7 \to 0 \) imposed in Assumption A5 (where I replaced \( A_n \) and \( p \) by their multivariate analogs \( \tilde{A}_n \) and \( \tilde{p} \)). Indeed, condition \( n\tilde{A}_n^4(\log \tilde{p})^7 \to 0 \) requires \( nh^{2}\tilde{h}^{2d} \to \infty, \) and so it contradicts to \( nh\tilde{h}^{d+2} \to 0 \) (if \( d \geq 2 \)), which follows from condition (iii) of A12. To deal with this problem, I impose more stringent moment condition A12-i than that used in Section 1.4, A1. This allows me to apply a powerful method developed in [33] and replace \( n\tilde{A}_n^4(\log \tilde{p})^7 \to 0 \) by \( \tilde{A}_n(\log \tilde{p})^{7/2} = o(1); \) see Assumption A12-ii.

Let \( \mathcal{M}_{NP} \) denote any set of models such that uniformly over \( \mathcal{M}_{NP} \) the following assumptions hold: A4 with \( s \) and \( S_n \) replaced by \( \bar{s} \) and \( \bar{S}_n \), A12, either (A2 with \( \hat{f}(X_i) \) and \( f(X_i) \) replaced by \( \hat{f}(X_i, Z_i) \) and \( f(X_i, Z_i) \) and \( \log \tilde{p} = o(n^{s1/\alpha}) \)) or (A3 and \( \log \tilde{p} = o(n^{s2/\alpha}) \)). The following theorem shows that the test in a multivariate nonparametric model controls asymptotic size.

**Theorem 7.** Let \( P = PI, OS, \) or SD. Let \( \mathcal{M}_{NP,0} \) denote the set of all models \( M \in \mathcal{M}_{NP} \) satisfying \( H_0. \) Then

\[
\inf_{M \in \mathcal{M}_{NP,0}} P_M(T \leq c_{1-\alpha}^P) \geq 1 - \alpha + o(1) \text{ as } n \to \infty.
\]

In addition, let \( \mathcal{M}_{NP,00} \) denote the set of all models \( M \in \mathcal{M}_{NP,0} \) such that \( f \equiv C \) for some constant \( C. \) Then

\[
\sup_{M \in \mathcal{M}_{NP,00}} P_M(T \leq c_{1-\alpha}^P) = 1 - \alpha + o(1) \text{ as } n \to \infty.
\]

### 1.7 Monte Carlo Simulations

In this section, I provide results of a small simulation study. The aim of the simulation study is to shed some light on the size properties of the test in finite samples and to
compare its power with that of other tests developed in the literature. In particular, I consider the tests of [50] (GHJK), [49] (GSV), and [57] (HH).

I consider samples of size $n = 100, 200, \text{ and } 500$ with equidistant nonstochastic $X_i$'s on the $[-1, 1]$ interval, and regression functions of the form $f = c_1x - c_2\phi(c_3x)$ where $c_1, c_2, c_3 \geq 0$ and $\phi(\cdot)$ is the pdf of the standard normal distribution. I assume that $\{\varepsilon_i\}$ is a sequence of i.i.d. zero-mean random variables with standard deviation $\sigma$. Depending on the experiment, $\varepsilon_i$ has either normal or continuous uniform distribution. Four combinations of parameters are studied: (1) $c_1 = c_2 = c_3 = 0$ and $\sigma = 0.05$; (2) $c_1 = c_3 = 1$, $c_2 = 4$, and $\sigma = 0.05$; (3) $c_1 = 1$, $c_2 = 1.2$, $c_3 = 5$, and $\sigma = 0.05$; (4) $c_1 = 1$, $c_2 = 1.5$, $c_3 = 4$, and $\sigma = 0.1$. Cases 1 and 2 satisfy $H_0$ whereas cases 3 and 4 do not. In case 1, the regression function is flat corresponding to the maximum of the type I error. In case 2, the regression function is strictly increasing. Cases 3 and 4 give examples of the regression functions that are mostly increasing but violate $H_0$ in the small neighborhood near 0. All functions are plotted in figure 2. The parameters were chosen so that to have nontrivial rejection probability in most cases (that is, bounded from zero and from one).

Let me describe the tuning parameters for all tests that are used in the simulations. For the tests of GSV, GHJK, and HH, I tried to follow their instructions as closely as possible. For the test developed in this paper, I use kernel weighting functions with $k = 0$, $S_n = \{(x, h) : x \in \{X_1, \ldots, X_n\}, h \in H_n\}$, and the kernel $K(x) = 0.75(1 - x^2)$ for $x \in (-1; +1)$ and 0 otherwise. I use the set of bandwidth values $H_n = \{h_{\text{max}}u^l : h \geq h_{\text{min}}, l = 0, 1, 2, \ldots\}$, $u = 0.5$, $h_{\text{max}} = 1$, $h_{\text{min}} = 0.4h_{\text{max}}(\log n/n)^{1/3}$, and the truncation parameter $\gamma = 0.01$. For the test of GSV, I use the same kernel $K$ with the bandwidth value $h_n = n^{-1/5}$, which was suggested in their paper, and I consider their sup-statistic. For the test of GHJK, I use their run statistic maximized over $k \in \{10(j - 1) + 1 : j = 1, 2, \ldots 0.2n\}$ (see the original paper for the explanation of the notation). For the test of HH, local polynomial estimates are calculated over $r \in nH_n$ at every design point $X_i$. The set $nH_n$ is chosen so that to make the results comparable with those for the test developed in this paper. Finally, I consider two versions of the test developed in this paper depending on how $\sigma_i$ is estimated. More
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- $f_1(x), \sigma=0.05$
- $f_2(x), \sigma=0.05$
- $f_3(x), \sigma=0.05$
- $f_4(x), \sigma=0.1$
precisely, I consider the test with \( \sigma_i \) estimated by the Rice's method (see equation (1.6)), which I refer to in the table below as CS (consistent sigma), and the test with \( \hat{\sigma}_i = \hat{\varepsilon}_i \) where \( \hat{\varepsilon}_i \) is obtained as the residual from estimating \( f \) using the series method with polynomials of order 5, 6 and 8 whenever the sample size \( n \), is 100, 200, and 500 respectively, which I refer to in the table below as IS (inconsistent sigma).

The rejection probabilities corresponding to nominal size \( \alpha = 0.1 \) for all tests are presented in table 1. The results are based on 1000 simulations with 500 bootstrap repetitions in all cases excluding the test of GSV where the asymptotic critical value is used.

The results of the simulations can be summarized as follows. First, the results for normal and uniform disturbances are rather similar. The test developed in this paper with \( \sigma_i \) estimated using the Rice's method maintains the required size quite well (given the nonparametric structure of the problem) and yields size comparable with that of the GSV, GHJK, and HH tests. On the other hand, the test with \( \hat{\sigma}_i = \hat{\varepsilon}_i \) does pretty well in terms of size only when the sample size is as large as 500. When the null hypothesis does not hold, the CS test with the stepdown critical value yields the highest proportion of rejections in all cases. Moreover, in case 3 with the sample size \( n = 200 \), this test has much higher power than that of GSV, GHJK, and HH. The CS test also has higher power than that of the IS test. Finally, the table shows that the one-step critical value gives a notable improvement in terms of power in comparison with plug-in critical value. For example, in case 3 with the sample size \( n = 200 \), the one-step critical value gives additional 190 rejections out 1000 simulations in comparison with the plug-in critical value for the CS test and additional 325 rejections for the IS test. On the other hand, the stepdown approach gives only minor improvements over the one-step approach. Overall, the results of the simulations are consistent with the theoretical findings in this paper. In particular, selection procedures yielding one-step and stepdown critical values improve power with no size distortions. Additional simulation results are presented in the supplementary Appendix.
Table 1.1: Results of Monte Carlo Experiments

<table>
<thead>
<tr>
<th>N</th>
<th>C</th>
<th>Sample</th>
<th>Proportion of Rejections for</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>GSV</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.118</td>
<td>0.078</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0.091</td>
<td>0.051</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>0.086</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Nominal Size is 0.1. N and C in the heading refer to “Noise” and “Case”, respectively. GSV, GHJK, and HH stand for the tests of [49], [50], and [57] respectively. CS-PI, CS-OS, and CS-SD refer to the test developed in this paper with \( \sigma_i \) estimated using Rice’s formula and plug-in, one-step, and stepdown critical values respectively. Finally, IS-PI, IS-OS, and IS-SD refer to the test developed in this paper with \( \sigma_i \) estimated by \( \hat{\sigma}_i = \hat{e}_i \) and plug-in, one-step, and stepdown critical values respectively.
1.8 Empirical Application

In this section, I review the arguments of [44] on how strategic entry deterrence might yield a nonmonotone relation between market size and investment in the pharmaceutical industry and then apply the testing procedures developed in this paper to their dataset. I start with describing their theory. Then I provide the details of the dataset. Finally, I present the results.

In the pharmaceutical industry, incumbents whose patents are about to expire can use investments strategically to prevent generic entries after the expiration of the patent. In order to understand how this strategic entry deterrence influences the relation between market size and investment levels, [44] developed two models for an incumbent's investment. In the first model, potential entrants do not observe the incumbent's investment but they do in the second one. So, a strategic entry deterrence motive is absent in the former model but is present in the latter one. Therefore, the difference in incumbent's investment between two models is explained by the strategic entry deterrence. Ellison and Ellison showed that in the former model, the investment-market size relation is determined by a combination of direct and competition effects. The direct effect is positive if increasing the market size (holding entry probabilities fixed) raises the marginal benefit from the investment more than it raises the marginal cost of the investment. The competition effect is positive if the marginal benefit of the investment is larger when the incumbent is engaged in duopoly competition than it is when the incumbent is a monopolist. The equilibrium investment is increasing in market size if and only if the sum of two effects is positive. Therefore, a sufficient condition for the monotonicity of investment-market size relation is that both effects are of the same sign. In the latter model, there is also a strategic entry deterrence effect. The authors noted that this effect should be relatively less important in small and large markets than it is in markets of intermediate size. In small markets, there are not enough profits for potential entrants, and there is no need to prevent entry. In large markets, profits are so large that no reasonable investment levels will be enough

---

6An interested reader can find a more detailed discussion in the original paper.
to prevent entries. As a result, strategic entry deterrence might yield a nonmonotonic relation between market size and investment no matter whether the relation in the model with no strategic entry deterrence is increasing or decreasing.

Ellison and Ellison studied three types of investment: detail advertising, journal advertising, and presentation proliferation. Detail advertising, measured as per-consumer expenditures, refers to sending representatives to doctors’ offices. Since both revenues and cost of detail advertising are likely to be linear in the market size, it can be shown that the direct effect for detail advertising is zero. The competition effect is likely to be negative because detail advertising will benefit competitors as well. Therefore, it is expected that detail advertising is a decreasing function of the market size in the absence of strategic distortions. Strategic entry deterrence should decrease detail advertising for markets of intermediate size. Journal advertising is the placement of advertisements in medical journals. Journal advertising is also measured as per-consumer expenditures. The competition effect for journal advertising is expected to be negative for the same reason as for detail advertising. The direct effect, however, may be positive because the cost per potential patient is probably a decreasing function of the market size. Opposite directions of these effects make journal advertising less attractive for detecting strategic entry deterrence in comparison with detail advertising. Nevertheless, following the original paper, I assume that journal advertising is a decreasing function of the market size in the absence of strategic distortions. Presentation proliferation is selling a drug in many different forms. Since the benefits of introducing a new form is approximately proportional to the market size while the costs can be regarded as fixed, the direct effect for presentation proliferation should be positive. In addition, the competition effect is also likely to be positive because it creates a monopolistic niche for the incumbent. Therefore, presentation proliferation should be positively related to market size in the absence of strategic distortions.

The dataset consists of 63 chemical compounds, sold under 71 different brand names. All of these drugs lost their patent exclusivity between 1986 and 1992. There are four variables in the dataset: average revenue for each drug over three years before
the patent expiration (this measure should be regarded as a proxy for market size), average costs of detail and journal advertising over the same time span as revenues, and a Herfindahl-style measure of the degree to which revenues are concentrated in a small number of presentations (this measure should be regarded as the inverse of presentation proliferation meaning that higher values of the measure indicate lower presentation proliferation).

Clearly, the results will depend on how I define both dependent and independent variables for the test. Following the strategy adopted in the original paper, I use log of revenues as the independent variable in all cases, and the ratio of advertising costs to revenues for detail and journal advertising and the Herfindahl-style measure for presentation proliferation as the dependent variable. The null hypothesis is that the corresponding conditional mean function is decreasing. 7

I consider the test with kernel weighting functions with \( k = 0 \) or \( 1 \) and the kernel \( K(x) = 0.75(1-x^2) \) for \( x \in (-1, 1) \) and 0 otherwise. I use the set of bandwidth values \( H_n = \{0.5, 1\} \) and the set of weighting functions \( S_n = \{(x, h) : x \in \{X_1, \ldots, X_n\}, h \in H_n\} \). Implementing the test requires estimating \( \sigma_i^2 \) for all \( i = 1, \ldots, n \). Since the test based on Rice's method outperformed that with \( \hat{\sigma}_i^2 = \hat{\epsilon}_i \) in the Monte Carlo simulations, I use this method in the benchmark procedure. I also check robustness of the results using the following two-step procedure. First, I obtain residuals of the OLS regression of \( Y \) on a set of transformations of \( X \). In particular, I use polynomials in \( X \) up to the third degree (cubic polynomial). Second, squared residuals are projected onto the same polynomial in \( X \) using the OLS regression again. The resulting projections are estimators \( \hat{\sigma}_i^2 \) of \( \sigma_i^2 \), \( i = 1, \ldots, n \).

The results of the test are presented in table 2. The table shows the p-value of the test for each type of investment and each method of estimating \( \sigma_i^2 \). In the table, method 1 corresponds to estimating \( \sigma_i^2 \) using Rice's formula, and methods 2, 3, and 4

---

7 In the original paper, [44] test the null hypothesis consisting of the union of monotonically increasing and monotonically decreasing regression functions. The motivation for this modification is that increasing regression functions contradict the theory developed in the paper and, hence, should not be considered as evidence of the existence of strategic entry deterrence. On the other hand, increasing regression functions might arise if the strategic entry deterrence effect outweighs direct and competition effects even in small and large markets, which could be considered as extreme evidence of the existence of strategic entry deterrence.
Table 1.2: Incumbent Behavior versus Market Size: Monotonicity Test p-value

<table>
<thead>
<tr>
<th>Method</th>
<th>Detail Advertising</th>
<th>Journal Advertising</th>
<th>Presentation Proliferation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k=0</td>
<td>k=1</td>
<td>k=0</td>
</tr>
<tr>
<td>1</td>
<td>.120</td>
<td>.111</td>
<td>.056</td>
</tr>
<tr>
<td>2</td>
<td>.246</td>
<td>.242</td>
<td>.088</td>
</tr>
<tr>
<td>3</td>
<td>.239</td>
<td>.191</td>
<td>.099</td>
</tr>
<tr>
<td>4</td>
<td>.301</td>
<td>.238</td>
<td>.098</td>
</tr>
</tbody>
</table>

are based on polynomials of first, second, and third degrees respectively. Note that all methods yield similar numbers, which reassures the robustness of the results. All the methods with $k = 0$ reject the null hypothesis that journal advertising is decreasing in market size with 10% confidence level. This may be regarded as evidence that pharmaceutical companies use strategic investment in the form of journal advertising to deter generic entries. On the other hand, recall that direct and competition effects probably have different signs for journal advertising, and so rejecting the null may also be due to the fact that the direct effect dominates for some values of market size. In addition, the test with $k = 1$ does not reject the null hypothesis that journal advertising is decreasing in market size at the 10% confidence level, no matter how $\sigma_i$ are estimated. No method rejects the null hypothesis in the case of detail advertising and presentation proliferation. This may be (1) because firms do not use these types of investment for strategic entry deterrence, (2) because the strategic effect is too weak to yield nonmonotonicity, or (3) because the sample size is not large enough. Overall, the results are consistent with those presented in [44].

1.9 Conclusion

In this paper, I have developed a general framework for testing monotonicity of a non-parametric regression function, and have given a broad class of new tests. A general test statistic uses many different weighting functions so that an approximately optimal weighting function is determined automatically. In this sense, the test adapts to the properties of the model. I have also obtained new methods to simulate the critical
values for these tests. These are based on selection procedures. The procedures are used to estimate what counterparts of the test statistic should be used in simulating the critical value. They are constructed so that no violation of the asymptotic size occurs. Finally, I have given tests suitable for models with multiple covariates for the first time in the literature.

The new methods have numerous applications in economics. In particular, they can be applied to test qualitative predictions of comparative statics analysis including those derived via robust comparative statics. In addition, they are useful for evaluating monotonicity assumptions, which are often imposed in economic and econometric models, and for classifying economic objects in those cases where classification includes the concept of monotonicity (for example, normal/inferior and luxury/necessity goods). Finally, these methods can be used to detect strategic behavior of economic agents that might cause nonmonotonicity in otherwise monotone relations.

The attractive properties of the new tests are demonstrated via Monte Carlo simulations. In particular, it is shown that the rejection probability of the new tests greatly exceeds that of other tests for some simulation designs. In addition, I applied the tests developed in this paper to study entry deterrence effects in the pharmaceutical industry using the dataset of [44]. I showed that the investment in the form of journal advertising seems to be used by incumbents in order to prevent generic entries after the expiration of patents. The evidence is rather weak, though.

1.10 Appendix A. Implementation Details

In this section, I provide detailed step-by-step instructions for implementing plug-in, one-step, and stepdown critical values. The instructions are given for constructing a test of level $\alpha$. In all cases, let $B$ be a large integer denoting the number of bootstrap repetitions, and let $\{\epsilon_{i,b}\}_{i=1, b=1}^{nB}$ be a set of independent $N(0, 1)$ random variables. For one-step and stepdown critical values, let $\gamma$ denote the truncation probability, which should be small relative to $\alpha$. 
1.10.1 Plug-in Approach

1. For each \( b = 1, B \) and \( i = 1, n \), calculate \( Y_{i,b}^* = \hat{\sigma}_i \epsilon_{i,b} \).

2. For each \( b = 1, B \), calculate the value \( T_b^* \) of the test statistic using the sample \( \{X_i, Y_{i,b}^*\}_{i=1}^n \).

3. Define the plug-in critical value, \( c_{1-\alpha}^{PI} \), as the \((1 - \alpha)\) sample quantile of \( \{T_b^*\}_{b=1}^B \).

1.10.2 One-Step Approach

1. For each \( b = 1, B \) and \( i = 1, n \), calculate \( Y_{i,b}^* = \hat{\sigma}_i \epsilon_{i,b} \).

2. Using the plug-in approach, simulate \( c_{1-\gamma}^{PI} \).

3. Define \( S_{n}^{OS} \) as the set of values \( s \in S_n \) such that \( b(s)/\sqrt{(\tilde{V}(s))} > -2c_{1-\gamma}^{PI} \).

4. For each \( b = 1, B \), calculate the value \( T_b^* \) of the test statistic using the sample \( \{X_i, Y_{i,b}^*\}_{i=1}^n \) and taking maximum only over \( S_{n}^{OS} \) instead of \( S_n \).

5. Define the one-step critical value, \( c_{1-\alpha}^{OS} \), as the \((1 - \alpha)\) sample quantile of \( \{T_b^*\}_{b=1}^B \).

1.10.3 Stepdown Approach

1. For each \( b = 1, B \) and \( i = 1, n \), calculate \( Y_{i,b}^* = \hat{\sigma}_i \epsilon_{i,b} \).

2. Using the plug-in and one-step approaches, simulate \( c_{1-\gamma}^{PI} \) and \( c_{1-\gamma}^{OS} \), respectively.

3. Denote \( S_{n}^{0} = S_{n}^{OS} \), \( c^0 = c_{1-\gamma}^{OS} \), and set \( l = 0 \).

4. For given value of \( l \geq 0 \), define \( S_{n}^{l+1} \) as the set of values \( s \in S_{n}^{l} \) such that \( b(s)/\sqrt{(\tilde{V}(s))} > -c_{1-\gamma}^{PI} - c^l \).

5. For each \( b = 1, B \), calculate the value \( T_b^* \) of the test statistic using the sample \( \{X_i, Y_{i,b}^*\}_{i=1}^n \) and taking the maximum only over \( S_{n}^{l+1} \) instead of \( S_n \).

6. Define \( c^{l+1} \), as the \((1 - \gamma)\) sample quantile of \( \{T_b^*\}_{b=1}^B \).

7. If \( S_{n}^{l+1} = S_{n}^{l} \), then go to step (8). Otherwise, set \( l = l + 1 \) and go to step (4).
8. For each \( b = \frac{1}{B} \), calculate the value \( T_b^* \) of the test statistic using the sample \( \{X_i, Y_i^*\}_{i=1}^{n} \) and taking the maximum only over \( S^l \) instead of \( S_n \).

9. Define \( c_{1-\alpha}^{SD} \), as the \((1 - \alpha)\) sample quantile of \( \{T_b^*\}_{b=1}^{B} \).

### 1.11 Appendix B. Additional Notation

I will use the following additional notation in Appendices C and D. Recall that \( \{\epsilon_i\} \) is a sequence of independent \( N(0, 1) \) random variables that are independent of the data. Denote \( \epsilon_i = \sigma_i \epsilon_i \) and \( \tilde{\epsilon}_i = \tilde{\sigma}_i \epsilon_i \) for \( i = \overline{1, n} \). Let

\[
w_i(s) = \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s),
\]

\[
a_i(s) = w_i(s)/(V(s))^{1/2} \text{ and } \tilde{a}_i(s) = w_i(s)/(\tilde{V}(s))^{1/2},
\]

\[
c(s) = \sum_{1 \leq i \leq n} a_i(s)e_i, \text{ and } \tilde{c}(s) = \sum_{1 \leq i \leq n} \tilde{a}_i(s)e_i,
\]

\[
e(s) = \sum_{1 \leq i \leq n} a_i(s)e_i \text{ and } \tilde{e}(s) = \sum_{1 \leq i \leq n} \tilde{a}_i(s)e_i,
\]

\[
f(s) = \sum_{1 \leq i \leq n} a_i(s)f(X_i) \text{ and } \tilde{f}(s) = \sum_{1 \leq i \leq n} \tilde{a}_i(s)f(X_i).
\]

Note that \( T = \max_{s \in S_n} \sum_{1 \leq i \leq n} \tilde{a}_i(s)Y_i = \max_{s \in S_n}(\tilde{f}(s) + \tilde{e}(s)) \). In addition, for any \( S \subset S_n \), which may depend on the data, and all \( \eta \in (0, 1) \), let \( c_{\eta}^S \) denote the conditional \( \eta \) quantile of \( T^* = T(\{X_i, Y_i^*\}, \{\tilde{\sigma}_i\}, S) \) given \( \{\tilde{\sigma}_i\} \) and \( S \) where \( Y_i^* = \tilde{\sigma}_i \epsilon_i \) for \( i = \overline{1, n} \), and let \( c_{\eta}^{S,0} \) denote the conditional \( \eta \) quantile of \( T^* = T(\{X_i, Y_i^*\}, \{\sigma_i\}, S) \) given \( S \) where \( Y_i^* = \sigma_i \epsilon_i \) for \( i = \overline{1, n} \). Further, for \( \eta \leq 0 \), define \( c_{\eta}^S \) and \( c_{\eta}^{S,0} \) as \(-\infty\), and for \( \eta \geq 1 \), define \( c_{\eta}^S \) and \( c_{\eta}^{S,0} \) as \(+\infty\).

Moreover, denote \( V = \max_{s \in S_n}(V(s)/\tilde{V}(s))^{1/2} \). Let \( \{\psi_n\} \) be a sequence of positive numbers converging to zero sufficiently slowly so that (i) \( \log p/n^{\kappa_3} = o(\psi_n) \) (recall that by Assumption A5, \( \log p/n^{\kappa_3} = o(1) \), and so such a sequence exists), (ii) uniformly over \( S \subset S_n \) and \( \eta \in (0, 1) \), \( P(c_{\eta+\psi_n}^{S,0} < c_{\eta}^{S,0}) = o(1) \) and \( P(c_{\eta+\psi_n}^{S} < c_{\eta}^{S}) = o(1) \) (Lemma 8 establishes existence of such a sequence under Assumptions A1, A3, A4, and A5).
and Lemma 12 establishes existence under Assumptions A1, A2, A4, and A5). Let

\[ S_n^R = \{ s \in S_n : f(s) > -c_1^{-\gamma_n} \}. \]

For \( D = PI, OS, SD, R \), let \( c_\eta^D = c_{\eta}^{S,0} \) and \( c_\eta^{D,0} = c_{\eta}^{S,0} \) where \( S_n^P = S_n \). Note that \( c_{\eta}^{P,0} \) and \( c_{\eta}^{R,0} \) are nonstochastic.

Finally, I denote the space of \( k \)-times continuously differentiable functions on \( \mathbb{R} \) by \( \mathcal{C}^k(\mathbb{R}, \mathbb{R}) \). For \( g \in \mathcal{C}^k(\mathbb{R}, \mathbb{R}) \), the symbol \( g^{(r)} \) for \( r \leq k \) denotes the \( r \)th derivative of \( g \), and \( \| g^{(r)} \|_\infty = \sup_{t \in \mathbb{R}} |g^{(r)}(t)| \).

### 1.12 Appendix C. Proofs for section 1.4

In this Appendix, I first prove a sequence of auxiliary lemmas (subsection 3.5). Then I present the proofs of the theorems stated in section 1.4 (subsection 1.12.2).

#### 1.12.1 Auxiliary Lemmas

**Lemma 4.** \( E[\max_{s \in S_n} |e(s)|] \leq (\log p)^{1/2} \).

*Proof.* Note that by construction, \( e(s) \) is distributed as a \( N(0, 1) \) random variable, and \( |S_n| = p \). So, the result follows from lemma 2.2.2 in [111]. \( \square \)

**Lemma 5.** Uniformly over \( S \subset S_n \) and \( \Delta > 0 \), \( \sup_{t \in \mathbb{R}} P(\max_{s \in S} e(s) \in (t, t + \Delta)) \leq \Delta (\log p)^{1/2} \). In particular, for any \( (\eta, \delta) \in (0, 1)^2 \) and \( S \subset S_n \), \( c_{\eta+\delta}^{S,0} - c_{\eta}^{S,0} \geq C\delta/(\log p)^{1/2} \) for some constant \( C > 0 \).

*Proof.* The first claim follows by combining Lemma 4 in this paper and Theorem 3 in [34]. The second claim follows from the result in the first claim. \( \square \)

**Lemma 6.** There exists a constant \( C > 0 \) such that for all \( S \subset S_n \), \( \eta \in (0, 1) \), and \( t \in \mathbb{R} \),

\[ c_{\eta-C|t| \log p/(1-\eta)}^{S,0} \leq c_{\eta}^{S,0}(1+t) \leq c_{\eta+C|t| \log p/(1-\eta)}^{S,0}. \]
Proof. Recall that $c_{\eta}^{S,0}$ is the $\eta$ quantile of $\max_{s \in S} \varepsilon(s)$, and so combining Lemma 4 and Markov inequality shows that $c_{\eta}^{S,0} \leq (\log p)^{1/2}/(1 - \eta)$. Therefore, Lemma 32 gives

$$c_{\eta + C|t|\log p/(1-\eta)}^{S,0} - c_{\eta}^{S,0} \geq C|t|(\log p)^{1/2}/(1 - \eta) \geq |t|c_{\eta}^{S,0}$$

if $C > 0$ is sufficiently large. The lower bound follows similarly. \hfill \Box

Lemma 7. Under Assumptions A1 and A5, uniformly over $S \subset S_n$ and $\eta \in (0,1)$,

$$P(\max_{s \in S} \varepsilon(s) \leq c_{\eta}^{S,0}) = \eta + o(1) \text{ and } P(\max_{s \in S} (-\varepsilon(s)) \leq c_{\eta}^{S,0}) = \eta + o(1).$$

Proof. Note that $\sum_{1 \leq i \leq n} (a_i(s)\sigma_i)^2 = 1$. In addition, it follows from Assumption A1 that $\sigma_i \leq C$ uniformly over all $i = 1, n$. Therefore, under Assumption A5, the claim of the lemma follows by applying Corollary 2.3, case E.5 in [33]. \hfill \Box

Lemma 8. Under Assumptions A1, A3, A4, and A5, there exists a sequence $\{\psi_n\}$ of positive numbers converging to zero such that uniformly over $S \subset S_n$ and $\eta \in (0,1)$,

$$P(c_{\eta}^{S,0} < c_{\eta}^{S}) = o(1) \text{ and } P(c_{\eta+\psi_n}^{S} < c_{\eta}^{S,0}) = o(1).$$

Proof. Denote

$$T^S = \max_{s \in S} \hat{\varepsilon}(s) = \max_{s \in S} \sum_{1 \leq i \leq n} \hat{a}_i(s)\hat{\sigma}_i\hat{\varepsilon}_i \text{ and } T^{S,0} = \max_{s \in S} \varepsilon(s) = \max_{s \in S} \sum_{1 \leq i \leq n} a_i(s)\sigma_i\varepsilon_i.$$ 

Note that $c_{\eta}^{S}$ is the conditional $\eta$ quantile of $T^S$ given $\{\hat{\sigma}_i\}$ and $c_{\eta}^{S,0}$ is the unconditional $\eta$ quantile of $T^{S,0}$. In addition, denote

$$p_1 = \max_{s \in S} \max_{s \in S} \max_{s \in \hat{S}} |e(s)| \max_{s \in S} |1 - (V(s)/\hat{V}(s))^{1/2}|,$$

$$p_2 = \max_{s \in S} \left| \sum_{1 \leq i \leq n} a_i(s)(\hat{\sigma}_i - \sigma_i)\varepsilon_i \right| \max_{s \in S} (V(s)/\hat{V}(s))^{1/2}.$$ 

Then $|T^S - T^{S,0}| \leq p_1 + p_2$. Combining Lemma 4 and Assumption A4 gives

$$p_1 = o_p((\log p)^{1/2}n^{-\kappa_3}).$$
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Consider $p_2$. Conditional on $\{\hat{\sigma}_i\}$, $(\hat{\sigma}_i - \sigma_i)\epsilon_i$ is distributed as a $N(0, (\hat{\sigma}_i - \sigma_i)^2)$ random variable, and so applying the argument like that in Lemma 4 conditional on $\{\hat{\sigma}_i\}$ and using Assumptions A1 and A3 gives

$$
\max_{s \in S} \left| \sum_{1 \leq i \leq n} a_i(s)(\hat{\sigma}_i - \sigma_i)\epsilon_i \right| = o_p((\log p)^{1/2}n^{-\kappa_2}).
$$

Since $\max_{s \in S}(V(s)/\hat{V}(s))^{1/2} \to_p 1$ by assumption A4, this implies that

$$
p_2 = o_p((\log p)^{1/2}n^{-\kappa_2}).
$$

Therefore, $T^S - T^{S,0} = o_p((\log p)^{1/2}n^{-\kappa_2\wedge \kappa_3})$, and so there exists a sequence $\{\hat{\psi}_n\}$ of positive numbers converging to zero such that

$$
P(|T^S - T^{S,0}| > (\log p)^{1/2}n^{-\kappa_2\wedge \kappa_3}) = o(\hat{\psi}_n).
$$

Hence,

$$
P(P(|T^S - T^{S,0}| > (\log p)^{1/2}n^{-\kappa_2\wedge \kappa_3}|\{\hat{\sigma}_i\}) > \hat{\psi}_n) \to 0.
$$

Let $A_n$ denote the event that

$$
P(|T^S - T^{S,0}| > (\log p)^{1/2}n^{-\kappa_2\wedge \kappa_3}|\{\hat{\sigma}_i\}) \leq \hat{\psi}_n.
$$

I will take $\psi_n = \hat{\psi}_n + C(\log p)n^{-\kappa_2\wedge \kappa_3}$ for a constant $C$ that is larger than that in the statement of Lemma 32. By assumption A5, $\psi_n \to 0$. Then note that

$$
P(T^{S,0} \leq c^{S,0}_\eta|\{\hat{\sigma}_i\}) \geq \eta \text{ and } P(T^S \leq c^S_\eta|\{\hat{\sigma}_i\}) \geq \eta
$$

for any $\eta \in (0, 1)$. So, on $A_n$,

$$
\eta + \hat{\psi}_n \leq P(T^{S,0} \leq c^{S,0}_{\eta + \hat{\psi}_n}|\{\hat{\sigma}_i\})
\leq P(T^S \leq c^S_{\eta + \hat{\psi}_n} + (\log p)^{1/2}n^{-\kappa_2\wedge \kappa_3}|\{\hat{\sigma}_i\}) + \hat{\psi}_n
\leq P(T^S \leq c^S_{\eta + \psi}|\{\hat{\sigma}_i\}) + \hat{\psi}_n
$$
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where the last line uses Lemma 32. Therefore, on $A_n$, $c_{\eta}^S \leq c_{\eta+\psi_n}^{S,0}$, i.e. $P(c_{\eta+\psi_n}^{S,0} < c_{\eta}^S) = o(1)$. The second claim follows similarly.

Lemma 9. Let $c_{\eta}^{S,1}$ denote the conditional $\eta$ quantile of $T_{\eta}^{S,1} = \max_{s \in S} \sum_{1 \leq i \leq n} a_i(s) e_i e_i^T$ given $\{e_i\}$. Let Assumptions A1, A2, and A5 hold. Then there exists a sequence $\{\psi_n\}$ of positive numbers converging to zero such that $P(c_{\eta}^{S,0} < c_{\eta}^{S,1}) = o(1)$ and $P(c_{\eta+\psi_n}^{S,0} < c_{\eta}^{S,0}) = o(1)$ uniformly over $S \subset S_n$ and $\eta \in (0, 1)$.

Proof. I will invoke the following result recently obtained by [34].

Lemma 10. Let $Z^1$ and $Z^2$ be zero-mean Gaussian $p$-vectors with covariances $\Sigma^1$ and $\Sigma^2$ correspondingly. Then for any $g \in C^2(\mathbb{R}, \mathbb{R})$,

$$|E[g(\max_{1 \leq j \leq p} Z_j^1) - g(\max_{1 \leq j \leq p} Z_j^2)]| \leq \|g^{(2)}\|_\infty \Delta_{\Sigma}/2 + 2\|g^{(1)}\|_\infty \sqrt{2\Delta_{\Sigma} \log p}$$

where $\Delta_{\Sigma} = \max_{1 \leq j, k \leq p} |\Sigma_{jk}^1 - \Sigma_{jk}^2|$.

Proof. See Theorem 1 and following comments in [34].

Let $Z^1 = \{\sum_{1 \leq i \leq n} a_i(s)e_i e_i\}_{s \in S}$ and $Z^2 = \{\sum_{1 \leq i \leq n} a_i(s)\sigma_i e_i\}_{s \in S}$. Conditional on $\{e_i\}$, these are zero-mean Gaussian $p$-vectors with covariances $\Sigma^1$ and $\Sigma^2$ given by

$$\Sigma_{s1,s2}^1 = \sum_{1 \leq i \leq n} a_i(s_1)a_i(s_2)e_i^2$$

and

$$\Sigma_{s1,s2}^2 = \sum_{1 \leq i \leq n} a_i(s_1)a_i(s_2)\sigma_i^2$$

Let $\Delta_{\Sigma} = \max_{s1,s2 \in S} |\Sigma_{s1,s2}^1 - \Sigma_{s1,s2}^2|$. The following Lemma will be helpful.

Lemma 11. $(\log p)^2 \Delta_{\Sigma} = o_p(1)$.

Proof. Let $u = u_n = n^{1/4}$. Let $\bar{e}_i = e_i1\{|e_i| \leq u\}$, and let $\bar{\sigma}_i^2 = E[\bar{e}_i^2]$. It follows from assumption A1 that $P(\max_{1 \leq i \leq n} |\bar{e}_i - e_i| = 0) \rightarrow 1$. In addition,

$$0 \leq \sigma_i^2 - \bar{\sigma}_i^2 = E[\bar{e}_i^2 1\{|e_i| > u\}] \leq E[|e_i|^{4+\phi} 1\{|e_i| > u\}/u^{2+\phi}] \lesssim 1/u^{2+\phi}$$
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uniformly over $i = 1, n$, and so

\[
(\log p)^2 \left| \sum_{1 \leq i \leq n} a_i(s_1) a_i(s_2) (\sigma_i^2 - \tilde{\sigma}_i^2) \right| \lesssim (\log p)^2 \sum_{1 \leq i \leq n} |a_i(s_1) a_i(s_2)| / u^{2+\phi}
\]

\[
\lesssim (1) (\log p)^2 \sum_{1 \leq i \leq n} |a_i(s_1) a_i(s_2) \sigma_i^2| / u^{2+\phi}
\]

\[
\lesssim (2) (\log p)^2 \sqrt{\sum_{1 \leq i \leq n} a_i(s_1)^2 \sigma_i^2} \sum_{1 \leq i \leq n} a_i(s_2)^2 \sigma_i^2 / u^{2+\phi}
\]

\[
= (3) (\log p)^2 / u^{2+\phi} = (4) o(1)
\]

where (1) is by Assumption A1, (2) is by Holder inequality, (3) follows from the fact that $\sum_{1 \leq i \leq n} a_i(s)^2 \sigma_i^2 = 1$ by construction, and (4) is by Assumption A5. Therefore,

\[
(\log p)^2 \Delta_S = (\log p)^2 \max_{s_1, s_2 \in S} \left| \sum_{1 \leq i \leq n} a_i(s_1) a_i(s_2) (\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2) \right| + o(1).
\]

Note that $|a_i(s_1) a_i(s_2) (\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2)| \leq 2A_n^2 u^2$. In addition,

\[
E \left[ \sum_{1 \leq i \leq n} a_i(s_1)^2 a_i(s_2)^2 (\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2)^2 \right] \lesssim A_n^2
\]

uniformly over $s_1, s_2 \in S$ since $E[(\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2)^2] \leq E[\tilde{\sigma}_i^4] \leq E[\epsilon_i^4] \lesssim 1$ by Assumption A1. Hence, applying Bernstein inequality (see, for example, Lemma 2.2.9 in [111]) gives for some $C > 0$,

\[
P \left( (\log p)^2 \left| \sum_{1 \leq i \leq n} a_i(s_1) a_i(s_2) (\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2) \right| > t \right) \leq 2 \exp \left( - \frac{t^2}{C(\log p)^4 A_n^2 + C(\log p)^2 t A_n^2 u^2} \right)
\]

for any $t > 0$, and so by the union bound,

\[
P \left( \max_{s_1, s_2 \in S} (\log p)^2 \left| \sum_{1 \leq i \leq n} a_i(s_1) a_i(s_2) (\tilde{\sigma}_i^2 - \tilde{\sigma}_i^2) \right| > t \right) \leq 2 \exp \left( 2 \log p - \frac{t^2}{C(\log p)^4 A_n^2 + C(\log p)^2 t A_n^2 u^2} \right).
\]
The result follows because Assumption A5 implies that \( \log p = o(1/((\log p)^4 A_n^2)) \) (to verify it, note that \( n^{-1} \log p \rightarrow o(1) \) implies that \( n^{1/2} A_n^2 (\log p) = o(1) \) and \( \log p/n^{1/4} = o(1) \) implies that \( (\log p)/n^{1/4} = o(1) \); multiplying these equations gives \( A_n^2 (\log p)^3 = o(1) \) and \( \log p = o(1/((\log p)^2 A_n^2 u^2)) \), which follows from \( n A_n^2 (\log p)^7 = o(1) \). □

It follows from Lemma 11 that there exists a sequence \( \{\tilde{\psi}_n\} \) of positive numbers converging to zero such that

\[
(\log p)^2 \Delta_\Sigma = o_p(\tilde{\psi}_n^4). \tag{1.11}
\]

Let \( g \in C^2(\mathbb{R}, \mathbb{R}) \) be a function satisfying \( g(t) = 1 \) for \( t \leq 0 \), \( g(t) = 0 \) for \( t \geq 1 \), and \( g(t) \in [0, 1] \) for \( t \in [0, 1] \), and let \( g_n(t) = g((t - c_{S,0})/(c_{\eta+\tilde{\psi}_n}/2)) \). Then

\[
\|g_n^{(1)}\|_{\infty} \leq 1/((c_{S,0} - c_{\eta+\tilde{\psi}_n}/2) \lesssim (\log p)^{1/2}/\tilde{\psi}_n,
\]

\[
\|g_n^{(2)}\|_{\infty} \leq 1/((c_{S,0} - c_{\eta+\tilde{\psi}_n}/2)^2 \lesssim (\log p)/\tilde{\psi}_n^2.
\]

Applying Lemma 10 gives

\[
D_n = |E[g_n(\max_{s \in S} Z_s^1) - g_n(\max_{s \in S} Z_s^2)|\{\varepsilon_n\}]| \lesssim (\log p)\Delta_\Sigma/\tilde{\psi}_n^2 + (\log p)(\Delta_\Sigma)^{1/2}/\tilde{\psi}_n = o_p(\tilde{\psi}_n) \tag{1.12}
\]

by equation (1.11). Note that \( \max_{s \in S} Z_s^1 = T^{S,1} \) and, using the notation of the proof of Lemma 8, \( \max_{s \in S} Z_s^2 = T^{S,0} \). Then

\[
P(T^{S,1} \leq c_{\eta+\tilde{\psi}_n}/\varepsilon_n) \geq (1) E[g_n(T^{S,1})|\{\varepsilon_i\}] \geq (2) E[g_n(T^{S,0})|\{\varepsilon_i\}] - D_n \tag{1.13}
\]

\[
\geq (3) P(T^{S,0} \leq c_{\eta+\tilde{\psi}_n}/2)|\{\varepsilon_i\}] - D_n \geq (4) P(T^{S,0} \leq c_{\eta+\tilde{\psi}_n}/2) - D_n \geq \eta + \tilde{\psi}_n/2 - D_n \tag{1.14}
\]

where (1) and (3) are by construction of the function \( g_n \), (2) is by equation (1.12), and (4) is because \( T^{S,0} \) and \( c_{\eta+\tilde{\psi}_n}/2 \) are jointly independent of \( \{\varepsilon_i\} \). Finally, note that the right hand side of line (1.14) is bounded from below by \( \eta \) w.p.a.1. This implies
that \( P(c^{S,0}_{n+\psi_n} < c^{S,1}_\eta) = o(1) \), which is the first asserted claim. The second claim of the lemma follows similarly.

**Lemma 12.** Under Assumptions A1, A2, A4, and A5, there exists a sequence \( \{\psi_n\} \) of positive numbers converging to zero such that uniformly over \( S \subset S_n \) and \( \eta \in (0, 1) \), \( P(c^{S,0}_{\eta+\psi_n} < c^{S}_\eta) = o(1) \) and \( P(c^{S}_{\eta+\psi_n} < c^{S,0}_\eta) = o(1) \).\footnote{Note that Lemmas 8 and 12 provide the same results under two different methods for estimating \( \sigma_i \).}

**Proof.** Lemma 9 established that

\[
P(c^{S,0}_{\eta+\psi_n} < c^{S,1}_\eta) = o(1) \text{ and } P(c^{S,1}_{\eta+\psi_n} < c^{S,0}_\eta) = o(1).
\]

Therefore, it suffices to show that

\[
P(c^{S}_{\eta+\psi_n} < c^{S,1}_\eta) = o(1) \text{ and } P(c^{S,1}_{\eta+\psi_n} < c^{S}_\eta) = o(1).
\]

for some sequence \( \{\psi_n\} \) of positive numbers converging to zero. Denote

\[
p_1 = \max_{s \in S} \left| \sum_{1 \leq i \leq n} a_i(s) \varepsilon_i \varepsilon_i \right| \max_{s \in S} \left| 1 - (V(s)/\hat{V}(s))^{1/2} \right|,
\]

\[
p_2 = \max_{s \in S} \left| \sum_{1 \leq i \leq n} a_i(s)(\hat{\sigma}_i - \varepsilon_i) \varepsilon_i \right| \max_{s \in S} \left| V(s)/\hat{V}(s) \right|^{1/2}.
\]

Note that \( |T^{S} - T^{S,1}| \leq p_1 + p_2 \) and that by Lemmas 4 and 9, \( \max_{s \in S} \left| \sum_{1 \leq i \leq n} a_i(s) \varepsilon_i \varepsilon_i \right| = O_p((\log p)^{1/2}) \). Therefore, the result follows by the argument similar to that used in the proof of Lemma 8 since \( \hat{\sigma}_i - \varepsilon_i = a_p(n^{-\kappa_1}) \) by assumption A2.

**Lemma 13.** Let Assumptions A1, A4, and A5 hold. In addition, let either Assumption A2 or A3 hold. Then \( P(S^n_R \subset S^n_{SD}) \geq 1 - \gamma_n + o(1) \) and \( P(S^n_R \subset S^n_{DS}) \geq 1 - \gamma_n + o(1) \).

**Proof.** Suppose that \( S^n_R \setminus S^n_{SD} \neq \emptyset \). Then there exists the smallest integer \( l \) such that \( S^n_R \setminus S^n_l \neq \emptyset \) and \( S^n_R \subset S^n_{l-1} \) (if \( l = 1 \), let \( S^n_0 = S_n \)). Therefore, \( c^R_i - \gamma_n \leq c^{l-1}_i - \gamma_n \). It
follows that there exists an element $s$ of $S_n^R$ such that

$$f'(s) + \varepsilon(s) \leq -c_{1-\gamma_n}^{PI} - c_{1-\gamma_n}^{R} \leq -c_{1-\gamma_n}^{PI} - c_{1-\gamma_n}^{R},$$

and so

$$P(S_n \setminus S_n^{SD} \neq \emptyset) \leq P\left(\min_{s \in S_n^{R}} (f(s) + \varepsilon(s)) \leq -c_{1-\gamma_n}^{PI} - c_{1-\gamma_n}^{R}\right)$$

$$\leq (1) P\left(\min_{s \in S_n^{R}} (f(s) + \varepsilon(s)) \leq -c_{1-\gamma_n}^{PI} - c_{1-\gamma_n}^{R}\right)$$

$$\leq (2) P\left((\min_{s \in S_n^{R}} f(s) + \varepsilon(s)) \leq -c_{1-\gamma_n-\psi_n}^{PI,0} - c_{1-\gamma_n-\psi_n}^{R,0} + o(1)\right)$$

$$\leq (3) P\left((\min_{s \in S_n^{R}} \varepsilon(s) - c_{1-\gamma_n-\psi_n}^{PI,0}) \leq -c_{1-\gamma_n-\psi_n}^{PI,0} - c_{1-\gamma_n-\psi_n}^{R,0} + o(1)\right)$$

$$= (4) P\left(\max_{s \in S_n^{R}} (-\varepsilon(s)) \geq c_{1-\gamma_n-\psi_n}^{PI,0}(1/V - 1) + c_{1-\gamma_n-\psi_n}^{R,0}/V + o(1)\right)$$

$$\leq (5) P\left(\max_{s \in S_n^{R}} (-\varepsilon(s)) \geq c_{1-\gamma_n-\psi_n}^{R,0}/V - C(\log p)^{1/2} n^{-\kappa_3}/(\gamma_n + \psi_n) + o(1)\right)$$

$$\leq (6) P\left(\max_{s \in S_n^{R}} (-\varepsilon(s)) \geq c_{1-\gamma_n-\psi_n}^{R,0} - C(\log p)n^{-\kappa_3}/(\gamma_n + \psi_n) + o(1)\right)$$

$$\leq (7) \gamma_n + \psi_n + C(\log p)n^{-\kappa_3}/(\gamma_n + \psi_n) + o(1) = (8) \gamma_n + o(1)$$

where (1) follows from the definitions of $\hat{f}(s)$ and $\varepsilon(s)$, (2) is by the definition of $\psi_n$, (3) is by the definition of $S_n^R$, (4) is rearrangement, (5) is by Lemma 4 and Assumption A4, (6) is by Lemma 32, (7) is by Lemma 7, and (8) follows from the definition of $\psi_n$ again. The first asserted claim follows. The second claim follows from the fact that $S_n^{SD} \subseteq S_n^{DS}$. \hfill \Box

**Lemma 14.** Let Assumptions A1, A4, and A5 hold. In addition, let either Assumption A2 or A3 hold. Then $P(\max_{s \in S_n \setminus S_n^R}(\hat{f}(s) + \varepsilon(s)) \leq 0) \geq 1 - \gamma_n + o(1)$.

**Proof.** The result follows from

$$P(\max_{s \in S_n \setminus S_n^R}(\hat{f}(s) + \varepsilon(s)) \leq 0) = P(\max_{s \in S_n \setminus S_n^R}(f(s) + \varepsilon(s)) \leq 0)$$

$$\geq (1) P(\max_{s \in S_n \setminus S_n^R} \varepsilon(s) \leq c_{1-\gamma_n-\psi_n}^{PI,0})$$

$$\geq P(\max_{s \in S_n} \varepsilon(s) \leq c_{1-\gamma_n-\psi_n}^{PI,0}) = (2) 1 - \gamma_n - \psi_n + o(1) = (3) 1 - \gamma_n + o(1)$$
where (1) follows from the definition of $S_n^R$, (2) is by Lemma 7, and (3) is by the definition of $\psi_n$. □

1.12.2 Proofs of Theorems

Proof of Theorem 8. Note that

\[
\begin{align*}
\mathbb{P}(T \leq c_{1-\alpha}^P) &= \mathbb{P}(\max_{s \in S_n^R}(\hat{f}(s) + \varepsilon(s)) \leq c_{1-\alpha}^P) \\
\geq & (1) \mathbb{P}(\max_{s \in S_n^R}(\hat{f}(s) + \varepsilon(s)) \leq c_{1-\alpha}^P) - \gamma_n + o(1) \\
\geq & (2) \mathbb{P}(\max_{s \in S_n^R}(\hat{f}(s) + \varepsilon(s)) \leq c_{1-\alpha}^R) - 2\gamma_n + o(1) \\
\geq & (3) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha}^R) - 2\gamma_n + o(1) \\
\geq & (4) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{R,0}) - 2\gamma_n + o(1) \\
= & (5) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{R,0} / \mathcal{V}) - 2\gamma_n + o(1) \\
\geq & (6) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{R,0} (1 - n^{-\kappa_3}) - 2\gamma_n + o(1) \\
\geq & (7) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{R,0} - C(\log p) n^{-\kappa_3} / (\alpha + \psi_n)) - 2\gamma_n + o(1) \\
= & (8) 1 - \alpha - \psi_n - C(\log p) n^{-\kappa_3} / (\alpha + \psi_n) - 2\gamma_n + o(1) = (9) 1 - \alpha + o(1)
\end{align*}
\]

where (1) follows from Lemma 14, (2) is by Lemma 13, (3) is because under $\mathcal{H}_0$ $\hat{f}(s) \leq 0$, (4) follows from the definitions of $\varepsilon(s)$ and $\psi_n$, (5) is rearrangement, (6) is by Assumption A4, (7) is by Lemma 6, (8) is by Lemma 7, and (9) is by the definitions of $\psi_n$ and $\gamma_n$. The first asserted claim follows.

In addition, when $f$ is identically constant,

\[
\mathbb{P}(T \leq c_{1-\alpha}^P) = (1) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha}^P) \leq (2) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha}^{P,0}) + o(1) \\
\leq & (3) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{P,0}) + o(1) \leq (4) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{P,0} (1 - n^{-\kappa_3}) + o(1) \\
\leq & (5) \mathbb{P}(\max_{s \in S_n^R} \varepsilon(s) \leq c_{1-\alpha-\psi_n}^{P,0} - C(\log p) n^{-\kappa_3} / (\alpha - \psi_n)) + o(1) \leq (6) 1 - \alpha + o(1)
\]

where (1) follows from the fact that $\hat{f}(s) = 0$ whenever $f$ is identically constant, (2) follows from $S_n^P \subset S_n$, (3) is by the definition of $\psi_n$, (4) is by Assumption A4, (5) is
by Lemma 6, and (6) is from Lemma 7 and the definition of $\psi_n$. The second asserted claim follows.

**Proof of Theorem 2.** Suppose that $f(x_2) < f(x_1)$ for some $x_1, x_2 \in [s_1, s_r]$ satisfying $x_2 > x_1$. By the mean value theorem, there exists $x_0 \in (x_1, x_2)$ satisfying

$$f'(x_0)(x_2 - x_1) = f(x_2) - f(x_1) < 0.$$

Therefore, $f'(x_0) < 0$. Since $f'(-)$ is continuous, $f'(x) < f'(x_0)/2$ for any $x \in [x_0 - \Delta_x, x_0 + \Delta_x]$ for some $\Delta_x > 0$. Take $s = s_n \in S_n$ as in Assumption A7 applied to the interval $[x_0 - \Delta_x, x_0 + \Delta_x]$. By Assumptions A1 and A7-(ii), $V(s) \leq Cn^3$. In addition, combining Assumptions A6, A7-(i) and A7-(iii) gives

$$\sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq Cn^2$$

(1.15)

for some $C > 0$. Further, since $\sum_{1 \leq i \leq n} a_i(s)^2 \sigma_i^2 = 1$, Assumption A1 implies $A_n \geq C/n^{1/2}$ for some $C > 0$, and so Assumption A5 gives $\log p = o(n)$. Therefore,

$$P(T \leq c_{1-\alpha}^P) \leq (1) P(T \leq c_{1-\alpha}^{PL}) \leq (2) P(T \leq c_{1-\alpha+\psi_n}^{PL}) + o(1)$$

$$\leq (3) P(T \leq C(\log p)^{1/2}) + o(1) \leq (4) P(\hat{f}(s) + \hat{\varepsilon}(s) \leq C(\log p)^{1/2}) + o(1)$$

$$\leq (5) P(f(s) + \varepsilon(s) \leq C(\log p)^{1/2}(1 + n^{-\alpha})) + o(1)$$

$$\leq (6) P(f(s) + \varepsilon(s) \leq 2C(\log p)^{1/2}) + o(1)$$

$$\leq (7) P(\varepsilon(s) \leq 2C(\log p)^{1/2} - Cn^{1/2}) + o(1) \leq (8) P(\varepsilon(s) \leq -Cn^{1/2}) + o(1)$$

$$\leq (9) P(\max_{s \in S_n}(-\varepsilon(s)) \geq Cn^{1/2}) + o(1)$$

$$\leq (10) P(\max_{s \in S_n}(-\varepsilon(s)) \geq c_{1-C(\log p/n)^{1/2}}^{PL} + o(1)$$

$$\leq (11) C(\log p/n)^{1/2} + o(1) = o(1)$$

where (1) follows from $S_n^P \subset S_n^{PL}$, (2) is by the definition of $\psi_n$, (3) is by Lemma 4, (4) is since $T = \max_{s \in S_n}(\hat{f}(s) + \hat{\varepsilon}(s))$, (5) is by Assumption A4, (6) is obvious, (7) is by equation (1.15) and that $V(s) \leq Cn^3$, (8) follows from $\log p = o(n)$, (9) is obvious,
(10) is by Lemma 4 and Markov inequality, and (11) follows by Lemma 7. The result follows.

\[ \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq Cl_n n^2 \]
and condition \( \log p = o(n) \) replaced by \( \log p = o(l_n^2 n) \).

\[ \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq Cl_n h_n^{1+\beta/k}(nh)^2 \]
for some \( C > 0 \), and so \( f(s) \geq Cl_n h_n^{1+\beta/(nh)^2} \). From this point, since \( \log p = o(l_n^2 h_n^{2\beta+3} n) \), the argument like that used in the proof of Theorem 2 yields the result.

\[ \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq Cl_n h_n^{1+\beta/(2\beta+3)} \]
and condition \( \log p = o(n) \) replaced by \( \log p = o(l_n^2 n) \).

\[ \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq Cl_n n^2 \]
and condition \( \log p = o(n) \) replaced by \( \log p = o(l_n^2 n) \).

Proof of Theorem 4. Since \( \inf_{s \in [s_1, s_r]} f^{(1)}(x) < -l_n(\log p/n)^{\beta/(2\beta+3)} \), for sufficiently large \( n \), there exists an interval \([x_{n,1}, x_{n,2}] \subset [s_1, s_r]\) such that \( |x_{n,2} - x_{n,1}| = C_4 n \) and for all \( x \in [x_{n,1}, x_{n,2}] \), \( f^{(1)}(x) < -l_n(\log p/n)^{\beta/(2\beta+3)}/2 \). Take \( s = s_n \in S_n \) as in Assumption A9 applied to the interval \([x_{n,1}, x_{n,2}]\). By Assumptions A1, A8, and A9-(ii), \( V(s) \leq C(n h)^{3} h_n^{2k} \). In addition, combining Assumptions A8, A9-(i), and A9-(iii),

\[ \sum_{1 \leq i, j \leq n} (f(X_i) - f(X_j))\text{sign}(X_j - X_i)Q(X_i, X_j, s) \geq \ln Ch_n^{1+\beta/k}(nh)^2 \]
for some \( C > 0 \), and so \( f(s) \geq Cl_n h_n^{1+\beta/(nh)^2} \). From this point, since \( \log p = o(l_n^2 h_n^{2\beta+3} n) \), the argument like that used in the proof of Theorem 2 yields the result.

Proof of Theorem 5. Consider any sequence \( \{X_i\} \) satisfying Assumption A8. Let \( h = h_n = C_0(\log n/n)^{1/(2\beta+3)} \) for sufficiently small \( C_0 > 0 \). Let \( L = [(s_r - s_l)/(4h)] \) where \([x]\) is the largest integer smaller or equal than \( x \). For \( l = 1, L \), let \( x_l = 4h(l-1) \) and define \( f_l : [s_l, s_r] \to \mathbb{R} \) by \( f_l(s_l) = 0, f_l^{(1)}(x) = 0 \) if \( x \leq x_l, f_l^{(1)}(x) = -L(x - x_l)^\beta \) if \( x \in (x_l, x_l + h) \), \( f_l^{(1)}(x) = -L(x_l + 2h - x)^\beta \) if \( x \in (x_l + h, x_l + 2h) \), \( f_l^{(1)}(x) = L(x - x_l - 2h)^\beta \) if \( x \in (x_l + 2h, x_l + 3h) \), \( f_l^{(1)}(x) = L(x_l + 4h - x)^\beta \) if \( x \in (x_l + 3h, x_l + 4h) \) and \( f_l^{(1)}(x) = 0 \) otherwise. In addition, let \( f_0(x) = 0 \) for all \( x \in [s_l, s_r] \). Finally, let \( \{\epsilon_i\} \) be a sequence of independent \( N(0, 1) \) random variables.

For \( l = 0, L \), consider a model \( M_l = M_{n,l} \) with the sequence of design points \( \{X_i\} \), the regression function \( f_l \), and the noise \( \{\epsilon_i\} \). Note that \( M_0 \) belongs to \( M \).
and satisfies $\mathcal{H}_0$. In addition, for $l \geq 1$, $M_l$ belongs to $\mathcal{M}_2$, does not satisfy $\mathcal{H}_0$, and, moreover, has $\inf_{x \in [n, s]} f^{(1)}_l(x) < -C(\log n/n)^{g/(2g+3)}$.

Consider any test $\psi = \psi(Y_1, ..., Y_n)$ such that $E_{M_0}[\psi] \leq \alpha + o(1)$. Then following the argument from [42] gives

$$
\inf_{M \in \mathcal{M}_2} E_M[\psi] - \alpha \leq \min_{1 \leq i \leq L} E_{M_i}[\psi] - E_{M_0}[\psi] + o(1)
$$

$$
\leq \sum_{1 \leq i \leq L} E_{M_i}[\psi]/L - E_{M_0}[\psi] + o(1)
$$

$$
= \sum_{1 \leq i \leq L} E_{M_0}[\psi \rho_i]/L - E_{M_0}[\psi] + o(1) = \sum_{1 \leq i \leq L} E_{M_0}[\psi(\rho_i - 1)]/L + o(1)
$$

$$
\leq E_{M_0} \left[ \left| \sum_{1 \leq i \leq L} \rho_i / L - 1 \right| + o(1) \right] \leq E_{M_0} \left[ \left| \sum_{1 \leq i \leq L} \rho_i / L - 1 \right| \right] + o(1)
$$

where $\rho_i$ is the likelihood ratio of observing $\{Y_i\}_{1 \leq i \leq n}$ under the models $M_i$ and $M_0$. Further,

$$
\rho_i = \exp \left( \sum_{1 \leq i \leq n} Y_i f_i(X_i) - \sum_{1 \leq i \leq n} f_i(X_i)^2/2 \right) = \exp(\omega_{n,i} \xi_{n,i} - \omega_{n,i}^2/2)
$$

where $\omega_{n,i} = (\sum_{1 \leq i \leq n} f_i(X_i)^2)^{1/2}$ and $\xi_{n,i} = \sum_{1 \leq i \leq n} Y_i f_i(X_i)/\omega_{n,i}$. Note that under the model $M_0$, $\{\xi_{n,i}\}_{1 \leq i \leq L}$ is a sequence of independent $N(0,1)$ random variables. In addition, by the construction of the functions $f_i$ and since Assumption A8 holds, $\omega_{n,i} \leq Cn^{1/2} h^{g+3/2} = C(\log n)^{1/2}$ where $C$ in the last expression can be made arbitrarily small by selecting sufficiently small $C_0$. Therefore,

$$
E_{M_0} \left[ \left| \sum_{1 \leq i \leq L} \rho_i / L - 1 \right| \right] \leq \left( E_{M_0} \left[ \left( \sum_{1 \leq i \leq L} \rho_i / L - 1 \right)^2 \right] \right)^{1/2}
$$

$$
\leq \left( \sum_{1 \leq i \leq L} E_{M_0}[\rho_i^2/L^2] \right)^{1/2}
$$

$$
\leq \left( \sum_{1 \leq i \leq L} E_{M_0}[\exp(2\omega_{n,i} \xi_{n,i} - \omega_{n,i}^2)/L^2] \right)^{1/2} \leq \left( \sum_{1 \leq i \leq L} \exp(\omega_{n,i}^2)/L^2 \right)^{1/2}
$$

$$
\leq (\exp(C^2 \log n - \log L))^{1/2} = \exp ((C^2 \log n - \log L)/2) = o(1)
$$
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because $C$ is arbitrarily small and $\log n \lesssim \log L$. Therefore, $\inf_{M \in M_2} E_M[\psi] \leq \alpha + o(1)$, and so the result follows. 

1.13 Appendix D. Proofs for Section 1.5

Proof of Lemma 1. Let $X$ be a random variable distributed according to the law $P_x$. Then $\{X_i\}$ is an i.i.d. sample from the distribution of $X$. Let $I_i = 1 \{X_i \in [x_1, x_2]\}$ for $[x_1, x_2] \subset [s_1, s_r]$. Then $E[I_i] = p = P_x([x_1, x_2]) > 0$. By Hoeffding inequality (see, for example, Appendix B in [93]),

$$
P(\sum_{1 \leq i \leq n} I_i < pn/2) = P(\sum_{1 \leq i \leq n} (I_i - E[I_i]) < -pn/2) \leq \exp(-p^2 n^2/(8n)) = \exp(-p^2 n/8).
$$

Since $\sum_{1 \leq n \leq \infty} \exp(-p^2 n/8) < \infty$, the first asserted claim follows by the Borel-Cantelli Lemma.

To prove the second claim, let $U_n = [1/(2C_3 n^{-1/3})] + 1$ where $[.]$ denotes the largest integer that is smaller or equal than the quantity inside the brackets. Let $s_i = x_{n,0} < x_{n,1} < \ldots < x_{n,u_n} = s_r$ where $x_{n,u} - x_{n,u-1} = (s_r - s_l)/u_n = h_n$. It clearly suffices to show that for almost all realizations $\{X_i\}$ there exists an integer $N$ such that for any $n \geq N$,

$$C_6 n h_n \leq |\{i = 1, n: X_i \in [x_{n,u-1}, x_{n,u}]\}| \leq C_6 n h_n$$

for all $u = \overline{1, U_n}$. Let $p_{n,u} = P_x([x_{n,u-1}, x_{n,u}])$. Then by assumptions, there exist constants $C$ and $\overline{C}$ such that $C h_n \leq p_{n,u} \leq \overline{C} h_n$ for all $u \leq \overline{1, U_n}$. Let $I_{i, n, u} = 1 \{X_i \in [x_{n,u-1}, x_{n,u}]\}$. Then $E[I_{i, n, u}] = E[I_{i, n, u}^2] = p_{n,u}$, and so Bernstein inequality (see, for example, Lemma 2.2.9 in [111]) gives

$$
P(\sum_{1 \leq i \leq n} I_{i, n, u} > 2\overline{C} n h_n) \leq P(\sum_{1 \leq i \leq n} (I_{i, n, u} - E[I_{i, n, u}]) > \overline{C} n h_n)$$

$$\leq \exp(-\overline{C}^2 n h_n^2/(2\overline{C} n h_n + 4\overline{C} n h_n/3)) \leq \exp(-C n h_n)$$
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for some $C > 0$. Then by the union bound,

$$
P(\max_{1 \leq u \leq U_n} \sum_{1 \leq i \leq n} I_{i,n,u} - 2Cn h_{n0} \geq 0) \leq \sum_{1 \leq u \leq U_n} P(\sum_{1 \leq i \leq n} I_{i,n,u} \geq 2Cn h_{n0}) \leq \exp(C(\log(1/h_{n0}) - nh_{n0})) \leq \exp(-Cn^{1/2}).$$

Since $\sum_{1 \leq u \leq \infty} \exp(-Cn^{1/2}) < \infty$, Borel-Cantelli Lemma implies that for almost all realizations $\{X_i\}$ there exists $N$ such that for any $n \geq N$, $\{|i = 1, n : X_i \in [x_{n,u-1}, x_{n,u}]\} \leq C_0 n h_{n0}$ for all $u = 1, U_n$ as long as $C_0 > 2C$. The lower bound follows similarly. Combining these bounds gives the second asserted claim.

Proof of Lemma 2. For $B > 0$, let $u_{n,B} = Bn^{1/(4+\phi)}$. In addition, define $A_{n,B}$ as the event that $\{\max_{1 \leq i \leq n} |e_i| \leq u_{n,B}\}$. Note that $P(A_{n,B}) \to 1$ as $B \to \infty$ uniformly over $n = 1, \infty$ by Assumption A1. Further,

$$E[|\hat{\sigma}_i^2 - \sigma_i^2| |A_{n,B}] \leq_1 E[|\hat{\sigma}_i^2 - \sigma_i^2|] / P(A_{n,B}) \leq_2 (E[(\hat{\sigma}_i^2 - \sigma_i^2)^2])^{1/2} / P(A_{n,B})$$

$$\leq_3 (E[\sum_{j \in J(i), j+1 \in J(i)} (Y_{j+1} - Y_j)^2 / (2 |J(i)|) - \sigma_i^2]^2])^{1/2} / P(A_{n,B}) \leq_4 (1 / |J(i)|^{1/2} + b_n) / P(A_{n,B}) \leq_5 (1 / (nb_n)^{1/2} + b_n) / P(A_{n,B})$$

where (1) follows from the definition of conditional expectation, (2) is by Jensen inequality, (3) is by the definition of the local version of Rice's estimator, (4) is by Assumptions (iv) and (v), and (5) follows from Assumption (iii). In addition, exponential concentration inequality for functions with bounded differences (see, for example, Theorem 12 in [20]) gives for any $t > 0$,

$$P(|\hat{\sigma}_i^2 - \sigma_i^2| - E[|\hat{\sigma}_i^2 - \sigma_i^2| |A_{n,B}] > t |A_{n,B}) \leq 2 \exp(-C |J(i)| t^2 / u_{n,B}^4)$$

for some $C > 0$, and so using the fact that $|J(i)| > C n b_n$, the union bound with $t = n^{-\kappa_2}$ yields

$$P(\max_{1 \leq i \leq n} |\hat{\sigma}_i^2 - \sigma_i^2| > C(b_n + (nb_n)^{-1/2} + n^{-\kappa_2}) |A_{n,B}) \leq \exp(\log n - n^{-2\kappa_2 + \phi/(4+\phi)} b_n) = o(1)$$
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for any given $B > 0$ where the last equality follows by Assumption (ii). Therefore, 
\[
\max_{1 \leq i \leq n} |\hat{\sigma}_i^2 - \sigma_i^2| = O_p(b_n + (nb_n)^{-1/2} + n^{-\kappa_2}).
\]
Finally, since $\sigma_i$ is bounded from above and away from zero uniformly over $i$ by Assumption A1, it follows that 
\[
\max_{1 \leq i \leq n} |\hat{\sigma}_i - \sigma_i| = O_p(b_n + (nb_n)^{-1/2} + n^{-\kappa_2}),
\]
which is the asserted claim.

Proof of Lemma 3. Let $s = (x, h) \in S_n$. Since $h \leq (s_r - s_l)/2$, I have either $s_l + h \leq x$ or $x + h \leq s_r$. I will consider the former case. The result for the latter case follows from the same argument. Let $\tilde{C}_1 \in (0, 1)$. Since the kernel $K$ is continuous and strictly positive on its support, $\min_{t \in [0, \tilde{C}_1]} K(t) > 0$. In addition, since $K$ is bounded, I can find a constant $\tilde{C}_2 \in (0, 1)$ such that 
\[
2C_6(1 - \tilde{C}_2)^{k+1} \max_{t \in [-1, -\tilde{C}_2]} K(t) \leq C_5 \tilde{C}_2 \tilde{C}_1 \min_{t \in [0, \tilde{C}_1]} K(t) \tag{1.16}
\]
where the constant $k$ appears in the definition of kernel weighting functions.

Then for $X_i \in [x - (1 + \tilde{C}_2)h/2, x - \tilde{C}_2h]$,
\[
\sum_{1 \leq j \leq n} \text{sign}(X_j - X_i) |X_j - X_i|^k K((X_j - x)/h) \geq (1) \sum_{1 \leq j \leq n: X_j \geq x} (\tilde{C}_2 h)^k K((X_j - x)/h) - \sum_{1 \leq j \leq n: X_j \leq x - \tilde{C}_2 h} ((1 - \tilde{C}_2) h)^k K((X_j - x)/h) \geq (2) (\tilde{C}_2 h)^k C_5 \tilde{C}_1 nh \min_{t \in [0, \tilde{C}_1]} K(t) - ((1 - \tilde{C}_2) h)^k C_6 (1 - \tilde{C}_2) nh \max_{t \in [-1, -\tilde{C}_2]} K(t) \geq (3) (\tilde{C}_2 h)^k C_5 \tilde{C}_1 nh \min_{t \in [0, \tilde{C}_1]} K(t)/2 \geq (4) C_n h^{k+1}
\]
for some $C > 0$ that depends only on $\{C_j : j = 3, 8\}, \tilde{C}_1, \tilde{C}_2$, and the kernel $K$ where (1) follows from the fact that $X_i \leq x - \tilde{C}_2 h$, (2) is by Assumption A8, (3) is by equation (1.16), and (4) is because $\min_{t \in [0, \tilde{C}_1]} K(t) > 0$. Therefore, denoting $M_n(x, h) = \{i = \overline{1, n} : X_i \in [x - (1 + \tilde{C}_2)h/2, x - \tilde{C}_2 h]\}$, the fact that $V(s) \geq C(nh)^3 h^{2k}$
follows from Assumptions A1 and A8 and the following calculations:

\[ V(s) = \sum_{1 \leq i \leq n} \sigma_i^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2 \]

\[ = \sum_{1 \leq i \leq n} \sigma_i^2 K((X_i - x)/h)^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)|X_j - X_i|^k K((X_j - x)/h) \right)^2 \]

\[ \geq \sum_{i \in M_n(x,h)} \sigma_i^2 K((X_i - x)/h)^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)|X_j - X_i|^k K((X_j - x)/h) \right)^2 , \]

where \( C > 0 \) does not depend on \((x, h)\). Therefore, claim (a) follows since

\[ \left| \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right| \leq Ch^{k+1}. \]

Further, under Assumption A3,

\[ |\hat{V}(s) - V(s)| \]

\[ \leq \sum_{1 \leq i \leq n} |\hat{\sigma}_i^2 - \sigma_i^2| K((X_i - x)/h)^2 \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)|X_j - X_i|^k K((X_j - x)/h) \right)^2 \]

\[ \leq \max_{1 \leq i \leq n} |\hat{\sigma}_i^2 - \sigma_i^2| \sum_{1 \leq i \leq n} K((X_i - x)/h)^2 \]

\[ \times \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)|X_j - X_i|^k K((X_j - x)/h) \right)^2 , \]

and so \( |\hat{V}(s) - V(s)| \leq C(nh)^3 h^{2k}o_p(n^{-\kappa_2}) \). Combining this bound with the lower bound for \( V(s) \) established above shows that under Assumption A3, \( |\hat{V}(s)/V(s) - 1| = o_p(n^{-\kappa_2}) \), and so

\[ |(\hat{V}(s)/V(s))^{1/2} - 1| = o_p(n^{-\kappa_2}) , \]

\[ |(V(s)/\hat{V}(s))^{1/2} - 1| = o_p(n^{-\kappa_2}) \]

uniformly over \( S_n \), which is the asserted claim (b).
To prove the last claim, note that

\[ |\tilde{V}(s) - V(s)| \leq I_1(s) + I_2(s) \]

where

\[ I_1(s) = \left| \sum_{1 \leq i \leq n} (\tilde{\sigma}_i^2 - \sigma_i^2) \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2 \right|, \]

\[ I_2(s) = \left| \sum_{1 \leq i \leq n} (\tilde{\sigma}_i^2 - \epsilon_i^2) \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2 \right|. \]

Consider \( I_1(s) \). As in the proof of Lemma 11, let \( u = u_n = n^{1/4} \). Let \( \tilde{\epsilon}_i = \epsilon_i 1\{|\epsilon_i| \leq u\} \) and \( \tilde{\sigma}_i^2 = \text{E}[\tilde{\epsilon}_i^2] \). It follows from Assumption A1 that \( P(\max_{1 \leq i \leq n} |\tilde{\epsilon}_i - \epsilon_i| = 0) \to 1 \), and \( 0 \leq \sigma_i^2 - \tilde{\sigma}_i^2 \leq 1/u^{2+\phi} \) uniformly over \( i = \frac{1}{1/n} \). Then \( I_1(s) \leq I_{11}(s) + (nh)^3 h^{2k}/u^{2+\phi} \) w.p.a.1 where

\[ I_{11}(s) = \left| \sum_{1 \leq i \leq n} (\tilde{\epsilon}_i^2 - \tilde{\sigma}_i^2) \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2 \right|. \]

Applying Bernstein inequality and using the union bound yields

\[ P(\max_{s \in S_n} I_{11}(s)/V(s) > t) \leq 2 \exp(\log p - C(nh_{\text{min}})t^2/(1 + u^2t)), \]

and so

\[ P(\max_{s \in S_n} I_{11}(s)/V(s) > Cn^{-\kappa_3}) \to 0 \]

for any \( C > 0 \) as long as conditions of the lemma hold.

Consider \( I_2(s) \). Clearly,

\[ I_2(s) \leq \sum_{1 \leq i \leq n} ((\tilde{\sigma}_i - \epsilon_i)^2 + 2|\epsilon_i|\tilde{\sigma}_i - \epsilon_i) \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2 \]

\[ \leq \alpha_p(n^{-\kappa_1}) \sum_{1 \leq i \leq n} (\alpha_p(n^{-\kappa_1}) + |\epsilon_i|) \left( \sum_{1 \leq j \leq n} \text{sign}(X_j - X_i)Q(X_i, X_j, s) \right)^2, \]
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and so \( I_2(s)/V(s) = o_p(n^{-\kappa_1}) \) uniformly over \( s \in S_n \). Combining presented results gives the asserted claim (c).

\[ \text{\textcopyright} \]

### 1.14 Appendix E. Proofs for Section 1.6

**Proof of Theorem 6.** Denote \( Y_i^0 = f(X_i) + \epsilon_i \). Then \( Y_i = Y_i^0 + Z_i^T \beta \) and \( \hat{Y}_i = Y_i^0 - Z_i^T (\hat{\beta} - \beta) \). Therefore, \( |\hat{Y}_i - Y_i^0| \leq ||Z_i||\|\hat{\beta} - \beta\| = O_p(1/\sqrt{n}) \) uniformly over \( i = 1, \ldots, n \) and all models in \( M_{PL} \). So,

\[
T = \max_{s \in S_n} \sum_{1 \leq i \leq n} \hat{a}_i(s)\hat{Y}_i = \max_{s \in S_n} \sum_{1 \leq i \leq n} \hat{a}_i(s)Y_i^0 + o_p(1/\sqrt{\log p})
\]

since

\[
\max_{s \in S_n} \sum_{1 \leq i \leq n} |\hat{a}_i(s)(\hat{Y}_i - Y_i^0)| = \max_{s \in S_n} \sum_{1 \leq i \leq n} |a_i(s)(\hat{Y}_i - Y_i^0)| = O_p(1)
\]

\[
\begin{align*}
\max_{s \in S_n} \sum_{1 \leq i \leq n} |a_i(s)|O_p(1/\sqrt{n}) &= o(\sqrt{n/\log p})O_p(1/\sqrt{n})O_p(1) = o_p(1/\sqrt{\log p}).
\end{align*}
\]

The result follows by the argument similar to that used in the proof of Theorem 8. \( \text{\textcopyright} \)

**Proof of Theorem 7.** The proof relies on the same notation as introduced in Section 1.11 of the Appendix with \( f(x, z) \), \( Q(x_1, x_2, z_2, \bar{s}) \), \( \bar{s}, \bar{S}_n \), and \( \bar{p} \) substituting \( f(x) \), \( Q(x_1, x_2, s) \), \( s, S_n \), and \( p \), respectively.

With this new notation, Lemmas 4, 32, 6, 8, 12, 13, and 14 follow without any further changes. Further, Lemma 7 now follows by applying Corollary 2.3, case E.4 in [33]. The proof of Lemma 9 is the same as before (in particular, inner lemma 10 does not require any changes), with the exception that now in the proof of inner lemma 11, I set \( u = u_n = C\log(\bar{p}n) \) for sufficiently large \( C \) and \( \phi = 1 \); then conclusion of Lemma 11, which requires \( (\log \bar{p})^2/\bar{u}^{2+\phi} = o(1) \), \( \log \bar{p} = o(1/((\log \bar{p})^{A_2}\bar{n})) \) and \( \log \bar{p} = o(1/((\log \bar{p})^{2A_2}\bar{u}^2)) \), follows from imposed condition that \( A_2(\log(\bar{p}n))^7 = o(1) \).

Now, the first claim of Theorem 7 follows from an argument similar to that used in the proof of Theorem 8 by noting that under \( H_0 \), \( \max_{s \in S_n} \hat{f}(\bar{s}) \leq o_p(1/\sqrt{\log \bar{p}}) \)

\[ \text{\textcopyright} \]
which holds by conditions (iii) and (iv) of Assumption A12. The second claim of the theorem again follows from an argument similar to that used in the proof of Theorem 8 by noting that when $f$ is identically constant, \( \max_{s \in \mathcal{S}} |\hat{f}(s)| \leq o_p(1/\sqrt{\log p}) \), which holds by conditions (iii) and (iv) of Assumption A12.

\[ \square \]

**Supplementary Appendix**

This supplementary Appendix contains additional simulation results. In particular, I consider the test developed in this paper with weighting functions of the form given in equation (1.2) with $k = 1$. The simulation design is the same as in Section 1.7. The results are presented in table 2. For ease of comparison, I also repeat the results for the tests of GSV, GHJK, and HH in this table. Overall, the simulation results in table 2 are similar to those in table 1, which confirms the robustness of the findings in this paper.

---

from inequality (3) $\alpha$ should be replaced by $\alpha - o(1)$.
Table 1.3: Results of Monte Carlo Experiments

<table>
<thead>
<tr>
<th>N</th>
<th>C</th>
<th>Sample</th>
<th>Proportion of Rejections for</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>GSV</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td></td>
<td>.118</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 1</td>
<td>.091</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.086</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>n 2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>3</td>
<td>n 3</td>
<td>.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.841</td>
</tr>
<tr>
<td>200</td>
<td>4</td>
<td>n 4</td>
<td>.254</td>
</tr>
<tr>
<td></td>
<td></td>
<td>u 1</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>u 2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>3</td>
<td>u 3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>u 4</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td></td>
<td>.034</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.083</td>
</tr>
</tbody>
</table>

Nominal Size is 0.1. N and C in the heading refer to “Noise” and “Case”, respectively. GSV, GHJK, and HH stand for the tests of [49], [50], and [57] respectively. CS-PI, CS-OS, and CS-SD refer to the test developed in this paper with $\sigma_i$ estimated using Rice’s formula and plug-in, one-step, and stepdown critical values respectively. Finally, IS-PI, IS-OS, and IS-SD refer to the test developed in this paper with $\sigma_i$ estimated by $\hat{\sigma}_i = \hat{\sigma}_i$ and plug-in, one-step, and stepdown critical values respectively.
Chapter 2

Adaptive Test of Conditional Moment Inequalities

2.1 Introduction

Conditional moment inequalities (CMI) are important both in economics and in econometrics. In economics, they arise naturally in many models that include behavioral choice, see [91] for a survey. In econometrics, they appear in estimation problems with interval data and problems with censoring; see, for example, [80]. In addition, CMI offer a convenient way to study treatment effects in randomized experiments as described in [74]. In the next section, I provide three detailed examples of models with CMI.

To describe CMI model, let \( m : \mathbb{R}^d \times \mathbb{R}^k \times \Theta \rightarrow \mathbb{R}^p \) be a vector-valued known function. Let \((X, W)\) be a pair of \(\mathbb{R}^d\) and \(\mathbb{R}^k\)-valued random vectors, and \(\theta \in \Theta\) a parameter. Then CMI are given by the following equation:

\[
E[m(X, W, \theta) | X] \leq 0 \text{ a.s.}
\]

(2.1)

Note that (2.1) also covers conditional moment equalities (CME) because CME can be represented as pairs of CMI. In this paper, I am interested in testing the null hypothesis, \( H_0 \), that \( \theta = \theta_0 \) against the alternative, \( H_a \), that \( \theta \neq \theta_0 \) based on a
random sample \{ (X_i, W_i) \}_{i=1}^n \} from the distribution of \( (X, W) \).

Using CMI for inference is difficult because often CMI do not identify the parameter. Let
\[ 
\Theta_I = \{ \theta \in \Theta : E[m(X, W, \theta) | X] \leq 0 \ a.s. \} 
\]
denote the identified set. CMI are said to identify \( \theta \) if and only if \( \Theta_I \) is a singleton. Otherwise, CMI do not identify the parameter \( \theta \). For example, non-identification may happen when the CMI arise from a game-theoretic model with multiple equilibria. Moreover, the parameter may be weakly identified, which means that \( \Theta_I \) is a singleton but information on \( \Theta_I \) contained in the data is limited even in large samples. My approach leads to a robust test with the correct asymptotic size no matter whether the parameter \( \theta \) is identified, weakly identified, or not identified. Here "robust" means that the test controls asymptotic size uniformly over a large class of models.

Testing CMI has been a popular research topic in econometrics recently. As a result, two approaches to robust CMI testing have been developed. One approach ([5]), is based on converting CMI into an infinite number of unconditional moment inequalities using nonnegative weighting functions. The other approach ([36]), is based on estimating moment functions nonparametrically.

To motivate the test developed in this paper, consider two (highly stylized) examples of CMI models. Even though these models are very simple, they convey the main ideas. In the first model, \( m \) is multiplicatively separable in \( \theta \), i.e.
\[ m(X, W, \theta) = \theta \tilde{m}(X, W) \]
for some \( \tilde{m} : \mathbb{R}^d \times \mathbb{R}^k \rightarrow \mathbb{R} \) and \( \theta \in \mathbb{R} \) with \( E[\tilde{m}(X, W) | X] > 0 \) a.s. In the second model, \( m \) is additively separable in \( \theta \), i.e.
\[ m(X, W, \theta) = \tilde{m}(X, W) + \theta. \]
The identified sets, $\Theta_I$, in these models are

$$\{\theta \in \mathbb{R} : \theta \leq 0\} \text{ and } \{\theta \in \mathbb{R} : \theta \leq -\text{ess sup}_X E[\hat{\eta}(X, W) X]\}$$

correspondingly. \[5\] developed a test that has nontrivial power against alternatives of the form $\theta_0 = \theta_{0,n} = C/\sqrt{n}$ for any $C > 0$ in the first model, and so their test has extremely high power in this model. It follows from \[10\], however, that (in comparison with the test of \[36\]), the test of \[5\] often has low power in the second model. The purpose of this paper is to construct a test that has high power in a large class of CMI models including models like that in the second example, and at the same time, that has nearly the same power as that of \[5\] in models like that described in the first example. The key difference of my approach is that my test statistic is based on the studentized estimates of moments whereas theirs is not. More precisely, \[5\] consider studentized statistics but modify the variance term so that asymptotic power properties of their test are similar to those of the test with no studentization.

The test of \[36\] also has high power in a large class of CMI models but implementing their test requires knowledge of certain smoothness properties of moment functions whereas the test developed in this paper does not require this information. Moreover, my test automatically adapts to these smoothness properties selecting the most appropriate weighting function. For this reason, I call my test adaptive. This feature of the test is important because smoothness properties of moment functions are rarely known in practice. On the other hand, an advantage of the test of \[36\] is that it becomes very efficient if moment functions are sufficiently smooth (for example, if moment functions are at least twice continuously differentiable).\[3,4\]

---

1By definition, $\text{ess sup}_X f(X) = \inf\{M \in \mathbb{R} : f(X) \leq M \text{ a.s.}\}$ (essential supremum). If $E[\hat{\eta}(X, W) X]$ is continuous, then essential supremum equals usual supremum.

2\[5\] developed tests based on both Cramer-von Mises and Kolmogorov-Smirnov test statistics. In this paper, I refer to their test with the Kolmogorov-Smirnov test statistic. Most statements are also applicable for Cramer-von Mises test statistic as well, however.

3Efficiency of the test of \[36\] is achieved by using higher order kernel or series methods for estimating moment functions; both the test of \[5\] and the test developed in this paper work with positive kernels, which exclude higher order kernels, and do not have this feature of the test of \[36\].

4In the statistics literature, there recently have been developed techniques for adaptively selecting the appropriate smoothing parameter for tests like that in \[36\]. An example is Lepski's method combined with the sample splitting where a part of the sample is used to select the smoothing.
The test statistic in this paper is based on kernel estimates of conditional moment functions $E[m_j(X, W, \theta_0)|X]$ with many different bandwidth values. Here $m_j(X, W, \theta)$ denotes the $j$-th component of $m(X, W, \theta)$. I assume that the set of bandwidth values expands as the sample size $n$ increases so that the minimal bandwidth value converges to zero at an appropriate rate while the maximal one is bounded away from zero. Since the variance of the kernel estimators varies greatly with the bandwidth value, each estimate is studentized. In other words, each estimate is divided by its estimated standard deviation. The test statistic, $\hat{T}$, is formed as the maximum of these studentized estimates, and large values of $\hat{T}$ suggest that the null hypothesis is violated.

I develop a bootstrap method to simulate a critical value for the test. The method is based on the observation that the distribution of the test statistic in large samples depends on the distribution of the noise $\{m(X_i, W_i, \theta_0) - E[m(X_i, W_i, \theta_0)|X_i]\}_{i=1}^n$ only via second moments of the noise. For reasons similar to those discussed in [35] and [6], the distribution of the test statistic in large samples depends heavily on the extent to which the CMI are binding. Moreover, the parameters that measure to what extent the CMI are binding cannot be estimated consistently. Therefore, I develop a new approach to deal with this problem, which I refer to as the refined moment selection (RMS) procedure. The approach is based on a pretest which is used to decide what counterparts of the test statistic should be used in simulating the critical value for the test. Unlike [5], I use a model-specific, data-driven, critical value for the pretest, which is taken to be a large quantile of the appropriate distribution, whereas they use a deterministic threshold with no reference to the model. I also provide a plug-in critical value for the test. My proof of the bootstrap validity is nonstandard because it uses only finite sample arguments. My proof is also different from those used in [5] and [36].

None of the tests in the literature including mine have power against alternatives parameter according to the Lepski's algorithm and the other part is used for testing; see, for example, [51]. Deriving formal results on how the test of [36] works in combination with these adaptive smoothing parameter selection techniques would be an important direction for future research.
in the set \( \Theta_f \). Therefore, I consider the alternatives of the form

\[
P(E[m_j(X, W, \theta_0)|X] > 0 > 0 \text{ for some } j = 1, \ldots, p. \tag{2.2}
\]

To show that my test has good power properties in a large class of CMI models, I derive its power against alternatives of the form (2.2) assuming that \( E[m(X, W, \theta_0)|X] \) is some vector of unrestricted nonparametric functions. In other words, I consider nonparametric classes of alternatives. Once \( m(X, W, \theta) \) is specified, it is straightforward to translate my results to the parametric setting. The test developed in this paper is consistent against any fixed alternative outside of the set \( \Theta_f \). I also show that my method allows for nontrivial testing against \((n/\log n)^{-1/2}\)-local one-dimensional alternatives.\(^5\) Finally, I prove that the test is minimax rate optimal against certain classes of smooth alternatives consisting of moment functions \( E[m(X, W, \theta_0)|X] \) that are sufficiently flat at the points of maxima. Minimax rate optimality means that the test is uniformly consistent against alternatives in the mentioned class whose distance from the set of models satisfying (2.1) converges to zero at the fastest possible rate. The requirement that functions should be sufficiently flat cannot be dropped because of the restrictions on kernels used for estimating moment functions.

One of the advantages of the proof technique used in this paper is that it gives an explicit error bound on the bootstrap approximation error of the distribution of the test statistic. In particular, it allows me to show that for the test developed in this paper, the probability of rejecting the null under the null can exceed nominal level only by a \textit{polynomially} (in \( n \)) small term. In contrast, all other papers on CMI only show that this probability is \textit{asymptotically} not larger than the nominal level. I believe that this contribution is important in light of the fact that asymptotic approximations of suprema of processes typically provide only \textit{logarithmically} (in \( n \)) small approximation error (see, for example, [56]).

The literature concerned with unconditional and conditional moment inequalities

---

\(^5\)In this paper, the term 'local one-dimensional alternative' is used to refer to a sequence of models \( m = m_n(X, W, \theta_0) \) such that \( E[m_n(X, W, \theta_0)|X] = a_n f(X) \) for some sequence of positive numbers \( \{a_n\}_{n=1}^\infty \) converging to zero where \( f: \mathbb{R}^d \rightarrow \mathbb{R}^p \) satisfies \( P(f_j(X) > 0) > 0 \) for some \( j = 1, \ldots, p \).
is expanding quickly. Published papers on unconditional moment inequalities include [35], [101], [104], [3], [4], [6], [23], [26], [91], and [102]. There is also a large literature on partial identification which is closely related to that on moment inequalities. Methods specific for conditional moment inequalities were developed in [65], [66], [36], [5], [74], [10], [11], and [12]. The case of CMI that point identify \( \theta \) is treated in [65]. The test of [66] is closely related to that of [5]. [74] developed a test based on the minimum distance statistic in the one-sided \( L_p \)-norm and kernel estimates of moment functions. The advantage of their approach comes from simplicity of their critical value for the test, which is an appropriate quantile of the standard Gaussian distribution. Their test is not adaptive, however, since only one bandwidth value is used. [10] developed a new method for computing the critical value for the test statistic of [5] that leads to a more powerful test than theirs but the resulting test is not robust. In particular, his method cannot be used in CMI models like that described in the first example above. [11], which was written independently and at the same time as this paper, considered a test statistic similar to that used in this paper and derived a critical value such that the whole identified set is contained in the confidence region with probability approaching one. In other words, he focused on estimation rather than inference. In addition, the critical value in that paper is infeasible since it has the form \( a_n \sqrt{\log n/n} \) where \( a_n \) is some sequence of unknown positive numbers that is bounded away from zero. After this paper had been made publicly available, [12] constructed a test based on a test statistic that is closely related to that used in this paper with the critical value derived from the limit distribution.\(^6\)

Finally, an important related paper in the statistical literature is [42]. They consider testing qualitative hypotheses in the ideal Gaussian white noise model where a researcher observes a stochastic process that can be represented as a sum of the mean function and a Brownian motion. In particular, they developed a test of the

\(^6\)It should be noted, however, that [12] imposed rather strong assumptions. Specifically, they assumed existence of finite moment generating function of the noise. In contrast, I only assume 4 finite moments, which is much more plausible in applications. In addition, they assumed that moment functions are not too closely related with each other. Finally, they only provided a plug-in critical value, and it is not obvious how to extend their methods to derive a moment selection procedure.
hypothesis that the mean function is (weakly) negative almost everywhere. Though their test statistic is somewhat related to that used in this paper, the technical details of their analysis are quite different.

The rest of the paper is organized as follows. The next section discusses some examples of CMI models. Section 2.3 formally introduces the test. The main results of the paper are presented in Section 2.4. Extensions to the cases of infinitely many CMI and local CMI are provided in Section 2.5. A Monte Carlo simulation study is described in Section 2.6. There I provide an example of an alternative with a well-behaved moment function such that the test developed in this paper rejects the null hypothesis with probability higher than 80% while the rejection probability of all previous tests does not exceed 20%. Brief conclusions are drawn in Section 2.7. Finally, all proofs are contained in the Appendix.

2.2 Examples

In this section, I provide three examples of CMI models.

Incomplete Models of English Auctions. My first example follows [55] treatment of English auctions under weak conditions. The popular model of English auctions suggested by [83] assumes that each bidder is holding down the button while the price for the object is going up continuously until she wants to drop out. The price at the moment of dropping out is her bid. It is well-known that the dominant strategy in this model is to make a bid equal to her valuation of the object. In practice, participants usually call out bids, however. Hence, the price rises in jumps, and the bid may not be equal to person’s valuation of the object. In this situation, the relation between bids and valuations of the object depends crucially on the modeling assumptions. [55] derived certain bounds on the distribution function of valuations based on minimal assumptions of rationality.

Suppose that we have an auction with m bidders whose valuations of the object are drawn independently from the distribution $F(\cdot, X)$ where X denotes observable characteristics of the object. Let $b_1, \ldots, b_m$ denote highest bids of each bidder. Let
\textit{Interval Data.} In some cases, especially when data involve personal information like individual income or wealth, one has to deal with interval data. Suppose we have a mean regression model

\[ Y = f(X, V) + \varepsilon \]

where \( E[\varepsilon | X, V] = 0 \) a.s. and \( V \) is a scalar random variable. Suppose that we observe \( X \) and \( Y \) but do not observe \( V \). Instead, we observe \( V_0 \) and \( V_1 \), called brackets, such that \( V \in [V_0, V_1] \) a.s. In empirical analysis, brackets may arise because a respondent refuses to provide information on \( V \) but provides an interval to which \( V \) belongs. Following [80], assume that \( f(X, V) \) is weakly increasing in \( V \) and \( E[Y | X, V] = E[Y | X, V_0, V_1] \). Then it is easy to see that

\[ E[I\{V_1 \leq v\}(Y - f(X, v))|X, V_0, V_1] \leq 0 \quad (2.4) \]

and

\[ E[I\{V_0 \geq v\}(Y - f(X, v))|X, V_0, V_1] \geq 0 \quad (2.5) \]

for all \( v \in \mathbb{R} \). Again, parameterizing the function \( f(\cdot, \cdot) \) and selecting a finite set \( \mathcal{V} = \{v_1, \ldots, v_p\} \) gives inequalities of the form (2.1).

\textit{Treatment Effects.} Suppose that we have a randomized experiment where one group of people gets a new treatment while the control group gets a placebo. Let \( D = 1 \) if the person gets the treatment and 0 otherwise. Let \( p \) denote the probability that
$D = 1$. Let $X$ denote person's observable characteristics and $Y$ denote the realized outcome. Finally, let $Y_0$ and $Y_1$ denote the counterfactual outcomes had the person received a placebo or the new medicine respectively. Then $Y = DY_1 + (1 - D)Y_0$.

The question of interest is whether the new medicine has a positive expected impact uniformly over all possible characteristics $X$. In other words, the null hypothesis, $H_0$, is that

$$E[Y_1 - Y_0|X] \geq 0 \text{ a.s.} \quad (2.6)$$

Since in randomized experiments $D$ is independent of $X$, [74] showed that

$$E[Y_1 - Y_0|X] = E[D|X/(p) - (1 - D)Y_0/(1 - p)|X]. \quad (2.7)$$

Combining (2.6) and (2.7) gives CMI of the form (2.1).

2.3 Test

In this section, I present the test statistic and give two bootstrap methods to simulate critical values. The analysis in this paper is conducted conditional on the set of values $\{X_i\}_{i=1}^\infty$, so all probabilistic statements excluding those in Lemmas 17 and 18 in the Appendix should be understood conditional on $\{X_i\}_{i=1}^\infty$ for almost all sequences $\{X_i\}_{i=1}^\infty$. Lemmas 17 and 18 provide certain conditions that ensure that the assumptions used in this paper hold for almost all sequences $\{X_i\}_{i=1}^\infty$.

For fixed $\theta_0$, let $f(X) = E[m(X, W_i, \theta_0)|X]$. Then under the null hypothesis,

$$f(X) \leq 0 \text{ a.s.}$$

In addition, let $Y_i = m(X_i, W_i, \theta_0)$ and $e_i = Y_i - f(X_i)$ so that $E[e_i|X_i] = 0 \text{ a.s.}$ ($i = 1, ..., n$). Finally, let $f_1, ..., f_p$ denote components of $f$.

Section 2.3.1 defines the test statistic assuming that $\Sigma_i = E[e_i\varepsilon_i^T|X_i]$ is known for each $i = 1, ..., n$. Section 2.3.2 gives two bootstrap methods to simulate critical values. The first one is based on plug-in asymptotics, while the second one uses the
refined moment selection (RMS) procedure. Section 2.3.2 also provides some intuition of why these procedures lead to the correct asymptotic size of the test. When \( \Sigma_i \) is unknown, it should be estimated from the data. Section 2.3.3 shows how to construct an appropriate estimator \( \hat{\Sigma}_i \) of \( \Sigma_i \). The feasible version of the test will be based on substituting \( \hat{\Sigma}_i \) for \( \Sigma_i \) both in the test statistic and in the critical value.

### 2.3.1 The Test Statistic

The test statistic in this paper is based on a kernel estimator of the vector-valued function \( f \). Let \( K : \mathbb{R}^d \to \mathbb{R}_+ \) be some kernel. For bandwidth value \( h \in \mathbb{R}_+ \), let \( K_h(x) = K(x/h)/h^d \). For each pair of observations \( i, j = 1, \ldots, n \), denote the weight function

\[
W_h(X_i, X_j) = \frac{K_h(X_i - X_j)}{\sum_{k=1}^{n} K_h(X_i - X_k)}.
\]

Then the kernel estimator of \( f_m(X_i) \) is

\[
\hat{f}_{(i,m,h)} = \sum_{j=1}^{n} W_h(X_i, X_j) Y_{j,m}
\]

where \( Y_{j,m} \) denotes \( m \)-th component of \( Y_j \). Conditional on \( \{X_i\}_{i=1}^n \), the variance of the kernel estimator \( \hat{f}_{(i,m,h)} \) is

\[
V_{(i,m,h)}^2 = \sum_{j=1}^{n} W_h^2(X_i, X_j) \Sigma_{j,mm}
\]

where \( \Sigma_{j,m_1m_2} \) denotes the \( (m_1, m_2) \)-component of \( \Sigma_j \).

Next, consider a finite set of bandwidth values \( H = \{h = h_{\text{max}} a^k : h \geq h_{\text{min}}, k = 0, 1, 2, \ldots \} \) for some \( h_{\text{max}} > h_{\text{min}} \) and \( a \in (0, 1) \). For simplicity, I assume that \( h_{\text{min}} = h_{\text{max}} a^k \) for some \( k \in \mathbb{N} \) so that \( h_{\text{min}} \) is included in \( H \). I assume that as the sample size \( n \) increases, \( h_{\text{min}} \) converges to zero while \( h_{\text{max}} \) is bounded away from zero. For practical purposes, I recommend setting \( K(x) = 0.75(1 - \|x\|^2) \) for \( \|x\| \leq 1 \) and 0 otherwise.

---

\(^7\)The estimator of \( f_m(X_i) \) is usually denoted by \( \hat{f}_m(X_i) \). I use nonstandard notation \( \hat{f}_{(i,m,h)} \) because it will be more convenient later in the paper.
This choice of parameters is consistent with the theory presented in the paper and also worked well in my simulations. Note that \( h_{\min} \) is chosen so that the kernel estimator uses on average roughly 15 data points when \( n = 250 \).

Denote \( S = \{(i, m, h) : i = 1, \ldots, n, m = 1, \ldots, p, h \in H\} \). Based on this notation, the test statistic is

\[
T = \max_{s \in S} \frac{\hat{f}_s}{\hat{V}_s}.
\]

Thus, the test statistic is based on the studentized kernel estimates of the function \( f \) at points \( \{X_i : i = 1, \ldots, n\} \).

Let me now explain why the optimal bandwidth value depends on the smoothness properties of the components \( f_1, \ldots, f_p \) of \( f \). Without loss of generality, consider \( f_1 \). Suppose that \( f_1(X) \) is nearly flat in the neighborhood of its maximum. Then \( f_1(X) \) is positive on a large subset of its domain whenever its maximal value is positive. Hence, the maximum of \( T \) will correspond to a large bandwidth value because the variance of the kernel estimator, which enters the denominator of the test statistic, decreases with the bandwidth value. On the other hand, if \( f_1(X) \) is allowed to have peaks, then there may not exist a large subset where it is positive. Hence, large bandwidth values may not yield large values of \( T \), and small bandwidth values should be used. I circumvent the problem of bandwidth selection by considering many different bandwidth values jointly, and let the data determine the best bandwidth value. In this sense, my test adapts to the smoothness properties of \( f(X) \). This allows me to construct a test with good uniform power properties over many possible degrees of smoothness for \( f(X) \).

When \( \Sigma_i \) is unknown, which is usually the case in practice, one should define

\[
\hat{V}_{i,m,h}^2 = \sum_{j=1}^n w_h^2(X_i, X_j) \hat{\Sigma}_{j,m,m}
\]

and use

\[
\hat{T} = \max_{s \in S} \frac{\hat{f}_s}{\hat{V}_s}.
\]

\(^8\)The size of the test is controlled well for many different values of parameter \( a \).

\(^9\)In principle, to form a test statistic, one could specify another grid of points at which the function \( f \) would be estimated instead of \( \{X_i : i = 1, \ldots, n\} \). I find it convenient, however, to use \( \{X_i : i = 1, \ldots, n\} \) because this set naturally covers the support of \( X \).
instead of $T$, where $\tilde{\Sigma}_j$ is some estimator of $\Sigma_j$. Some possible estimators are discussed in Section 2.3.3.

2.3.2 Critical Values

Suppose we want to construct a test of size $\alpha$. This subsection explains how to simulate a critical value $c_{1-\alpha}$ for the test statistic $\tilde{T}$ based on two bootstrap methods. One method is based on plug-in asymptotics while the other one uses the refined moment selection (RMS) procedure. The resulting test will reject the null hypothesis if and only if $\tilde{T} > c_{1-\alpha}$.

The first method relies on three observations. First, one can approximate $\tilde{T}$ by $T$. Second, it is easy to see that, for a fixed distribution of disturbances $\{\varepsilon_i\}_{i=1}^n$, the maximum of $(1 - \alpha)$ quantile of the test statistic $T$ over all possible functions $f$ satisfying $f \leq 0_p$ a.s. corresponds to $f = 0_p$. Third, Lemma 25 in the Appendix shows that the distribution of $T$ is asymptotically independent of the distribution of disturbances $\{\varepsilon_i : i = 1, ..., n\}$ apart from their second moments $\{\Sigma_i : i = 1, ..., n\}$. These observations suggest that one can simulate $c_{1-\alpha}$ (denoted by $c_{1-\alpha}^{P/A}$) by the following procedure:

1. For each $i = 1, ..., n$, simulate $\tilde{Y}_i \sim N(0_p, \tilde{\Sigma}_i)$ independently across $i$.
2. Calculate $T_{PIA} = \max_{(i,m,h) \in S} \sum_{j=1}^n w_h(X_i, X_j) \tilde{Y}_{j,m}/\tilde{V}_{(i,m,h)}$.
3. Repeat steps 1 and 2 independently $B$ times for some large $B$ to obtain $\{T_{PIA}^b : b = 1, ..., B\}$.
4. Let $c_{1-\alpha}^{P/A}$ be $(1 - \alpha)$ empirical quantile of $\{T_{PIA}^b\}_{b=1}^B$.

The second method is based on the refined moment selection (RMS) procedure. It gives a more powerful test and still controls the required size. The method relies on the observation that $|\tilde{T}| = O_p(\sqrt{\log n})$ if $f = 0_p$ (see Lemmas 22, 23, and 25 in the Appendix) while $\tilde{f}_{i,m,h}/\tilde{V}_{(i,m,h)} \to -\infty$ at a polynomial rate if $f_m(X) < 0$ for $X$ satisfying $\|X - X_i\| < h$. Such terms will have asymptotically negligible effect on the distribution of $\tilde{T}$, so we can ignore corresponding terms in the simulated
statistic. Therefore, one can simulate \( c_{1-\alpha} \) (denoted by \( c_{1-\alpha}^{RMS} \)) as follows. First, let \( \gamma < \alpha/2 \) be some small positive number (truncation parameter). Second, use the plug-in bootstrap to find \( c_{1-\gamma}^{PIA} \). Denote

\[
S_{RMS} = \{ s \in S : \hat{f}_s/\hat{V}_s > -2c_{1-\gamma}^{PIA} \}.
\]

Third, run the following procedure:

1. For each \( i = 1, \ldots, n \), simulate \( \tilde{Y}_i \sim N(0, \Sigma_i) \) independently across \( i \).
2. Calculate

\[
T_{RMS}^{M} = \max_{(i,m,h) \in S_{RMS}} \sum_{j=1}^{n} w_h(X_i, X_j) \tilde{Y}_{j,m}/\hat{V}_{(i,m,h)}.
\]
3. Repeat steps 1 and 2 independently \( B \) times for some large \( B \) to obtain \( \{ T_{b_{RMS}} : b = 1, \ldots, B \} \).
4. Let \( c_{1-\alpha}^{RMS} \) be \((1 - \alpha)\) empirical quantile of \( \{ T_{b_{RMS}}^{M} \}_{b=1}^{B} \).

In the next section, it will be assumed that \( \gamma = \gamma_n \to 0 \) as \( n \to \infty \). So, I recommend setting \( \gamma \) as a small fraction of \( \alpha \), for example \( \gamma = 0.01 \) for \( \alpha = 0.05 \). Alternatively, one can set \( \gamma = 0.1/\log(n) \), similar to [36].

### 2.3.3 Estimating \( \Sigma_i \)

Let me now explain how one can estimate \( \Sigma_i \). The literature on estimating \( \Sigma_i \) is huge. Among other papers, it includes [97], [88], [59], and [46]. For scalar-valued \( Y_i \), available estimators are described in [63]. All those estimators can be immediately generalized to vector-valued \( Y_i \)'s. For concreteness, I describe one estimator here. Choose a bandwidth value \( b_n > 0 \). For \( i = 1, \ldots, n \), let \( J(i) = \{ j = 1, \ldots, n : \| X_j - X_i \| \leq b_n \} \). If \( J(i) \) has an odd number of elements, drop one arbitrarily selected observation. Partition \( J(i) \) into pairs using a map \( k : J(i) \to J(i) \) satisfying \( k(j) \neq j \) and

\[\text{Note also that if } \gamma \text{ is comparable with } \alpha, \text{ one can do a finite sample adjustment of the critical value by taking } (1 - \alpha + 2\gamma) \text{ quantile of } \{ T_{b_{RMS}}^{M} \}_{b=1}^{B} \text{ at step 4 of the procedure above. Also, the theory in the next section requires that } \gamma \leq Cn^{-c} \text{ for some constants } c \text{ and } C. \text{ Nevertheless, in my Monte Carlo simulations I use the rule } \gamma = 0.1/\log(n) \text{ to make meaningful comparisons with [36].} \]
$k(k(j)) = j$ for all $j \in J(i)$. Let $|J(i)|$ denote the number of elements in $J(i)$. Then $\Sigma_i$ can be estimated by

$$\hat{\Sigma}_i = \sum_{j \in J(i)} (Y_k(j) - Y_j)(Y_k(j) - Y_j)^T / (2|J(i)|).$$

Lemma 15 in the Appendix gives certain conditions that ensure that this estimator will be uniformly consistent for $\Sigma_i$ over $i = 1, ..., n$ with a polynomial rate, i.e.

$$\max_{i=1,...,n} \|\hat{\Sigma}_i - \Sigma_i\| = o_p(n^{-\kappa})$$

for some $\kappa > 0$ where $\|\cdot\|$ denotes the spectral norm on the space of $p \times p$-dimensional symmetric matrices corresponding to the Euclidean norm on $\mathbb{R}^p$. To choose the bandwidth value $b_n$ in practice, one can use some version of cross validation. An advantage of this estimator is that it is fully adaptive with respect to the smoothness properties of $f$. Note that the estimator $\hat{\Sigma}_i$ is based on the sample-splitting method. To improve efficiency of the estimator, one can avoid sample-splitting by using concentration inequalities as in [38]. For brevity, however, I do not consider that option here.

The intuition behind this estimator is based on the following argument. Note that $k(j)$ is chosen so that $X_{k(j)}$ is close to $X_j$. If the function $f$ is continuous,

$$Y_{k(j)} - Y_j = f(X_{k(j)}) - f(X_j) + \varepsilon_{k(j)} - \varepsilon_j \approx \varepsilon_{k(j)} - \varepsilon_j$$

so that

$$E[(Y_{k(j)} - Y_j)(Y_{k(j)} - Y_j)^T | \{X_t\}_{t=1}^n] \approx \Sigma_{k(j)} + \Sigma_j$$

since $\varepsilon_{k(j)}$ is independent of $\varepsilon_j$. If $b_n$ is small enough and $\Sigma(X)$ is continuous, $\Sigma_{k(j)} + \Sigma_j \approx 2\Sigma_i$ since $\|X_{k(j)} - X_i\| \leq b_n$ and $\|X_j - X_i\| \leq b_n$. 
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2.4 Main Results

This section presents main results. Section 2.4.1 gives regularity conditions. Section 2.4.2 describes size properties of the test. Section 2.4.3 explains the behavior of the test under a fixed alternative. Section 2.4.4 derives the rate of consistency of the test against local one-dimensional alternatives mentioned in the Introduction. Section 2.4.5 shows the rate of uniform consistency against certain classes of smooth alternatives. Section 2.4.6 presents the minimax rate-optimality result.

2.4.1 Assumptions

Let $c_j$ and $C_j$ for $j = 1, ..., 5$ be strictly positive and finite constants independent of the sample size $n$. Let $M_h(X_i)$ be the number of elements in the set $\{X_j : \|X_j - X_i\| \leq h, j = 1, ..., n\}$. Results in this paper will be proven under the following assumptions.

A13. (i) Design points $\{X_i\}_{i=1}^n$ are nonstochastic. (ii) $c_1nh^d \leq M_h(X_i) \leq C_1nh^d$ for all $i = 1, ..., n$ and $h \in H = H_n$.

The design points are nonstochastic because the analysis is conducted conditional on $X_i$’s. In addition, A13 states that the number of design points in certain neighborhoods of each design point is proportional to the volume of the neighborhood with the coefficient of proportionality bounded from above and away from zero. It is stated in [63] that A13 holds in an iid setting with probability approaching one as the sample size increases if the distribution of $X_i$ is absolutely continuous with respect to Lebeque measure, has bounded support, and has density bounded away from zero on the support. This statement is not precise unless one makes some extra assumptions. Lemma 17 in the Appendix gives a counter-example. Instead, Lemma 18 shows that A13 holds for large $n$ a.s. if, in addition, it is assumed that the density of $X_i$ is bounded from above, and that the support of $X_i$ is a convex set. Necessity of the density boundedness is obvious. Convexity of the support is not necessary for A13 but it strikes a good balance between generality and simplicity. In general, one must deal with some smoothness properties of the boundary of the support. Note
that the statement “for large n a.s.” is stronger than “with probability approaching one”.

**A14.** (i) Disturbances \( \{e_i\}_{i=1}^n \) are independent \( \mathbb{R}^p \)-valued random vectors with \( E[e_i] = 0 \) for all \( i = 1, \ldots, n \). (ii) \( E[\max_{m=1,\ldots,p} |e_{i,m}|^4] \leq C_2 \) for all \( i = 1, \ldots, n \). (iii) \( \Sigma_{i,m} \geq c_2 \) for all \( i = 1, \ldots, n \) and \( m = 1, \ldots, p \).

Finite fourth moment of disturbances is used to show that the distribution of the test statistic \( \hat{T} \) in large samples does not depend on the form of the distribution of \( e_i \)'s. I assume that the variance of each component of disturbances is bounded away from zero for simplicity of the presentation. Since I use studentized kernel estimates, without this assumption, it would be necessary to truncate the variance of the kernel estimators from below with truncation level slowly converging to zero. That would complicate the derivation of the main results without changing the main ideas.

Let \( \tau, L > 0 \) be arbitrary positive numbers. In addition let \( \zeta \in \{1, \ldots, [\tau]\} \). Here \([\tau]\) denotes the largest integer strictly smaller than \( \tau \). Before stating A15, let me give formal definitions of Hölder smoothness classes \( \mathcal{F}(\tau, L) \) and their subsets \( \mathcal{F}_z(\tau, L) \).

For \( d \)-tuple of nonnegative integers \( \alpha = (\alpha_1, \ldots, \alpha_d) \) with \( |\alpha| = \alpha_1 + \ldots + \alpha_d \), function \( g : \mathbb{R}^d \to \mathbb{R} \), and \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), denote

\[
D^\alpha g(x) = \frac{\partial^{|\alpha|} g}{\partial x_1^{\alpha_1} \ldots \partial x_d^{\alpha_d}}(x)
\]

whenever it exists. It is said that the function \( g : \mathbb{R}^d \to \mathbb{R} \) belongs to the class \( \mathcal{F}(\tau, L) \) if (i) \( g \) has continuous partial derivatives up to order \([\tau]\), (ii) for any \( \alpha = (\alpha_1, \ldots, \alpha_d) \) such that \(|\alpha| = [\tau]\) and \( x, y \in \mathbb{R}^d \),

\[
|D^\alpha g(x) - D^\alpha g(y)| \leq L\|x - y\|^{[\tau]-[\tau]}
\]

and (iii) for any \( \alpha = (\alpha_1, \ldots, \alpha_d) \) such that \(|\alpha| \leq [\tau]\) and any \( x \in \mathbb{R}^d \),

\[
|D^\alpha g(x)| \leq L.
\]

Let \( S^{d-1} = \{l \in \mathbb{R}^d : \|l\| = 1\} \) denote the space of directions in \( \mathbb{R}^d \). For any
g ∈ ℱ(τ, L), x = (x₁, ..., xₘ) ∈ ℝᵈ, and l ∈ Sᵈ⁻¹, let \( g^{(k,l)}(x) \) denote k-th derivative of function g in direction l at point x whenever it exists\(^{11}\). For 1 ≤ i ≤ [r], let \( ℱ_i(τ, L) \) denote the class of all elements of \( ℱ(τ, L) \) such that for any \( g ∈ ℱ_i(τ, L) \) and \( l ∈ Sᵈ⁻¹ \), \( g^{(k,l)}(x) = 0 \) for all \( k = 1, ..., i \) whenever \( g^{(1,l)}(x) = 0 \), and there exist \( x = (x₁, ..., xₘ) ∈ ℝᵈ \) and \( l ∈ Sᵈ⁻¹ \) such that \( g^{(i+1,l)}(x) ≠ 0 \) and \( g^{(i,l)}(x) = 0 \). If \( τ ≤ 1 \), I set \( i = 0 \) and \( ℱ_i(τ, L) = ℱ(τ, L) \).

**A15.** Components \( f_m \)'s of the regression function \( f \) satisfy \( f_m ∈ ℱ_i(τ, L) \) for all \( m = 1, ..., p \).

For simplicity of notation, I assume that all components of \( f \) have the same smoothness properties. This assumption is used in the derivation of the power properties of the test.

**A16.** (i) The set of bandwidth values has the following form: \( H = H_n = \{ h = h_{max} a^k : h ≥ h_{min}, k = 0, 1, 2, ... \} \) where \( a ∈ (0, 1) \), \( h_{max} = \max_{i,j=1,...,n} \| X_i - X_j \| / 2 \) and \( h_{min} = C_3 (\log n/n)^{1/3(d)} \). (ii) \( S = S_n = \{ (i, m, h) : i = 1, ..., n, m = 1, ..., p, h ∈ H_n \} \).

According to this assumption, the maximal bandwidth value, \( h_{max} \), is chosen to match the radius of the support of design points. It is intended to detect deviations from the null hypothesis in the form of flat alternatives. The minimal bandwidth value, \( h_{min} \), converges to zero as the sample size increases at an appropriate rate. The minimal bandwidth value is intended to detect alternatives with narrow peaks. A16(ii) is a key condition used to establish an invariance principle that shows that the distribution of \( \hat{T} \) asymptotically depends on the distribution of disturbances \( \varepsilon_i \)'s only through their covariances \( \Sigma_i \)'s.

**A17.** (i) The kernel K is positive and supported on \( \{ x ∈ ℝᵈ : \| x \| ≤ 1 \} \). (ii) \( K(x) ≤ 1 \) for all \( x ∈ ℝᵈ \) and \( K(x) ≥ c_3 \) for all \( \| x \| ≤ 1/2 \).

I assume that the kernel function is positive on its support. Many kernels satisfy this assumption. For example, one can use rectangular, triangular, parabolic, or biweight kernels. See [110] for the definitions. On the other hand, the requirement that the

\(^{11}\)Let \( w : ℝ → ℝ \) be given by \( w(t) = g(x + tl) \). By definition, \( g^{(k,l)}(x) = w^{(k)}(0) \).
kernel is positive on its support excludes higher-order kernels, which are necessary to achieve the minimax optimal testing rate over large classes of smooth alternatives. I require positive kernels because of their negativity-invariance property, which means that any kernel smoother with a positive kernel maps the space of negative functions into itself. This property is essential for obtaining a test with the correct asymptotic size when smoothness properties of moment functions are unknown. With higher-order kernels, one has to assume undersmoothing so that the bias of the estimator is asymptotically negligible in comparison with its standard deviation. Otherwise, large values of $\hat{T}$ might be caused by large values of the bias term relative to the standard deviation of the estimator even though all components of $f(X)$ are negative. However, for undersmoothing, one has to know the smoothness properties of $f(X)$. In contrast, with positive kernels, the set of bandwidth values can be chosen without reference to these smoothness properties. In particular, the largest bandwidth value can be chosen to be bounded away from zero. Nevertheless, the test developed in this paper will be rate optimal in the minimax sense against classes $\mathcal{F}_{[\tau]}(r, L)$ when $\tau > d$.

A18. Estimators $\hat{\Sigma}_i$ of $\Sigma_i$ satisfy $P(\max_{i=1,\ldots,n} \|\hat{\Sigma}_i - \Sigma_i\| > C_4n^{-\alpha}) \leq C_4n^{-\alpha}$ where $\| \cdot \|$ denotes the spectral norm on the space of $p \times p$-dimensional symmetric matrices corresponding to the Euclidean norm on $\mathbb{R}^p$.

A18 is satisfied for $\hat{\Sigma}_i$ described in Section 2.3.3. In practice, due to the curse of dimensionality, it might be useful to use some parametric or semi-parametric estimators of $\Sigma_i$'s instead of the estimator described in Section 2.3.3. For example, if we assume that $\Sigma_i = \Sigma_j$ for all $i, j = 1, \ldots, n$, then the estimator of [97] (or its multivariate generalization) is $1/\sqrt{n}$-consistent in $L_1$-norm. In this case, A18 will be satisfied with $\kappa = 1/4 - \phi$ for arbitrarily small $\phi > 0$.

A19. The truncation parameter $\gamma$ satisfies $\gamma = \gamma_n \leq C_5n^{-\infty}$.

This assumption is used in the proof that the test is asymptotically not conservative.

A13-A15 concern the data-generating process while A16-A19 deal with the test. Taken all together, they define the model.\textsuperscript{12} The asymptotic results in this paper will

\textsuperscript{12}The model in this paper is understood as infinite sequences of nonstochastic design points
be shown to hold uniformly over all models satisfying A13-A19. For that purpose, the following notation will be useful. Let $G$ denote the set of all models satisfying A13-A19 for all $n$, and let $w \in G$ denote a generic model in $G$. In addition, let $E_w[\cdot]$ denote the expectation calculated assuming the model $w$. Finally, let $f(w)$ denote the regression function $f$ corresponding to the model $w$.

### 2.4.2 Size Properties of the Test

Analysis of size properties of the test is complicated because it is unknown whether the test statistic has a limiting distribution. Instead, I use a finite sample method developed in [33]. For each sample size $n$, this method gives an upper error bound on the uniform distance between the cdf of the test statistic and the cdf the test statistic would have in the model with Gaussian noise $\{\epsilon_i\}_{i=1}^n$.

Let $G_0$ and $G_{00}$ denote the set of all elements $w$ of $G$ satisfying $f(w) \leq 0$ a.s. and $f(w) = 0$ a.s. correspondingly. The first theorem states that the test has correct asymptotic size uniformly over the class of models $G_0$ both for plug-in and RMS critical values. In addition, the test is nonconservative as the size of the test converges to the required level $\alpha$ uniformly over the class of models $G_{00}$.

**Theorem 8.** Let $P = \text{PIA or RMS}$. Then for some constants $c$ and $C$ depending only on $c_j$ and $C_j$ for $j = 1, \ldots, 5$,

\[
\sup_{w \in G_0} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \leq \alpha + Cn^{-c} \text{ for all } n.
\]

(2.8)

In addition,

\[
\inf_{w \in G_{00}} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \geq \alpha - Cn^{-c} \text{ for all } n.
\]

(2.9)

**Comment 6.** (i) Proofs of all results are presented in the Appendix.

(ii) An advantage of this theorem is that it shows that the probability of rejecting the null under the null can exceed the nominal level of the test only by a polynomially...
small \((in n)\) number. This implies that the bootstrap procedures developed in this paper provide high quality inference in finite samples. All other papers on CMI only provide results that the probability of rejecting the null under the null is asymptotically not larger than the nominal level, without providing a bound on the difference between two quantities.

(iii) The theorem provides a bound on the difference probability of rejecting the null and the nominal level that holds uniformly over a large class of models. This also serves as a guarantee that the test controls size well in finite samples.

(iv) Combining \((2.8)\) and \((2.9)\) shows that uniformly over \(w \in \mathcal{G}_0, |P_w(T > c_{1-\alpha}) - \alpha| \leq Cn^{-c}\).

### 2.4.3 Consistency Against a Fixed Alternative

Consider any model \(w \in \mathcal{G}\). Let \(f = f(w)\). I will consider the following distance between the model \(w\) and the null hypothesis:

\[
\rho(w, H_0) = \sup_{i=1,...,\infty; m=1,...,p} [f_m(X_i)]_+ \tag{2.10}
\]

For any alternative outside of the set \(\Theta_1\), \(\rho(w, H_0) > 0\). The following theorem shows that the test is consistent against any fixed alternative \(w \in \mathcal{G}\) with \(\rho(w, H_0) > 0\). Moreover, the theorem shows that the test is consistent uniformly against alternatives whose distance from the null hypothesis is bounded away from zero. For \(\rho > 0\), let \(\mathcal{G}_\rho\) denote the subset of all elements \(w\) of \(\mathcal{G}\) such that \(\rho(w, H_0) \geq \rho\).

**Theorem 9.** Let \(P = PIA\) or RMS. Then for some constants \(c\) and \(C\) depending only on \(c_j\) and \(C_j\) for \(j = 1,...,5\),

\[
\inf_{w \in \mathcal{G}_\rho} P_w \left( T > c_{1-\alpha} \right) \geq 1 - Cn^{-c} \text{ for all } n. \tag{2.11}
\]
2.4.4 Consistency Against Local One-Dimensional Alternatives

This section derives the rate of consistency of the test against one-dimensional alternatives. Consider any model \( w_0 \in \mathcal{G} \) such that \( \rho(w_0, H_0) > 0 \). For some sequence \( \{a_n\}_{n=1}^{\infty} \) of positive numbers converging to zero, consider the sequence of models \( \{w_n\}_{n=1}^{\infty} \) such that for all \( n \), \( w_n \) coincides with \( w_0 \) except that \( f(w_n) = a_nf(w_0) \). I refer to such sequences as local one-dimensional alternatives. The following theorem establishes the consistency of the test against such alternatives whenever \( a_n\sqrt{n/\log n} \to \infty \).

**Theorem 10.** Let \( P = PIA \) or RMS. Assume that \( a_n\sqrt{n/\log n} \to \infty \). Then
\[
P_{w_n}\left(\hat{T} > c_{1-\alpha}^P\right) \to 1 \text{ as } n \to \infty.
\] (2.12)

**Comment 7.** Recall the CMI model from the first example mentioned in the Introduction where \( m(X,W,\theta) = \theta \tilde{m}(X,W) \) and \( E[\tilde{m}(X,W)|X] > 0 \) a.s. The theorem above shows that the test developed in this paper is consistent against sequences of alternatives \( \theta_0 = \theta_{0,n} \) whenever \( \theta_{0,n}\sqrt{n/\log n} \to \infty \) in this model whereas the test of [5] is consistent whenever \( \theta_{0,n}\sqrt{n} \to \infty \). Hence, my test is consistent against nearly the same sequence of alternatives in this model as the test of [5]. The additional \( \sqrt{\log n} \) factor is the cost for having higher power in other classes of models.

2.4.5 Uniform Consistency Against Holder Smoothness Classes

In this section, I present the rate of uniform consistency of the test against the class \( \mathcal{F}_c(\tau, L) \) under certain additional constraints. These additional constraints are needed to deal with boundary effects. Let \( S = \text{cl}\{X_i : i \in \mathbb{N}\} \) denote the closure of the infinite set of design points. For any \( \vartheta > 0 \), let \( S_\vartheta \) be the subset of \( S \) such that for any \( x \in S_\vartheta \), the ball with center at \( x \) and radius \( \vartheta \), \( B_\vartheta(x) \), is contained in \( S \), i.e. \( B_\vartheta(x) \subset S \). Denote \( \zeta = \min(\varsigma + 1, \tau) \). When \( \zeta \leq d \), set \( \vartheta = \vartheta_n = 2\sqrt{d \log n} \). When \( \zeta > d \), set \( \vartheta = \vartheta_n = 2\sqrt{d(\log n/n)^{1/(2\zeta+d)}} \). Let \( N_\vartheta = \{i \in \mathbb{N} : X_i \in S_\vartheta\} \). For any
Given $w \in G$ and corresponding $f = f(w)$, let

$$\rho_\theta(w, H_0) = \sup_{i \in \mathbb{N}_p, m=1,\ldots,p} [f_m(X_i)]_+$$

denote the distance between $w$ and $H_0$ over the set $S_\theta$. For the next theorem, I will use $\rho_\theta$-metric (instead of $\rho$-metric) to measure the distance between alternatives and the null hypothesis. Such restrictions are quite common in the literature. See, for example, [42] and [74]. Let $G_\theta$ be the subset of all elements of $G$ such that $\inf_{w \in G_\theta} \rho_\theta(w, H_0)/h_{\min}^\zeta \to \infty$ if $\zeta < d$ and $\inf_{w \in G_\theta} \rho_\theta(w, H_0)(n/\log n)^{\zeta/(2\zeta+d)} \to \infty$ if $\zeta > d$. Then

**Theorem 11.** Let $P = PIA$ or RMS. Then

$$\inf_{w \in G_\theta} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \to 1 \text{ as } n \to \infty. \quad (2.13)$$

**Comment 8.** Recall the CMI model from the second example mentioned in the Introduction where $m(X, W, \theta) = \hat{m}(X, W) + \theta$. Assume that $X \in \mathbb{R}$ and $E[\hat{m}(X, W)|X] = -|X|^{\nu}$ with $\nu > 1$. In this model, the identified set is $\Theta_I = \{\theta \in \mathbb{R} : \theta \leq 0\}$. The theorem above shows that the test developed in this paper is consistent against sequences of alternatives $\theta_0 = \theta_{0,n}$ whenever $\theta_{0,n}(n/\log n)^{\nu/(2\nu+1)} \to \infty$. At the same time, it follows from [10] that the test of [5] is consistent only if $\theta_{n,0}n^{\nu/(2\nu+2)} \to \infty$, so their test has a slower rate of consistency than that developed in this paper by a polynomial order.

### 2.4.6 Lower Bound on the Minimax Rate of Testing

In this section, I give a lower bound on the minimax rate of testing. For any $X = \{X_i\}_{i=1}^\infty$ satisfying A13, let $G_X$ denote the set of all models $w$ in $G$ with the sequence of design points $X$. For given $X$ and $S_\theta$ defined in the previous section, let $N(h, S_\theta)$ be the largest $m$ such that there exists $\{x_1,\ldots,x_m\} \subset S_\theta$ with $\|x_i - x_j\| \geq h$ for all $i,j = 1,\ldots,m$ if $i \neq j$. I will assume that $N(h, S_\theta) \geq Ch^{-d}$ for all $h \in (0,1)$ and sufficiently large $n$ for some constant $C > 0$. In an iid setting, this condition holds.
a.s. under the conditions of Lemma 18. Let \( \phi_n(Y_1, \ldots, Y_n) \), \( n \geq 1 \), denote a sequence of tests. In other words, \( \phi_n(Y_1, \ldots, Y_n) \) denotes the probability of rejecting the null hypothesis upon observing sample \( Y = (Y_1, \ldots, Y_n) \).

**Theorem 12.** Assume that (i) \( N(h, S) \geq Ch^{-d} \) for all \( h \in (0, 1) \), sufficiently large \( n \), and some \( C > 0 \), (ii) \( \zeta = [\tau] \), and (iii) \( \tau_n(n/\log n)^{r/(2r+d)} \to 0 \) as \( n \to \infty \) for some sequence of positive numbers \( \tau_n \). Then for any sequence of tests \( \phi_n(Y_1, \ldots, Y_n) \) with \( \sup_{w \in G \cap G_x} E_w[\phi_n(Y_1, \ldots, Y_n)] \leq \alpha \),

\[
\inf_{w \in G_x, \phi \in (w, H_0)} E_w[\phi_n(Y_1, \ldots, Y_n)] \leq \alpha + o(1) \text{ as } n \to \infty. \tag{2.14}
\]

**Comment 9.** Since \( F_{[\tau]}(\tau, L) \subset F(\tau, L) \), the same lower bound applies for the class \( F(\tau, L) \) as well. The same lower bound also applies with \( G \) instead of \( G_x \). Comparing this result with that in Theorem 4 shows that the test presented in this paper is minimax rate optimal (for almost all sequences \( \{X_i\}_{i=1}^\infty \)) if \( \zeta = \tau > d \). The lower bound is not achieved when \( \zeta < \tau \) or \( \tau \leq d \). Two possibilities arise in these cases: the lower bound is not tight or the test is not minimax rate optimal. When \( \zeta < \tau \), it is easy to see that the lower bound is achieved by the test with a higher order kernel and an appropriate (smoothness dependent) bandwidth value. Hence, the lower bound in this case is tight, and the test is not minimax rate optimal. When \( \zeta = \tau \leq d \), the test does not achieve the lower bound because of the constraint on \( h_{\min} \) imposed in A16. It is unknown whether this constraint can be relaxed without imposing existence of higher moments of \( \varepsilon_i \)'s beyond those imposed in A14(ii). [12] show, however, that if one assumes existence of finite moment generating function of \( \varepsilon_i \)'s, then one can construct a test that will achieve the rate in the lower bound derived in Theorem 12. Actually, under the assumption of finite moment generating function, the same rate can be obtained by the test considered in this paper. Specifically, assume in A14 that \( E[\exp(|\varepsilon_{i,m}|/C_2)] \leq C_2 \) for all \( i = 1, \ldots, n \) and \( m = 1, \ldots, p \) instead of \( E[\max_{m=1,...,p} |\varepsilon_{i,m}|] \leq C_2 \) for all \( i = 1, \ldots, n \) and assume in A16 that \( h_{\min} = C_3(\log n)^{\delta}/n^d \) instead of \( h_{\min} = C_3(\log n/n)^{1/(3d)} \). Then Theorem 8 continues to hold (with the only difference in the proof that now one applies Corollary 2.3, case
E.4 in [33] instead of case E.5 in Lemma 25) and the argument like that in the proof of Theorem 11 shows that the test is uniformly consistent against the set of models $G_0$ if $\inf_{w \in G_0} \rho_0(w, H_0)(n/\log n)^{c/(2c+d)} \rightarrow \infty$. This implies that the test is rate optimal when $\zeta = \tau \leq d$.

### 2.5 Extensions

In this section, I briefly outline two extensions of the test developed in this paper. One of them concerns with the case of infinitely many CMI. The other one deals with local CMI. For brevity, I only discuss basic results. In both cases, I am interested in testing the null hypothesis, $H_0$, that $\theta = \theta_0$ against the alternative, $H_a$, that $\theta \neq \theta_0$.

**Infinitely Many CMI.** In many cases the parameter $\theta$ is restricted by a countably infinite number of CMI, i.e., $p = \infty$. For example, recall the English auction model and the model with interval data from Section 2.2. In those models, inequalities (2.3) and (2.4)-(2.5) hold for all $v \in \mathbb{R}$. Taking rational values of $v$ leads to a countably infinite number of CMI. Note that the last step does not change the identified set if left-hand sides of these inequalities are continuous in $v$ or, at least, right or left continuous.

Let $m : \mathbb{R}^d \times \mathbb{R}^k \times \Theta \rightarrow \mathbb{R}^N$ be some known function where $N$ denotes the set of natural numbers. Suppose that $\theta \in \Theta$ satisfies

$$E[m(X, W, \theta)|X] \leq 0 \text{ a.s.}$$

Given $\theta_0$, define $\bar{f}(X) = E[m(X, W, \theta_0)|X]$. In addition, denote $\bar{\varepsilon}_i = m(X_i, W_i, \theta_0) - \bar{f}(X_i)$, and $\bar{\varepsilon}_i = E[\bar{\varepsilon}_i^T|X_i]$. Let $\{p_n\}_{n=1}^\infty$ be a sequence of natural numbers converging to infinity. Consider the test based on the first $p = p_n$ inequalities. More precisely, let $m : \mathbb{R}^d \times \mathbb{R}^k \times \Theta \rightarrow \mathbb{R}^p$ be the vector-valued function whose $j$-th component coincides with $j$-th component of $m$ for all $j = 1, ..., p$, and consider the test described in Section 2.3 based on inequalities $E[m(X, W, \theta)|X] \leq 0 \text{ a.s.}$ Denote its critical value by $c_{1-\alpha}^P$ with $P = PIA$ or $RMS$. In addition, let me use all the notation defined in
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Sections 2.3 and 2.4 and corresponding to the test based on the function $m$.

Let $\mathcal{G}$ denote the set of all models satisfying A13-A19 for all $n$ where $p = p_n$ is now understood to be a function of $n$ and where $\varepsilon_i$, $\Sigma_i$, $f$, and $p$ in A14 and A15 are replaced by $\tilde{\varepsilon}_i$, $\tilde{\Sigma}_i$, $\tilde{f}$, and $\infty$, respectively. Let $\mathcal{G}_0$ denote the set of models in $\mathcal{G}$ satisfying $\tilde{f} \leq 0$ a.s., $\mathcal{G}_{00}$ denote the set of models in $\mathcal{G}_0$ satisfying $\tilde{f} = 0$ a.s., and $\mathcal{G}_p$ denote the set of models in $\mathcal{G}$ satisfying $\rho(w, H_0) \geq \rho$ where $\rho(w, H_0)$ is defined as in (2.10) with $\tilde{f}$ and $\infty$ instead of $f$ and $p$, respectively. An advantage of the finite sample approach used in this paper is that it immediately gives certain conditions that ensure that such a test maintains the required size as $n \to \infty$.

**Corollary 1.** Let $P = PIA$ or RMS. Assume that $p_n \log n \leq C_6 n^{c_6}$ for some sufficiently small and large constants $c_6$ and $C_6$, respectively. Then for some constants $c$ and $C$ depending only on $c_j$ and $C_j$ for $j = 1, ..., 6$,

$$\sup_{w \in \mathcal{G}_0} P_w(\hat{T} > c_{1-\alpha}^P) \leq \alpha + Cn^{-c} \text{ for all } n.$$  \hfill (2.15)

In addition,

$$\inf_{w \in \mathcal{G}_{00}} P_w(\hat{T} > c_{1-\alpha}^P) \geq \alpha - Cn^{-c} \text{ for all } n.$$  \hfill (2.16)

Finally,

$$\inf_{w \in \mathcal{G}_p} P_w(\hat{T} > c_{1-\alpha}^P) \geq 1 - Cn^{-c} \text{ for all } n.$$  \hfill (2.17)

**Comment 10.** This corollary shows that the test has the correct asymptotic size, is asymptotically not conservative, and is consistent against fixed alternatives outside of the set $\Theta_I$.

**Local CMI.** Suppose that the parameter $\theta$ is restricted by the following inequalities:

$$E[m(X, W, \theta)|X^1, X^2 = x_0] \leq 0 \text{ a.s.}$$  \hfill (2.18)

where $m(\cdot, \cdot, \cdot)$, $X = (X^1, X^2)$, and $W$ are as above, and $x_0$ is some fixed point of interest. Assume that $X^1$ and $X^2$ are $d_1$- and $d_2$-dimensional random vectors (the

---

13Inspection of the proof shows that it suffices to choose $c_6 < c_4/8$ and some $C_6 > 0$.  
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dimension of $X$ is $d = d_1 + d_2$. CMI of the form (2.18) arise in nonparametric and semiparametric inference. For example, recall the English auction model from Section 2.2. In that model, suppose that the set of covariates is $X = (X^1, X^2)$ so that $F = F(v, X^1, X^2)$. Suppose that the point $X^2 = x_0$ is of interest. Denote $\tilde{F}(v, X^1) = F(v, X^1, x_0)$. Then inequality (2.3) leads to

$$E[\phi^{-1}(\tilde{F}(v, X^1)) - I\{b_{1:i:m} \leq v\}|X^1, X^2 = x_0] \leq 0 \text{ a.s.}$$

Parameterizing the function $\tilde{F}(\cdot, \cdot)$ gives inequalities of the form (2.18). Note that parameterizing $\tilde{F}(\cdot, \cdot)$ instead of $F(\cdot, \cdot, \cdot)$ reduces the risk of misspecification, which makes this approach attractive when the only interesting value of $X^2$ is $x_0$.

As above, given $\theta_0$, define $f(X) = E[m(X, W, \theta_0)|X]$. In addition, denote $\varepsilon_i = m(X_i, W_i, \theta_0) - f(X_i)$, and $\Sigma_i = E[\varepsilon_i (\varepsilon_i)^T | X_i]$. Let $\widehat{\Sigma}_i$ be an estimator of $\Sigma_i$ ($i = 1, ..., n$) as described in Section 2.3.3. Let $N$ be a subset of all observations $i = 1, ..., n$ such that $\|X_i - x_0\| < a$ for all $i \in N$. It will be assumed that $a = a_n \to 0$ as $n \to \infty$. Denote the number of elements in $N$ by $n_a$. Without loss of generality, I assume that observations in $N$ are those corresponding to $i = 1, ..., n_a$. In order to test inequalities (2.18), consider the test described in Section 2.3 based on the data $\{(X_i, W_i)\}_{i \in N}$. Denote its test statistic by $\widehat{T}$ and its critical value by $c_{1-\alpha}^P$ with $P = PIA$ or $RMS$.

Let $\mathcal{G}$ denote the set of models satisfying A13-A19 for all $n$ with $n$ replaced by $n_a$, with $d$ replaced by $d_1$ in A13 and A16, and such that for all these models, $|f_m(X)| \leq C_6 a_n$ for all $i \in N$ and $m = 1, ..., p$, and $a_n \sqrt{n_a h_{\text{max}}^d \log n} \leq C_6 n^{-\gamma}$ for sufficiently small and large constants $c_0$ and $C_6$, respectively. Let $\mathcal{G}_0$ denote the set of all models in $\mathcal{G}$ satisfying $f(X) \leq 0$ a.s., $\mathcal{G}_{00}$ denote the set of models in $\mathcal{G}_0$ satisfying $f(X) = 0$ a.s. Denote $\mathcal{N}_a = \{(i, m) : i = 1, ..., n_a, m = 1, ..., p, \|X_i^2 - x_0\| \leq a\}$. Define the distance between the model $w \in \mathcal{G}$ and the null hypothesis by

$$\rho(w, H_0) = \inf_{\sigma \in (0, \infty)} \sup_{(i, m) \in \mathcal{N}_a} [f_m(X_i)]_+$$

Let $\mathcal{G}_\rho$ denote the set of all models $w$ in $\mathcal{G}$ satisfying $\rho(w, H_0) \geq \rho > 0$. 
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Corollary 2. Let $P = PIA$ or $RMS$. Then for some constants $c$ and $C$ depending only on $c_j$ and $C_j$ for $j = 1, ..., 6$,

$$
\sup_{w \in \Theta_0} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \leq \alpha + Cn^{-c} \text{ for all } n. \quad (2.19)
$$

In addition,

$$
\inf_{w \in \Theta_0} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \geq \alpha - Cn^{-c} \text{ for all } n. \quad (2.20)
$$

Finally,

$$
\inf_{w \in \Theta_0} P_w \left( \hat{T} > c_{1-\alpha}^P \right) \geq 1 - Cn^{-c} \text{ for all } n. \quad (2.21)
$$

Comment 11. (i) Note that in an iid setting, if $f(x^1, x_0) > 0$ for some $x^1$ such that $(x^1, x_0)$ is inside of the support of $X$, then it follows as in the proof of Lemma 18 that $p(w, H_0) > 0$ a.s. So, the corollary above shows that the test has correct asymptotic size, is asymptotically not conservative, and is consistent against any fixed alternative outside of the set $\Theta_I$.

(ii) Note that the corollary remains valid if $h_{\max} \to 0$ as $n \to 0$.

(iii) Condition $a_n \sqrt{n_n h_{\max}^2 \log n} \leq C_6 n^{-c_6}$ in this corollary is required to ensure that the bias due to using data with $X_i^2 \neq x_0$ is asymptotically negligible. Given that small values of $a_n$ lead to small effective sample size $n_n$ while small values of $h_{\max}$ lead to large variance of the kernel estimator, it is useful to set $h_{\max} \to 0$ as $n \to \infty$ to balance these effects.

2.6 Monte Carlo Results

In this section, I present results of two Monte Carlo simulation studies. The aim of these simulations is twofold. First, I demonstrate that my test accurately maintains size in finite samples. Second, I compare relative advantages and disadvantages of my test and the tests of [5], [36], and [74]. The methods of [5] and [74] are most appropriate for detecting flat alternatives, which represent one-dimensional local alternatives. These methods have low power against alternatives with peaks, however. The test of [36] has higher power against latter alternatives, but it requires knowing
smoothness properties of the moment functions. The authors suggest certain rule-of-thumb techniques to choose a bandwidth value. Finally, the main advantage of my test is its adaptiveness. In comparison with [5] and [74], my test has higher power against alternatives with peaks. In comparison with [36], my test has higher power when their rule-of-thumb techniques lead to an inappropriate bandwidth value. For example, this happens when the underlying moment function is mostly flat but varies significantly in the region where the null hypothesis is violated (the case of spatially inhomogeneous alternatives, see [76]).

First simulation study. The data generating process is

\[ Y_i = L(M - |X_i|) + m + \varepsilon_i \]

where \( X_i \)'s are equidistant on the \([-2, +2]\) interval\(^{15}\), \( Y_i \)'s and \( \varepsilon_i \)'s are scalar random variables, and \( L, M, \) and \( m \) are some constants. Depending on the experiment, \( \varepsilon_i \)'s have either normal or (continuous) uniform distribution with mean zero. In both cases, the variance of \( \varepsilon_i \)'s is 0.01. I consider the following specifications for parameters. Case 1: \( L = M = m = 0 \). Case 2: \( L = 0.1, M = 0.2, m = 0.02 \). Case 3: \( L = M = 0, m = -0.02 \). Case 4: \( L = 2, M = 0.2, m = 0.2 \). Note that \( E[Y|X] \leq 0 \) a.s. in cases 1 and 2 while \( P(E[Y|X] > 0) > 0 \) in cases 3 and 4. In case 3, the alternative is flat. In case 4, the alternative has a peak in the region where the null hypothesis is violated. I have chosen parameters so that rejection probabilities are strictly greater than 0 and strictly smaller than 1 in most cases so that meaningful comparisons are possible. I generate samples \( (X_i, Y_i)_{i=1}^n \) of size \( n = 250 \) and 500. In all cases, I consider tests with the nominal size 10%. The results are based on 1000 simulations for each specification.

For the test of [5], I consider their Kolmogorov-Smirnov test statistic with boxes and truncation parameter 0.05. I simulate both plugin (AS, plugin) and GMS (AS, GMS) critical values based on the asymptotic approximation suggested in their paper.

\(^{14}\)When their rule-of-thumb works well and moment functions are sufficiently smooth, the test of [36] often yielded the best results in my simulations.

\(^{15}\)Results where \( X_i \)'s are distributed uniformly on the \([-2, +2]\) interval are very similar.
All other tuning parameters are set as prescribed in their paper.

Implementing all other tests requires selecting a kernel function. In all cases, I use
\[ K(x) = 1.5(1 - 4x^2)^+. \]

For the test of [36], I use their kernel type test statistic with critical values based on the multiplier bootstrap both with (CLR, \( \hat{V} \)) and without (CLR, \( V \)) the set estimation. Both [36] and [74] (LSW) circumvent edge effects of kernel estimators by restricting their test statistics to the proper subsets of the support of \( X \). To accomodate this, I select the 10\%th and 90\%th percentiles of the empirical distribution of \( X \) as bounds for the set over which the test statistics are calculated. Both tests are nonadaptive. In particular, there is no formal theory on how to choose bandwidth values in their tests, so I follow their informal suggestions. For the test of [74], I use their test statistic based on one-sided \( L_1 \)-norm.

Parameters for the test developed in this paper are chosen according to recommendations in Section 2.3.1. Specifically, the largest bandwidth value, \( h_{\text{max}} \), is set to be equal to the length of the support of the empirical distribution.\(^{17} \) The smallest bandwidth value, \( h_{\text{min}} \), is set as \( h_{\text{min}} = 0.2h_{\text{max}}(\log n/n)^{1/3} \). The scaling parameter, \( a \), equals 0.5 so that the set of bandwidth values is
\[ H_n = \{ h = h_{\text{max}}0.5^k : h \geq h_{\text{min}}, k = 0, 1, 2, \ldots \}. \]

I estimate \( \Sigma_t \) using the method of [97]. Specifically, I rearrange the data so that \( X_1 \leq \ldots \leq X_n \) and set \( \hat{\Sigma}_i = \hat{\Sigma} = \sum_{i=2}^{n}(Y_i - Y_{i-1})^2/(2n) \). Finally, for the RMS critical value, I set \( \gamma = 0.1/\log(n) \) to make meaningful comparisons with the test of [36]. In

\(^{16}\)This kernel function does not coincide with recommendations in Section 2.3.1 (where I recommended the kernel \( K(x) = 0.75(1 - x^2)^+ \)). I use this kernel function because it was used in other simulation studies; see, in particular [74]. Note, however, that for the test statistic in this paper, multiplicative constant in the kernel function has no effect (it cancels out because of studentization), and so using kernels \( K(x) = 1.5(1 - 4x^2)^+ \) and \( K(x) = 0.75(1 - x^2)^+ \) gives numerically the same values of the test statistic if all bandwidth values for the former kernel are twice as large as bandwidth values for the latter kernel.

\(^{17}\)In Section 2.3.1, I recommend setting the largest bandwidth value as one half of the length of the support of the empirical distribution. The difference is explained by different scaling of the kernel function.
Table 2.1: Results of Monte Carlo Experiments, \( n = 250 \)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Case</th>
<th>Probability of Rejecting Null Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AS, plugin</td>
</tr>
<tr>
<td>Normal</td>
<td>1</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.880</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.000</td>
</tr>
<tr>
<td>Uniform</td>
<td>1</td>
<td>0.102</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.000</td>
</tr>
</tbody>
</table>

all bootstrap procedures, for all tests, I use 500 repetitions.

The results of the first simulation study are presented in table 1 for \( n = 250 \) and in table 2 for \( n = 500 \). In both tables, my test is denoted as Adaptive test with plug-in and RMS critical values. Consider first results for \( n = 250 \). In case 1, where the null hypothesis holds, all tests have rejection probabilities close to the nominal size 10% both for normal and uniform disturbances. In case 2, where the null hypothesis holds but the underlying regression function is mainly strictly below the borderline, all tests are conservative. When the null hypothesis is violated with a flat alternative (case 3), the tests of [5] and [74] have highest rejection probabilities as expected from the theory. In this case, my test is less powerful in comparison with these tests and somewhat similar to the method of [36]. This is compensated in case 4 where the null hypothesis is violated with the peak-shaped alternative. In this case, the power of my test is much higher than that of competing tests. This is especially true for my test with RMS critical values whose rejection probability exceeds 80% while rejection probabilities of competing tests do not exceed 20%. Note that all results are stable across distributions of disturbances. Also note that my test with RMS critical values has higher power than the test with plugin critical values in case 4. So, among these two tests, I recommend the test with RMS critical values. Results for \( n = 500 \) indicate a similar pattern.

Second simulation study. In the second simulation study, I compare the power function of the test developed in this paper with that of the Andrews and Shi's (2013)
test, which is most closely related to my method. For my test, I use the RMS critical value. For the test of [5], I use their GMS critical value. The data generating process is

\[ Y_i = m + \sqrt{2\pi}\phi(\tau X_i) + \varepsilon_i \]

where \( X_i \)'s are again equidistant on the \([-2, +2]\) interval, \( Y_i \)'s and \( \varepsilon_i \)'s are scalar random variables, \( m \) and \( \tau \) are some constants, and \( \phi(\cdot) \) is the pdf of the standard Gaussian distribution. In this experiment, \( \varepsilon_i \)'s have \( N(0, 1) \) distribution. I use samples \((X_i, Y_i)_{i=1}^n\) of size \( n = 250 \). Both tests are based on the same specifications as in the first simulation study except that now I use 100 repetitions for all simulation procedures in order to conserve computing time. At each point, the rejection probabilities are estimated using 500 simulations.

Note that \( \tau \) is naturally bounded from below because \( \tau \) and \(-\tau\) yield the same results. So, I set \( \tau \geq 0 \). In addition, \( E[Y|X] \leq 0 \) a.s. if \( m \leq -1 \). Therefore, I set \( m \geq -1 \). Figure 1 shows the difference between the rejection probabilities of my test and of the test of [5]. This figure shows that the rejection probability of the test developed in this paper is higher than that of the test of [5] in most cases and is strictly higher over a wide region of parameter values. The exception is a narrow region where \( \tau \) is close to 0 (flat alternatives) and \( m \) is close to \(-1 \). Concluding this section, I note that all simulation results are consistent with the presented theory.
2.7 Conclusions

In this paper, I develop a new test of conditional moment inequalities. In contrast to some other tests in the literature, my test is directed against general nonparametric alternatives yielding high power in a large class of CMI models. Considering kernel estimates of moment functions with many different values of the bandwidth parameter allows me to construct a test that automatically adapts to the unknown smoothness of moment functions and selects the most appropriate testing bandwidth value. The test developed in this paper has uniformly correct asymptotic size, no matter whether the model is identified, weakly identified, or not identified, is consistent against any fixed alternative outside of the set $\Theta$, and is uniformly consistent against certain, but not all, large classes of smooth alternatives whose distance from the null hypothesis converges to zero at a fastest possible rate. The tests of [5] and [74] have nontrivial power against $n^{-1/2}$-local one-dimensional alternatives whereas my method only allows for nontrivial testing against $(n / \log n)^{-1/2}$-local alternatives of this type. The additional $(\log n)^{1/2}$ factor should be regarded as the price for having fast rate of uniform consistency. There exist sequences of local alternatives against which their tests are not consistent whereas mine is. Monte Carlo experiments give an example of
a CMI model where finite sample power of my test greatly exceeds that of competing tests.

2.8 Appendix. Proofs

This Appendix contains proofs of all results stated in the main part of the paper. Section 2.8.1 gives a proof of the uniform consistency of the estimator \( \hat{\Sigma}_i \) of \( \Sigma_i \) described in Section 2.3.3. I provide the proof because I was not able to find it in the literature. Section 2.8.2 derives a bound on the modulus of continuity in the spectral norm of the square root operator on the space of symmetric positive semidefinite matrices. Section 2.8.3 gives sufficient conditions for A13 in the main part of the paper. Section 2.8.4 explains an anticoncentration inequality for the maximum of Gaussian random variables with unit variance. Section 2.8.5 describes a result on Gaussian random variables that is used in the proof of the lower bound on the minimax rate. Section 2.8.6 develops some preliminary technical results necessary for the proofs of the main theorems. Finally, Section 2.8.7 presents the proofs of the theorems stated in the main part of the paper.

In this Appendix, \( c \) and \( C \) are used as generic strictly positive constants that are independent of \( n \). Their values can change from line to line.

2.8.1 Lemma on the Estimator of \( \Sigma_i \)

Lemma 15. Let \( \hat{\Sigma}_i \) be an estimator of \( \Sigma_i \) described in Section 2.3.3. Let A13-A15 hold. In addition, assume that (i) \( E[|\varepsilon_{i,m}^{i+\delta}|^4] \leq C \) for all \( i = 1, \ldots, n \) and \( m = 1, \ldots, p \), (ii) \( b \leq C n^{-c} \), (iii) \( \min_{i=1, \ldots, n} |J(i)|/n^{1/(2+\delta)} \geq cn^C \), (iv) \( \|\Sigma_i - \Sigma_j\| \leq C\|X_i - X_j\| \). Then A18 holds.

Comment 12. Note that under assumptions of Lemma 18, which is described below, condition (iii) above follows from \( n^{(1+\delta)/(2+\delta)}b^d \geq cn^C \), which is an elementary condition.
Proof. By definition,
\[ \hat{\Sigma}_i = \sum_{j \in J(i)} (Y_{k(j)} - Y_0)(Y_{k(j)} - Y_0)^T/(2|J(i)|). \]

Since all norms on the finite-dimensional linear space are equivalent (Theorem 1.6 in [70]), it is enough to prove that
\[ P(\max_{i=1,\ldots,n} |\hat{\Sigma}_{i,m_1,m_2} - \Sigma_{i,m_1,m_2}| > Cn^{-c}) \leq Cn^{-c} \]
for all \( m_1, m_2 = 1, \ldots, p \). The proof will be given for \( m_1 = m_2 = 1 \). The result for all other \( m_1, m_2 \) follows from the same argument. To simplify notation, I will write \( \Sigma_i, \hat{\Sigma}_i, f(X_i), \) and \( \epsilon_i \) instead of \( \Sigma_{i,11}, \hat{\Sigma}_{i,11}, f_1(X_i), \) and \( \epsilon_{i,1} \) correspondingly as if it were a one-dimensional case.

Let \( M = n^{1/(4+\delta/2)} \). Consider a truncated version of \( \epsilon_i \)'s: \( \tilde{\epsilon}_i = \epsilon_i I\{\epsilon_i \leq M\} \). Since \( E[|\epsilon_i|^{4+\delta}] \leq C \), it follows that \( E[\max_{i=1,\ldots,n} |\epsilon_i|] \leq Cn^{1/(4+\delta)} \) (see Lemma 2.2.2 in [111]). Then Markov inequality gives
\[ P(\max_{i=1,\ldots,n} |\epsilon_i| > M) \leq Cn^{1/(4+\delta)}/M \leq Cn^{-c}. \]

So,
\[ P_1 = P(\max_{i=1,\ldots,n} |\tilde{\epsilon}_i - \epsilon_i| > 0) \leq Cn^{-c}. \]

Denote \( \tilde{\Sigma}_i = E[\tilde{\epsilon}_i^2] \) (\( i = 1, \ldots, n \)). Then \( \tilde{\Sigma}_i = \Sigma_i - E[\epsilon_i^2 I\{\epsilon_i > M\}] \). Combining Fubini theorem and Markov inequality yields
\[ E[\epsilon_i^2 I\{\epsilon_i > M\}] = \int_0^\infty P(\epsilon_i^2 I\{\epsilon_i > M\} > t)dt \]
\[ \leq MP(\epsilon_i > M) + \int_M^\infty E[\epsilon_i^4]/t^2dt \leq E[\epsilon_i^4](1/M^3 + 1/M) \leq 2E[\epsilon_i^4]/M. \]

In addition, for \( i = 1, \ldots, n \), denote \( \tilde{Y}_i = f(X_i) + \tilde{\epsilon}_i \) and
\[ \tilde{\Sigma}_i = \sum_{j \in J(i)} (\tilde{Y}_{k(j)} - \tilde{Y}_0)(\tilde{Y}_{k(j)} - \tilde{Y}_0)^T/(2|J(i)|). \]
Then
\[ P(\max_{i=1, \ldots, n} |\hat{\Sigma}_i - \tilde{\Sigma}_i| > 0) = P_1 \leq Cn^{-c}. \]

Therefore, for sufficiently small \( c \) and sufficiently large \( C \),
\[ P(\max_{i=1, \ldots, n} |\hat{\Sigma}_i - \Sigma_i| > Cn^{-c}) \leq P(\max_{i=1, \ldots, n} |\hat{\Sigma}_i - \tilde{\Sigma}_i| > Cn^{-c}/2) + Cn^{-c} \]
for all \( n \). By the union bound,
\[ P(\max_{i=1, \ldots, n} |\hat{\Sigma}_i - \tilde{\Sigma}_i| > Cn^{-c}) \leq \sum_{i=1}^{n} P(|\hat{\Sigma}_i - \tilde{\Sigma}_i| > Cn^{-c}). \]

Further,
\[ P(|\hat{\Sigma}_i - \tilde{\Sigma}_i| > Cn^{-c}) \leq P_1 + P_2 + P_3 \]
where
\[ P_1 = P(\sum_{j \in J(i)} (f(X_{k(j)}) - f(X_j))^2/(2|J(i)|) > Cn^{-c}), \]
\[ P_2 = P(|\sum_{j \in J(i)} (f(X_{k(j)}) - f(X_j)(\tilde{\xi}_{k(j)} - \tilde{\xi}_j)))/|J(i)| > Cn^{-c}), \]
\[ P_3 = P(|\sum_{j \in J(i)} (\tilde{\xi}_{k(j)} - \tilde{\xi}_j)^2/(2|J(i)|) - \hat{\Sigma}_i | > Cn^{-c}). \]

By A15, \( |f(X_{k(j)}) - f(X_j)| \leq L\|X_{k(j)} - X_j\| \leq 2Lb \). Since \( b \) converges to zero at a polynomial rate, \( P_1 = 0 \) if \( c \) and \( C \) in the definition of \( P_1 \) are sufficiently small and large, respectively. Consider \( P_3 \). Note that \( P_3 \leq P_{31} + P_{32} \) where
\[ P_{31} = (|\sum_{j \in J(i)} \tilde{\xi}_j^2)/|J(i)| - \hat{\Sigma}_i | > Cn^{-c}) \text{ and } P_{32} = (|\sum_{j \in J(i)} \tilde{\xi}_{k(j)}\tilde{\xi}_j)/|J(i)| > Cn^{-c}). \]

Since \( |\Sigma_i - \Sigma_j| \leq C\|X_i - X_j\| \) and \( b \) is polynomially small, it follows that
\[ P_{31} = P(|\sum_{j \in J(i)} (\tilde{\xi}_j^2 - \tilde{\xi}_{k(j)})/|J(i)| > Cn^{-c}). \]
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Then Hoeffding inequality gives (see proposition 1.3.5 in [41])

\[ P_{31} \leq 2\exp\{-Cn^{-c}|J(i)|/M^2\}. \]

Therefore, \( nP_{31} \leq Cn^{-c} \) if \( \min_{i=1,\ldots,n} |J(i)|/M^2 > cn^C \), which holds by assumption (iii).

Now consider \( P_{32} \). Denote \( U(i) = \{j \in J(i) : j < k(j)\} \). Apply Hoeffding inequality conditional on \( \{\tilde{e}_j\}_{j \in U(i)} \). Since \( |\tilde{e}_j| \leq M \) for all \( j = 1,\ldots,n \), \( nP_{32} \leq Cn^{-c} \) like \( nP_{31} \leq Cn^{-c} \). Similar argument shows that \( nP_2 \leq Cn^{-c} \) as well. The result follows. \( \square \)

### 2.8.2 Continuity of the Square Root Operator on the Set of Positive Semidefinite Matrices

**Lemma 16.** Let \( A \) and \( B \) be \( p \times p \)-dimensional symmetric positive semidefinite matrices. Then \( \|A^{1/2} - B^{1/2}\| \leq p^{1/2} \|A - B\|^{1/2} \).

**Proof.** Let \( a_1,\ldots,a_p \) and \( b_1,\ldots,b_n \) be orthogonal eigenvectors of matrices \( A \) and \( B \) correspondingly. Without loss of generality, I can and will assume that \( \|a_i\| = \|b_i\| = 1 \) for all \( i = 1,\ldots,p \) where \( \| \cdot \| \) denotes the Euclidean norm on \( \mathbb{R}^p \). Let \( \lambda_1(A),\ldots,\lambda_p(A) \) and \( \lambda_1(B),\ldots,\lambda_p(B) \) be corresponding eigenvalues. Let \( f_{i1},\ldots,f_{ip} \) be coordinates of \( a_i \) in the basis \( (b_1,\ldots,b_p) \) for all \( i = 1,\ldots,p \). Then \( \sum_{j=1}^{p} f_{ij}^2 = 1 \) for all \( i = 1,\ldots,p \).

For any \( i = 1,\ldots,p \),

\[
\sum_{j=1}^{p} (\lambda_i(A) - \lambda_j(B))^2 f_{ij}^2 = \sum_{j=1}^{p} (\lambda_i(A) - \lambda_j(B)) f_{ij} b_j^2 \\
= \|\lambda_i(A) a_i - \sum_{j=1}^{p} \lambda_j(B) f_{ij} b_j\|^2 = \|(A - B) a_i\|^2 \leq \|A - B\|^2
\]

since \( \|(A - B) a_i\| \leq \|A - B\| \|a_i\| = \|A - B\| \).

For \( P = A, B \), \( P^{1/2} \) has the same eigenvectors as \( P \) with corresponding eigenvalues.
equal to $\lambda^{1/2}(P), \ldots, \lambda^{1/2}_n(P)$. Therefore, for any $i = 1, \ldots, p$,

$$
\| (A^{1/2} - B^{1/2}) a_i \|^2 = \sum_{j=1}^p (\lambda_j^{1/2}(A) - \lambda_j^{1/2}(B) )^2 f_{ij}^2 \leq \sum_{j=1}^p |\lambda_i(A) - \lambda_j(B) | f_{ij}^2 \\
\leq \left( \sum_{j=1}^p (\lambda_j(A) - \lambda_j(B) )^2 f_{ij}^2 \right)^{1/2} \leq \| A - B \|
$$

where the last line used the inequality derived above. For any $c \in \mathbb{R}^p$ with $||c|| = 1$, let $d_1, \ldots, d_p$ be coordinates of $c$ in the basis $(a_1, \ldots, a_p)$. Then

$$
\| (A^{1/2} - B^{1/2}) c \| = \| (A^{1/2} - B^{1/2}) \sum_{i=1}^p d_i a_i \| \\
\leq \sum_{i=1}^p |d_i| \| (A^{1/2} - B^{1/2}) a_i \| \leq \sum_{i=1}^p |d_i| \| A - B \|^{1/2} \leq p^{1/2} \| A - B \|^{1/2}
$$

since $\sum_{i=1}^p d_i^2 = 1$. Thus, $\| A^{1/2} - B^{1/2} \| \leq p^{1/2} \| A - B \|^{1/2}$. \hfill \Box

### 2.8.3 Primitive Conditions for $A1$

In this section, I give a counter-example for the statement that for $A13$ to hold, it suffices to assume that $X_i$'s are sampled from a distribution that is absolutely continuous with respect to Lebesgue measure, has bounded support, and whose density is bounded from above and away from zero on the support. I also prove that $A13$ holds if, in addition to above conditions, one assumes that the support is a convex set.

**Lemma 17.** There exists a probability distribution on $\mathbb{R}^2$ with bounded support such that this distribution is uniform on its support and if $X_i$'s are sampled from this distribution, then $A13$ fails.

**Proof.** As an example of such a probability distribution, consider the uniform distribution on

$$
S = \{(x_1, x_2) \in [0,1] \times [-(1+\alpha)/2, (1+\alpha)/2] : x_1 \geq 0; -(1+\alpha)x_1^2/2 \leq x_2 \leq (1+\alpha)x_1^2/2 \}
$$

for some $\alpha > 0$. For fixed $i$, the probability that $X_{i,1} \leq \frac{h}{2}$ is $p = \frac{h}{1+\alpha}$, and the
probability that \( X_{i,1} > \overline{h} \) is \( p = 1 - \overline{h}^{1+\alpha} \). Let \( A_n \) be an event that \( X_{i,1} \leq h \) for exactly one \( i = 1, \ldots, n \) whereas \( X_{i,1} > \overline{h} \) for all other \( i = 1, \ldots, n \) with \( h < \overline{h} \). The probability of this event is

\[
P(A_n) = npp^{n-1} = nh^{1+\alpha}(1 - \overline{h}^{1+\alpha})^{n-1}.
\]

Set \( h = (c/n)^{1/(1+\alpha)} \) and \( \overline{h} = (C/n)^{1/(1+\alpha)} \) with \( 0 < c < C < 1 \). Then I can find the limit of \( P(A_n) \) as \( n \to \infty \):

\[
\lim_{n \to \infty} P(A_n) = \lim_{n \to \infty} c(1 - C/n)^{n-1} = ce^{-C} > 0.
\]

Note that on \( A_n \), there is an observation \( X_i \) such that there is no other observations in the ball with center at \( X_i \) and radius \( (C^{1/(1+\alpha)} - c^{1/(1+\alpha)})/n^{1/(1+\alpha)} \). The result now follows by choosing \( \alpha \) sufficiently large such that \( n^{-1/(1+\alpha)} \) converges to zero slower then \( h_{\min}^\alpha \). \( \square \)

Now I give a sufficient primitive condition for A13.

**Lemma 18.** Suppose that A16 holds. If \( X_i \)'s are sampled from a distribution that is absolutely continuous with respect to Lebesgue measure, has bounded and convex support \( S \subset \mathbb{R}^d \), and whose density is bounded from above and away from zero on the support, then A13 holds for sufficiently large \( n \) a.s.

**Proof.** Consider sets of the following form: \( I(a_1, \ldots, a_d, c) = S \cap \{ x : a_1x_1 + \ldots + a_dx_d = c \} \) with \( a_1^2 + \ldots + a_d^2 = 1 \). These are convex sets. It follows from the fact that the density is bounded from above that \( \inf_{a_1, \ldots, a_d} \sup_c D(I(a_1, \ldots, a_d, c)) > 0 \) where \( D(\cdot) \) denotes the diameter of the set. So, there exists some constant \( 0 < C \leq 1 \) such that for all \( r < 1 \) and all \( x \in S \), each ball \( B(x, r) \) with center at \( x \) and radius \( r \) has at least fraction \( C \) of its Lebesgue measure inside of the support \( S \): \( \lambda(B(x, r) \cap S)/\lambda(B(x, r)) > C \).

Note that \( \delta \)-covering numbers of the set \( S \) satisfy \( N(\delta) \leq C/\delta^d \). Consider the lower bound in A13(ii). For each \( h \in H_n \), consider the set of covering balls with centers \( G_{h,1}, \ldots, G_{h,N(h)} \) and radii \( \delta_h = h/2 \). Then for each \( X_i \) and \( h \in H_n \), there exists some \( j \in \{1, \ldots, N(h)\} \) such that \( B(X_i, h) \supset B(G_{h,j}, \delta_h) \). Thus, it is enough to
prove the lower bound for the number of observations dropping into these covering balls. Since the density is bounded away from zero and from above, there exist some constants \( c, C > 0 \) such that for each \( h \in H_n \) and \( j = 1, \ldots, N(h) \), \( ch^d \leq P(X_i \in B(G_{h,j}, \delta_h)) \leq Ch^d \). Denote \( I_{h,j}(X_i) = I\{X_i \in B(G_{h,j}, \delta_h)\} \). Bernstein inequality (see proposition 1.3.2 in [41]) gives

\[
P\left( \sum_{i=1}^{n} I_{h,j}(X_i)/n < ch^d/2 \right) \leq P\left( \sum_{i=1}^{n} I_{h,j}(X_i)/n - E[I_{h,d}(X_i)] < -ch^d/2 \right) \leq C \exp(-cnh^d).
\]

Then by union bound and A16,

\[
P(\cup_{h \in H_n, j=1, \ldots, N(h)} \left\{ \sum_{i=1}^{n} I_{h,j}(X_i)/n < C_1 h^d/2 \right\}) \leq Ch_{\text{min}}^{-d} \log n \exp(-cnh_{\text{min}}^d)
\]

By A16, \( nh_{\text{min}}^d > Cn^\varepsilon \). So, summing the probabilities above over \( n \), I conclude, by the Borel-Cantelli lemma, that the lower bound in A13(ii) holds for sufficiently large \( n \) a.s. A similar argument gives the upper bound. So, A13 holds. \( \square \)

### 2.8.4 Anticoncentration Inequality for the Maximum of Gaussian Random Variables

In this section, I describe an upper bound on the pdf of the maximum of correlated Gaussian random variables derived in [34]. Let \( \{Z_i : i = 1, \ldots, S\} \) be a set of standard Gaussian (possibly correlated) random variables. Define \( W = \max_{i=1, \ldots, S} Z_i \) and let \( f_W(\cdot) \) denote its pdf. Then

**Lemma 19.** \( \sup_{w \in \mathbb{R}} f_W(w) \leq C\sqrt{\log S} \) for some universal constant \( C \).

**Proof.** Theorem 3 in [34] proves that \( \sup_{w \in \mathbb{R}} f_W(w) \leq CE[W] \). In addition, it follows from the same argument as in Lemma 22 that \( E[W] \leq C\sqrt{\log S} \). Combining these bounds gives the result. \( \square \)
2.8.5 Result on Gaussian Random Variables

In this section, I state a result on Gaussian random variables which will be used in the derivation of the lower bound on the rate of uniform consistency.

**Lemma 20.** Let $\xi_n$, $n = 1, \ldots, \infty$, be a sequence of independent standard Gaussian random variables and $w_{i,n}$, $i = 1, \ldots, n$, $n = 1, \ldots, \infty$, be a triangular array of positive numbers. If $w_{i,n} \leq C \sqrt{\log n}$ with $C \in (0, 1)$ for all $i = 1, \ldots, n$, $n = 1, \ldots, \infty$, then

$$\lim_{n \to \infty} E\left[|n^{-1} \sum_{i=1}^{n} \exp\left(w_{i,n}\xi_i - w_{i,n}^2/2\right) - 1|\right] = 0.$$  

**Proof.** The proof is closely related to that in Lemma 6.2 in [42]. Denote $Z_{i,n} = \exp(w_{i,n}\xi_i - w_{i,n}^2/2)$ and $t_n = (E[\sum_{i=1}^{n} Z_{i,n}/n - 1]^2)^{1/2}$. Note that $E[Z_{i,n}] = 1$ and $E[Z_{i,n}^2] = \exp(w_{i,n}^2)$. Thus,

$$t_n^2 = \sum_{i=1}^{n} (E[Z_{i,n}^2] - (E[Z_{i,n}])^2)/n^2 \leq \sum_{i=1}^{n} \exp(w_{i,n}^2)/n^2 \to 0$$

if $\max_{i=1,\ldots,n} \exp(w_{i,n}^2)/n \to 0$. The last condition holds by assumption. So, by Jensen's inequality,

$$E\left[|n^{-1} \sum_{i=1}^{n} \exp\left(w_{i,n}\xi_i - w_{i,n}^2/2\right) - 1|\right] = E[|\sum_{i=1}^{n} Z_{i,n}/n - 1|] \leq t_n \to 0.$$  

The result follows. \qed

2.8.6 Preliminary Technical Results

In this section, I derive some necessary preliminary results that are used in the proofs of the theorems stated in the main part of the paper. It is assumed throughout that conditions A13-A19 hold. I will use the following additional notation. Let $\{\psi_n\}_{n=1}^{\infty}$ be a sequence of positive real numbers such that $\psi_n \geq C_\psi (p \log n)^{1/2}/n^{c_\psi}$ for some sufficiently large $C_\psi > 0$ and sufficiently small $c_\psi > 0$ and $\psi_n \leq C n^{-c}$ for all $n$. For any $\lambda \in (0, 1)$, define $c_{1-\lambda}^{PLA,0} \in \mathbb{R}$ by analogy with $c_{1-\lambda}^{PLA}$ with $\Sigma_i$ used instead.
of $\hat{\Sigma}_i$ for all $i = 1, \ldots, n$. Denote $S^D_n = \{s \in S_n : f_s / V_s > -c^{PLA,0}_{1 - \alpha - \psi_n} \}$. For any $\lambda \in (0, 1)$, define $c^{D}_1 = \mathbb{R}$ by analogy with $c^{RMS}_1$ with $S^D_n$ used instead of $S^RMS_n$. Let $\{\epsilon_i : i = 1, \ldots, n\}$ be an iid sequence of p-dimensional standard Gaussian random vectors that are independent of the data. Denote $\hat{\epsilon}_j = \hat{\Sigma}^{1/2}\epsilon_j$ and $\epsilon_j = \Sigma^{1/2}\epsilon_j$. Note that $\hat{\epsilon}_j$ is equal in distribution to $\hat{\epsilon}_j$. Finally, denote

$$
epsilon_{(i,m,h)} = \sum_{j=1}^{n} w_h(X_i, X_j)e_{j,m} \quad \text{and} \quad f_{(i,m,h)} = \sum_{j=1}^{n} w_h(X_i, X_j)f_m(X_j),$$

$$e_{(i,m,h)} = \sum_{j=1}^{n} w_h(X_i, X_j)e_{j,m} \quad \text{and} \quad \hat{e}_{(i,m,h)} = \sum_{j=1}^{n} w_h(X_i, X_j)e_{j,m},$$

$$T^{PLA} = \max_{s \in S_n} (\hat{\epsilon}_s / V_s) \quad \text{and} \quad T^{PLA,0} = \max_{s \in S_n} (\epsilon_s / V_s).$$

Note that $T^{PLA}$ is equal in distribution to the simulated statistic for the plug-in critical value.

I start with a result on bounds for weights and variances of the kernel estimator. The same result can be found in [63].

**Lemma 21.** There exist constants $c, C > 0$ such that for any $i, j = 1, \ldots, n$, $m = 1, \ldots, p,$ and $h \in H_n$,

$$w_h(X_i, X_j) \leq C / (nh^d)$$

and

$$c / \sqrt{nh^d} \leq V_{(i,m,h)} \leq C / \sqrt{nh^d}$$

uniformly over the set of models $G$.

**Proof.** By A13 and A17, for any $i = 1, \ldots, n$ and $h \in H_n$,

$$cnh^d \leq cM_{h/2}(X_i) \leq \sum_{k=1}^{n} K(X_i - X_k) \leq CM_h(X_i) \leq Cnh^d$$

and

$$cnh^d \leq \sum_{k=1}^{n} K^2(X_i - X_k) \leq Cnh^d.$$
In addition, $K(X_i - X_j) \leq 1$ for any $j = 1, \ldots, n$, and so

$$w_h(X_i, X_j) = K(X_i - X_j)/\sum_{k=1}^{n} K(X_i - X_k) \leq C/(n h^d).$$

By A14, since $\sum_{j=1}^{n} w_h(X_i, X_j) = 1$,

$$V_{(i,m,h)} = \left( \sum_{j=1}^{n} w_h^2(X_i, X_j) \Sigma_{j,m} \right)^{1/2} \leq C \left( \sum_{j=1}^{n} w_h^2(X_i, X_j) \right)^{1/2} \leq C \max_{j=1,\ldots,n} w_h^{1/2}(X_i, X_j) \leq C/\sqrt{n h^d}$$

and

$$V_{(i,m,h)} \geq C \left( \sum_{j=1}^{n} w_h^2(X_i, X_j) \right)^{1/2} \geq (C/n h^d) \left( \sum_{j=1}^{n} K^2(X_i - X_j) \right)^{1/2} \geq C/\sqrt{n h^d}.$$

The claim of the lemma follows.

**Lemma 22.** $E[\max_{s \in S_n} |e_s/V_s|] \leq C(\log n)^{1/2}$ uniformly over the set of models $\mathcal{G}$. In particular, $c_{1-\lambda}^{P_{1A,0}} \leq C \sqrt{\log n}/\lambda$ for all $\lambda \in (0,1)$ uniformly over the set of models $\mathcal{G}$. In addition, $P(\max_{s \in S_n} |e_s/V_s| > C \sqrt{\log n}) \leq C n^{-c}$ for sufficiently small and large constants $c$ and $C$, respectively, uniformly over the set of models $\mathcal{G}$.

**Proof.** For any $s \in S_n$, $e_s/V_s$ is a standard Gaussian random variable. Denote $\psi = \exp(x^2) - 1$. Let $\| \cdot \|_\psi$ denote $\psi$-Orlicz norm. It is easy to check that $\|e_s/V_s\|_\psi < C < \infty$. So, by Lemma 2.2.2 in [111],

$$E[\max_{s \in S_n} |e_s/V_s|] \leq C \max_{s \in S_n} |e_s/V_s|_\psi \leq C(\log n)^{1/2}$$

since $|S_n| \leq C n^\phi$ for some $\phi > 0$, which gives the first result. To obtain the second result, note that Markov inequality gives

$$\lambda \leq P(\max_{s \in S_n} |e_s/V_s| \geq c_{1-\lambda}^{P_{1A,0}}) \leq E[\max_{s \in S_n} |e_s/V_s|]/c_{1-\lambda}^{P_{1A,0}} \leq C \sqrt{\log n}/c_{1-\lambda}^{P_{1A,0}}$$
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for any $\lambda \in (0, 1)$. So, $c_{1-\lambda}^{\text{PIA}, 0} \leq C\sqrt{\log n}/\lambda$. The third result follows from Borell inequality (see, for example, Proposition A.2.1 in [111]).

**Lemma 23.** $P(\max_{s \in S_n} |\hat{V}_s/V_s - 1| > Cn^{-c}) \leq Cn^{-c}$ and $P(\max_{s \in S_n} |\hat{V}_s/V_s - 1| > Cn^{-c}) \leq Cn^{-c}$ uniformly over the set of models $G$.

**Proof.** By A14, for any $(i, m, h) \in S_n$,

$$V^2_{(i,m,h)} = \sum_{j=1}^{n} w^2_h(X_i, X_j)\Sigma_{j,mm} \geq C \sum_{j=1}^{n} w^2_h(X_i, X_j).$$

In addition,

$$|\hat{V}^2_{(i,m,h)} - V^2_{(i,m,h)}| \leq \sum_{j=1}^{n} w^2_h(X_i, X_j)|\hat{\Sigma}_{j,mm} - \Sigma_{j,mm}|.$$

So,

$$\max_{s \in S_n} |\hat{V}_s^2/V_s^2 - 1| \leq C \max_{m=1,\ldots,p} \max_{j=1,\ldots,n} |\hat{\Sigma}_{j,mm} - \Sigma_{j,mm}|.$$

So,

$$P(\max_{s \in S_n} |\hat{V}_s^2/V_s^2 - 1| > Cn^{-c}) \leq Cn^{-c}$$

by A18. Combining this result with inequality $|x - 1| \leq |x^2 - 1|$, which holds for any $x > 0$, yields the first result of the lemma. The second result follows from the first one and the inequality $|1/x - 1| < 2|x - 1|$, which holds for any $|x - 1| < 1/2$. □

**Lemma 24.** $P(c_{1-\lambda-\psi_n}^{\text{PIA}, 0} > c_{1-\lambda}^{\text{PIA}}) \leq Cn^{-c}$ and $P(c_{1-\lambda-\psi_n}^{\text{PIA}, 0} < c_{1-\lambda}^{\text{PIA}}) \leq Cn^{-c}$ uniformly over all $\lambda \in (0, 1)$ and over the set of models $G$ where $\psi_n$ is defined in the beginning of this section ($\psi_n \geq C_{\psi}(p \log n)^{1/2}/n^{c_{\psi}}$ and $\psi_n \leq Cn^{-c}$).

**Proof.** Denote

$$p_1 = \max_{s \in S_n} \left| \frac{e_s}{V_s} \right| \max_{s \in S_n} \left| \frac{V_s}{\hat{V}_s} - 1 \right|$$

If $\psi_n \geq \lambda$ or $\lambda + \psi_n \geq 1$, set $c_{1-\lambda-\psi_n}^{\text{PIA}, 0} = +\infty$ or $c_{1-\lambda-\psi_n}^{\text{PIA}, 0} = -\infty$ correspondingly.
and

\[ p_2 = \max_{(i, m, h) \in S_n} \left| \frac{\sum_{j=1}^n w_h(X_i, X_j)((\hat{\Sigma}_j^{1/2} - \Sigma_j^{1/2})\epsilon_j)_m}{\hat{V}_{(i, m, h)}} \right| \]

where \((\cdot)_m\) denotes \(m\)-th component of the vector \((\cdot)\). Then

\[ |T^{\text{PIA}} - T^{\text{PIA,0}}| \leq p_1 + p_2. \]

Let \(A\) denote the event \(\{\max_{j=1, \ldots, n} ||\hat{\Sigma}_j - \Sigma_j|| < C_4 n^{-c}\}\). By A18, \(P(A) \geq 1 - C n^{-c}\) as \(n \to \infty\). Thus, it is enough to show that \(c_1^{\text{PIA,0}} \leq c_1^{\text{PIA}}\) and \(c_1^{\text{PIA,0}} \geq c_1^{\text{PIA}}\) on \(A\).

As in the proof of Lemma 23, \(\max_{s \in S_n} |V_s/\hat{V}_s - 1| \leq C_n^{-c}\) on \(A\). Lemma 22 shows that \(E[\max_{s \in S_n} |e_s/V_s|] \leq C \sqrt{\log n}\). So, Markov inequality gives for any \(B > 0\), on \(A\),

\[ P(p_1 > C \sqrt{\log n} n^{-c} B | Y_1^n) \leq 1/B \]

for sufficiently large \(C\) where \(Y_1^n\) is a shorthand for \(\{Y_i\}_{i=1}^n\). Consider \(p_2\). For any \(j = 1, \ldots, n\) and \(m = 1, \ldots, p\),

\[
E[(\hat{\Sigma}_j^{1/2} - \Sigma_j^{1/2})^2 | Y_1^n] \leq E[\|\hat{\Sigma}_j^{1/2} - \Sigma_j^{1/2}\|^2 | Y_1^n]
\leq E[\|\hat{\Sigma}_j^{1/2} - \Sigma_j^{1/2}\|^2 | Y_1^n] \leq p^2 \|\hat{\Sigma}_j - \Sigma_j\| ^2
\]

where the last line follows from Lemma 16. So, conditional on \(Y_1^n\), on \(A\),

\[
\sum_{j=1}^n w_h(X_i, X_j)((\hat{\Sigma}_j^{1/2} - \Sigma_j^{1/2})\epsilon_j)_m/V_{(i,m,h)}
\]

is a mean-zero Gaussian random variable with variance bounded by \(Cp^2 n^{-c}\) for any \((i, m, h) \in S_n\). In addition, on \(A\), \(\max_{s \in S_n} V_s/\hat{V}_s \leq 2\) for sufficiently large \(n\). Thus, Markov inequality and the argument like that used in Lemma 22 yield

\[ P(p_2 > C \sqrt{\log n} n^{-c} B | Y_1^n) \leq 1/B \]

on \(A\). Let \(B = Cn^c/(p \log n)^{1/2}\). Recall that \(\psi_n \geq C_\psi (p \log n)^{1/2}/n^{c_0}\). Since \(c_\psi\) and \(C_\psi\) are assumed to be sufficiently small and large correspondingly, I can and will
assume that $\psi_n \geq 4/B$. I will also assume that $\psi_n \geq C(p \log n)n^{-c}B$ (recall that $c$ and $C$ can change at each appearance).

Note that $T^{PIA,0}$ is the maximum over $|S_n|$ standard Gaussian random variables. Since $|S_n| \leq Cn^\phi$ for some $\phi > 0$, Lemma 19 gives $c^{PIA,0}_{1-\lambda-\psi_n/2} - c^{PIA,0}_{1-\lambda-\psi_n} \geq c\psi_n/(\log n)^{1/2}$, so that

$$c^{PIA,0}_{1-\lambda-\psi_n/2} - c^{PIA,0}_{1-\lambda-\psi_n} \geq C\sqrt{\log npn^{-c}B}.$$  

Now the first part of the lemma follows from

$$P(T^{PIA} \leq c^{PIA,0}_{1-\lambda-\psi_n}|Y^n_1) \leq P(T^{PIA,0} - p_1 - p_2 \leq c^{PIA,0}_{1-\lambda-\psi_n}|Y^n_1)$$

$$\leq P(T^{PIA,0} - C\sqrt{\log npn^{-c}B} \leq c^{PIA,0}_{1-\lambda-\psi_n}|Y^n_1) + 2/B$$

$$\leq P(T^{PIA,0} \leq c^{PIA,0}_{1-\lambda-\psi_n/2}|Y^n_1) + 2/B$$

$$\leq 1 - \lambda - \psi_n/2 + 2/B$$

$$\leq 1 - \lambda$$

on $A$. The second part of the lemma follows from a similar argument.  

Lemma 25. $|P(\max_{s \in S_n}(\varepsilon_s/V_s) \leq c^{PIA,0}_{1-\lambda}) - (1-\lambda)| \leq Cn^{-c}$ and $|P(-\max_{s \in S_n}(\varepsilon_s/V_s) \leq c^{PIA,0}_{1-\lambda}) - (1-\lambda)| \leq Cn^{-c}$ uniformly over all $\lambda \in (0,1)$ and over the set of models $G$.

Proof. By Lemma 21 and A14, for any $(i, m, h) \in S_n$ and $j = 1, \ldots, n$,

$$\Sigma_{i,mm}^{1/2}w_h(X_i, X_j)/V(i,m,h) \leq C/\sqrt{nh^d} \leq C/\sqrt{nh^d_{\min}}.$$  

Therefore, both claims of the lemma follows by combining A16 and Corollary 2.3, case E.5 in [33].  

Lemma 26. For sufficiently small and large constants $c$ and $C$, respectively,

$$P(\max_{\varepsilon_s \in S_n}|\varepsilon_s|/V_s) > C\sqrt{\log n} \leq Cn^{-c},$$

$$P(\max_{\varepsilon_s \in S_n}|\varepsilon_s|/\hat{V}_s) > C\sqrt{\log n} \leq Cn^{-c},$$
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uniformly over the set of models $G$.

**Proof.** The result for $\max_{s \in S_n} |\varepsilon_s/V_s|$ follows from combining Lemmas 22 and 25. The second result follows by noting that

$$\max_{s \in S_n} |\varepsilon_s/V_s| \leq \max_{s \in S_n} |\varepsilon_s/V_s| \max_{s \in S_n} (V_s/\hat{V}_s)$$

and that $P(\max_{s \in S_n} |V_s/\hat{V}_s| \leq 1 + Cn^{-c}) \geq 1 - Cn^{-c}$ by Lemma 23.

**Lemma 27.** $P(\max_{s \in S_n \setminus S_n^D} \hat{f}_s/\hat{V}_s > 0) \leq Cn^{-c}$ uniformly over the set of models $G$.

**Proof.** By Lemma 25,

$$|P(\max_{s \in S_n} (\varepsilon_s/V_s) \leq c_{1-\gamma_n-\psi_n}^{PIA,0} - (1 - \gamma_n - \psi_n)| \leq Cn^{-c}.$$ 

Since for any $s \in S_n \setminus S_n^D$, $\hat{f}_s/V_s \leq -c_{1-\gamma_n-\psi_n}^{PIA,0}$,

$$P(\max_{s \in S_n \setminus S_n^D} (\hat{f}_s/\hat{V}_s) > 0) = P(\max_{s \in S_n \setminus S_n^D} (\hat{f}_s/V_s) > 0) \leq P(\max_{s \in S_n \setminus S_n^D} (\varepsilon_s/V_s + \varepsilon_s/V_s) > 0) \leq P(\max_{s \in S_n \setminus S_n^D} (\varepsilon_s/V_s) > c_{1-\gamma_n-\psi_n}^{PIA,0}) \leq 1 - (1 - \gamma_n - \psi_n) + Cn^{-c} \leq \gamma_n + \psi_n + Cn^{-c}.$$ 

Noting that $\gamma_n + \psi_n \leq Cn^{-c}$, which holds by the definition of $\psi_n$ and A19, yields the result.

**Lemma 28.** $P(S_n^D \subset S_n^{RMS}) \geq 1 - Cn^{-c}$ uniformly over the set of models $G$.

**Proof.** By Lemma 24, $P(\varepsilon_{1-\gamma_n-\psi_n}^{PIA,0} > c_{1-\gamma_n}^{PIA}) \leq Cn^{-c}$. In addition, for any $x \in (-1, 1),

$$2/(1 + x) - 1 \geq 2(1 - x) - 1 \geq 1 - 2x \geq 1 - 2|x|.$$ 
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So,

\[ P(S_n^D \subset S_n^{RMS}) = P\left( \min_{s \in S_n^D} (\hat{f}_s / \hat{V}_s) > -2c_{1-\gamma_n}^{PIA} \right) \]

\[ \geq P\left( \min_{s \in S_n^D} (\hat{f}_s / V_s) \max_{s \in S_n^D} (V_s / \hat{V}_s) > -2c_{1-\gamma_n}^{PIA} \right) \]

\[ \geq P\left( \min_{s \in S_n^D} (-c_{1-\gamma_n-\psi_n}^{PIA} + \varepsilon_s / V_s) \max_{s \in S_n^D} (V_s / \hat{V}_s) > -2c_{1-\gamma_n}^{PIA} \right) \]

\[ = P\left( \min_{s \in S_n^D} (\varepsilon_s / V_s) > c_{1-\gamma_n-\psi_n}^{PIA,0} - 2c_{1-\gamma_n}^{PIA} / \max_{s \in S_n^D} (V_s / \hat{V}_s) \right) \]

\[ \geq P\left( \max_{s \in S_n} (-\varepsilon_s / V_s) < -c_{1-\gamma_n-\psi_n}^{PIA,0} + 2c_{1-\gamma_n-\psi_n}^{PIA,0} / \max_{s \in S_n^D} (V_s / \hat{V}_s) - Cn^{-c} \right) \]

\[ \geq P\left( \max_{s \in S_n} (-\varepsilon_s / V_s) < c_{1-\gamma_n-\psi_n}^{PIA,0} (1 - 2|\max_{s \in S_n^D} (V_s / \hat{V}_s) - 1|) - Cn^{-c} \right). \]

By Lemma 22, \( c_{1-\gamma_n-\psi_n}^{PIA,0} \leq C(\log n)^{1/2} / (\gamma_n + \psi_n) \). By Lemma 23, \( P(|\max_{s \in S_n^D} (V_s / \hat{V}_s) - 1| \leq Cn^{-c}) \geq 1 - Cn^{-c} \). So, with probability at least \( 1 - Cn^{-c} \),

\[ c_{1-\gamma_n-\psi_n}^{PIA,0} (1 - 2|\max_{s \in S_n^D} (V_s / \hat{V}_s) - 1|) \geq c_{1-\gamma_n-\psi_n}^{PIA,0} - C(\log n)^{1/2} n^{-c} / (\gamma_n + \psi_n). \]

Take \( \chi_n = C(\log n) n^{-c} / (\gamma_n + \psi_n) \). Then \( \chi_n \leq Cn^{-c} \) by the choice of \( \psi_n \) (recall that the constant \( c_\psi \) in the definition of \( \psi_n \) is sufficiently small). By Lemma 19,

\[ c_{1-\gamma_n-\psi_n}^{PIA,0} - C(\log n)^{1/2} n^{-c} / (\gamma_n + \psi_n) \geq c_{1-\gamma_n-\psi_n-\chi_n}^{PIA,0}. \]

Therefore,

\[ P(S_n^D \subset S_n^{RMS}) \geq P\left( \max_{s \in S_n} (-\varepsilon_s / V_s) < c_{1-\gamma_n-\psi_n-\chi_n}^{PIA,0} - Cn^{-c} \right) \]

\[ \geq 1 - \gamma_n - \psi_n - \chi_n - Cn^{-c}. \]

The result follows since \( \gamma_n + \psi_n + \chi_n \leq Cn^{-c} \) by the definitions of \( \psi_n \) and \( \chi_n \) and A19. \( \square \)

**Lemma 29.** \( P(S_n^{RMS} = S_n) \geq 1 - Cn^{-c} \) uniformly over the set of models \( \mathcal{G}_{00} \).

**Proof.** By Lemma 24, \( P(c_{1-\gamma_n-\psi_n}^{PIA,0} > c_{1-\gamma_n}^{PIA}) \leq Cn^{-c}. \) It follows from Lemma 23 that \( \left( \max_{s \in S_n} (V_s / \hat{V}_s) \leq 1 + Cn^{-c} \right) \geq 1 - Cn^{-c}. \) If \( f = 0_p \), then for any \( s \in S_n \), \( \hat{f}_s = \varepsilon_s \). 125
So,

\[
P(S_n^{RMS} = S_n) = P(\min(\varepsilon_s/\hat{V}_s) > -2c_1^{PIA})
\]
\[
\geq P(\min(\varepsilon_s/\hat{V}_s) > -2c_1^{PIA,0} - Cn^{-c})
\]
\[
\geq P(\min(\varepsilon_s/\hat{V}_s) \max(\hat{V}_s) > -2c_1^{PIA,0} - Cn^{-c})
\]
\[
\geq P(\min(\varepsilon_s/\hat{V}_s)(1 + Cn^{-c}) > -2c_1^{PIA,0} - Cn^{-c})
\]
\[
\geq P(\min(\varepsilon_s/\hat{V}_s) > -c_1^{PIA,0} - Cn^{-c})
\]
\[
\geq P(\max(-\varepsilon_s/\hat{V}_s) < c_1^{PIA,0}) - Cn^{-c}.
\]

Combining these results with Lemma 25 yields

\[
P(S_n^{RMS} = S_n) \geq 1 - \gamma_n - \psi_n - Cn^{-c}.
\]

The result follows by noting that \(\gamma_n + \psi_n \leq Cn^{-c}\). \(\square\)

**Lemma 30.** \(P(c_1^{PIA} > C\sqrt{\log n}) \leq Cn^{-c}\) and \(P(c_1^{RMS} > C\sqrt{\log n}) \leq Cn^{-c}\) for sufficiently small and large \(c\) and \(C\), respectively, uniformly over the set of models \(G\).

**Proof.** Since \(S_n^{RMS} \subseteq S_n\), it follows that \(c_1^{RMS} \leq c_1^{PIA}\). Therefore, the second claim follows from the first one. To prove the first claim, note that by Lemma 24, \(P(c_1^{PIA,0} < c_1^{PIA}) \leq Cn^{-c}\). In addition \(c_1^{PIA,0} \leq C\sqrt{\log n}\) by Lemma 22. Combining these results yields the asserted claim. \(\square\)

**Lemma 31.** Let \(\tau > 1\), \(L > 0\), \(x = (x_1, ..., x_d) \in \mathbb{R}^d\), \(h = (h_1, ..., h_d) \in \mathbb{R}^d\), and \(g \in F_\xi(T, L)\) for some \(\xi = 1, ..., [T]\). Then \(\partial g(x_1, ..., x_d)/\partial x_m \geq 0\) for all \(m = 1, ..., d\) implies that for any \(y = (y_1, ..., y_d) \in \mathbb{R}^d\) satisfying \(0 \leq y \leq h\),

\[
g(x + y) - g(x) \geq -\frac{\max(L^r, L)}{\prod_{j=1}^{d}(\tau - \xi + j)} \|h\|^\xi
\]

for \(\xi = \min(\xi + 1, \tau)\).

**Proof.** For any \(y = (y_1, ..., y_d) \in \mathbb{R}^d\) satisfying \(0 \leq y \leq h\), let \(l = y/\|y\|\). Then
\[ g^{(1)}(x) \geq 0. \] If \( g^{(1)}(x + tl) \geq 0 \) for all \( t \in (0, \|y\|) \), the result is obvious. If \( g^{(1)}(x + t_0 l) = 0 \) for some \( t_0 \in (0, \|y\|) \), then \( g^{(k)}(x + t_0 l) = 0 \) for all \( k = 1, \ldots, \varsigma \). If \( \varsigma = [\tau] \), then by Holder smoothness, \( g^{([\tau], 1)}(x + tl) \geq -(L(t - t_0))^{\tau - [\tau]} \). Integrating it \([\tau]\) times gives

\[
g(x + y) - g(x) \geq -\frac{L^{\tau - [\tau]}}{\prod_{j=1, \ldots, [\tau]}(\tau - [\tau] + j)} \|y\|^\varsigma \tag{2.22}
\]
since \( \varsigma = \tau \) in this case. If \( \varsigma < [\tau] \), then \( g^{(\varsigma, 1)}(x + tl) \geq -(t - t_0) \). Integrating it \( \varsigma \) times gives the inequality similar to (2.22) with \( \varsigma + 1, \varsigma \), and \( L \) instead of \( \varsigma, [\tau], \) and \( L^{\tau - [\tau]} \) correspondingly. The result follows by noting that \( \|y\| \leq \|h\| \).

2.8.7 Proofs of Theorems

Proof of Theorem 1. Consider any \( w \in \mathcal{G}_0 \). For any \( s \in S_n \), \( f_s \leq 0 \) since the kernel \( K \) is positive by A17. By Lemma 24, \( P(c_1^{\text{PIA,0}} > c_1^{\text{PIA}}) \leq Cn^{-c} \). By Lemma 23, \( P(\max_{s \in S_n}(V_s / \hat{V}_s) \leq 1 + Cn^{-c}) \geq 1 - Cn^{-c} \). So,

\[
P(\hat{T} \leq c_1^{\text{PIA}}) = P(\max_{s \in S_n}(f_s / \hat{V}_s) \leq c_1^{\text{PIA}}) \\
\geq P(\max_{s \in S_n}(\epsilon_s / \hat{V}_s) \leq c_1^{\text{PIA,0}}) - Cn^{-c} \\
\geq P(\max_{s \in S_n}(\epsilon_s / \hat{V}_s) \leq c_1^{\text{PIA,0}}) - Cn^{-c} \\
\geq P(\max_{s \in S_n}(\epsilon_s / \hat{V}_s)(1 + Cn^{-c}) \leq c_1^{\text{PIA,0}}) - Cn^{-c}.
\]

Let \( \chi_n = C(\log n)n^{-c} \). Since \( P(\max_{s \in S_n}|\epsilon_s / V_s| > C\sqrt{\log n}) \leq Cn^{-c} \) for sufficiently small and large \( c \) and \( C \), respectively, by Lemma 26, an application of Lemma 19 shows that the last expression is bounded from below by

\[
P(\max_{s \in S_n}(\epsilon_s / V_s) \leq c_1^{\text{PIA,0}} - Cn^{-c}).
\]

Then \( P(\hat{T} \leq c_1^{\text{PIA}}) \geq 1 - \alpha - Cn^{-c} \) follows from this bound and Lemma 25 since \( \psi_n + \chi_n \leq Cn^{-c} \).
Now consider the RMS critical value. By Lemma 28, \( P(c_{1-\alpha}^D > c_{1-\alpha}^{RMS}) \leq Cn^{-c} \).

By Lemma 27, \( P(\max_{s \in S_n \setminus S_n^D} \frac{f_s}{V_s} > 0) \leq Cn^{-c} \). So,

\[
P(\hat{T} \leq c_{1-\alpha}^{RMS}) = P(\max_{s \in S_n} \frac{f_s}{V_s} \leq c_{1-\alpha}^{RMS}) \\
\geq P(\max_{s \in S_n} \frac{f_s}{V_s} \leq c_{1-\alpha}^D) - Cn^{-c} \\
\geq P(\max_{s \in S_n^D} \frac{f_s}{V_s} \leq c_{1-\alpha}^D) - Cn^{-c}.
\]

Since \( S_n^D \) is nonstochastic, from this point, the argument similar to that used in the proof for the plug-in test function with \( S_n^D \) instead of \( S_n \) yields the result for the RMS critical value. Note that all asymptotic results in this part of the proof hold uniformly over \( G_0 \).

Next consider any \( w \in G_0 \) so that \( f = 0_p \). By Lemma 24, \( P(c_{1-\alpha + \psi_n}^{PIA,0} < c_{1-\alpha}^{PIA}) \leq Cn^{-c} \). By Lemma 23, \( P(\min_{s \in S_n}(V_s/\hat{V}_s) \geq 1 - Cn^{-c}) \geq 1 - Cn^{-c} \). So,

\[
P(\hat{T} \leq c_{1-\alpha}^{PIA}) = P(\max_{s \in S_n} \frac{f_s}{V_s} \leq c_{1-\alpha}^{PIA}) \\
\leq P(\max_{s \in S_n} \frac{\epsilon_s}{V_s} \leq c_{1-\alpha}^{PIA}) + Cn^{-c} \\
\leq P(\max_{s \in S_n} \frac{\epsilon_s}{V_s} \cdot \min_{s \in S_n}(V_s/\hat{V}_s) \leq c_{1-\alpha + \psi_n}^{PIA,0}) + Cn^{-c} \\
\leq P(\max_{s \in S_n}(\epsilon_s/V_s)(1 - Cn^{-c}) \leq c_{1-\alpha + \psi_n}^{PIA,0}) + Cn^{-c}.
\]

An argument like that used above shows that the last expression is bounded from above by \( 1 - \alpha + Cn^{-c} \).

For the RMS critical value, note that by Lemma 29, \( P(S_n^{RMS} = S_n) \geq 1 - Cn^{-c} \) whenever \( f = 0_p \). So,

\[
P(\hat{T} \leq c_{1-\alpha}^{RMS}) = P(\hat{T} \leq c_{1-\alpha}^{PIA}) + Cn^{-c} \leq 1 - \alpha + Cn^{-c}.
\]

Note that all asymptotic results in this part of the proof hold uniformly over \( G_0 \). \( \square \)

**Proof of Theorem 2.** For any \( w \in G_p \), there exist \( i \in \mathbb{N} \) and \( m = 1, \ldots, p \) such that \( f_m(X_i) \geq 3p/4 \). By A15, there exists a ball \( B_\delta(X_i) \) with center at \( X_i \) and radius \( \delta \).
such that $f_m(X_j) \geq \rho/2$ for all $X_j \in B_{\delta}(X_i)$. Note that $\delta$ can be chosen independently of $w$. So, for some $N \in \mathbb{N}$ and any $n \geq N$, there exists a triple $s_n = (i_n, m, h_n) \in S_n$ with $h_n$ bounded away from zero such that $f_m(X_j) \geq \rho/2$ for all $X_j \in B_{h_n}(X_{i_n})$.

Hence, $f_{s_n} \geq \rho/2$. Lemma 21 gives $V_{s_n} \leq Cn^{-\phi}$ for some $\phi > 0$, so $f_{s_n}/V_{s_n} > cn^\phi$. By Lemma 23, $P(\bar{V}_{s_n}/V_{s_n} - 1 > Cn^{-c}) \leq Cn^{-c}$. So, $P\{f_{s_n}/\bar{V}_{s_n} > cn^\phi\} \geq 1 - Cn^{-c}$ for sufficiently small $c > 0$. Thus,

$$P(\hat{T} \leq c_{1-\alpha}^p) \leq P(f_{s_n}/\bar{V}_{s_n} \leq c_{1-\alpha}^p + \max_{s \in S_n} |\varepsilon_s/\bar{V}_s|)$$

$$\leq P(c_{1-\alpha}^p + \max_{s \in S_n} |\varepsilon_s/\bar{V}_s| > cn^\phi) + Cn^{-c}.$$  

The result follows by noting that from Lemmas 26 and 30, $P(c_{1-\alpha}^p + \max_{s \in S_n} |\varepsilon_s/\bar{V}_s| > C\sqrt{\log n}) \leq Cn^{-c}$. \hfill \Box

**Proof of Theorem 3.** Let $f^0 = f(w_0)$ and for all $n \geq 1$, $f^n = f(w_n)$. As in the proof of Theorem 2, since $\rho(w_0, H_0) > 0$, there exists $i \in \mathbb{N}$ such that $f_m^0(X_i) \geq 3\rho/4$ for some $m = 1, \ldots, p$ and $\rho > 0$. In addition, by A15, there exists a ball $B_{\delta}(X_i)$ such that $f_m^0(X_j) \geq \rho/2$ for all $X_j \in B_{\delta}(X_i)$. So, for some $N \in \mathbb{N}$ and any $n \geq N$, there exists a triple $s_n = (i_n, m, h_n) \in S_n$ with $h_n$ bounded away from zero such that $f_m^0(X_j) \geq \rho/2$ for all $X_j \in B_{h_n}(X_{i_n})$. Hence, $f_{s_n} \geq a_n \rho/2$. By Lemma 21, $V_{s_n} \leq C/\sqrt{n}$. Then Lemma 23 gives $P(f_{s_n}^n/\bar{V}_{s_n} > ca_n/\sqrt{n}) \to 1$. The same argument as in the proof of Theorem 2 yields

$$P(\hat{T} \leq c_{1-\alpha}^p) \leq P(c_{1-\alpha}^p + \max_{s \in S_n} |\varepsilon_s/\bar{V}_s| > ca_n/\sqrt{n}) + o(1).$$

Combining $c_{1-\alpha}^p + \max_{s \in S_n} |\varepsilon_s/\bar{V}_s| = O_p(\sqrt{\log n})$ and $a_n \sqrt{n}/\log n \to \infty$ gives the result. \hfill \Box

**Proof of Theorem 4.** First, consider $\tau \leq 1$ case. In this case, $\zeta = \tau$. Since $d \geq 1$, I have $\zeta \leq d$. Consider any $w \in G_\theta$. Since $\inf_{w \in G_\theta} \rho_\theta(w, H_0)/h_{\min}^\zeta \to \infty$, there exists a sequence $a_n$ of positive numbers such that $a_n \to \infty$ and $\rho_\theta(w, H_0) > a_n h_{\min}^\zeta$, and so there exist $i \in \mathbb{N}_\theta$ and $m = 1, \ldots, p$ such that $f_m(X_i) \geq a_n h_{\min}^\zeta$. Let $s_n(w) = (i, m, h_{\min}) \in S_n$. By A15, $f_m(X_i) \geq a_n h_{\min}^\zeta$ for all $l = 1, \ldots, n$ such that $X_i \in$
\[ B_{\min}(X_i). \] So, \( f_{\lambda_n}(w) \geq c_n h_{\min}^\xi. \) By A16, \( nh_{\min}^{3d}/\log n \geq c. \) By Lemma 21, \( V_{\lambda_n}(w) \leq C/\sqrt{nh_{\min}^d}. \) So,

\[
f_{\lambda_n}(w)/(V_{\lambda_n}(w)\sqrt{\log n}) \geq c_n \sqrt{nh_{\min}^{2d+3d}/\log n} \geq c_n \sqrt{nh_{\min}^{3d}/\log n} \to \infty
\]

uniformly over \( w \in G_\theta. \) The result follows from the same argument as in the proof of Theorem 2.

Consider \( \tau > 1 \) case. Suppose \( \zeta \leq \delta. \) For any \( w \in G_\theta, \) there exist \( i \in N_\theta \) and \( m = 1, \ldots, p \) such that \( f_m(X_i) \geq a_n h_{\min}^\xi \) where \( a_n \) is as defined above. For \( m = 1, \ldots, d, \)

set \( e_m = 2h_{\min} \) if \( \partial f_m(X_i)/\partial x_m \geq 0 \) and \(-2h_{\min}\) otherwise. Consider the cube \( C \) whose edges are parallel to axes and that contains vertices \((X_{i,1}, \ldots, X_{i,d})\) and \((X_{i,1} + 2e_1, \ldots, X_{i,d} + 2e_d)\). By Lemma 31, for all \( x \in C, f_m(x) \geq c_n h_{\min}^\xi. \) By the definition of \( N_\theta \) and A13, there exists \( l = 1, \ldots, n \) such that \( X_l \in B_{\min}(X_{i,1} + e_1, \ldots, X_{i,d} + e_d) \).

Let \( s_n(w) = (l, m, h_{\min}) \in S_n. \) Then \( f_{\lambda_n}(w) \geq c_n h_{\min}^\xi. \) The rest of the proof follows from the same argument as in the case \( \tau \leq 1. \)

Suppose \( \zeta > \delta. \) The only difference between this case and the previous one is that now optimal testing bandwidth value is greater than \( h_{\min}. \) Let \( h_{\max} \) be the largest bandwidth value in the set \( S_n \) that is smaller than \( C(\log n/n)^{1/(2\zeta+d)} \). For any \( w \in G_\theta, \) the same construction as above gives \( s_n(w) = (l, m, h_{\max}) \in S_n \) such that \( f_m(X_j) \geq \rho_\theta(w, H_0) - Ch_\delta^\zeta \) for all \( j = 1, \ldots, n \) such that \( X_j \in B_{h_{\max}}(X_l) \). Since \( \rho_\theta(w, H_0) \geq a_n(\log n/n)^{\zeta/(2\zeta+d)} \) for some sequence of real numbers \( a_n \) such that \( a_n \to \infty \) as \( n \to \infty, \)

\[
f_{\lambda_n}(w) \geq (a_n - C)(\log n/n)^{\zeta/(2\zeta+d)}.
\]

By Lemma 21, \( V_{\lambda_n}(w) \leq C/\sqrt{nh_{\max}^d}. \) Then

\[
f_{\lambda_n}(w)/(V_{\lambda_n}(w)\sqrt{\log n}) \geq c(a_n - C) \to \infty.
\]

The result follows as above.

**Proof of Theorem 5.** First, define functions \( b_1, \ldots, b_K \) on \((0, 1]\) for \( K = [r] \) by the following induction. Set \( b_1(x) = +1 \) for \( x \in (0, 1/2] \) and \(-1 \) for \( x \in (1/2, 1]. \) Given \( b_1, \ldots, b_{2^k-1}, \) for \( i = 1, 3, \ldots, 2^k - 1 \) and \( x \in ((i-1)2^{-k}, i2^{-k}], \) set \( b_k(x) = +1 \) if \( b_{k-1}(y) = +1 \) for \( y \in ((i-1)2^{-k}, (i+1)2^{-k}] \) and \(-1 \) otherwise. For \( i = 2, 4, \ldots, 2^k \) and \( x \in
Now let us define \( v : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}_+ \). Set \( v(x, h) = 0 \) if \( x < 0 \) or \( x > 2 \) for all \( h \in \mathbb{R}_+ \). For \( x \in [0, 2] \), \( v \) will be defined through its derivatives. Set \( \partial^k v(0, h)/\partial x^k = 0 \) for all \( k = 0, \ldots, K \). For \( i = 1, \ldots, 2^K \), once function \( \partial^K v(x, h)/\partial x^K \) is defined for \( x \in [0, (i - 1)2^{-K}] \), set

\[
\partial^K v(x, h)/\partial x^K = \partial^K v(((i - 1)2^{-K}, h))/\partial x^K + b_K(x)h^K L(x - (i - 1)2^{-K})^{r-K}
\]

for \( x \in ((i - 1)2^{-K}, i2^{-K}] \). These conditions define function \( v(x, h) \) for \( x \in [0, 1] \) and \( h \in \mathbb{R}_+ \). For \( x \in (1, 2] \) and \( h \in \mathbb{R}_+ \), set \( v(x, h) = v(2 - x, h) \) so that \( v \) is symmetric in \( x \) around \( x = 1 \). It is easy to see that for fixed \( h \in \mathbb{R}_+ \), \( v(\cdot/h, h) \in \mathcal{F}[\tau](\tau, L) \) and \( \sup_{x \in \mathbb{R}} v(x/h, h) \in (C_1 h^r, C_2 h^r) \) for some positive constants \( C_1 \) and \( C_2 \) independent of \( h \).

Let \( q : \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}_+ \) be given by \( q(x, h) = v(|x|/h + 1, h) \) for all \( (x, h) \in \mathbb{R}^d \times \mathbb{R}_+ \). Note that for fixed \( h \in \mathbb{R}_+ \), \( q(\cdot/h, h) \in \mathcal{F}[\tau](\tau, L) \), \( q(x, h) = 0 \) if \( |x| > h \), and \( q(0, h) = \sup_{x \in \mathbb{R}^d} q(x, h) \in (C_1 h^r, C_2 h^r) \).

Since \( r_n(n/\log n)^{\tau/(2r+d)} \to 0 \), there exists a sequence of positive numbers \( \{\psi_n\}_{n=1}^\infty \) such that \( r_n = \psi_n(\log n/n)^{\tau/(2r+d)} \) and \( \psi_n \to 0 \). Set \( h_n = \psi_n(\log n/n)^{1/(2r+d)} \). By the assumption on packing numbers \( N(h, S_\theta) \), there exists a set \( \{j(l) \in \mathbb{N} : l = 1, \ldots, N_n\} \) such that \( |X_{j(l_1)} - X_{j(l_2)}| > 2h_n \) for \( l_1, l_2 = 1, \ldots, N_n \) if \( l_1 \neq l_2 \) and \( N_n > Ch_n^{-d} \) for some constant \( C \). For \( l = 1, \ldots, N_n \), define function \( f^l : \mathbb{R}^d \to \mathbb{R}^p \) given by

\[
f^l_1(x) = q(x - X_{j(l)}, h_n) \quad \text{and} \quad f^l_m(x) = 0 \quad \text{for all} \quad m = 2, \ldots, p \quad \text{for all} \quad x \in \mathbb{R}^d.
\]

Note that functions \( \{f^l\}_{l=1}^{N_n} \) have disjoint supports. Moreover, for every \( l = 1, \ldots, N_n \) and \( m = 1, \ldots, p \), \( f^l_m \in \mathcal{F}[\tau](\tau, L) \). Let \( \{\varepsilon_i\}_{i=1}^{\infty} \) be a sequence of independent standard Gaussian random vectors \( N(0, I_p) \). For \( l = 1, \ldots, N_n \), define an alternative \( w_l \) as a model with the regression function \( f^l \), disturbances \( \{\varepsilon_i\}_{i=1}^{\infty} \) and design points \( \{X_i\}_{i=1}^{\infty} \). Note that \( \rho_\theta(w_l, H_0) \geq Cr_n \) for all \( l = 1, \ldots, N_n \) for some constant \( C \). In addition, let \( w_0 \) be a model with zero regression function, disturbances \( \{\varepsilon_i\}_{i=1}^{\infty} \) and design points \( \{X_i\}_{i=1}^{\infty} \).
As in the proof of Lemma 6.2 in [42], for any sequence $\phi_n = \phi_n(Y_1, \ldots, Y_n)$ of tests with $\sup_{w \in \mathcal{G}_0} E_w[\phi_n] \leq \alpha$,

$$\inf_{w \in \mathcal{G}_0, \rho(w, H_0) \geq Cr_n} E_w[\phi_n] - \alpha \leq \min_{i=1, \ldots, N_n} E_{w_i}[\phi_n] - E_{w_0}[\phi_n] \leq \sum_{i=1}^{N_n} E_{w_i}[\phi_n] / N_n - E_{w_0}[\phi_n]$$

\[
\leq E_{w_0} \left[ \left( \sum_{i=1}^{N_n} (dP_{w_i}/dP_{w_0}) / N_n - 1 \right) \phi_n \right] \leq E_{w_0} \left[ \sum_{i=1}^{N_n} (dP_{w_i}/dP_{w_0}) / N_n - 1 \right]
\]

where $dP_{w_i}/dP_{w_0}$ denotes a Radon-Nykodim derivative. Let $\omega_i = (\sum_{i=1}^{n} (f_l(X_i))^2)^{1/2}$ and $\xi_i = \sum_{i=1}^{n} f_l(X_i) \varepsilon_i / \omega_i$. Then

$$dP_{w_i}/dP_{w_0} = \exp(\omega_i \xi_i - \omega_i^2/2).$$

Note that $\omega_i \leq C n^{1/2} h_n^{T+d/2}$. In addition, under the model $w_0$, $\xi_i$ are independent standard Gaussian random variables. So, an application of Lemma 20 gives

$$E_{w_0} \left[ \left| \sum_{i=1}^{N_n} (dP_{w_i}/dP_{w_0}) / N_n - 1 \right| \right] \to 0$$

if $C n^{1/2} h_n^{T+d/2} < \tilde{C}(\log N_n)^{1/2}$ for some constant $\tilde{C} \in (0, 1)$ for all large enough $n$. The result follows by noting that $n^{1/2} h_n^{T+d/2} = o(\sqrt{\log n})$ and $\log N_n \geq C \log n$ for some constant $C$.

\[\square\]

**Proof of Corollary 1.** The proof follows from the same arguments, line by line, as those used in the proof of Theorem 1. Condition $p_n \log n \leq C_0 n^{c_0}$ for some sufficiently small and large $c_6$ and $C_6$ is required to make sure that one can define a sequence $\psi_n$ such that $\psi_n \geq C_\psi(p_n \log n)^{1/2}/n^{c_0}$ for some sufficiently small and large $c_\psi$ and $C_\psi$, respectively, and $\psi_n \leq C n^{-c}$.

\[\square\]

**Proof of Corollary 2.** To prove the first result, note that $f_m(X_i, Z_i) \leq C a_n$ for all $i \in N$ and $m = 1, \ldots, p$. So, $f_s \leq C a_n$ for any $s \in S_n$. Therefore, combining Lemmas
21 and 23 gives

\[ P(\max_{s \in S_n}(f_s/\hat{V}_s) \leq Ca\sqrt{n_a h_{\max}^d} \leq 1 - Cn^{-c}). \]

Since \( a_n \sqrt{n_a h_{\max}^d \log n} \leq Cn^{-c} \), the bias is asymptotically negligible in comparison with the concentration rate of the test statistic. Therefore, the argument like that used in the proof of Theorem 8 leads to

\[ P(\hat{T} \leq c_{1-\alpha}^P) \geq P(\max_{s \in S_n}(\varepsilon_s/V_s) \leq c_{1-\alpha}^P) - Cn^{-c} = 1 - \alpha + Cn^{-c} \]

for \( P = PIA \) or \( RMS \).

The second result follows from the same argument as in the proof of Theorem 8 since \( -Ca_n \leq f_s \leq Ca_n \) ensures that the bias is again asymptotically negligible in the comparison with the concentration rate of the test statistic.

Finally, consider the third part of the corollary. If \( \rho_2(w, H_0) > \rho \), then for sufficiently large \( n \), there exists a triple \( s_n = (i_n, m, h_n) \in S_n \) with \( h_n \) bounded away from zero such that \( f_m(X_j) \geq \rho/2 \) for all \( X_j \in B_{h_n}(X_{i_n}) \) and \( \|X_{i_n}^2 - x_0\| \leq a_n \). The rest of the proof follows from the argument similar to that used in the proof of Theorem 9. \( \square \)
Chapter 3

Central Limit Theorems and Multiplier Bootstrap when $p$ is much larger than $n$

3.1 Introduction

Let $x_1, \ldots, x_n$ be independent random vectors in $\mathbb{R}^p$, with each $x_i$ having coordinates denoted by $x_{ij}$, i.e., $x_i = (x_{i1}, \ldots, x_{ip})'$. Suppose that each $x_i$ is centered, namely $\mathbb{E}[x_i] = 0$, and has a finite covariance matrix $\mathbb{E}[x_i x_i']$. Consider the rescaled average:

$$X := (X_1, \ldots, X_p)' := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i.$$  \hspace{1cm} (3.1)

Our goal is to obtain a distributional approximation for the statistic $T_0$ defined as the maximum coordinate of vector $X$:

$$T_0 := \max_{1 \leq j \leq p} X_j.$$  

The distribution of $T_0$ is of interest in many applications. When $p$ is fixed, this distribution can be approximated by the classical Central Limit Theorem (CLT) applied to $X$. However, in modern applications, cf. [24], $p$ is often comparable or
even larger than \( n \), and the classical CLT does not apply in such cases. This paper provides a tractable approximation to the distribution of \( T_0 \) when \( p \) is large and possibly much larger than \( n \).

The first main result of the paper is the Gaussian approximation theorem, which bounds the Kolmogorov distance between the distributions of \( T_0 \) and its Gaussian analog \( Z_0 \). Specifically, let \( y_1, \ldots, y_n \) be independent centered Gaussian random vectors in \( \mathbb{R}^p \) such that each \( y_i \) has the same covariance matrix as \( x_i \), namely \( y_i \sim N(0, \mathbb{E}[x_ix'_i]) \).

Consider the rescaled average of these vectors,

\[
Y := (Y_1, \ldots, Y_p)' := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_i.
\]  

(3.2)

Vector \( Y \) is the Gaussian analog of \( X \) in the sense of sharing the same mean and covariance matrix, namely \( \mathbb{E}[X] = \mathbb{E}[Y] = 0 \) and \( \mathbb{E}[XX'] = \mathbb{E}[YY'] = n^{-1} \sum_{i=1}^{n} \mathbb{E}[x_ix'_i] \).

We then define the Gaussian analog \( Z_0 \) of \( T_0 \) as the maximum coordinate of vector \( Y \):

\[
Z_0 := \max_{1 \leq j \leq p} Y_j.
\]  

(3.3)

Our main result shows that, under suitable moment assumptions, as \( n \to \infty \) and possibly \( p = p_n \to \infty \),

\[
\rho := \sup_{t \in \mathbb{R}} |P(T_0 \leq t) - P(Z_0 \leq t)| \leq Cn^{-c} \to 0,
\]  

(3.4)

where constants \( c > 0 \) and \( C > 0 \) are independent of \( n \).

Importantly, in (3.4), \( p \) can be large in comparison to \( n \) and be nearly as large as \( e^{o(n^{1/7})} \). For example, if \( x_{ij} \) are uniformly bounded (namely, \( |x_{ij}| \leq C_1 \) for some constant \( C_1 > 0 \) for all \( i \) and \( j \)) the Kolmogorov distance \( \rho \) converges to zero at a polynomial rate whenever \((\log p)^7/n \to 0\) at a polynomial rate. We obtain similar results when \( x_{ij} \) are sub-exponential and even non-sub-exponential under suitable moment assumptions. Figure 3.1 illustrates the result (3.4) in a non-subexponential example, which is motivated by the analysis of the Dantzig Selector of [27] in non-Gaussian settings (see Section 3.4).
Figure 3-1: P-P plots comparing distributions of $T_0$ and $Z_0$ in the example motivated by the problem of selecting the penalty level of the Dantzig selector. Here $x_{ij}$ are generated as $x_{ij} = z_{ij} \epsilon_i$ with $\epsilon_i \sim t(4)$, (a $t$-distribution with four degrees of freedom), and $z_{ij}$ are non-stochastic (simulated once using $U[0,1]$ distribution independently across $i$ and $j$). The dashed line is 45°. The distributions of $T_0$ and $Z_0$ are close, as (qualitatively) predicted by the CLT derived in the paper: see Corollaries 3 or 4. The quality of the Gaussian approximation is particularly good for the tail probabilities, which is most relevant for practical applications.

The proof of the Gaussian approximation result (3.4) builds on a number of technical tools such as Slepian's smart path interpolation (which is related to the solution of Stein's partial differential equation; cf. Appendix E), Stein's leave-one-out method, approximation of maxima by the smooth functions (related to "free energy" in spin glasses), and exponential inequalities for self-normalized sums. See, e.g., [106, 107, 41, 31, 108, 28, 39, 92] for introduction and discussion of some of these tools. It also critically relies on the anti-concentration and comparison bounds of maxima of Gaussian vectors derived in [34] and restated in this paper as Lemmas 32 and 34.

Our new Gaussian approximation theorem has the following innovative features. To the best of our knowledge, this is the first general result that establishes that maxima of sums of random vectors can be approximated in distribution by the maxima of sums of Gaussian random vectors when $p \gg n$ and especially when $p$ is of order $e^{cn}$ for some $c > 0$. The existing techniques can also lead to results of the form (3.4) when $p = p_n \to \infty$, but under much stronger conditions on $p$. For example,
Yurinskii’s coupling implies (3.4) but requires $p^5/n \to 0$; see Example 17 (Section 10) in [94]. Second, our Gaussian approximation theorem covers cases where $T_0$ does not have a limit distribution as $n \to \infty$ and $p = p_n \to \infty$. In some cases, after a suitable normalization, $T_0$ could have an extreme value distribution as a limit distribution, but the approximation to an extreme value distribution requires some restrictions on the dependency structure among the coordinates in $x_i$. Our result does not require such restrictions on the dependency structure. Third, the quality of approximation in (3.4) is of polynomial order in $n$, which is better than the logarithmic in $n$ quality that we could obtain in some (though not all) applications using the approximation of the distribution of $T_0$ by an extreme value distribution (see [71]).

Our result also contributes to the literature on multivariate central limit theorems, which are concerned with conditions under which

$$|P(X \in A) - P(Y \in A)| \to 0,$$

uniformly in a collection of sets $A$, typically all convex sets. Such results were developed among others, by [89, 96, 53, 17, 30], under conditions of type $p^5/n \to 0$ (also see [29]). These results rely on the anti-concentration results for Gaussian random vectors on the $\delta$-expansions of boundaries of arbitrary convex sets $A$ (see [14]). Note that our result also establishes (3.5), but uniformly for all convex sets of the form $A_{\text{max}} = \{a \in \mathbb{R}^p : \max_{1 \leq j \leq p} a_j \leq t\}$ for $t \in \mathbb{R}$. These sets have a rather special structure that allows us to deal with $p \gg n$: in particular, concentration of measure on the $\delta$-expansion of boundary of $A_{\text{max}}$ is at most of order $\delta \sqrt{\log p}$ for Gaussian random vectors with unit variance, as shown in [34] (see also Lemma 32). (The relation (3.5) with $A = A_{\text{max}}$ explains the sense in which we have a CLT, as appearing in the title of the paper.)

Note that the result (3.4) is immediately useful for inference with statistic $T_0$, even though $P(Z_0 \leq t)$ needs not converge itself to a well behaved distribution function. Indeed, if the covariance matrix $n^{-1} \sum_{i=1}^{n} E[x_i x'_i]$ is known, then $c_{Z_0}(1-\alpha) := (1-\alpha)$-
quantile of $Z_0$, can be computed numerically, and we have

$$|P(T_0 \leq c Z_0 (1 - \alpha)) - (1 - \alpha)| \leq C n^{-c} \to 0. \quad (3.6)$$

A chief application of this kind arises in determination of the penalty level for the Dantzig selector of [27] in the high-dimensional regression with non-Gaussian errors, which we examine in Section 5. There, under the canonical (homoscedastic) noise, the covariance matrix is known, and so quantiles of $Z_0$ can be easily computed numerically and used for choosing the penalty level. However, if the noise is heteroscedastic, the covariance matrix is no longer known, and this approach is no longer feasible. This motivates our second main result.

The second main result of the paper establishes validity of the multiplier bootstrap for estimating quantiles of $Z_0$ when the covariance matrix $n^{-1} \sum_{i=1}^{n} E[x_i x_i']$ is unknown. More precisely, we define the Gaussian-symmetrized version $W_0$ of $T_0$ by multiplying $x_i$ with i.i.d. standard Gaussian random variables $e_1, \ldots, e_n$:

$$W_0 := \max_{1 \leq j \leq p} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_{ij} e_i. \quad (3.7)$$

We show that the conditional quantiles of $W_0$ given data $(x_i)_{i=1}^{n}$ are able to consistently estimate the quantiles of $Z_0$ and hence those of $T_0$ (where the notion of consistency used is the one that guarantees asymptotically valid inference). Here the primary factor driving the bootstrap estimation error is the maximum difference between the empirical and population covariance matrices:

$$\Delta := \max_{1 \leq j, k \leq p} \left| \frac{1}{n} \sum_{i=1}^{n} (x_{ij} x_{ik} - E[x_{ij} x_{ik}]) \right|,$$

which can converge to zero even when $p$ is much larger than $n$. For example, when $x_{ij}$ are uniformly bounded, the multiplier bootstrap is valid for inference if $(\log p)^7 / n \to 0$. Earlier related results on bootstrap in the "$p \to \infty$ but $p/n \to 0$" regime were obtained in [78]; interesting results for the case $p \gg n$ based on con-
centration inequalities and symmetrization are studied in [8, 9], albeit the approach and results are quite different from those given here. In particular, in [8], either Gaussianity or symmetry in distribution is imposed on the data.

The key motivating example of our analysis is the high-dimensional sparse regression model. In this model, [27] and [19] assume Gaussian errors to analyze the Dantzig selector and Lasso. Our results show that Gaussianity is not necessary and the Gaussian-like conclusions hold approximately, with just the fourth moment of the regression errors being bounded. Moreover, our approximation allows to take into account correlations among the regressors. This leads to a better choice of the penalty level and tighter bounds on performance than those that had been available previously. For example, some of the same goals had been accomplished using moderate deviations for self-normalized sums, combined with the union bound [16]. However, the union bound does not take into account correlations among the regressors, and so it may be overly conservative in some applications.

Our results have a broad range of other applications. In addition to the high-dimensional estimation example, we show in the Supplemental Material how to apply our results in the multiple hypothesis testing via the step-down method of [103] and to specification testing. In either case number of hypotheses to be tested or the number of moment restrictions to be tested can be much larger than the sample size. Lastly, in a companion work ([32]), we are exploring the strong coupling for suprema of general empirical processes based on the methods developed here and maximal inequalities. These results represent a useful complement to the results based on the Hungarian coupling developed by [69, 22, 67, 98] for the entire empirical process and have applications to inference in nonparametric problems such as construction of uniform confidence bands (see, e.g., [51]).

3.1.1 Organization of the paper

In Section 3.2, we give the results on Gaussian approximation, and in Section 3.3 on the multiplier bootstrap. In Section 3.4, we present an application to the Dantzig selector. Appendices 3.5-3.8 contain proofs for each of these sections, with Appendix
3.5 stating auxiliary tools and lemmas. Due to the space limitation, we put additional results and proofs into Supplemental Material, Appendices 3.11-3.10. In particular, Appendices 3.11 and 3.12 provide additional applications to multiple hypothesis and adaptive specification testing.

3.1.2 Notation

In what follows, unless otherwise stated, we will assume that \( p \geq 3 \). In making asymptotic statements we assume that \( n \to \infty \) with understanding that \( p \) depends on \( n \) and possibly \( p \to \infty \) as \( n \to \infty \). Constants \( c, C, c_1, C_1, c_2, C_2, \ldots \) are understood to be independent of \( n \). Throughout the paper, \( \mathbb{E}_n[\cdot] \) denotes the average over index \( 1 \leq i \leq n \), i.e., it simply abbreviates the notation \( n^{-1} \sum_{i=1}^{n} \cdot \). E.g., \( \mathbb{E}_n[x_{ij}^2] = n^{-1} \sum_{i=1}^{n} x_{ij}^2 \). In addition, \( \bar{E}[] = \mathbb{E}_n[\mathbb{E}[\cdot]] \). For example, \( \bar{E}[x_{ij}^2] = n^{-1} \sum_{i=1}^{n} \mathbb{E}[x_{ij}^2] \).

For a function \( f : \mathbb{R} \to \mathbb{R} \), we write \( \partial^k f(x) = \partial^k f(x)/\partial x^k \) for nonnegative integer \( k \); for a function \( f : \mathbb{R}^p \to \mathbb{R} \), we write \( \partial_j f(x) = \partial f(x)/\partial x_j \) for \( j = 1, \ldots, p \), where \( x = (x_1, \ldots, x_p)' \). Denote by \( C^k(\mathbb{R}) \) the class of \( k \) times continuously differentiable functions from \( \mathbb{R} \) to itself, and denote by \( C^k_b(\mathbb{R}) \) the class of all functions \( f \in C^k(\mathbb{R}) \) such that \( \sup_{x \in \mathbb{R}} |\partial^j f(x)| < \infty \) for \( j = 0, \ldots, k \). We write \( a \preceq b \) if \( a \) is smaller than or equal to \( b \) up to a universal positive constant. For \( a, b \in \mathbb{R} \), we write \( a \vee b = \max\{a, b\} \).

3.2 Central Limit Theorems for Maxima of Non-Gaussian Sums

3.2.1 Comparison Theorems and Non-Asymptotic Gaussian Approximations

The purpose of this section is to compare and bound the difference between the expectations and distribution functions of the non-Gaussian to Gaussian maxima:

\[
T_0 := \max_{1 \leq j \leq p} X_j \quad \text{and} \quad Z_0 := \max_{1 \leq j \leq p} Y_j,
\]
where vector $X$ is defined in equation (3.1) and $Y$ in equation (3.2). Here and in what follows, without loss of generality, we will assume that $(x_i)_{i=1}^n$ and $(y_i)_{i=1}^n$ are independent. The following envelopes and bounds on moments will be used in stating the bounds in Gaussian approximations:

$$S_i := \max_{1 \leq j \leq p} (|x_{ij}| + |y_{ij}|), \quad M_k := \max_{1 \leq j \leq p} (\mathbb{E}[x_{ij}^k])^{1/k}. \quad (3.8)$$

The problem of comparing distributions of maxima is of intrinsic difficulty since the maximum function $z = (z_1, \ldots, z_p)' \mapsto \max_{1 \leq j \leq p} z_j$ is non-differentiable. To circumvent the problem, we use a smooth approximation of the maximum function. For $z = (z_1, \ldots, z_p)' \in \mathbb{R}^p$, consider the function:

$$F_{\beta}(z) := \beta^{-1} \log \left( \sum_{j=1}^{p} \exp(\beta z_j) \right),$$

which approximates the maximum function, where $\beta > 0$ is the smoothing parameter that controls the level of approximation (we call this function the “smooth max function”). Indeed, an elementary calculation shows that for all $z \in \mathbb{R}^p$,

$$0 \leq F_{\beta}(z) - \max_{1 \leq j \leq p} z_j \leq \beta^{-1} \log p. \quad (3.9)$$

This smooth max function arises in the definition of “free energy” in spin glasses; see, e.g., [108].

We start with the following “warm-up” theorem that conveys the main qualitative feature of the problem. Here and in what follows, for a smooth function $g : \mathbb{R} \to \mathbb{R}$, write

$$G_k := \sup_{z \in \mathbb{R}} |\delta^k g(z)|, \quad k \geq 0.$$

**Theorem 13** (Comparison of Gaussian to Non-Gaussian Maxima, I). For every $g \in C^3_b(\mathbb{R})$ and $\beta > 0$,

$$|\mathbb{E}[g(F_{\beta}(X)) - g(F_{\beta}(Y))]| \leq n^{-1/2}(G_3 + G_2 \beta + G_1 \beta^2)\mathbb{E}[S_i^3],$$
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and hence

$$|E[g(T_0) - g(Z_0)]| \lesssim n^{-1/2}(G_3 + G_2\beta + G_1\beta^2)\mathbb{E}[S_1^3] + \beta^{-1}G_1 \log p.$$  

**Comment 13** (Optimizing the bound). The theorem bounds the difference between the expectations of smooth functions of maxima. The optimal value of the last bound is given by

$$\min_{\beta > 0} n^{-1/2}(G_3 + G_2\beta + G_1\beta^2)\mathbb{E}[S_1^3] + \beta^{-1}G_1 \log p.$$  

We postpone choices of $\beta$ to the proofs of subsequent corollaries, leaving ourselves more flexibility in optimizing bounds in those corollaries.

Deriving a bound on the Kolmogorov distance between distributions of $T_0$ and $Z_0$ from Theorem 13 is not a trivial issue and this step relies on the following anti-concentration inequality for maxima of Gaussian random variables, which is derived in [34].

**Lemma 32** (Anti-Concentration). Let $\xi_1, \ldots, \xi_p$ be (not necessarily independent) centered Gaussian random variables with $\sigma_j^2 := \mathbb{E}[\xi_j^2] > 0$ for all $1 \leq j \leq p$. Let $\sigma = \min_{1 \leq j \leq p} \sigma_j$ and $\bar{\sigma} = \max_{1 \leq j \leq p} \sigma_j$. Then for every $\zeta > 0$,

$$\sup_{z \in \mathbb{R}} \mathbb{P} \left( \max_{1 \leq j \leq p} |\xi_j - z| \leq \zeta \right) \leq C \zeta \sqrt{1 + \log (p/\zeta)},$$

where $C > 0$ is a constant depending only on $\sigma$ and $\bar{\sigma}$. When $\sigma_j$ are all equal, $\log (p/\zeta)$ on the right side can be replaced by $\log p$.

By Theorem 13 and Lemma 32, we can now derive a bound on the Kolmogorov distance between distributions of $T_0$ and $Z_0$.

**Corollary 3** (Central Limit Theorem, I). Suppose that there are some constants $c_1 > 0$ and $C_1 > 0$ such that $c_1 \leq \mathbb{E}[x_{ij}^2] \leq C_1$ for all $1 \leq j \leq p$. Then there exists a constant $C > 0$ depending only on $c_1$ and $C_1$ such that

$$\rho := \sup_{t \in \mathbb{R}} |\mathbb{P}(T_0 \leq t) - \mathbb{P}(Z_0 \leq t)| \leq C(n^{-1}(\log (pn))^7)^{1/8} (\mathbb{E}[S_1^3])^{1/4}.$$
Comment 14 (Main qualitative feature: logarithmic dependence on \( p \)). Theorem 13 and Corollary 3 imply that the error of approximating the maximum coordinate in the sum of independent random vectors by its Gaussian analogue depends on \( p \) (possibly) only through \( \log p \). This is the main qualitative feature of all the results in this paper. Note also that the term \( \mathbb{E}[S_i^3] \) implicitly encodes the complexity of the vectors, in particular it will reflect the correlation structure of vectors \( X \) and \( Y \). However, both Theorem 13 and Corollary 3 and all subsequent results given below do not limit the dependence among the coordinates in \( x_i \).

Comment 15 (Motivation for the next result). While Theorem 13 and Corollary 3 convey an important qualitative aspect of the problem and admit easy-to-grasp proofs, an important disadvantage of these results is that the bounds depend on \( \mathbb{E}[S_i^3] \). If \( \mathbb{E}[S_i^3] \leq C \), Corollary 3 leads to \( \rho = O((n^{-1}(\log(pn))^{1/8}) \) and \( \rho \to 0 \) as long as \( \log p = o(n^{1/7}) \). This is the case when, for example, as in caption to Figure 1,

\[
x_{ij} = z_{ij} \varepsilon_i, \quad z_{ij} \text{ are non-stochastic with } |z_{ij}| \leq C, \quad \mathbb{E}[| \varepsilon_i |^3] \leq C.
\]

When \( \mathbb{E}[S_i^3] \) increases with \( n \), however, the bounds need not be as good, and can be improved considerably by using a truncation method. Using such a method in conjunction with the proof strategy of Theorem 13, we derive in Theorem 14 below a bound that can be much better in the latter scenario. The improvement here comes at a cost of a more involved statement, involving truncation parameters.

To derive our next main result, we employ a truncation method. Given a threshold level \( u > 0 \), define a truncated version of \( x_{ij} \) by

\[
\bar{x}_{ij} = x_{ij} 1 \{ |x_{ij}| \leq u(\mathbb{E}[x_{ij}^2])^{1/2} \} - \mathbb{E} [x_{ij} 1 \{ |x_{ij}| \leq u(\mathbb{E}[x_{ij}^2])^{1/2} \}].
\]

Let \( \varphi_x(u) \) be the infimum, which is attained, over all numbers \( \varphi \geq 0 \) such that

\[
\mathbb{E} [x_{ij}^2 1 \{ |x_{ij}| > u(\mathbb{E}[x_{ij}^2])^{1/2} \} \} \leq \varphi^2 \mathbb{E}[x_{ij}^2].
\]

Note that the function \( \varphi_x(u) \) is right-continuous; it measures the impact of truncation.
on second moments. Define $u_x(\gamma)$ as the infimum $u \geq 0$ such that

$$P\left(|x_{ij}| \leq u(\bar{E}[x_{ij}^2])^{1/2}, 1 \leq i \leq n, 1 \leq j \leq p\right) \geq 1 - \gamma.$$ 

Also define $\varphi_y(u)$ and $u_y(\gamma)$ by the corresponding quantities for the analogue Gaussian case, namely with $(x_i)_{i=1}^n$ replaced by $(y_i)_{i=1}^n$ in the above definitions. Throughout the paper we use the following quantities:

$$\varphi(u) := \varphi_x(u) \vee \varphi_y(u), \quad u(\gamma) := u_x(\gamma) \vee u_y(\gamma).$$

Here is the main theorem of this section. Recall the definition of $M_k$ in (3.8).

**Theorem 14 (Comparison of Gaussian to Non-Gaussian Maxima, II).** Let $\beta > 0$, $u > 0$ and $\gamma \in (0, 1)$ be such that $2\sqrt{2uM_2/\sqrt{n}} \leq 1$ and $u \geq u(\gamma)$. Then for every $g \in C_b^1(\mathbb{R})$, 

$$|E[g(F_\beta(X)) - g(F_\beta(Y))]| \lesssim D_n(g, \beta, u, \gamma),$$

and hence

$$|E[g(T_0) - g(Z_0)]| \lesssim D_n(g, \beta, u, \gamma) + \beta^{-1}G_1 \log p,$$

where

$$D_n(g, \beta, u, \gamma) := n^{-1/2}(G_3 + G_2\beta + G_1\beta^2)M_3^3 + (G_2 + \beta G_1)M_2^5\varphi(u) + G_1 M_2 \varphi(u) \sqrt{\log(p/\gamma)} + G_0 \gamma.$$ 

By Theorem 14 and Lemma 32, we can obtain a bound on the Kolmogorov distance between the distribution functions of $T_0$ and $Z_0$.

**Corollary 4 (Central Limit Theorem, II).** Suppose that there are some constants
$0 < c_1 < C_1$ such that $c_1 \leq \mathbb{E}[x_{ij}^2] \leq C_1$ for $1 \leq j \leq p$. Then for every $\gamma \in (0, 1)$,

$$
\rho \leq C \left[ n^{-1/8} (M_3^{3/4} \vee M_4^{1/2}) \left( \log (pn/\gamma) \right)^{7/8} + n^{-1/2} \left( \log (pn/\gamma) \right)^{3/2} u(\gamma) \right],
$$

where $C > 0$ is a constant that depends on $c_1$ and $C_1$ only.

In applications it is useful to bound the upper function $u(\gamma)$. Here is a simple and effective way of doing this. Let $h : [0, \infty) \to [0, \infty)$ be a Young-Orlicz modulus, i.e., a convex and strictly increasing function with $h(0) = 0$. Denote by $h^{-1}$ the inverse function of $h$. Standard examples include the power function $h(v) = v^q$ with inverse $h^{-1}(\gamma) = \gamma^{1/q}$ and the exponential function $h(v) = \exp(v) - 1$ with inverse $h^{-1}(\gamma) = \log(\gamma + 1)$. These functions describe how many moments the random variables have, for example, a random variable $\xi$ has finite $q$-th moment if $\mathbb{E}[|\xi|^q] < \infty$, and is sub-exponential if $\mathbb{E}[\exp(|\xi|/C)] < \infty$ for some $C > 0$. We refer to [111], Chapter 2.2, for further details on Young-Orlicz moduli.

Lemma 33 (Bounds on the upper function $u(\gamma)$). Let $h : [0, \infty) \to [0, \infty)$ be a Young-Orlicz modulus, and let $B > 0$ and $D > 0$ be constants such that $(\mathbb{E}[x_{ij}^2])^{1/2} \leq B$ for all $1 \leq i \leq n, 1 \leq j \leq p$, and $\mathbb{E}[h(\max_{1 \leq j \leq p} |x_{ij}|/D)] \leq 1$. Then under the condition of Corollary 4,

$$
u(\gamma) \leq C \max\{Dh^{-1}(n/\gamma), B \sqrt{\log (pn/\gamma)}\},$$

where $C > 0$ is a constant that depends on $c_1$ and $C_1$ only.

In applications, parameters $B$ and $D$ (with $M_3$ and $M_4$ as well) are allowed to increase with $n$. The size of these parameters and the choice of the Young-Orlicz modulus are case-specific.

3.2.2 Examples of Applications

The purpose of this subsection is to obtain bounds on $\rho$ for various leading examples frequently encountered in applications. We are concerned with simple conditions under which $\rho$ decays polynomially in $n$. 146
Let $c_1 > 0, c_2 > 0, C_1 > 0$ be some constants, and let $B_n \geq 1$ be a sequence of constants. We allow for the case where $B_n \to \infty$ as $n \to \infty$. We shall first consider applications where one of the following conditions is satisfied uniformly in $1 \leq i \leq n$ and $1 \leq j \leq p$:

(E.1) $\mathbb{E}[x_{ij}^2] \geq c_1$ and $\mathbb{E}[S_i^n] \leq C_1$;

(E.2) $\mathbb{E}[x_{ij}^2] \geq c_1$ and $\mathbb{E}[\exp(|x_{ij}|/C_1)] \leq 2$;

(E.3) $c_1 \leq \mathbb{E}[x_{ij}^2] \leq C_1$ and $|x_{ij}| \leq B_n$.

**Comment 16.** Condition (E.1) is perhaps the simplest example in this paper; under this condition application of Corollary 3 is effective. A concrete example with condition (E.1) satisfied is the case where $x_{ij} = z_{ij} \varepsilon_i$, $z_{ij}$ are non-stochastic with $|z_{ij}| \leq C$, and $\mathbb{E}[|\varepsilon_i|^3] \leq C$. Conditions (E.2)-(E.5) are more elaborate, intended to cover cases where moments of the envelopes $S_i$ and higher order moments $M_3$ and $M_4$ increase with $n$. In these cases the use of Corollary 3 is not effective, and we shall use Corollary 4 instead. Condition (E.2) covers vectors $x_i$ made up from sub-exponential random variables, including sub-Gaussian as a special case; this example is quite often used in high-dimensional statistics. Condition (E.3) covers variables that are bounded by $B_n$, which may increase with $n$; many applications, after a suitable truncation, can be covered by it.

We shall also consider regression applications where one of the following conditions is satisfied uniformly in $1 \leq i \leq n$ and $1 \leq j \leq p$:

(E.4) $x_{ij} = z_{ij} \varepsilon_{ij}$, where $z_{ij}$ are non-stochastic with $|z_{ij}| \leq B_n$, $\mathbb{E}_n[z_{ij}^2] = 1$, and $\mathbb{E}[\varepsilon_{ij}] = 0$, $\mathbb{E}[\varepsilon_{ij}^2] \geq c_1$, and $\mathbb{E}[\exp(|\varepsilon_{ij}|/C_1)] \leq 2$; or

(E.5) $x_{ij} = z_{ij} \varepsilon_{ij}$, where $z_{ij}$ are non-stochastic with $|z_{ij}| \leq B_n$, $\mathbb{E}_n[z_{ij}^2] = 1$, and $\mathbb{E}[\varepsilon_{ij}] = 0$, $\mathbb{E}[\varepsilon_{ij}^2] \geq c_1$, and $\mathbb{E}[\max_{1 \leq j \leq p} \varepsilon_{ij}^4] \leq C_1$.

**Comment 17.** The last two cases cover examples that arise in high-dimensional regression, e.g., [27], which we shall revisit later in the paper. Typically, $\varepsilon_{ij}$ are independent of $j$ (i.e., $\varepsilon_{ij} = \varepsilon_i$) and hence $\mathbb{E}[\max_{1 \leq j \leq p} \varepsilon_{ij}^4] \leq C_1$ in condition (E.5) reduces
to \( \mathbb{E}[\varepsilon_i^4] \leq C_1 \) (we allow \( \varepsilon_{ij} \) dependent on \( j \) so that Corollary 5 covers the multiple hypothesis testing example in Appendix 3.11). Interestingly, these examples are also connected to spin glasses, see e.g., [108] and [92] (\( z_{ij} \) can be interpreted as generalized products of "spins" and \( \varepsilon_i \) as their random "interactions").

Corollary 5 (Central Limit Theorem in Leading Examples). Suppose that one of the following conditions is satisfied: (i) condition (E.1) and \( (\log(pn))^{7/n} < C_1 n^{-c_2} \); (ii) condition (E.2) and \( (\log(pn))^{7/n} < C_1 n^{-c_2} \); (iii) condition (E.3) and \( B_n^2(\log(pn))^{7/n} < C_1 n^{-c_2} \); (vi) condition (E.4) and \( B_n^2(\log(pn))^{7/n} < C_1 n^{-c_2} \); or (v) condition (E.5) and \( B_n^2(\log(pn))^{7/n} < C_1 n^{-c_2} \). Then there exist constants \( c > 0 \) and \( C > 0 \) depending only on \( c_1, c_2 \) and \( C_1 \) such that

\[
\rho \leq C n^{-c}.
\]

Comment 18. Cases (ii)-(v) indeed follow relatively directly from Corollary 4 with help of Lemma 33. Moreover, from Lemma 33, it is routine to find other conditions that lead to the conclusion of Corollary 5.

3.3 Multiplier Bootstrap

3.3.1 A Gaussian-to-Gaussian Comparison Theorem

The proofs of the main results in this section rely on the following lemma. Let \( V \) and \( Y \) be centered Gaussian random vectors in \( \mathbb{R}^p \) with covariance matrices \( \Sigma_Y \) and \( \Sigma_Y' \), respectively. The following lemma compares the distribution functions of \( \max_{1 \leq j \leq p} V_j \) and \( \max_{1 \leq j \leq p} Y_j \) in terms of \( p \) and

\[
\Delta_0 := \max_{1 \leq j, k \leq p} |\Sigma_{jk} - \Sigma_{jk}'|.
\]

Lemma 34 (Comparison of Distributions of Gaussian Maxima). Suppose that there are some constants \( 0 < c_1 < C_1 \) such that \( c_1 \leq \Sigma_{jj}' \leq C_1 \) for all \( 1 \leq j \leq p \). Then
there exists a constant $C > 0$ depending only on $c_1$ and $C_1$ such that

$$\sup_{t \in \mathbb{R}} \left| P\left( \max_{1 \leq j \leq p} V_j \leq t \right) - P\left( \max_{1 \leq j \leq p} Y_j \leq t \right) \right| \leq C \Delta_0^{1/3} (1 \vee \log(p/\Delta_0))^{2/3}.$$  

**Comment 19.** The result is derived in [34], and extends that of [28] who gave an explicit error in Sudakov-Fernique comparison of expectations of maxima of Gaussian vectors.

### 3.3.2 Multiplier Bootstrap Theorems

Suppose that we have a dataset $(x_i)_{i=1}^n$ consisting of $n$ independent centered random vectors $x_i$ in $\mathbb{R}^p$. In this section we are interested in approximating quantiles of

$$T_0 = \max_{1 \leq j \leq p} \frac{1}{\sqrt{n}} \sum_{i=1}^n x_{ij}$$  \hspace{1cm} (3.12)

using the multiplier bootstrap method. Specifically, let $(e_i)_{i=1}^n$ be a sequence of i.i.d. $N(0, 1)$ variables independent of $(x_i)_{i=1}^n$, and let

$$W_0 = \max_{1 \leq j \leq p} \frac{1}{\sqrt{n}} \sum_{i=1}^n x_{ij} e_i.$$  \hspace{1cm} (3.13)

Then we define the multiplier bootstrap estimator of the $\alpha$-quantile of $T_0$ as the conditional $\alpha$-quantile of $W_0$ given $(x_i)_{i=1}^n$, i.e.,

$$c_{W_0}(\alpha) := \inf \{ t \in \mathbb{R} : P_e(W_0 \leq t) \geq \alpha \},$$

where $P_e$ is the probability measure induced by the multiplier variables $(e_i)_{i=1}^n$ holding $(x_i)_{i=1}^n$ fixed (i.e., $P_e(W_0 \leq t) = P(W_0 \leq t \mid (x_i)_{i=1}^n)$). The multiplier bootstrap theorem below provides a non-asymptotic bound on the bootstrap estimation error:

$$|P(T_0 \leq c_{W_0}(\alpha)) - \alpha|.$$  

Before presenting the theorem, we first give a simple useful lemma that is helpful
in the proof of the theorem and in power analysis in applications. Define

\[ c_{Z_0}(\alpha) := \inf \{ t \in \mathbb{R} : \mathbb{P}(Z_0 \leq t) \geq \alpha \}, \]

where \( Z_0 = \max_{1 \leq j \leq p} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_{ij} \) and \((y_i)_{i=1}^{n}\) is a sequence of independent \( N(0, \mathbb{E}[x_i] \mathbb{E}[x_i']) \) vectors. Recall that

\[ \Delta = \max_{1 \leq j, k \leq p} |\mathbb{E}_n[x_{ij} x_{ik}] - \mathbb{E}[x_{ij} x_{ik}]|. \]

**Lemma 35 (Comparison of Quantiles, I).** Suppose that there are some constants \( 0 < c_1 < C_1 \) such that \( c_1 \leq \mathbb{E}[x_{ij}^2] \leq C_1 \) for all \( 1 \leq j \leq p \). Then for every \( \alpha \in (0,1), \)

\[ \mathbb{P}(c_{w_0}(\alpha) \leq c_{Z_0}(\alpha + \pi(\vartheta))) \geq 1 - \mathbb{P}(\Delta > \vartheta), \]

\[ \mathbb{P}(c_{Z_0}(\alpha) \leq c_{w_0}(\alpha + \pi(\vartheta))) \geq 1 - \mathbb{P}(\Delta > \vartheta), \]

where, for \( C_2 > 0 \) denoting a constant depending only on \( c_1 \) and \( C_1 \),

\[ \pi(\vartheta) := C_2 \vartheta^{1/3}(1 + \log(p/\vartheta))^{2/3}. \]

Recall that \( \rho := \sup_{t \in \mathbb{R}} |\mathbb{P}(T_0 \leq t) - \mathbb{P}(Z_0 \leq t)| \). We are now in position to state the main theorem of this section.

**Theorem 15 (Validity of Multiplier Bootstrap, I).** Suppose that for some constants \( 0 < c_1 < C_1 \), we have \( c_1 \leq \mathbb{E}[x_{ij}^2] \leq C_1 \) for all \( 1 \leq j \leq p \). Then for any \( \vartheta > 0, \)

\[ \sup_{\alpha \in (0,1)} |\mathbb{P}(T_0 \leq c_{w_0}(\alpha)) - \alpha| \leq \rho + \pi(\vartheta) + \mathbb{P}(\Delta > \vartheta). \]

Theorem 15 provides a useful result for the case where the statistics are maxima of exact averages. There are many applications, however, where the relevant statistics arise as maxima of approximate averages. The following result shows that the theorem continues to apply if the approximation error of the relevant statistic by a maximum of an exact average can be suitably controlled. Specifically, suppose that a statistic of interest, say \( T = T(x_1 \ldots, x_n) \) which may not be of the form (3.12), can be approximated by \( T_0 \) of the form (3.12), and that the multiplier bootstrap is
performed on a statistic $W = W(x_1, \ldots, x_n, e_1, \ldots, e_n)$, which may be different from (3.13) but still can be approximated by $W_0$ of the form (3.13).

We require the approximation to hold in the following sense: there exist $\zeta_1 \geq 0$ and $\zeta_2 \geq 0$, depending on $n$ (and typically $\zeta_1 \to 0, \zeta_2 \to 0$ as $n \to \infty$), such that

$$
P(|T - T_0| > \zeta_1) < \zeta_2, \quad (3.14)
$$

$$
P(\frac{P_\epsilon(|W - W_0| > \zeta_1)}{\zeta_2}) < \zeta_2. \quad (3.15)
$$

We use the $\alpha$-quantile of $W = W(x_1, \ldots, x_n, e_1, \ldots, e_n)$, computed conditional on $(x_i)_{i=1}^n$:

$$
c_W(\alpha) := \inf\{t \in \mathbb{R} : P_\epsilon(W \leq t) \geq \alpha\},
$$

as an estimate of the $\alpha$-quantile of $T$.

**Lemma 36 (Comparison of Quantiles, II).** Suppose that condition (3.15) is satisfied. Then for every $\alpha \in (0,1)$,

$$
P(c_W(\alpha) \leq c_{W_0}(\alpha + \zeta_2) + \zeta_1) \geq 1 - \zeta_2,
$$

$$
P(c_{W_0}(\alpha) \leq c_W(\alpha + \zeta_2) + \zeta_1) \geq 1 - \zeta_2.
$$

The next result provides a bound on the bootstrap estimation error.

**Theorem 16 (Validity of Multiplier Bootstrap, II).** Suppose that, for some constants $0 < c_1 < C_1$, we have $c_1 \leq \mathbb{E}[x_i^2] \leq C_1$ for all $1 \leq j \leq p$. Moreover, suppose that conditions (3.14) and (3.15) are satisfied. Then for any $\theta > 0$,

$$
\sup_{\alpha \in (0,1)} |P(T \leq c_W(\alpha)) - \alpha| \leq \rho + \pi(\theta) + P(\Delta > \theta) + C_3\zeta_1\sqrt{1 + \log(p/\zeta_1)} + \zeta_2,
$$

where $\pi(\cdot)$ is defined in Lemma 35, and $C_3 > 0$ depends only on $c_1$ and $C_1$.  
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3.3.3 Examples of Applications: Revisited

Here we revisit the examples in Section 3.2.2 and see how the multiplier bootstrap works for these leading examples. Let, as before, \( c_1 > 0, c_2 > 0 \) and \( C_1 > 0 \) be some constants, and let \( B_n \geq 1 \) be a sequence of constants. Recall conditions (E.2)-(E.5) in Section 3.2.2.

**Corollary 6 (Multiplier Bootstrap in Leading Examples).** Suppose that conditions (3.14) and (3.15) hold with \( \zeta_1 \sqrt{\log p} + \zeta_2 \leq C_1 n^{-c_2} \). Moreover, suppose that one of the following conditions is satisfied: (i) condition (E.2) and \( (\log(pn))^{7}/n \leq C_1 n^{-c_2} \); (ii) condition (E.3), and \( B_n^{2}(\log(pn))^{7}/n \leq C_1 n^{-c_2} \); (iii) condition (E.4) and \( B_n^{2}(\log(pn))^{7}/n \leq C_1 n^{-c_2} \); or (iv) condition (E.5) and \( B_n^{4}(\log(pn))^{7}/n \leq C_1 n^{-c_2} \). Then there exist constants \( c > 0 \) and \( C > 0 \) depending only on \( c_1, c_2 \) and \( C_1 \) such that

\[
\sup_{\alpha \in (0,1)} |P(T \leq cW(\alpha)) - \alpha| \leq Cn^{-c}.
\]

**Comment 20.** This corollary shows that the multiplier bootstrap is valid with a polynomial rate of accuracy for the significance level under weak conditions. This is in contrast with the extremal theory of Gaussian processes that provides only a logarithmic rate of approximation (see, e.g., [71] and [56]).

3.4 Application: Dantzig Selector in the Non-Gaussian Model

The purpose of this section is to demonstrate the case with which the CLT and the multiplier bootstrap theorem given in Corollaries 5 and 6 can be applied in important problems, dealing with a high-dimensional inference and estimation. We consider the Dantzig selector previously studied in the path-breaking works of [27], [19], [114] in the Gaussian setting and of [68] in a sub-exponential setting. Here we consider the non-Gaussian case, where the errors have only four bounded moments, and derive the performance bounds that are approximately as sharp as in the Gaussian model. We
consider both homoscedastic and heteroscedastic models.

### 3.4.1 Homoscedastic case

Let \((z_i, y_i)_{i=1}^n\) be a sample of independent observations where \(z_i \in \mathbb{R}^p\) is a non-stochastic vector of regressors. We consider the model

\[
y_i = z_i'\beta + \varepsilon_i, \quad \mathbb{E}[\varepsilon_i] = 0, \ i = 1, \ldots, n, \ \mathbb{E}_n[z_{ij}^2] = 1, \ j = 1, \ldots, p,
\]

where \(y_i\) is a random scalar dependent variable, and the regressors are normalized in such a way that \(\mathbb{E}_n[z_{ij}^2] = 1\). Here we consider the homoscedastic case:

\[
\mathbb{E}[\varepsilon_i^2] = \sigma^2, \ i = 1, \ldots, n,
\]

where \(\sigma^2\) is assumed to be known (for simplicity). We allow \(p\) to be substantially larger than \(n\). It is well known that a condition that gives a good performance for the Dantzig selector is that \(\beta\) is sparse, namely \(\|\beta\|_0 \leq s \ll n\) (although this assumption will not be invoked below explicitly).

The aim is to estimate the vector \(\beta\) in some semi-norms of interest: \(\| \cdot \|_I\). For example, given an estimator \(\hat{\beta}\) the prediction semi-norm for \(\delta = \hat{\beta} - \beta\) is

\[
\|\delta\|_{pr} = \sqrt{\mathbb{E}_n[(z_i'\delta)^2]},
\]

or the \(j\)-th component seminorm for \(\delta\) is

\[
\|\delta\|_{Jc} = |\delta_j|,
\]

and so on. The label \(I\) designates the name of a norm of interest.

The Dantzig selector is the estimator defined by

\[
\hat{\beta} \in \arg\min_{b \in \mathbb{R}^p} \|b\|_{\ell_1} \text{ subject to } \sqrt{n} \max_{1 \leq j \leq p} \mathbb{E}_n[z_{ij}(y_i - z_i'b)] \leq \lambda, \quad (3.16)
\]
where $||\beta||_{\ell_1} = \sum_{j=1}^p |\beta_j|$ is the $\ell_1$-norm. An ideal choice of the penalty level $\lambda$ is meant to ensure that

$$T_0 := \sqrt{n} \max_{1 \leq j \leq p} |E_n[z_{ij}\epsilon_i]| \leq \lambda$$

with a prescribed probability $1 - \alpha$. Hence we would like to set penalty level $\lambda$ equal to

$$c_{T_0}(1 - \alpha) := (1 - \alpha)\text{-quantile of } T_0,$$

(note that $z_i$ are treated as fixed). Indeed, this penalty would take into account the correlation amongst the regressors, thereby adapting the performance of the estimator to the design condition. We can approximate this quantity using the central limit theorems derived in Section 2. Specifically, let

$$Z_0 := \sigma \sqrt{n} \max_{1 \leq j \leq p} |E_n[z_{ij}\epsilon_i]|,$$

where $\epsilon_i$ are i.i.d. $N(0, 1)$ random variables independent of the data. We then estimate $c_{T_0}(1 - \alpha)$ by

$$c_{Z_0}(1 - \alpha) := \text{(1 - \alpha)-quantile of } Z_0.$$  

Note that we can calculate $c_{Z_0}(1 - \alpha)$ numerically with any specified precision by the simulation. (In a Gaussian model, design-adaptive penalty level $c_{Z_0}(1 - \alpha)$ was proposed in [15], but its extension to non-Gaussian cases was not available up to now).

An alternative choice of the penalty level is given by

$$c_0(1 - \alpha) := \sigma \Phi^{-1}(1 - \alpha/(2p)),$$

which is the canonical choice; see [27] and [19]. Note that canonical choice $c_0(1 - \alpha)$ disregards the correlation amongst the regressors, and is therefore more conservative than $c_{Z_0}(1 - \alpha)$. Indeed, by the union bound, we see that

$$c_{Z_0}(1 - \alpha) \leq c_0(1 - \alpha).$$
Our first result below shows that the either of the two penalty choices, \( \lambda = c_0(1 - \alpha) \) or \( \lambda = c_0(1 - \alpha) \), are approximately valid under non-Gaussian noise—under the mild moment assumption \( \mathbb{E}[e_i^4] \leq \text{const.} \) replacing the canonical Gaussian noise assumption. To derive this result we apply our CLT to \( T_0 \) to establish that the difference between distribution functions of \( T_0 \) and \( Z_0 \) approaches zero at polynomial speed. Indeed \( T_0 \) can be represented as a maximum of averages, \( T_0 = \max_{1 \leq k \leq 2p} n^{-1/2} \sum_{i=1}^{n} \tilde{z}_{ik} \varepsilon_i \), for \( \tilde{z}_i = (z_{i1}', -z_{i1})' \), and therefore our CLT applies.

To derive the bound on estimation error \( \|\delta\|_I \) in a seminorm of interest, we employ the following identifiability factor:

\[
\kappa_I(\beta) := \inf_{\delta \in \mathbb{R}^p} \left\{ \max_{1 \leq j \leq p} \frac{|\mathbb{E}_n[z_{ij}(\delta)]|}{\|\delta\|_I} : \delta \in R(\beta), \|\delta\|_I \neq 0 \right\},
\]

where \( R(\beta) := \{ \delta \in \mathbb{R}^p : \|\beta + \delta\|_{l_1} \leq \|\beta\|_{l_1} \} \) is the restricted set; \( \kappa_I(\beta) \) is defined as \( \infty \) if \( R(\beta) = \{0\} \) (this happens if \( \beta = 0 \)). The factors summarize the impact of sparsity of true parameter value \( \beta \) and the design on the identifiability of \( \beta \) with respect to the norm \( \| \cdot \|_I \).

**Comment 21** (A comment on the identifiability factor \( \kappa_I(\beta) \)). The identifiability factors \( \kappa_I(\beta) \) depend on the true parameter value \( \beta \). This is not the main focus of this section, but we note that these factors represent a modest generalization of the cone invertibility factors and sensitivity characteristics defined in [114] and [48], which are known to be quite general. The main difference perhaps is the use of a norm of interest \( \| \cdot \|_I \) instead of the \( \ell_q \) norms and the use of smaller (non-conic) restricted set \( R(\beta) \) in the definition. It is useful to note for later comparisons that in the case of prediction norm \( \| \cdot \|_I = \| \cdot \|_{pr} \) and under the exact sparsity assumption \( \|\beta\|_0 \leq s \), we have

\[
\kappa_{pr}(\beta) \geq 2^{-1} s^{-1/2} \kappa(s, 1),
\]

where \( \kappa(s, 1) \) is the restricted eigenvalue defined in [19].

Next we state bounds on the estimation error for the Dantzig selector \( \hat{\beta}^{(0)} \) with canonical penalty level \( \lambda = \lambda^{(0)} := c_0(1 - \alpha) \) and the Dantzig selector \( \hat{\beta}^{(1)} \) with
design-adaptive penalty level \( \lambda = \lambda^{(1)} := c z_0 (1 - \alpha) \).

**Theorem 17** (Performance of Dantzig Selector in Non-Gaussian Model). Suppose that there are some constants \( c_1 > 0, C_1 > 0 \) and \( \sigma^2 > 0 \), and a sequence \( B_n \geq 1 \) of constants such that for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq p \): (i) \( |z_{ij}| \leq B_n \); (ii) \( \mathbb{E}[z_{ij}^2] = 1 \); (iii) \( \mathbb{E}[e_i^2] = \sigma^2 \); (iv) \( \mathbb{E}[e_i^4] \leq C_1 \); and (v) \( B_n \log(pn)^7/n \leq C_1 n^{-c_1} \). Then there exist constants \( c > 0 \) and \( C > 0 \) depending only on \( c_1, C_1 \) and \( \sigma^2 \) such that, with probability at least \( 1 - \alpha - C n^{-c} \), for either \( k = 0 \) or \( 1 \),

\[
\| \hat{\beta}^{(k)} - \beta \|_I \leq \frac{2\lambda^{(k)}}{\sqrt{n} \kappa_1(\beta)}.
\]

The most important feature of this result is that it provides Gaussian-like conclusions (as explained below) in a model with non-Gaussian noise, having only four bounded moments. However, the probabilistic guarantee is not \( 1 - \alpha \) as, e.g., in [19], but rather \( 1 - \alpha - C n^{-c} \), which reflects the cost of non-Gaussianity (along with more stringent side conditions). In what follows we discuss details of this result. Note that the bound above holds for any semi-norm of interest \( \| \cdot \|_I \).

**Comment 22** (Improved Performance from Design-Adaptive Penalty Level). The use of the design-adaptive penalty level implies a better performance guarantee for \( \hat{\beta}^{(1)} \) over \( \hat{\beta}^{(0)} \). Indeed, we have

\[
\frac{2cz_0 (1 - \alpha)}{\sqrt{n} \kappa_1(\beta)} \leq \frac{2c_0 (1 - \alpha)}{\sqrt{n} \kappa_1(\beta)}.
\]

E.g., in some designs, we can have \( \sqrt{n} \max_{1 \leq i \leq p} |\mathbb{E}[z_{ij}e_i]| = O_p(1) \), so that \( c z_0 (1 - \alpha) = O(1) \), whereas \( c_0 (1 - \alpha) \propto \sqrt{\log p} \). Thus, the performance guarantee provided by \( \hat{\beta}^{(1)} \) can be much better than that of \( \hat{\beta}^{(0)} \).

**Comment 23** (Relation to the previous results under Gaussianity). To compare to the previous results obtained for the Gaussian settings, let us focus on the prediction norm and on estimator \( \hat{\beta}^{(1)} \) with penalty level \( \lambda = c z_0 (1 - \alpha) \). Suppose that the true
value $\beta$ is sparse, namely $\|\beta\|_0 \leq s$. In this case, with probability at least $1 - \alpha - Cn^{-c}$,

$$
\|\hat{\beta}(t) - \beta\|_{pr} \leq \frac{2c_0(1 - \alpha)}{\sqrt{n}\kappa_{pr}(\beta)} \leq \frac{4\sqrt{s}c_0(1 - \alpha)}{\sqrt{n}\kappa(s, 1)} \leq \frac{4\sqrt{s}\sqrt{2\log(\alpha/(2p))}}{\sqrt{n}\kappa(s, 1)},
$$

(3.18)

where the last bound is the same as in [19], Theorem 7.1, obtained for the Gaussian case. We recover the same (or tighter) upper bound without making the Gaussianity assumption on the errors. However, the probabilistic guarantee is not $1 - \alpha$ as in [19], but rather $1 - \alpha - Cn^{-c}$, which together with side conditions is the cost of non-Gaussianity.

Comment 24 (Other refinements). Unrelated to the main theme of this paper, we can see from (3.18) that there is some tightening of the performance bound due to the use of the identifiability factor $\kappa_{pr}(\beta)$ in place of the restricted eigenvalue $\kappa(s, 1)$; for example, if $p = 2$ and $s = 1$ and the two regressors are identical, then $\kappa_{pr}(\beta) > 0$, whereas $\kappa(1, 1) = 0$. There is also some tightening due to the use of $c_0(1 - \alpha)$ instead of $c_0(1 - \alpha)$ as penalty level, as mentioned above.

3.4.2 Heteroscedastic case.

We consider the same model as above, except now the assumption on the error becomes

$$
\sigma_i^2 := E[\epsilon_i^2] \leq \sigma^2, \quad i = 1, \ldots, n,
$$
i.e., $\sigma^2$ is the upper bound on the conditional variance, and we assume that this bound is known (for simplicity). As before, ideally we would like to set penalty level $\lambda$ equal to

$$
c_0(1 - \alpha) := (1 - \alpha)\text{-quantile of } T_0,
$$
(where $T_0$ is defined above, and we note that $z_i$ are treated as fixed). The CLT applies as before, namely the difference of the distribution functions of $T_0$ and its Gaussian analogue $Z_0$ converges to zero. In this case, the Gaussian analogue can be represented as

$$
Z_0 := \sqrt{n} \max_{1 \leq i \leq p} |E_n[z_{ij}\sigma_i e_i]|.
$$
Unlike in the homoscedastic case, the covariance structure is no longer known, since 
\( \sigma_i \) are unknown and we can no longer calculate the quantiles of \( Z_0 \). However, we can estimate them using the following multiplier bootstrap procedure.

First, we estimate the residuals \( \hat{\varepsilon}_i = y_i - z_i \hat{\beta}^{(0)} \) obtained from a preliminary Dantzig selector \( \hat{\beta}^{(0)} \) with the conservative penalty level \( \lambda = \lambda^{(0)} := \sigma \Phi^{-1}(1 - 1/(2pn)) \), where \( \sigma^2 \) is the upper bound on the error variance assumed to be known. Let \( (e_i)_{i=1}^n \) be a sequence of i.i.d. standard Gaussian random variables, and let

\[
W := \sqrt{n} \max_{1 \leq j \leq p} |E_n[z_{ij} \varepsilon_i]|.
\]

Then we estimate \( c_{Z_0}(1 - \alpha) \) by

\[
c_W(1 - \alpha) := (1 - \alpha)\text{-quantile of } W,
\]

defined conditional on data \( (z_i, y_i)_{i=1}^n \). Note that \( c_W(1 - \alpha) \) can be calculated numerically with any specified precision by the simulation. Then we apply program (3.16) with \( \lambda = \lambda^{(1)} = c_W(1 - \alpha) \) to obtain \( \hat{\beta}^{(1)} \).

**Theorem 18** (Performance of Dantzig in Non-Gaussian Model with Bootstrap Penalty Level). Suppose that there are some constants \( c_1 > 0, C_1 > 0, \sigma^2 > 0 \) and \( \sigma^2 > 0 \), and a sequence \( B_n \geq 1 \) of constants such that for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq p \):

(i) \( |z_{ij}| \leq B_n \); (ii) \( E_n[z_{ij}^2] = 1 \); (iii) \( \sigma^2 \leq E[e_i^2] < \sigma^2 \); (iv) \( E[e_i^4] \leq C_1 \); (v) \( B_n^4(\log(pn))^7/n \leq C_1 n^{-c_1} \); and (vi) \( (\log p)B_nc_0(1 - 1/n)/(\sqrt{n} \kappa_{pr}^1(\beta)) \leq C_1 n^{-c_1} \). Then there exist constants \( c > 0 \) and \( C > 0 \) depending only on \( c_1, C_1, \sigma^2 \) and \( \sigma^2 \) such that, with probability at least \( 1 - \alpha - \nu_n \) where \( \nu_n = C n^{-c} \), we have

\[
\| \hat{\beta}^{(1)} - \beta \|_1 \leq \frac{2\lambda^{(1)}}{\sqrt{n} \kappa_{pr}^1(\beta)},
\]

Moreover, with probability at least \( 1 - \nu_n \),

\[
\lambda^{(1)} = c_W(1 - \alpha) \leq c_{Z_0}(1 - \alpha + \nu_n),
\]
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where \( c_{Z_0}(1-a) := (1-a)\)-quantile of \( Z_0 \); in particular \( c_{Z_0}(1-a) \leq c_0(1-a) \).

### 3.4.3 Some Extensions

Here we comment on some additional potential applications.

**Comment 25 (Confidence Sets).** *Note that bounds given in the preceding theorems can be used for inference on \( \beta \) or components of \( \beta \), given the assumption \( \kappa_1(\beta) \geq \kappa \), where \( \kappa \) is a known constant. For example, consider inference on the \( j \)-th component \( \beta_j \) of \( \beta \). In this case, we take the norm of interest \( \| \delta \|_1 \) to be \( \| \delta \|_{\kappa_c} = |\delta_j| \) on \( \mathbb{R}^p \), and consider the corresponding identifiability factor \( \kappa_{\beta_c}(\beta) \). Suppose it is known that \( \kappa_{\beta_c}(\beta) \geq \kappa \). Then a \( (1 - \alpha - Cn^{-c}) \)-confidence interval for \( \beta_j \) is given by

\[
\{ b \in \mathbb{R} : |\hat{\beta}_j^{(1)} - b| \leq 2\lambda^{(1)}/(\sqrt{n}\kappa) \}.
\]

This confidence set is of interest, but it does require the investigator to make a stance on what a plausible \( \kappa \) should be. We refer to [48] for a justification of confidence sets of this type and possible ways of computing lower bounds on \( \kappa \); there is also a work by [64], which provides computable lower bounds on related quantities.

**Comment 26 (Generalization of Dantzig Selector).** There are many interesting applications where the results given above apply. There are, for example, interesting works by [1] and [47] that consider related estimators that minimize a convex penalty subject to the multiresolution screening constraints. In the context of the regression problem studied above, such estimators may be defined as:

\[
\hat{\beta} \in \arg\min_{b \in \mathbb{R}^p} J(b) \text{ subject to } \sqrt{n} \max_{1 \leq j \leq p} |\mathbb{E}_n[z_{ij}(y_i - z'_j b)]| \leq \lambda,
\]

where \( J \) is a convex penalty, and the constraint is used for multiresolution screening. For example, the Lasso estimator is nested by the above formulation by using \( J(b) = \| b \|_1 \), and the previous Dantzig selector by using \( J(b) = \| b \|_\infty \); the estimators can be interpreted as a point in confidence set for \( \beta \), which lies closest to zero under \( J \)-discrepancy (see references above for both of these points). Our results on choosing \( \lambda \)
apply to this class of estimators, and the previous analysis also applies by redefining
the identifiability factor \( \kappa_1(\beta) \) relative to the new restricted set \( \mathcal{R}(\beta) := \{ \delta \in \mathbb{R}^p : J(\beta + \delta) \leq J(\beta) \} \); where \( \kappa_1(\beta) \) is defined as \( \infty \) if \( \mathcal{R}(\beta) = \{0\} \).

\[ \mathrm{3.5 Appendix A. Preliminaries} \]

\[ \mathrm{3.5.1 A Useful Maximal Inequality} \]

The following lemma, which is derived in [34], is a useful variation of standard maxi-
mal inequalities.

**Lemma 37 (Maximal Inequality).** Let \( x_1, \ldots, x_n \) be independent random vectors in
\( \mathbb{R}^p \) with \( p \geq 2 \). Let \( M = \max_{1 \leq i \leq n} \max_{1 \leq j \leq p} |x_{ij}| \) and \( \sigma^2 = \max_{1 \leq j \leq p} \mathbb{E}[x_{ij}^2] \). Then

\[
\mathbb{E} \left[ \max_{1 \leq j \leq p} \left| \sum_{i=1}^n x_{ij} - \sum_{i=1}^n \mathbb{E}[x_{ij}] \right| \right] \leq \sigma \sqrt{(\log p)/n + \sqrt{\mathbb{E}[M^2]} \log p}/n.
\]

**Proof.** See [34], Lemma 8.

\[ \mathrm{3.5.2 Properties of the Smooth Max Function} \]

We will use the following properties of the smooth max function.

**Lemma 38 (Properties of \( F_\beta \)).** For every \( 1 \leq j, k, l \leq p \),

\[
\partial_j F_\beta(z) = \pi_j(z), \quad \partial_j \partial_k F_\beta(z) = \beta w_{jk}(z), \quad \partial_j \partial_k \partial_l F_\beta(z) = \beta^2 q_{jkl}(z).
\]

where, for \( \delta_{jk} := 1\{j = k\} \),

\[
\pi_j(z) := e^{\beta z_j} / \sum_{m=1}^p e^{\beta z_m}, \quad w_{jk}(z) := (\pi_j \delta_{jk} - \pi_j \pi_k)(z),
\]

\[
q_{jkl}(z) := (\pi_j \delta_{jl} \delta_{jk} - \pi_j \pi_l \delta_{jk} - \pi_j \pi_k (\delta_{jl} + \delta_{kl}) + 2\pi_j \pi_k \pi_l)(z).
\]

Moreover,

\[
\pi_j(z) \geq 0, \quad \sum_{j=1}^p \pi_j(z) = 1, \quad \sum_{j,k=1}^p |w_{jk}(z)| \leq 2, \quad \sum_{j,k,l=1}^p |q_{jkl}(z)| \leq 6.
\]
Proof of Lemma 38. The first property was noted in [28]. The other properties follow from repeated application of the chain rule. \(\square\)

**Lemma 39** (Lipschitz Property of \(F_\beta\)). For every \(x \in \mathbb{R}^p\) and \(z \in \mathbb{R}^p\), we have \(|F_\beta(x) - F_\beta(z)| \leq \max_{1 \leq j \leq p} |x_j - z_j|\).

**Proof of Lemma 39.** For some \(t \in [0, 1]\),

\[
|F_\beta(x) - F_\beta(z)| = |\sum_{j=1}^p \partial_j F_\beta(x + t(z - x))(z_j - x_j)|
\leq \sum_{j=1}^p \pi_j(x + t(z - x)) \max_{1 \leq j \leq p} |z_j - x_j| \leq \max_{1 \leq j \leq p} |z_j - x_j|,
\]

where the property \(\sum_{j=1}^p \pi_j(x + t(z - x)) = 1\) was used. \(\square\)

We will also use the following properties of \(m = g \circ F_\beta\). Here we assume \(g \in C_\beta^3(\mathbb{R})\) in Lemmas 40-42 below.

**Lemma 40** (Three derivatives of \(m = g \circ F_\beta\)). For every \(1 \leq j, k, l \leq p\),

\[
\begin{align*}
\partial_j m(z) &= (\partial g(F_\beta) \pi_j)(z), \\
\partial_j \partial_k m(z) &= (\partial^2 g(F_\beta) \pi_j \pi_k + \partial g(F_\beta) \beta w_{jk})(z), \\
\partial_j \partial_k \partial_l m(z) &= (\partial^3 g(F_\beta) \pi_j \pi_k \pi_l + \partial^2 g(F_\beta) \beta (w_{jk} \pi_l + w_{jl} \pi_k + w_{kl} \pi_j) \\
&\quad + \partial g(F_\beta) \beta^2 q_{jkl})(z),
\end{align*}
\]

where \(\pi_j, w_{jk}\) and \(q_{jkl}\) are defined in Lemma 38, and \((z)\) denotes evaluation at \(z\), including evaluation of \(F_\beta\) at \(z\).

**Proof of Lemma 40.** The proof follows from repeated application of the chain rule and by the properties noted in Lemma 38. \(\square\)

**Lemma 41** (Bounds on derivatives of \(m = g \circ F_\beta\)). For every \(1 \leq j, k, l \leq p\),

\[
|\partial_j \partial_k m(z)| \leq U_{jk}(z), \quad |\partial_j \partial_k \partial_l m(z)| \leq U_{jkl}(z),
\]
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where

\[
U_{jk}(z) := (G_2 \pi_j \pi_k + G_1 \beta W_{jk})(z), \quad W_{jk}(z) := (\pi_j \delta_{jk} + \pi_j \pi_k)(z),
\]
\[
U_{jkl}(z) := (G_3 \pi_j \pi_k \pi_l + G_2 \beta (W_{jk} \pi_l + W_{jl} \pi_k + W_{kl} \pi_j) + G_1 \beta^2 Q_{jkl})(z),
\]
\[
Q_{jkl}(z) := (\pi_j \delta_{jk} \delta_{kl} + \pi_j \pi_l \delta_{jk} + \pi_j \pi_k (\delta_{jl} + \delta_{kl}) + 2 \pi_j \pi_k \pi_l)(z).
\]

Moreover,

\[
\sum_{j,k=1}^{p} U_{jk}(z) \leq (G_2 + 2 G_1 \beta), \quad \sum_{j,k,l=1}^{p} U_{jkl}(z) \leq (G_3 + 6 G_2 \beta + 6 G_1 \beta^2).
\]

**Proof of Lemma 41.** The lemma follows from a direct calculation. \(\square\)

**Lemma 42 (Stability).** For every \(z \in \mathbb{R}^p, \ w \in \mathbb{R}^p\) such that \(\max_{j \leq p} |w_j| \beta \leq 1, \ \tau \in [0, 1], \) and every \(1 \leq j, k, l \leq p,\) we have

\[
U_{jk}(z) \leq U_{jk}(z + \tau w) \leq U_{jk}(z), \quad U_{jkl}(z) \leq U_{jkl}(z + \tau w) \leq U_{jkl}(z).
\]

**Proof of Lemma 42.** Observe that

\[
\pi_j(z + \tau w) = \frac{e^{e_j + r w_j}}{\sum_{m=1}^{p} e^{e_m} e^{r w_m}} \leq \frac{e^{e_j}}{\sum_{m=1}^{p} e^{e_m}} \cdot \frac{e^{r \max_{j \leq p} |w_j| \beta}}{e^{-r \max_{j \leq p} |w_j| \beta}} \leq e^2 \pi_j(z).
\]

Similarly, \(\pi_j(z + \tau w) \geq e^{-2} \pi_j(z).\) Since \(U_{jk}\) and \(U_{jkl}\) are finite sums of products of terms such as \(\pi_j, \ \pi_k, \ \pi_l, \ \delta_{jk},\) the claim of the lemma follows. \(\square\)

### 3.5.3 Lemma on Truncation

The proof of Theorem 14 uses the following properties of the truncation operation. Recall that \(\tilde{x} = (\tilde{x}_{ij})_{j=1}^{p}\) and \(\tilde{X} = n^{-1/2} \sum_{i=1}^{n} \tilde{x}_i,\) where "tilde" denotes the truncation operation defined in Section 2. The following lemma also covers the special case where \((x_{ij})_{j=1}^{n} = (y_{ij})_{j=1}^{n} - 1,\) The property (d) is a consequence of sub-Gaussian inequality of [39], Theorem 2.16. for self-normalized sums.

**Lemma 43 (Truncation Impact).** For every \(1 \leq j, k \leq p \text{ and } q \geq 1,\) \((e^{|\tilde{x}_{ij}|^q})^{1/q} \leq
2(\bar{E}[|x_{ij}|^q])^{1/q}; (b) \bar{E}[(\bar{x}_{ij} - x_{ij}x_{ik})] \leq (3/2)(\bar{E}[x_{ij}^2] + \bar{E}[x_{ik}^2])\phi(u); (c) \bar{E}[(E[x_{ij} - \bar{x}_{ij}])^2] \leq \bar{E}[(x_{ij} - \bar{x}_{ij})^2] \leq \bar{E}[x_{ij}^2]\phi^2(u). Moreover, for a given \gamma \in (0, 1), let u > u(\gamma) where u(\gamma) is defined in Section 3.2. Then: (d) with probability at least 1 - 5\gamma, for all 1 \leq j \leq p,
\|X_j - \bar{X}_j\| \leq 5\sqrt{\bar{E}[x_{ij}^2]\phi(u)\sqrt{2\log(p/\gamma)}}.

*Proof.* See Appendix 3.10. \qed

### 3.6 Appendix B. Proofs for Section 2

#### 3.6.1 Proof of Theorem 13

Recall that we are assuming that sequences \((x_i)_{i=1}^n\) and \((y_i)_{i=1}^n\) are independent. For \(t \in [0, 1]\), we consider the Slepian interpolation between \(Y\) and \(X\):

\[ Z(t) := \sqrt{t}X + \sqrt{1-t}Y = \sum_{i=1}^n Z_i(t), Z_i(t) := \frac{1}{\sqrt{n}}(\sqrt{t}x_i + \sqrt{1-t}y_i). \]

We shall also employ Stein's leave-one-out expansions:

\[ Z(t) := (Z_{ij}(t))_{j=1}^p = Z(t) - Z_i(t). \]

Let \(\Psi(t) = E[m(Z(t))]\) for \(m := g \circ F_{\beta}\). Then by Taylor's theorem,

\[
E[m(X) - m(Y)] = \Psi(1) - \Psi(0) = \int_0^1 \Psi'(t)dt = \frac{1}{2} \sum_{j=1}^p \sum_{i=1}^n \int_0^1 E[\partial_{ij}m(Z(t))\dot{Z}_{ij}(t)]dt = \frac{1}{2}(I + II + III),
\]
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where

\[
\dot{Z}_{ij}(t) = \frac{d}{dt} Z_{ij}(t) = \frac{1}{\sqrt{n}} \left( \frac{1}{\sqrt{t}} x_{ij} - \frac{1}{\sqrt{1-t}} y_{ij} \right), \quad \text{and}
\]

\[
I = \sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_{j} m(Z^{(i)}(t)) \dot{Z}_{ij}(t)] dt,
\]

\[
II = \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_{j} \partial_{k} m(Z^{(i)}(t)) \dot{Z}_{ij}(t) Z_{ik}(t)] dt,
\]

\[
III = \sum_{j,k,l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1} (1 - \tau) E[\partial_{j} \partial_{k} \partial_{l} m(Z^{(i)}(t)) \dot{Z}_{ij}(t) Z_{ik}(t) Z_{il}(t) Z_{il}(t)] d\tau dt.
\]

Note that random variable \(Z^{(i)}(t)\) and random vector \((\dot{Z}_{ij}(t), Z_{ij}(t))\) are independent, and \(E[\dot{Z}_{ij}(t)] = 0\). Hence we have \(I = 0\); moreover, since \(E[\dot{Z}_{ij}(t) Z_{ik}(t)] = n^{-1} E[x_{ij} x_{ik} - y_{ij} y_{ik}] = 0\) by construction of \((y_{ij})_{i=1}^{n}\), we also have \(II = 0\). Consider the third term \(III\). We have that

\[
|III| \lesssim (G_{3} + G_{2} \beta + G_{1} \beta^{2}) n \int E\left[ \max_{1 \leq j,k,l \leq p} \left| \dot{Z}_{ij}(t) Z_{ik}(t) Z_{il}(t) \right| \right] dt,
\]

\[
\lesssim n^{-1/2} (G_{3} + G_{2} \beta + G_{1} \beta^{2}) E\left[ \max_{1 \leq j \leq p} (|x_{ij}| + |y_{ij}|)^{3} \right],
\]

where (1) follows from \(|\partial_{j} \partial_{k} \partial_{l} m(Z^{(i)}(t)) + \tau Z_{l}(t))| \lesssim (G_{3} + G_{2} \beta + G_{1} \beta^{2})\) holding by Lemma 41, and (2) is shown below. The first claim of the theorem now follows. The second claim follows directly from property (3.9) of the smooth max function.

It remains to show (2). Define \(\omega(t) = 1/(\sqrt{t} \wedge \sqrt{1-t})\) and note,

\[
\int_{0}^{1} n \bar{E} \left[ \max_{1 \leq j,k,l \leq p} \left| \dot{Z}_{ij}(t) Z_{ik}(t) Z_{il}(t) \right| \right] dt
\]

\[
= \int_{0}^{1} \omega(t) n \bar{E} \left[ \max_{1 \leq j,k,l \leq p} \left| \dot{Z}_{ij}(t)/\omega(t) Z_{ik}(t) Z_{il}(t) \right| \right] dt
\]

\[
\leq n \int_{0}^{1} \omega(t) \left( \bar{E} \left[ \max_{1 \leq j \leq p} \left| \dot{Z}_{ij}(t)/\omega(t) \right| \right] \right) \bar{E} \left[ \max_{1 \leq j \leq p} \left| Z_{ij}(t) \right|^{2} \right] \bar{E} \left[ \max_{1 \leq j \leq p} \left| Z_{ij}(t) \right|^{3} \right]^{1/3} dt
\]

\[
\leq n^{-1/2} \left\{ \int_{0}^{1} \omega(t) dt \right\} E \left[ \max_{1 \leq j \leq p} (|x_{ij}| + |y_{ij}|)^{3} \right].
\]
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where the first inequality follows from Hölder's inequality, and the second from the fact that $|Z_{ij}(t)/\omega(t)| \leq (|x_{ij}|+|y_{ij}|)/\sqrt{n}$, $|Z_{ij}(t)| \leq (|x_{ik}|+|y_{ik}|)/\sqrt{n}$. Finally we note that $\int_0^1 \omega(t)dt \lesssim 1$, so inequality (2) follows. This completes the overall proof. \hfill \Box

### 3.6.2 Proof of Corollary 3

In this proof, let $C > 0$ denote a generic constant depending only on $c_1$ and $C_1$, and its value may change from place to place. For $\beta > 0$, define $e_\beta := \beta^{-1} \log p$. Recall that $S_1 := \max_{1 \leq j \leq p}(|x_{ij}| + |y_{ij}|)$. Consider and fix a $C^3$-function $g_0 : \mathbb{R} \to [0,1]$ such that $g_0(s) = 1$ for $s \leq 0$ and $g_0(s) = 0$ for $s \geq 1$. Fix any $t \in \mathbb{R}$, and define $g(s) = g_0(\psi(s-t-e_\beta))$. For this function $g$, $G_0 = 1$, $G_1 \lesssim \psi$, $G_2 \lesssim \psi^2$ and $G_3 \lesssim \psi^3$.

Observe now that

$$P(T_0 \leq t) \leq P(F_\beta(X) \leq t + e_\beta) \leq E[g(F_\beta(X))]$$

$$\leq E[g(F_\beta(Y))] + C(\psi^3 + \beta \psi^2 + \beta^2 \psi)(n^{-1/2}E[S_1^3])$$

$$\leq P(F_\beta(Y) \leq t + e_\beta + \psi^{-1}) + C(\psi^3 + \beta \psi^2 + \beta^2 \psi)(n^{-1/2}E[S_1^3])$$

$$\leq P(Z_0 \leq t + e_\beta + \psi^{-1}) + C(\psi^3 + \beta \psi^2 + \beta^2 \psi)(n^{-1/2}E[S_1^3]).$$

where the first inequality follows from (3.9), the second from construction of $g$, the third from Theorem 13, and the fourth from construction of $g$, and the last from (3.9). The remaining step is to compare $P(Z_0 \leq t + e_\beta + \psi^{-1})$ with $P(Z_0 \leq t)$ and this is where Lemma 32 plays its role. By Lemma 32,

$$P(Z_0 \leq t + e_\beta + \psi^{-1}) - P(Z_0 \leq t) \leq C(e_\beta + \psi^{-1})\sqrt{1 \vee \log(p\psi)}.$$}

by which we have

$$P(T_0 \leq t) - P(Z_0 \leq t) \leq C[(\psi^3 + \beta \psi^2 + \beta^2 \psi)(n^{-1/2}E[S_1^3]) + (e_\beta + \psi^{-1})\sqrt{1 \vee \log(p\psi)}].$$

We have to minimize the right side with respect to $\beta$ and $\psi$. It is reasonable to choose $\beta$ in such a way that $e_\beta$ and $\psi^{-1}$ are balanced, i.e., $\beta = \psi \log p$. With this $\beta,$
the bracket on the right side is

\[ \leq \psi^3 (\log p)^2 (n^{-1/2} \overline{E}[S^3_i]) + \psi^{-1} \sqrt{1 \vee \log(p\psi)}, \]

which is approximately minimized by \( \psi = (\log p)^{-3/8} (n^{-1/2} \overline{E}[S^3_i])^{-1/4}. \) With this \( \psi, \)
\[ \psi \leq (n^{-1/2} \overline{E}[S^3_i])^{-1/4} \leq Cn^{1/8} \text{ (recall that } p \geq 3), \]
and hence \( \log(p\psi) \leq C \log(pn). \)

Therefore,
\[ P(T_0 \leq t) - P(Z_0 \leq t) \leq C (n^{-1/2} \overline{E}[S^3_i])^{1/4} (\log(pn))^{7/8}. \]

This gives one half of the claim. The other half follows similarly. \( \square \)

### 3.6.3 Proof of Theorem 14

The second claim of the theorem follows from property (3.9) of the smooth max function. Hence we shall prove the first claim. The proof strategy is similar to the proof of Theorem 13. However, to control effectively the third order terms in the leave-one-out expansions we shall use truncation and replace \( X \) and \( Y \) by their truncated versions \( \tilde{X} \) and \( \tilde{Y}, \) defined as follows: let \( \tilde{x}_i = (\tilde{x}_{ij})_j^p, \) where \( \tilde{x}_{ij} \) was defined before the statement of the theorem, and define the truncated version of \( X \) as \( \tilde{X} = n^{-1/2} \sum_{i=1}^n \tilde{x}_i. \) Also let

\[ \tilde{y}_i := (\tilde{y}_{ij})_j^p, \tilde{y}_{ij} := y_{ij} 1 \{ |y_{ij}| \leq u(\overline{E}[y_{ij}^2])^{1/2} \}, \tilde{Y} = \frac{1}{\sqrt{n}} \sum_{i=1}^n \tilde{y}_i. \]

Note that by the symmetry of the distribution of \( y_{ij}, \) \( \overline{E}[\tilde{y}_{ij}] = 0. \) Recall that we are assuming that sequences \( (x_i)_i = 1 \) and \( (y_i)_i = 1 \) are independent.

The proof consists of four steps. Step 1 will show that we can replace \( X \) by \( \tilde{X} \) and \( Y \) by \( \tilde{Y}. \) Step 2 will bound the difference of the expectations of the relevant functions of \( \tilde{X} \) and \( \tilde{Y}. \) This is the main step of the proof. Steps 3 and 4 will carry out supporting calculations. The steps of the proof will also call on various technical lemmas collected in Appendix 3.5.
Step 1. Let $m := g \circ F_\beta$. The main goal is to bound $E[m(X) - m(Y)]$. Define

$$I = 1 \left\{ \max_{1 \leq j \leq p} |X_j - \bar{X}_j| \leq \Delta(\gamma, u) \text{ and } \max_{1 \leq j \leq p} |Y_j - \bar{Y}_j| \leq \Delta(\gamma, u) \right\},$$

where $\Delta(\gamma, u) := 5M_2 \varphi(u) \sqrt{2 \log(p/\gamma)}$. By Lemma 43 we have $E[I] \geq 1 - 10\gamma$.

Observe that by Lemma 39,

$$|m(x) - m(y)| \leq G_1 |F_\beta(x) - F_\beta(y)| \leq G_1 \max_{1 \leq j \leq p} |x_j - y_j|,$$

so that

$$|E[m(X) - m(\bar{X})]| \leq |E[(m(X) - m(\bar{X}))I]| + |E[(m(X) - m(\bar{X}))(1 - I)]| \leq G_1 \Delta(\gamma, u) + G_0 \gamma,$$

$$|E[m(Y) - m(\bar{Y})]| \leq |E[(m(Y) - m(\bar{Y}))I]| + |E[(m(Y) - m(\bar{Y}))(1 - I)]| \leq G_1 \Delta(\gamma, u) + G_0 \gamma,$$

and hence

$$|E[m(X) - m(Y)]| \leq |E[m(\bar{X}) - m(\bar{Y})]| + G_1 \Delta(\gamma, u) + G_0 \gamma.$$

Step 2. (Main Step) The purpose of this step is to establish the bound:

$$|E[m(\tilde{X}) - m(\tilde{Y})]| \leq n^{-1/2}(G_3 + G_2 \beta + G_1 \beta^2)M_3^2 + (G_2 + \beta G_1)M_2^2 \varphi(u).$$

Define, as in the proof of Theorem 13,

$$Z(t) := \sqrt{t}\bar{X} + \sqrt{1-t}\bar{Y} = \sum_{i=1}^{n} Z_i(t), \quad Z_i(t) := \frac{1}{\sqrt{n}}(\sqrt{t}\tilde{x}_i + \sqrt{1-t}\tilde{y}_i),$$

and

$$Z^{(i)}(t) := Z(t) - Z_i(t), \quad \hat{Z}_{ij}(t) = \frac{1}{\sqrt{n}} \left( \frac{1}{\sqrt{t}} \tilde{x}_{ij} - \frac{1}{\sqrt{1-t}} \tilde{y}_{ij} \right).$$
Arguing as in the proof of Theorem 13, we have

\[ E[m(\tilde{X}) - m(\tilde{Y})] = \frac{1}{2} \sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_j m(Z(t)) \dot{Z}_{ij}(t)] dt = \frac{1}{2}(I + II + III), \]

where

\[ I = \sum_{j=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_j m(Z^{(i)}(t)) \dot{Z}_{ij}(t)] dt, \]

\[ II = \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_j \partial_k m(Z^{(i)}(t)) \dot{Z}_{ij}(t) \dot{Z}_{ik}(t)] dt, \]

\[ III = \sum_{j,k,i=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1} (1 - \tau) E[\partial_j \partial_k \partial m(Z^{(i)}(t)) + \tau Z_i(t)) \dot{Z}_{ij}(t) \dot{Z}_{ik}(t) \dot{Z}_{uj}(t) dt \cdot \tau dt. \]

By independence of \(Z^{(i)}(t)\) and \(\dot{Z}_{ij}(t)\) together with the fact that \(E[\dot{Z}_{ij}(t)] = 0\), we have \(I = 0\). Moreover, in steps 3 and 4 below, we will show that

\[ |II| \lesssim (G_2 + \beta G_1)M_2^2 \varphi(u), \quad |III| \lesssim n^{-1/2}(G_3 + G_2 \beta + G_1 \beta^2)M_3^2. \]

The claim of this step now follows.

**Step 3. (Bound on II)** By independence of \(Z^{(i)}(t)\) and \(\dot{Z}_{ij}(t)\),

\[ |II| = \left| \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[\partial_j \partial_k m(Z^{(i)}(t))] E[\dot{Z}_{ij}(t) \dot{Z}_{ik}(t)] dt \right| \]

\[ \leq \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[|\partial_j \partial_k m(Z^{(i)}(t))|] \cdot |E[\dot{Z}_{ij}(t) \dot{Z}_{ik}(t)]| dt \]

\[ \leq \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[U_{jk}(Z^{(i)}(t))] \cdot |E[\dot{Z}_{ij}(t) \dot{Z}_{ik}(t)]| dt, \]

where the last step follows from Lemma 41. Since \(|\sqrt{t} \hat{z}_{ij} + \sqrt{1-t} \tilde{y}_{ij}| \leq 2\sqrt{2}uM_2\), so that \(|\beta(\sqrt{t} \hat{z}_{ij} + \sqrt{1-t} \tilde{y}_{ij})/\sqrt{n}| \leq 1\) (which is satisfied by the assumption \(\beta 2\sqrt{2}uM_2/\sqrt{n} \leq 168\).
1), by Lemmas 42 and 41, the last expression is bounded by

\[ \sum_{j,k=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[U_{jk}(Z(t))] \cdot |E[\hat{Z}_{ij}(t)Z_{ik}(t)]| dt \]

\[ = \int_{0}^{1} \left\{ \sum_{j,k=1}^{p} E[U_{jk}(Z(t))] \right\} \sum_{i=1}^{n} |E[\hat{Z}_{ij}(t)Z_{ik}(t)]| dt \]

\[ \lesssim (G_2 + G_1 \beta) \int_{0}^{1} \sum_{i=1}^{n} |E[\hat{Z}_{ij}(t)Z_{ik}(t)]| dt. \]

Observe that since \( E[x_{ij}x_{ik}] = E[y_{ij}y_{ik}] \), we have that \( E[\hat{Z}_{ij}(t)Z_{ik}(t)] = n^{-1}E[\hat{x}_{ij}\hat{x}_{ik} - \hat{y}_{ij}\hat{y}_{ik}] = n^{-1}E[\hat{x}_{ij}\hat{x}_{ik} - x_{ij}x_{ik}] + n^{-1}E[y_{ij}y_{ik} - \hat{y}_{ij}\hat{y}_{ik}] \), so that by Lemma 43 (b),

\[ \sum_{i=1}^{n} |E[\hat{Z}_{ij}(t)Z_{ik}(t)]| \leq E[|\hat{x}_{ij}\hat{x}_{ik} - x_{ij}x_{ik}|] + E[|y_{ij}y_{ik} - \hat{y}_{ij}\hat{y}_{ik}|] \lesssim (E[x_{ij}^2] + E[x_{ik}^2]) \varphi(u) \lesssim M_2^2 \varphi(u). \]

Therefore, we conclude that \( |II| \lesssim (G_2 + G_1 \beta) M_2^2 \varphi(u). \)

**Step 4.** (Bound on \( III \)) Observe that

\[ |III| \leq (1) \sum_{j,k,l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1} E[U_{jkl}(Z^{(i)}(t) + \tau Z_i(t))|\hat{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|] d\tau dt \]

\[ \lesssim (2) \sum_{j,k,l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[U_{jkl}(Z^{(i)}(t))|\hat{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|] dt \]

\[ = (3) \sum_{j,k,l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[U_{jkl}(Z^{(i)}(t))] \cdot E[|\hat{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|] dt, \quad (3.20) \]

where (1) follows from \( |\partial_j \partial_k \partial_l m(z)| \leq U_{jkl}(z) \) (see Lemma 41), (2) from Lemma 42, (3) from independence of \( Z^{(i)}(t) \) and \( \hat{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t) \). Moreover, the last expression
is bounded as follows:

right side of (3.20) $\leq (4) \sum_{j,k,l=1}^{p} \sum_{i=1}^{n} \int_{0}^{1} E[U_{ijkl}(Z(t))] \cdot E[|\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|]dt$

$\overset{(5)}{=} \sum_{j,k,l=1}^{p} \int_{0}^{1} E[U_{ijkl}(Z(t))] \cdot nE[|\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|]dt$

$\overset{(6)}{\leq} \int_{0}^{1} \left( \sum_{j,k,l=1}^{p} E[U_{ijkl}(Z(t))] \right) \max_{1\leq j,k,l\leq p} nE[|\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|]dt$

$\overset{(7)}{\leq} (G_{3} + G_{2}\beta + G_{1}\beta^{2}) \int_{0}^{1} \max_{1\leq j,k,l\leq p} nE[|\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|]dt$, 

where (4) follows from Lemma 42, (5) from definition of $\bar{E}$, (6) from a trivial inequality, (7) from Lemma 41. We have to bound the integral on the last line. Let $\omega(t) = 1/(\sqrt{t} + \sqrt{1 - t})$, and observe that

$$\int_{0}^{1} \max_{1\leq j,k,l\leq p} nE[|\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|]dt$$

$$= \int_{0}^{1} \omega(t) \max_{1\leq j,k,l\leq p} nE[|\dot{Z}_{ij}(t)/\omega(t)|Z_{ik}(t)Z_{il}(t)]dt$$

$$\leq n \int_{0}^{1} \omega(t) \max_{1\leq j,k,l\leq p} \left( E[|\dot{Z}_{ij}(t)/\omega(t)|]E[|Z_{ik}(t)|]E[|Z_{il}(t)|] \right)^{1/3} dt,$$

where the last inequality is by Hölder. The last term is further bounded as

$$\overset{(1)}{\leq} n^{-1/2} \left\{ \int_{0}^{1} \omega(t)dt \right\} \max_{1\leq j,k,l\leq p} \bar{E}[|\tilde{x}_{ij}| + |\tilde{y}_{ij}|]^{3}$$

$$\overset{(2)}{\leq} n^{-1/2} \max_{1\leq j,k,l\leq p} \left( E[|\tilde{x}_{ij}|]^{1/3} + (E[|\tilde{y}_{ij}|]^{3})^{1/3} \right)^{3}$$

$$\overset{(3)}{\leq} n^{-1/2} \max_{1\leq j,k,l\leq p} \left( E[|x_{ij}|]^{1/3} + (E[|y_{ij}|]^{3})^{1/3} \right)^{3}$$

$$\overset{(4)}{\leq} n^{-1/2} \max_{1\leq j,k,l\leq p} \bar{E}[|x_{ij}|]^{3},$$

where (1) follows from the fact that: $|\dot{Z}_{ij}(t)/\omega(t)| \leq (|\tilde{x}_{ij}| + |\tilde{y}_{ij}|)/\sqrt{n}$, $|Z_{im}(t)| \leq (|\tilde{x}_{im}| + |\tilde{y}_{im}|)/\sqrt{n}$, and the product of terms $\bar{E}[|(\tilde{x}_{ij}| + |\tilde{y}_{ij}|)^{3}]^{1/3}$, $\bar{E}[|(\tilde{x}_{ik}| + |\tilde{y}_{ik}|)^{3}]^{1/3}$ and $\bar{E}[|(\tilde{x}_{il}| + |\tilde{y}_{il}|)^{3}]^{1/3}$ is trivially bounded by $\max_{1\leq j,k,l\leq p} \bar{E}[|(\tilde{x}_{ij}| + |\tilde{y}_{ij}|)^{3}]$; (2) follows from $\int_{0}^{1} \omega(t)dt \leq 1$, (3) from Lemma 43 (a), and (4) from the normality of $y_{ij}$ with
\[ E[y^3_{ij}] = E[x^3_{ij}], \text{ so that } E[|y_{ij}|^3] \lesssim (E[|y^2_{ij}|])^{3/2} = (E[|x^2_{ij}|])^{3/2} \lesssim E[|x_{ij}|^3]. \] This completes the overall proof.

### 3.6.4 Proof of Corollary 4

See Supplemental Appendix 3.10.2.

### 3.6.5 Proof of Lemma 33

Since \( E[x^2_{ij}] \geq c_1 \) by assumption, we have \( 1\{|x_{ij}| > u(E[x^2_{ij}])^{1/2}\} \leq 1\{|x_{ij}| > c_1^{1/2}u\} \).

By Markov's inequality and the condition of the lemma, we have

\[
P(|x_{ij}| > u(E[x^2_{ij}])^{1/2}, \text{ for some } (i, j)) \leq \sum_{i=1}^n P\left(\max_{1 \leq j \leq p} |x_{ij}| > c_1^{1/2}u\right)
\leq \sum_{i=1}^n P\left(h(\max_{1 \leq j \leq p} |x_{ij}|/D) > h(c_1^{1/2}u/D)\right) \leq n/h(c_1^{1/2}u/D).
\]

This implies \( u_x(\gamma) \leq c_1^{-1/2}Dh^{-1}(n/\gamma) \). For \( u_y(\gamma) \), by \( y_{ij} \sim N(0, E[x^2_{ij}]) \) with \( E[x^2_{ij}] \leq B^2 \), we have \( E[\exp(y^2_{ij}/(4B^2))] \leq 1 \). Hence

\[
P(|y_{ij}| > u(E[y^2_{ij}])^{1/2}, \text{ for some } (i, j)) \leq \sum_{i=1}^n \sum_{j=1}^p P(|y_{ij}| > c_1^{1/2}u)
\leq \sum_{i=1}^n \sum_{j=1}^p P(|y_{ij}|/(2B) > c_1^{1/2}u/(2B)) \lesssim np \exp(-c_1u^2/(4B^2)).
\]

Therefore, \( u_y(\gamma) \leq CB\sqrt{\log(pn/\gamma)} \) where \( C > 0 \) depends only on \( c_1 \).

### 3.6.6 Proof of Corollary 5

Case (i) follows directly from Corollary 3. Hence we only consider cases (ii)-(v).

**Step 1.** In this step, in each case of conditions (E.2)-(E.5), we shall compute the following bounds on moments \( M_3 \) and \( M_4 \) and parameters \( B \) and \( D \) in Lemma 33 with specific choice of \( h \):

(E.2) \( B \lor M_3^3 \lor M_4^4 \leq C, D \leq C\log p, h(u) = e^u - 1; \)

(E.3) \( B = B_n, D \leq CB_n, M_3^3 \lor M_4^4 \leq CB_n, h(u) = e^u - 1; \)
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Here $C > 0$ is a (sufficiently large) constant that depends only on $c_1$ and $C_1$. The bounds on $B$, $M_3$ and $M_4$ follow from elementary computations using Hölder’s inequality. The bounds on $D$ follow from an elementary application of Lemma 2.2.2 in [111]. For brevity, we omit the detail.

**Step 2.** In either case of (ii)-(v), there are sufficiently small constants $c_3 > 0$ and $c_4 > 0$, and a sufficiently large constant $C_2 > 0$, depending only on $c_1, c_2, C_1$ such that, with $\ell_n := \log(pn^{1+c_3})$,

\[
\begin{align*}
&n^{-1/2} \ell_n^{3/2} \max\{B \ell_n^{1/2}, D h^{-1}(n^{1+c_3})\} \leq C_2 n^{-c_4}, \\
&n^{-1/8} (M_3^{3/4} \vee M_4^{1/2}) \ell_n^{7/8} \leq C_2 n^{-c_4}.
\end{align*}
\]

Hence taking $\gamma = n^{-c_3}$, we conclude from Corollary 4 and Lemma 33 that $\rho \leq C n^{-\min\{c_3, c_4\}}$ where $C > 0$ depends only on $c_1, c_2, C_1$.

### 3.7 Appendix C. Proofs for Section 3.3

#### 3.7.1 Proof of Lemma 35

Recall that $\Delta = \max_{1 \leq i, k \leq p} |\mathbb{E}_n[x_{ij}x_{ik}] - \bar{E}[x_{ij}x_{ik}]|$. By Lemma 34, on the event \( \{ (x_i)_{i=1}^n : \Delta \leq \vartheta \} \), we have $|P(Z_0 \leq t) - P_e(W_0 \leq t)| \leq \pi(\vartheta)$ for all $t \in \mathbb{R}$, and so on this event

\[
P_e(W_0 \leq c_{Z_0}(\alpha + \pi(\vartheta))) \geq P(Z_0 \leq c_{Z_0}(\alpha + \pi(\vartheta))) - \pi(\vartheta) \geq \alpha + \pi(\vartheta) - \pi(\vartheta) = \alpha,
\]

implying the first claim. The second claim follows similarly.
3.7.2 Proof of Lemma 36

By equation (3.15), the probability of the event \( \{(x_i)_{i=1}^n : P_e(|W - W_0| > \zeta_1) \leq \zeta_2\} \) is at least \( 1 - \zeta_2 \). On this event,

\[
P_e(W \leq c_{W_0}(\alpha + \zeta_2) + \zeta_1) \geq P_e(W_0 \leq c_{W_0}(\alpha + \zeta_2)) - \zeta_2 \geq \alpha + \zeta_2 - \zeta_2 = \alpha,
\]

implying that \( P(c_{W}(\alpha) \leq c_{W_0}(\alpha + \zeta_2) + \zeta_1) \geq 1 - \zeta_2 \). The second claim of the lemma follows similarly. \( \square \)

3.7.3 Proof of Theorem 15

For \( \theta > 0 \), let \( \pi(\theta) := C_2 \theta^{1/3}(1 \lor \log(p/\theta))^{2/3} \) as defined in Lemma 35. Then

\[
P(T_0 \leq c_{W_0}(\alpha)) \leq (1)\ P(T_0 \leq c_{Z_0}(\alpha + \pi(\theta))) + P(\Delta > \theta)
\leq (2)\ \alpha + \pi(\theta) + P(\Delta > \theta) + \rho,
\]

where (1) follows from Lemma 35 and (2) follows from definition of \( \rho \) and the fact that \( Z_0 \) has no point masses. The upper bound is proven. The lower bound follows similarly. \( \square \)

3.7.4 Proof of Theorem 16

For \( \theta > 0 \), let \( \pi(\theta) := C_2 \theta^{1/3}(1 \lor \log(p/\theta))^{2/3} \) with \( C_2 > 0 \) as in Lemma 35. Then

\[
P(T \leq c_{W}(\alpha)) \leq (1)\ P(T_0 \leq c_{W}(\alpha) + \zeta_1) + \zeta_2
\leq (2)\ P(T_0 \leq c_{W_0}(\alpha + \zeta_2) + 2\zeta_1) + 2\zeta_2
\leq (3)\ P(T_0 \leq c_{Z_0}(\alpha + \zeta_2 + \pi(\theta)) + 2\zeta_1) + 2\zeta_2 + P(\Delta > \theta)
\leq (4)\ P(Z_0 \leq c_{Z_0}(\alpha + \zeta_2 + \pi(\theta)) + 2\zeta_1 + \rho + 2\zeta_2 + P(\Delta > \theta)
\leq (5)\ P(Z_0 \leq c_{Z_0}(\alpha + \zeta_2 + \pi(\theta))) + C_3 \zeta_1 \sqrt{1 \lor \log(p/\zeta_1)} + \rho + 2\zeta_2 + P(\Delta > \theta)
\leq (6)\ \alpha + \zeta_2 + \pi(\theta) + C_3 \zeta_1 \sqrt{1 \lor \log(p/\zeta_1)} + 2\zeta_2 + P(\Delta > \theta) + \rho
\]
where $C_3 > 0$ depends on $c_1$ and $C_1$ only and where (1) follows from equation (3.14), (2) from Lemma 36, (3) from Lemma 35, (4) from the definition of $\rho$, and (5) follows from Lemma 32 on anti-concentration, and (6) by the fact that $Z_0$ has no point masses. This gives the upper bound. The lower bound follows similarly.

### 3.7.5 Proof of Corollary 6

The proof of this corollary relies on:

**Lemma 44.** Recall conditions (E.2)-(E.5) in Section 3.2.2. Then

$$E[\Delta] \leq C \times \begin{cases} \sqrt{\frac{\log p}{n}} \sqrt{\frac{(\log n)^2}{n} \log p}, & \text{under (E.2)}, \\ \sqrt{\frac{B_2 \log p}{n}} \sqrt{\frac{B_2^2 (\log p)}{n}}, & \text{under (E.3)}, \\ \sqrt{\frac{B_2 \log p}{n}} \sqrt{\frac{B_2^2 (\log n)^2 (\log p)}{n}}, & \text{under (E.4)}, \\ \sqrt{\frac{B_2 \log p}{n}} \sqrt{\frac{B_2 (\log p)}{\sqrt{n}}}, & \text{under (E.5)}, \end{cases}$$

where $C > 0$ depends only on $c_1$ and $C_1$ that appear in (E.2)-(E.5).

**Proof.** By Lemma 37 and Hölder’s inequality, we have

$$E[\Delta] \leq M_4^2 \sqrt{\log p}/n + (E[\max_{i,j} |x_{ij}|^4])^{1/2} (\log p)/n.$$  

The conclusion of the lemma follows from elementary calculations with help of Lemma 2.2.2 in [111].

**Proof of Corollary 6.** We make use of Theorem 16. Let $c > 0$ and $C > 0$ denote generic constants depending only on $c_1, c_2, C_1$, and their values may change from place to place. By Corollary 5, in either case of (i)-(iv), $\rho \leq Cn^{-c}$. Moreover, $\zeta_1 \sqrt{\log p} \leq C_1 n^{-c_2}$ implies that $\zeta_1 \leq C_1 n^{-c_2}$ (recall $p \geq 3$), and hence $\zeta_1 \sqrt{\log (p/\zeta_1)} \leq Cn^{-c}$. Also, $\zeta_2 \leq Cn^{-c}$ by assumption.

Let $\theta = \vartheta_n := (E[\Delta])^{1/2} / \log p$. By Lemma 44, $E[\Delta] (\log p)^2 \leq Cn^{-c}$. Therefore, $\pi(\theta) \leq Cn^{-c}$ (with possibly different $c, C > 0$). In addition, by Markov's inequality,
\[
P(\Delta > \vartheta) \leq \mathbb{E}[\Delta]/\vartheta \leq Cn^{-c}.
\]
Hence, by Theorem 16, we have \(\sup_{\alpha \in (0,1)} |P(T \leq cW(\alpha)) - \alpha| \leq Cn^{-c}.\) \(\square\)

### 3.8 Appendix D. Proofs for Section 3.4

#### 3.8.1 Proof of Theorem 17

The proof proceeds in three steps. In the proof \((\hat{\beta}, \lambda)\) denotes \((\hat{\beta}^{(k)}, \lambda^{(k)})\) with \(k\) either 0 or 1.

**Step 1.** Here we show that there exist some constants \(c > 0\) and \(C > 0\) (depending only \(c_1, C_1\) and \(\sigma^2\)) such that for either \(k \in \{0, 1\},\)

\[
P(T_0 \leq \lambda^{(k)}) \geq 1 - \alpha - \nu_n,
\]
with \(\nu_n = Cn^{-c}.\) We first note that \(T_0 = \sqrt{n} \max_{1 \leq k \leq 2p} \mathbb{E}_n[\tilde{z}_k \varepsilon_i],\) where \(\tilde{z}_i = (z_i', -z_i').\) Application of Corollary 5-(v) gives

\[
|P(T_0 \leq \lambda) - P(Z_0 \leq \lambda)| \leq Cn^{-c},
\]
where \(c > 0\) and \(C > 0\) are constants depending only on \(c_1, C_1\) and \(\sigma^2.\) Since \(\lambda \geq c_0(1 - \alpha),\) the claim follows. Indeed, \(\lambda^{(1)} = c_0(1 - \alpha),\) and \(\lambda^{(1)} \leq \lambda^{(0)} = c_0(1 - \alpha) := \sigma \Phi^{-1}(1 - \alpha/(2p)),\) since by the union bound \(P(Z_0 \geq c_0(1 - \alpha)) \leq 2pP(\sigma N(0, 1) \geq c_0(1 - \alpha)) = \alpha.\)

**Step 2.** We claim that with probability \(\geq 1 - \alpha - \nu_n, \hat{\delta} = \hat{\beta} - \beta\) obeys:

\[
\sqrt{n} \max_{1 \leq j \leq p} |\mathbb{E}_n[z_{ij}(\hat{z}_i')]| \leq 2\lambda.
\]
Indeed, by definition of \(\hat{\beta}, \sqrt{n} \max_{1 \leq j \leq p} |\mathbb{E}_n[z_{ij}(y_{ij} - z_i')]| \leq \lambda,\) which by the triangle inequality implies \(\sqrt{n} \max_{1 \leq j \leq p} |\mathbb{E}_n[z_{ij}(\hat{z}_i')]| \leq T_0 + \lambda.\) The claim follows from Step 1.

**Step 3.** By Step 1, with probability \(\geq 1 - \alpha - \nu_n,\) the true value \(\beta\) obeys the constraint in optimization problem (3.16), in which case by definition of \(\hat{\beta}, \|\hat{\beta}\|_{t_1} \leq \)
\( \| \beta \|_{\ell_1} \). Therefore, with the same probability, \( \tilde{\delta} \in \mathcal{R}(\beta) = \{ \delta \in \mathbb{R}^d : \| \beta + \delta \|_{\ell_1} \leq \| \beta \|_{\ell_1} \} \).

By definition of \( \kappa_I(\beta) \) we have that

\[
\kappa_I(\beta) \| \tilde{\delta} \|_I \leq \max_{1 \leq j \leq p} |\mathbb{E}_n[z_{ij}(\tilde{z}_j)]|.
\]

Combining this inequality with Step 2 gives the claim of the theorem. \( \square \)

### 3.8.2 Proof of Theorem 18

The proof has four steps. In the proof, we let \( \varrho_n = Cn^{-c} \) for sufficiently small \( c > 0 \) and sufficiently large \( C > 0 \) depending only on \( c_1, C_1, \sigma^2, \sigma^2 \), where \( c \) and \( C \) (and hence \( \varrho_n \)) may change from place to place.

**Step 0.** The same argument as in the previous proof applies to \( \bar{\beta}^{(0)} \) with \( \lambda = \lambda^{(0)} := c_0(1 - 1/n) \), where now \( \sigma^2 \) is the upper bound on \( \mathbb{E}[\varepsilon_i^2] \). Thus, we conclude that with probability at least \( 1 - \varrho_n \),

\[
\| \bar{\beta}^{(0)} - \beta \|_{\text{pr}} \leq \frac{2c_0(1 - 1/n)}{\sqrt{n} \kappa_{\text{pr}}(\beta)}.
\]

**Step 1.** We claim that with probability at least \( 1 - \varrho_n \),

\[
\max_{1 \leq j \leq p} \left( \mathbb{E}_n[z_{ij}^2(\tilde{\varepsilon}_i - \varepsilon_i)^2] \right)^{1/2} \leq B_n \frac{2c_0(1 - 1/n)}{\sqrt{n} \kappa_{\text{pr}}(\beta)} =: t_n.
\]

Application of Hölder's inequality and identity \( \varepsilon_i - \tilde{\varepsilon}_i = z_i'((\bar{\beta}^{(0)} - \beta)) \) gives

\[
\max_{1 \leq j \leq p} \left( \mathbb{E}_n[z_{ij}^2(\tilde{\varepsilon}_i - \varepsilon_i)^2] \right)^{1/2} \leq B_n \left( \mathbb{E}_n[z_i'(\bar{\beta}^{(0)} - \beta)]^2 \right)^{1/2} \leq B_n \| \bar{\beta}^{(0)} - \beta \|_{\text{pr}}.
\]

The claim follows from Step 0.

**Step 2.** In this step, we apply Corollary 6–(iv) to

\[
T = T_0 = \sqrt{n} \max_{1 \leq j \leq 2p} \mathbb{E}_n[\tilde{z}_{ij} \varepsilon_i], \quad W = \sqrt{n} \max_{1 \leq j \leq 2p} \mathbb{E}_n[\tilde{z}_{ij} \tilde{\varepsilon}_i], \quad \text{and}
\]

\[
W_0 = \sqrt{n} \max_{1 \leq j \leq 2p} \mathbb{E}_n[\tilde{z}_{ij} \varepsilon_i],
\]
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where \( z_i' = (z_i', -z_i')' \), to conclude that uniformly in \( \alpha \in (0, 1) \)

\[
P(T_0 \leq c_W(1 - \alpha)) \geq 1 - \alpha - \delta_n. \tag{3.22}
\]

To show applicability of Corollary 6-(iv), we note that for any \( \zeta_1 > 0 \),

\[
P_e(|W - W_0| > \zeta_1) \leq \mathbb{E}_e[|W - W_0|/\zeta_1] \leq \sqrt{n} \mathbb{E} \left[ \max_{1 \leq j \leq p} \mathbb{E}_n[z_{ij}(\hat{\varepsilon}_i - \varepsilon_i)] \right] / \zeta_1
\]

\[
\leq \sqrt{\log p} \max_{1 \leq j \leq p} \mathbb{E}_n[z_{ij}^2(\hat{\varepsilon}_i - \varepsilon_i)^2]^{1/2} / \zeta_1,
\]

where the third inequality is due to Pisier’s inequality. The last quantity is bounded by \((\ell_n^2 \log p)^{1/2} / \zeta_1\) with probability \( \geq 1 - \delta_n \) by Step 1.

Since \( \ell_n \log p \leq C_1 n^{-c_1} \) by assumption (vi) of the theorem, we can take \( \zeta_1 \) in such a way that \( \zeta_1 (\log p)^{1/2} \leq \delta_n \) and \( (\ell_n^2 \log p)^{1/2} / \zeta_1 \leq \delta_n \). Then all the conditions of Corollary 6-(iv) with so defined \( \zeta_1 \) and \( \zeta_2 = \delta_n v (\ell_n^2 \log p)^{1/2} / \zeta_1 \) are satisfied, and hence application of the corollary gives that uniformly in \( \alpha \in (0, 1) \),

\[
|P(T_0 \leq c_W(1 - \alpha)) - 1 - \alpha| \leq \delta_n, \tag{3.23}
\]

which implies the claim of this step.

**Step 3.** In this step we claim that with probability at least \( 1 - \delta_n \),

\[
c_W(1 - \alpha) \leq c_{Z_0}(1 - \alpha + 2\delta_n).
\]

Combining Step 2 and Lemma 36 gives that with probability at least \( 1 - \zeta_2 \), \( c_W(1 - \alpha) \leq c_{Z_0}(1 - \alpha + \zeta_2) + \zeta_1 \), where \( \zeta_1 \) and \( \zeta_2 \) are chosen as in Step 2. In addition, Lemma 35 shows that \( c_{Z_0}(1 - \alpha + \zeta_2) \leq c_{Z_0}(1 - \alpha + \delta_n) \). Finally, Lemma 32 yields \( c_{Z_0}(1 - \alpha + \delta_n) + \zeta_1 \leq c_{Z_0}(1 - \alpha + 2\delta_n) \). Combining these bounds gives the claim of this step.

**Step 4.** Given (3.22), the rest of the proof is identical to Steps 2-3 in the proof of Theorem 17 with \( \lambda = c_W(1 - \alpha) \). The result follows for \( \nu_n = 2\delta_n \). \( \square \)
3.9 Appendix E. A note on relation between Slepian and Stein type methods for normal approximations

To keep the notation simple, consider a random vector $X$ in $\mathbb{R}^p$ and a standard normal vector $Z$ in $\mathbb{R}^p$. We are interested in bounding

$$E[g(X)] - E[g(Z)],$$

over some collection of test functions $g \in \mathcal{G}$. Without loss of generality, suppose that $Z$ and $X$ are independent.

Consider Stein's partial differential equation:

$$g(x) - E[g(Z)] = \Delta h(x) - x' \nabla h(x).$$

It is well known, e.g. [52] and [29], that an explicit solution for $h$ in this equation is given by

$$h(x) := -\int_0^1 \frac{1}{2t} \left[ E[g(\sqrt{tx} + \sqrt{1-t}Z)] - E[g(Z)] \right] dt,$$

so that

$$E[g(X)] - E[g(Z)] = E[\Delta h(X) - X' \nabla h(X)].$$

The Stein type method for normal approximation bounds the right side for $g \in \mathcal{G}$.

Next, let us consider the Slepian smart path interpolation:

$$Z(t) = \sqrt{t}X + \sqrt{1-t}Z.$$

Then we have

$$E[g(X)] - E[g(Z)] = E \left[ \int_0^1 \frac{1}{2} \nabla g(Z(t))' \left( \frac{X}{\sqrt{t}} - \frac{Z}{\sqrt{1-t}} \right) \right] dt.$$

The Slepian type method, as used in our paper, bounds the right side for $g \in \mathcal{G}$.
Elementary calculations and integration by parts yield the following observation.

**Lemma 45.** Suppose that $g : \mathbb{R}^p \to \mathbb{R}$ is a $C^2$-function with uniformly bounded derivatives up to order two. Then

$$I := E \left[ \int_0^1 \frac{1}{2} \nabla g(Z(t))' \left( \frac{X}{\sqrt{t}} \right) \right] = -E[X' \nabla h(X)]$$

and

$$II := E \left[ \int_0^1 \frac{1}{2} \nabla g(Z(t))' \left( \frac{Z}{\sqrt{1-t}} \right) \right] = -E[\Delta h(X)].$$

Hence the Slepian and Stein methods both show that difference between $I$ and $II$ is small or approaches zero under suitable conditions on $X$; therefore, they are very similar in spirit, if not identical. The details of treating terms may be different from application to application.

**Proof of Lemma 45.** By definition of $h$, we have

$$-E[X' \nabla h(X)] = E \left[ X' \int_0^1 \frac{1}{2t} \nabla g(Z(t))\sqrt{t} dt \right] = E \left[ \int_0^1 \nabla g(Z(t))' \frac{X}{2\sqrt{t}} dt \right].$$

On the other hand, by definition of $h$ and Stein's identity (Lemma 46),

$$-E[\Delta h(X)] = E \left[ \frac{1}{2} \int_0^1 \Delta g(Z(t)) dt \right] = E \left[ \frac{1}{2} \int_0^1 \nabla g(Z(t))' \left( \frac{Z}{\sqrt{1-t}} \right) dt \right].$$

This completes the proof. \(\square\)

**Lemma 46 (Stein's identity).** Let $W = (W_1, \ldots, W_p)^T$ be a centered Gaussian random vector in \(\mathbb{R}^p\). Let $f : \mathbb{R}^p \to \mathbb{R}$ be a $C^1$-function such that $E[|\partial_j f(W)|] < \infty$ for all $1 \leq j \leq p$. Then for every $1 \leq j \leq p$,

$$E[W_j f(W)] = \sum_{k=1}^p E[W_j W_k] E[\partial_k f(W)].$$

**Proof of Lemma 46.** See Section A.6 of [108], and also [107]. \(\square\)
3.10 Appendix F. Additional proofs

3.10.1 Proof of Lemma 43

Claim (a). Define \( I_{ij} = 1\{|x_{ij} - u(E[x_{ij}])| \leq 1/2 \} \), and observe that

\[
(\mathbb{E}[|x_{ij}|^q])^{1/q} \leq (\mathbb{E}[|x_{ij}I_{ij}|^q])^{1/q} + (\mathbb{E}[|I_{ij}|^q])^{1/q} \leq 2(\mathbb{E}[|x_{ij}|^q])^{1/q}.
\]

Claim (b). Observe that

\[
\mathbb{E}[x_{ij} - x_{ik} x_{ik} I_{ij}] \leq \mathbb{E}[(\bar{x}_{ij} - x_{ij})\bar{x}_{ik}] + \mathbb{E}[(x_{ik} - x_{ik})]\]
\[
\leq \sqrt{\mathbb{E}[(\bar{x}_{ij} - x_{ij})^2]} \sqrt{\mathbb{E}[\bar{x}_{ik}^2]} + \sqrt{\mathbb{E}[(x_{ik} - x_{ik})^2]} \sqrt{\mathbb{E}[x_{ij}^2]}
\]
\[
\leq 2\varphi(u) \sqrt{\mathbb{E}[x_{ij}^2]} \sqrt{\mathbb{E}[\bar{x}_{ik}^2]} + \varphi(u) \sqrt{\mathbb{E}[x_{ik}^2]} \sqrt{\mathbb{E}[x_{ij}^2]}
\]
\[
\leq (3/2)\varphi(u)(\mathbb{E}[x_{ij}^2] + \mathbb{E}[x_{ik}^2]),
\]

where the first inequality follows from the triangle inequality, the second from the Cauchy-Schwarz inequality, the third from the definition of \( \varphi(u) \) together with claim (a), and the last from inequality \( |ab| \leq (a^2 + b^2)/2 \).

Claim (c). This follows from the Cauchy-Schwarz inequality.

Claim (d). We shall use the following lemma.

Lemma 47 (Tail Bounds for Self-Normalized Sums). Let \( \xi_1, \ldots, \xi_n \) be independent real-valued random variables such that \( \mathbb{E}[\xi_i] = 0 \) and \( \mathbb{E}[\xi_i^2] < \infty \) for all \( 1 \leq i \leq n \). Let \( S_n = \sum_{i=1}^n \xi_i \). Then for every \( x > 0 \),

\[
P(|S_n| > x(4B_n + V_n)) \leq 4 \exp(-x^2/2),
\]

where \( B_n^2 = \sum_{i=1}^n \mathbb{E}[\xi_i^2] \) and \( V_n^2 = \sum_{i=1}^n \xi_i^2 \).

Proof of Lemma 47. See [39], Theorem 2.16. \( \Box \)
Define
\[ \Lambda_j := 4 \sqrt{\mathbb{E}[(x_{ij} - \bar{x}_{ij})^2]} + \sqrt{\mathbb{E}_n[(x_{ij} - \bar{x}_{ij})^2]}. \]

Then by Lemma 47 and the union bound, with probability at least \(1 - 4\gamma\),
\[ |X_j - \bar{X}_j| \leq \Lambda_j \sqrt{2 \log(p/\gamma)}, \text{ for all } 1 \leq j \leq p. \]

By claim (c), for \(u \geq u(\gamma)\), with probability at least \(1 - \gamma\), for all \(1 \leq j \leq p\),
\[ \Lambda_j = 4 \sqrt{\mathbb{E}[(x_{ij} - \bar{x}_{ij})^2]} + \sqrt{\mathbb{E}_n[(\mathbb{E}[x_{ij} - \bar{x}_{ij})^2]]} \leq 5 \sqrt{\mathbb{E}[x_{ij}^2]} \varphi(u). \]

The last two assertions imply claim (d).

3.10.2 Proof of Corollary 4

Since \(M_2\) is bounded from below and above by positive constants, we may normalize \(M_2 = 1\), without loss of generality. In this proof, let \(C > 0\) denote a generic constant depending only on \(c_1\) and \(C_1\), and its value may change from place to place.

For given \(\gamma \in (0, 1)\), denote \(\ell_n := \log(pn/\gamma) \geq 1\) and let
\[ u_1 := n^{3/8} \ell_n^{-5/8} M_3^{3/4} \text{ and } u_2 := n^{3/8} \ell_n^{-5/8} M_4^{1/2}. \]

Define \(u := u(\gamma) \vee u_1 \vee u_2\) and \(\beta := \sqrt{n}/(2\sqrt{2}u)\). Then \(u \geq u(\gamma)\) and the choice of \(\beta\) trivially obeys \(2\sqrt{2}u\beta \leq \sqrt{n}\). So, by Theorem 14 and using the argument as that in the proof of Corollary 3, for every \(\psi > 0\), we have for any \(\tilde{\varphi}(u) \geq \varphi(u)\),
\[
\rho \leq C \left[n^{-1/2}(\psi^3 + \psi^2 \beta + \psi \beta^2)M_3^3 + (\psi^2 + \psi \beta)\tilde{\varphi}(u)\right] \nonumber \\
+ \psi \tilde{\varphi}(u) \sqrt{\log(p/\gamma)} + (\beta^{-1} \log p + \psi^{-1}) \sqrt{1 \vee \log(p\psi)}. \tag{3.24}
\]

**Step 1.** We claim that we can take \(\tilde{\varphi}(u) := CM_4^2/u\) for all \(u > 0\). Since
\( \mathbb{E}[x_{ij}^2] \geq c_1 \), we have \( 1\{ |x_{ij}| > u(\mathbb{E}[x_{ij}^2])^{1/2} \} \leq 1\{ |x_{ij}| > c_1^{1/2} u \} \). Hence

\[
\mathbb{E}[x_{ij}^2 1\{ |x_{ij}| > u(\mathbb{E}[x_{ij}^2])^{1/2} \}] \leq \mathbb{E}[x_{ij}^2 1\{ |x_{ij}| > c_1^{1/2} u \}] \\
\leq \frac{\mathbb{E}[x_{ij}^4 1\{ |x_{ij}| > c_1^{1/2} u \}]}{(c_1 u^2)} \leq \mathbb{E}[x_{ij}^4]/(c_1 u^2) \leq M_4/(c_1 u^2).
\]

This implies \( \varphi_x(u) \leq CM_4^2/u \). For \( \varphi_y(u) \), note that

\[
\mathbb{E}[y_{ij}^2] = \mathbb{E}_n[\mathbb{E}[y_{ij}^2]] = 3\mathbb{E}_n[(\mathbb{E}[y_{ij}^2])^2] = 3\mathbb{E}_n[(\mathbb{E}[x_{ij}^2])^2] \leq 3\mathbb{E}_n[\mathbb{E}[x_{ij}^4]] = \mathbb{E}[x_{ij}^4],
\]

and hence \( \varphi_y(u) \leq CM_4^2/u \) as well. This implies the claim of this step.

Step 2. We shall bound the right side of (3.24) by suitably choosing \( \psi \) depending on the range of \( u \). In order to set up this choice we define \( u^* \) by the following equation:

\[
\varphi(u^*) n^{3/8}/(M_3^{3/6} \ell_n^{3/4})^{3/4} = 1.
\]

We then take

\[
\psi = \psi(u) := \begin{cases} 
  n^{1/8} \ell_n^{-3/8} M_3^{-3/4} & \text{if } u \geq u^*, \\
  \ell_n^{-1/6} (\varphi(u))^{-1/3} & \text{if } u < u^*.
\end{cases}
\]

We note that for \( u < u^* \),

\[
\psi(u) \leq \psi(u^*) = n^{1/8} \ell_n^{-3/8} M_3^{-3/4}.
\]

That is, when \( u < u^* \) the smoothing parameter \( \psi \) is smaller than when \( u \geq u^* \).

Using these choices of parameters \( \beta \) and \( \psi \) and elementary calculations (which will be done in Step 3 below), we conclude from (3.24) that whether \( u < u^* \) or \( u \geq u^* \),

\[
\rho \leq C(n^{-1/2} u \ell_n^{3/2} + \gamma).
\]

The bound in the corollary follows from this inequality.

Step 3. (Computation of the bound on \( \rho \)). Note that since \( \rho \leq 1 \), we only had
to consider the case where $n^{-1/2}u_n^{\beta_n/2} \leq 1$ since otherwise the inequality is trivial by taking, say, $C = 1$. Since $u_1 = n^{3/8}M_3^{3/4}/\ell_n^{5/8}$ and $u_2 = n^{3/8}M_4^{1/2}/\ell_n^{5/8}$, we have

\[
(\phi(u^*))^{4/3} = n^{-1/2}\ell_n^{5/6}M_3^3, \\
\phi(u_1) \leq Cn^{-3/8}\ell_n^{5/8}M_4^2/M_3^{3/4}, \\
\phi(u_2) \leq Cn^{-3/8}\ell_n^{5/8}M_4^{3/2}.
\]

Also note that $\psi \leq n^{1/8}$, and so $1 \vee \log(p\psi) \lesssim \log(p\ell) \leq \ell_n$. Therefore,

\[
\beta^{-1}\log p\sqrt{1 \vee \log(p\psi)} \lesssim \beta^{-1}\ell_n^{3/2} \lesssim n^{-1/2}u_n^{3/2}.
\]

In addition, note that $\beta \lesssim \sqrt{n}/u \leq \sqrt{n}/u_1 = n^{1/8}\ell_n^{5/8}M_3^{-3/4} =: \tilde{\beta}$ and $\psi \leq \tilde{\beta}$ under either case. This implies that $(\psi^3 + \psi^2\beta + \psi\beta^2) \lesssim \psi\beta^2$ and $(\psi^2 + \psi\beta) \lesssim \psi\beta$.

Using these inequalities, we can compute the bounds claimed above.

(a). Bounding $\rho$ when $u \geq u^*$. Then

\[
n^{-1/2}(\psi^3 + \psi^2\beta + \psi\beta^2)M_3^3 \lesssim n^{-1/2}\psi\beta^2M_3^3 \leq n^{-1/8}\ell_n^{7/8}M_3^{3/4} \lesssim n^{-1/2}u_n^{3/2};
\]

\[
(\psi^2 + \psi\beta)\phi(u) \lesssim \psi\beta\phi(u) \leq \psi\beta\phi(u^*) \leq n^{-1/8}\ell_n^{7/8}M_3^{3/4} \lesssim n^{-1/2}u_n^{3/2};
\]

\[
\psi\phi(u)\sqrt{\log(p/\gamma)} \leq \psi\beta\phi(u)\sqrt{\ell_n/\beta} \leq \psi\beta\phi(u^*) \leq n^{-1/2}u_n^{3/2}; \text{ and}
\]

\[
\psi^{-1}\sqrt{\ell_n} \leq n^{-1/8}\ell_n^{7/8}M_3^{3/4} \leq n^{-1/2}u_n^{3/2};
\]

where we have used Step 1 and the fact that

\[
\sqrt{\ell_n/\beta} = \ell_n^{-1/2}\psi^{-1} \leq n^{-1/8}\ell_n^{-1/8}M_3^{3/4} \leq n^{-1/2}u_n^{3/2} \leq 1.
\]

The claimed bound on $\rho$ now follows.

(b). Bounding $\rho$ when $u < u^*$. Since $\psi$ is smaller than in case (a), by the calculations in Step (a)

\[
n^{-1/2}(\psi^3 + \psi^2\beta + \psi\beta^2)M_3^3/\sqrt{n} \lesssim n^{-1/2}u_n^{3/2}.
\]
Moreover, using definition of \( \psi \), \( u > u_2 \), definition of \( u_2 \), we have

\[
\psi \beta \varphi(u) \leq \beta \varphi(u)^{2/3} \sigma_n^{-1/6} \leq \beta \varphi(u_2)^{2/3} \sigma_n^{-1/6} \leq n^{-1} \beta u_2^2 \sigma_n^{3/3 - 1/6} \leq n^{-1/2} u_2 \sigma_n^{3/2};
\]

\[
\psi^2 \varphi(u) \leq \varphi(u)^{1/3} \sigma_n^{-1/3} \leq \varphi(u_2)^{1/3} \sigma_n^{-1/3} \leq n^{-1/2} u_2 \sqrt{\sigma_n} \leq n^{-1/2} u \sigma_n^{3/2}.
\]

Analogously and using \( n^{-1/2} u_2 \sigma_n^{3/2} \leq 1 \), we have

\[
\psi \varphi(u) \sqrt{\log(p/\gamma)} \leq \varphi(u)^{2/3} \sigma_n^{1/3} \leq \varphi(u_2)^{2/3} \sigma_n^{1/3} \leq n u_2^2 \sigma_n^{3/2} \leq n^{-1/2} u \sigma_n^{3/2};
\]

\[
\psi^{-1} \sqrt{\sigma_n} = \varphi(u)^{1/3} \sigma_n^{2/3} \leq n^{-1/2} u \sigma_n^{3/2}.
\]

This completes the proof.

\[ \square \]

### 3.11 Appendix G. Application: Multiple Hypothesis Testing via the Stepdown Method

In this section, we study the problem of multiple hypothesis testing in the framework of multiple linear regressions. (Note that the problem of testing multiple means is a special case of testing multiple regressions.) We combine a general stepdown procedure described in [103] with the multiplier bootstrap developed in this paper. In contrast with [103], our results do not require weak convergence arguments, and, thus, can be applied to models with increasing numbers of both parameters and regressions. Notably, the number of regressions can be large in comparison with the sample size.

Let \((z_i, y_i)_{i=1}^n\) be a sample of independent observations where \( z_i \in \mathbb{R}^P \) is a vector of non-stochastic covariates and \( y_i \in \mathbb{R}^K \) is a vector of dependent random variables. For each \( k = 1, \ldots, K \), let \( I_k \subset \{1, \ldots, p\} \) be a subset of covariates used in the \( k \)-th regression. Denote by \( |I_k| = p_k \) the number of covariates in the \( k \)-th regression, and let \( \bar{p} = \max_{1 \leq k \leq K} p_k \). Let \( v_{ik} \) be a subvector of \( z_i \) consisting of those elements of \( z_i \) whose indices appear in \( I_k \): \( v_{ik} = (z_{ij})_{j \in I_k} \). We denote components of \( v_{ik} \) by \( v_{ikj} \), \( j = 1, \ldots, p_k \). Without loss of generality, we assume that \( I_k \cap I_{k'} = \emptyset \) for all \( k \neq k' \).
and $\sum_{1 \leq k \leq K} p_k = p$.

For each $k = 1, \ldots, K$, consider the linear regression model

$$y_{ik} = v_{ik}' \beta_k + \epsilon_{ik}, \ i = 1, \ldots, n,$$

where $\beta_k \in \mathbb{R}^{p_k}$ is an unknown parameter of interest, and $(\epsilon_{ik})_{i=1}^n$ is a sequence of independent zero-mean unobservable scalar random variables. We allow for triangular array asymptotics so that everything in the model, and, in particular, the number of regressions $K$ and the dimensions of the parameters $\beta_k$ and $p_k$, may depend on $n$. For brevity, however, we omit index $n$. We are interested in simultaneously testing the set of null hypotheses $H_{kj} : \beta_{kj} = 0$ against the alternatives $H'_{kj} : \beta_{kj} \neq 0$, $(k, j) \in \mathcal{W}_0$ for some set of pairs $\mathcal{W}_0$ where $\beta_{kj}$ denotes the $j$th component of $\beta_k$, with the strong control of the family-wise error rate. In other words, we seek a procedure that would reject at least one true null hypothesis with probability not greater than $\alpha + o(1)$ uniformly over the set of true null hypotheses. More formally, let $\Omega$ be a set of all data generating processes, and $\omega$ be the true process. Each null hypothesis $H_{kj}$ is equivalent to $\omega \in \Omega_{kj}$ for some subset $\Omega_{kj}$ of $\Omega$. Let $\mathcal{W}$ denote the set of all pairs $(k, j)$ with $k = 1, \ldots, K$ and $j = 1, \ldots, p_k$:

$$\mathcal{W} = \{(k, j) : k = 1, \ldots, K; j = 1, \ldots, p_k\}.$$

For a subset $w \subset \mathcal{W}$ let $\Omega^w = (\cap_{(k,j) \in w} \Omega_{kj}) \cap (\cap_{(k,j) \notin w} \Omega_{kj}^c)$ where $\Omega_{kj}^c = \Omega \setminus \Omega_{kj}$. The strong control of the family-wise error rate means

$$\sup_{w \subset \mathcal{W}} \sup_{\omega \in \Omega^w} P\{\text{reject at least one hypothesis among } H_{kj}, (k, j) \in w\} \leq \alpha + o(1). \tag{3.26}$$

This setting is clearly of interest in many empirical studies.

Our approach is based on the simultaneous analysis of $t$-statistics for each component $\beta_{kj}$. Let $x_{ik} = (E_n[v_{ik}v_{ik}'])^{-1}v_{ik}$. Then the OLS estimator $\hat{\beta}_k$ of $\beta_k$ is given by $\hat{\beta}_k = E_n[x_{ik}y_{ik}]$. The corresponding residuals are $\hat{\epsilon}_{ik} = y_{ik} - v_{ik}'\hat{\beta}$, $i = 1, \ldots, n$. Since $(x_{ik})_{i=1}^n$ is non-stochastic, the covariance matrix of $\hat{\beta}_k$ is given by $V(\hat{\beta}_k)$ =
where \( i_k = 1, \ldots, n \). The \( t \)-statistic for testing \( H_{kj} \) against \( H'_{kj} \) is

\[
t_{kj} := \frac{\left| \hat{\beta}_{kj} \right|}{\sqrt{\hat{V}(\hat{\beta})_{jj}}} \quad \text{where} \quad \hat{V}(\hat{\beta}) = \frac{1}{n} \sum_{i=1}^{n} x_{ik} x_{ik}' \sigma_{ik}^2.
\]

Also define

\[
t_0 := \frac{\left| \sum_{i=1}^{n} x_{ik} e_{ik} / \sqrt{n} \right|}{\sqrt{\frac{1}{n} \sum_{i=1}^{n} x_{ik}^2 e_{ik}^2}}.
\]

Note that \( t_{kj} = t_0 \) under the hypothesis \( H_{kj} \).

The stepdown procedure of [103] is described as follows. For a subset \( w \subseteq \mathcal{W} \), let \( c_{1-\alpha,w} \) be some estimator of the \((1 - \alpha)\)-quantile of \( \max_{(k,j) \in w} t_{kj}^0 \). On the first step, let \( w(1) = \mathcal{W}_0 \). Reject all hypotheses \( H_{kj} \) satisfying \( t_{kj} > c_{1-\alpha,w(1)} \). If no null hypothesis is rejected, then stop. If some \( H_{kj} \) are rejected, then let \( w(2) \) be the set of all null hypotheses that were not rejected on the first step. On step \( l \geq 2 \), let \( w(l) \subseteq \mathcal{W} \) be the subset of null hypotheses that were not rejected up to step \( l \). Reject all hypotheses \( H_{kj}, (k,j) \in w(l) \), satisfying \( t_{kj} > c_{1-\alpha,w(l)} \). If no null hypothesis is rejected, then stop. If some \( H_{kj} \) are rejected, then let \( w(l+1) \) be the subset of all null hypotheses among \((k,j) \in w(l)\) that were not rejected. Proceed in this way until the algorithm stops.

[103] proved the following result. Suppose that \( c_{1-\alpha,w} \) satisfies

\[
c_{1-\alpha,w'} \leq c_{1-\alpha,w''} \quad \text{whenever} \ w' \subseteq w'', \quad \text{for all} \ w' \subseteq w'' \subseteq \mathcal{W}, \quad \text{for all} \ w' \subseteq w'' \subseteq \mathcal{W}.
\]

Then inequality (3.26) holds. Indeed, let \( w \) be the set of true null hypotheses. Suppose that the procedure rejects at least one of these hypotheses. Let \( l \) be the step when the procedure rejected a true null hypothesis for the first time, and let \( H_{kojo} \) be this hypothesis. Clearly, we have \( w(l) \supseteq w \). So,

\[
\max_{(k,j) \in w} t_{kj}^0 \geq t_{kj}^0 \geq t_{kojo} = c_{1-\alpha,w(l)} \geq c_{1-\alpha,w}.
\]

Combining this chain of inequalities with (3.28) yields (3.26).

To obtain suitable \( c_{1-\alpha,w} \) that satisfies inequalities (3.27) and (3.28) above, we
can use the multiplier bootstrap method. Let \((e_i)_{i=1}^n\) be an i.i.d. sequence of \(N(0, 1)\) random variables that are independent of the data. Let \(c_{1-\alpha, w}\) be the conditional \((1 - \alpha)\)-quantile of

\[
\max_{(k,j) \in \omega} \left| \frac{\sum_{i=1}^n x_{ikj} \tilde{e}_{ik} e_i / \sqrt{n}}{\sqrt{\mathbb{E}_n[x_{ikj}^2 \tilde{e}_{ik}^2]}} \right|
\]

(3.29)
given \((z_i, y_i)_{i=1}^n\). To prove that so defined critical values \(c_{1-\alpha, w}\) satisfy inequalities (3.27) and (3.28), we will assume the following regularity condition,

(M) There are some constants \(c_1 > 0, \sigma^2 > 0, \sigma^2 > 0\) and a sequence \(B_n \geq 1\) of constants such that for \(1 \leq i \leq n, 1 \leq j \leq p, 1 \leq k \leq K, 1 \leq l \leq p_k:\)

(i) \(|z_{ij}| \leq B_n;\) (ii) \(\mathbb{E}_n[z_{ij}^2] = 1;\) (iii) \(\sigma^2 \leq \mathbb{E}[\epsilon_k^2] \leq \sigma^2;\) (iv) the minimum eigenvalue of \(\mathbb{E}_n[v_{ik}v_{ik}^T]\) is bounded from below by \(c_1;\) and (v) \(\mathbb{E}_n[x_{ik}^2] \geq c_1.\)

Theorem 19 (Strong Control of Family-Wise Error Rate). Let \(C_1 > 0\) be some constant and suppose that assumption M is satisfied. Moreover, suppose either

(a) \(\mathbb{E}[\max_{1 \leq k \leq K} \epsilon_k^4] \leq C_1\) for all \(1 \leq i \leq n, \ p^3 B_n^4 (\log p)^4 / n = o(1)\) and in addition \(p^3 B_n^4 (\log (pn))^7 / n = o(1)\); or

(b) \(\mathbb{E}[\exp(|\epsilon_k|/C_1)] \leq 2\) for all \(1 \leq i \leq n, 1 \leq k \leq K, \ p^3 B_n^2 (\log p)^3 / n = o(1)\) and \(p^3 B_n^2 (\log (pn))^7 / n = o(1)\).

Then the stepdown procedure with the multiplier bootstrap critical values \(c_{1-\alpha, w}\) given above satisfies (3.26).

Comment 27 (Relation to prior results). There is a vast literature on multiple hypothesis testing. Let us consider the simple case where \(K = p, p_k = 1\) for all \(k = 1, \ldots, K\) and \(v_{ik} = 1\), so that the \(k\)-th regression reduces to \(y_{ik} = \beta_k + \epsilon_{ik}\) (here \(\beta_k\) is scalar). The problem then reduces to testing multiple means (without stepdown).

It is instructive to see the implication of Theorem 19 in this simple setting. Denote by \(t_k\) the \(t\)-statistic for testing \(H_k : \beta_k = 0\) against \(H_k' : \beta_k \neq 0\), and let \(c_{1-\alpha}\) be the conditional \((1 - \alpha)\)-quantile of

\[
\max_{k=1,\ldots,p} \left| \frac{\sum_{i=1}^n \epsilon_{ik} e_i / \sqrt{n}}{\sqrt{\mathbb{E}_n[\epsilon_{ik}^2]}} \right|
\]
where $\varepsilon_{ik} = y_{ik} - \bar{y}_k$, $\bar{y}_k = E_n[y_{ik}]$, and $(e_i)_{i=1}^n$ is a sequence of i.i.d. $N(0, 1)$ random variables independent of the data. Theorem 19 implies that, when $H_k$ are true for all $k$, $P(\max_{1 \leq k \leq p} t_k > c_{1-a}) \leq \alpha + o(1)$ (indeed, the inequality "$\leq\) can be replaced by the equality "$=") uniformly in the underlying distribution provided that $\sigma^2 \leq E[\varepsilon_{ik}^2] \leq \sigma^2$, $\log p = o(n^{1/7})$ and either (a) $E[\max_{1 \leq k \leq p} \varepsilon_{ik}] \leq C_1$ or (b) $E[\exp(|\varepsilon_{ik}|/C_1)] \leq 2$.

Hence the multiplier bootstrap as described above leads to an asymptotically exact testing procedure for the multiple hypothesis testing problem of which the logarithm of the number of hypotheses is nearly of order $n^{1/7}$ (subject to the prescribed assumptions). Note here that no assumption on the dependency structure between $y_{i1}, \ldots, y_{ip}$ is made.

The question on how large $p$ can be was studied in [45] but from a conservative perspective. The motivation there is to know how fast $p$ can grow to maintain the size of the simultaneous test when we calculate critical values (conservatively) ignoring the dependency among $t_k$ and assuming that $t_k$ were distributed as, say, $N(0, 1)$. This framework is conservative in that correlation amongst statistics is dealt away with union bounds, namely by Bonferroni-Holm procedures. In contrast, our approach takes into account the correlation amongst statistics and hence is asymptotically exact, that is, asymptotically non-conservative.


In this section, we study the problem of adaptive specification testing. Let $(v_i, y_i)_{i=1}^n$ be a sample of independent random pairs where $y_i$ is a scalar dependent random variable, and $v_i \in \mathbb{R}^d$ is a vector of non-stochastic covariates. The null hypothesis, $H_0$, is that there exists $\beta \in \mathbb{R}^d$ such that

$$E[y_i] = v_i^T \beta; \quad i = 1, \ldots, n.$$  \hspace{1cm} (3.30)
The alternative hypothesis, $H_a$, is that there is no $\beta$ satisfying (3.30). We allow for triangular array asymptotics so that everything in the model may depend on $n$. For brevity, however, we omit index $n$.

Let $\varepsilon_i = y_i - E[y_i]$, $i = 1, \ldots, n$. Then $E[\varepsilon_i] = 0$, and under $H_0$, $y_i = v'_i \beta + \varepsilon_i$. To test $H_0$, consider a set of test functions $P_j(v_i)$, $j = 1, \ldots, p$. Let $z_{ij} = P_j(v_i)$. We choose test functions so that $E_n[z_{ij}v_i] = 0$ and $E_n[z_{ij}^2] = 1$ for all $j = 1, \ldots, p$. In our analysis, $p$ may be higher or even much higher than $n$. Let $\hat{\beta} = (E_n[v_i v'_i])^{-1}(E_n[v_i y_i])$ be an OLS estimator of $\beta$, and let $\tilde{\varepsilon}_i = y_i - z'_i \hat{\beta}$; $i = 1, \ldots, n$ be corresponding residuals. Our test statistic is

$$T := \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \tilde{\varepsilon}_i / \sqrt{n} \right| / \sqrt{E_n[z_{ij}^2 \tilde{\varepsilon}_i^2]}.$$

The test rejects $H_0$ if $T$ is significantly large.

Note that since $E_n[z_{ij}v_i] = 0$, we have

$$\sum_{i=1}^{n} z_{ij} \tilde{\varepsilon}_i / \sqrt{n} = \sum_{i=1}^{n} z_{ij} (\varepsilon_i + v'_i (\beta - \hat{\beta})) / \sqrt{n} = \sum_{i=1}^{n} z_{ij} \varepsilon_i / \sqrt{n}.$$

Therefore, under $H_0$,

$$T = \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \varepsilon_i / \sqrt{n} \right| / \sqrt{E_n[z_{ij}^2 \varepsilon_i^2]}.$$

This suggests that we can use the multiplier bootstrap to obtain a critical value for the test. More precisely, let $(\varepsilon_i)_{i=1}^{n}$ be a sequence of independent $N(0, 1)$ random variables that are independent of the data, and let

$$W := \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \varepsilon_i e_i / \sqrt{n} \right| / \sqrt{E_n[z_{ij}^2 \varepsilon_i^2]}.$$

The multiplier bootstrap critical value $c_W(1 - \alpha)$ is the conditional $(1 - \alpha)$-quantile of $W$ given the data. To prove the validity of multiplier bootstrap, we will impose the following condition:

(S) There are some constants $c_1 > 0, C_1 > 0, \sigma^2 > 0, \sigma^2_\alpha > 0$, and a sequence $B_n \geq 1$.
of constants such that for all \(1 \leq i \leq n, 1 \leq j \leq p, 1 \leq k \leq d\): (i) \( |z_{ij}| \leq B_n\); (ii) \( E_n[z_{ij}^2] = 1\); (iii) \( \sigma^2 \leq E[\varepsilon_i^2] \leq \bar{\sigma}^2\); (iv) \( |\xi_{ik}| \leq C_1\); (v) \( d \leq C_1\); and (vi) the minimum eigenvalue of \( E_n[v_iv'_i] \) is bounded from below by \( c_1 \).

**Theorem 20** (Size Control of Adaptive Specification Test). Let \( c_2 > 0 \) be some constant. Suppose that assumption \( S \) is satisfied. Moreover, suppose that either

(a) \( E[\varepsilon_i^2] \leq C_1 \) for all \( 1 \leq i \leq n \) and \( B_n^4(\log(pn))^7/n \leq C_1n^{-c_2}; \) or

(b) \( E[\exp(|\xi_i|/C_1)] \leq 2 \) for all \( 1 \leq i \leq n \) and \( B_n^2(\log(pn))^7/n \leq C_1n^{-c_2}. \)

Then there exist constants \( c > 0 \) and \( C > 0 \), depending only on \( c_1, c_2, C_1, \bar{\sigma}^2 \) and \( \sigma^2 \), such that under \( H_0 \), \( |P(T \leq cw(1 - \alpha)) - (1 - \alpha)| \leq Cn^{-c}. \)

**Comment 28.** The literature on specification testing is large. In particular, [63] and [54] developed adaptive tests that are suitable for inference in \( L_2 \)-norm. In contrast, our test is most suitable for inference in sup-norm. An advantage of our procedure is that selecting a wide class of test functions leads to a test that can effectively adapt to a wide range of alternatives, including those that can not be well-approximated by Hölder-continuous functions.

### 3.13 Appendix I. Proofs for Section 3.11

#### 3.13.1 Proof of Theorem 19

The multiplier bootstrap critical value \( c_{1-\alpha,w} \) clearly satisfies \( c_{1-\alpha,w} \leq c_{1-\alpha,w'} \) whenever \( w \subset w' \), so inequality (3.27) is satisfied. Therefore, it suffices to prove (3.28). For the notational convenience, we will only consider the \( w = W \) case and suppress the uniformity in the underlying distribution. The general case follows from inspection of the proof.

Let us define

\[
T := \max_{k,j} \left| \frac{\sum_{i=1}^{n} x_{ikj} \delta_{ik}}{\sqrt{E_n[\delta_{ik}^2]}} \right|, \quad W := \max_{k,j} \left| \frac{\sum_{i=1}^{n} x_{ikj} \hat{\delta}_{ik} \delta_{ik}}{\sqrt{E_n[\hat{\delta}_{ik}^2 \delta_{ik}^2]}} \right|
\]
We shall prove that $P(T > c_w(1-\alpha)) = \alpha + o(1)$, where recall that $c_w(1-\alpha)$ is the conditional $(1-\alpha)$-quantile of $W$ given $(\varepsilon_{ik})$. Here we will only consider case (a) of the theorem. The proof for case (b) is similar and hence omitted.

We make use of Corollary 6-(iv) to prove the desired claim. Define

$$ T_0 := \max_{k,j} \frac{\sum_{i=1}^{n} x_{ikj} \varepsilon_{ik} / \sqrt{n}}{\sqrt{\mathbb{E}_n[x_{ikj}^2 \sigma_{ik}^2]}}, \quad W_0 := \max_{k,j} \frac{\sum_{i=1}^{n} x_{ikj} \varepsilon_{ik} e_i / \sqrt{n}}{\sqrt{\mathbb{E}_n[x_{ikj}^2 \sigma_{ik}^2]}}. $$

We first verify conditions (3.14) and (3.15) in Section 3.3. We will use the following facts directly deduced from assumption M:

$$\begin{align*}
\max_{i,k,j} |x_{ikj}| &\leq \max_{i,k} \|x_{ik}\| \leq (1) c_1^{-1} \max_{i,k} \|v_{ik}\| \\
&\leq c_1^{-1} \sqrt{p} \max_{i,k,j} |v_{ikj}| \leq (2) c_1^{-1} \sqrt{p} B_n, \\
\max_{k,j} \mathbb{E}_n[x_{ikj}^2] &\leq \max_{k} \mathbb{E}_n[\|x_{ik}\|^2] \\
&\leq (3) c_1^{-2} \max_{k} \mathbb{E}_n[\|v_{ik}\|^2] \leq (4) c_1^{-2} \bar{p},
\end{align*}$$

(3.31)

where (1) and (3) follow from assumption M-(iv) and definition of $x_{ik}$, (2) is from M-(i) since $v_{ik}$ is a subvector of $z_i$, and (4) is due to M-(ii). We shall first prove some lemmas. In these lemmas, we will assume all the conditions in Theorem 19 case (a) without mentioning so.

**Lemma 48.** $\sum_{i=1}^{n} x_{ikj} \varepsilon_{ik} / \sqrt{n} = O_P(r_{n1})$ uniformly over $k = 1, \ldots, K$ and $j = 1, \ldots, p_k$ where $r_{n1} = \sqrt{p \log p}$.

**Proof.** By Lemma 37 combined with inequalities (3.31) and (3.32), we have

$$\mathbb{E}[\max_{k,j} |\sum_{i=1}^{n} x_{ikj} \varepsilon_{ik} / \sqrt{n}|] = O(\sqrt{\bar{p}B_n(\log p)/n^{1/4}} + \sqrt{\bar{p} \log p}) = O(\sqrt{\bar{p} \log p}),$$

where the second step follows because $B_n \sqrt{\log p}/n^{1/4} = o(1)$. The claim follows from Markov's inequality. \qed

**Lemma 49.** $\mathbb{E}_n[x_{ikj}^2(\varepsilon_{ik}^2 - \sigma_{ik}^2)] = O_P(r_{n2})$ uniformly over $k = 1, \ldots, K$ and $j = 1, \ldots, p_k$ where $r_{n2} = \bar{p}B_n^2(\log p)/\sqrt{n}$. 
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Proof. We have

\[ E_n[x^2_{ikj}(\varepsilon^2_{ik} - \sigma^2_{ik})] = E_n[x^2_{ikj}(\varepsilon^2_{ik} - \sigma^2_{ik})] + E_n[x^2_{ikj}(v'_{ik}(\beta_k - \beta_k))^2] \\
- 2E_n[x^2_{ikj} \varepsilon_{ik} v'_{ik} (\beta_k - \beta_k)] \\
=: I_{jk} + II_{jk} + III_{jk}. \]

We will show in steps 1-3 below that \( I_{jk} = O_P(\tilde{p}B_n^2(\log p)/\sqrt{n}) \), \( II_{jk} = O_P(\tilde{p}^2B_n^2(\log p)/n) \), and \( III_{jk} = O_P(\tilde{p}^2B_n^2(\log p)/n) \) uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \). The claim of the lemma follows since \( \tilde{p}/\sqrt{n} \to 0 \).

Step 1. We prove that \( I_{jk} = E_n[x^2_{ikj}(\varepsilon^2_{ik} - \sigma^2_{ik})] = O_P(\tilde{p}B_n^2(\log p)/\sqrt{n}) \) uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \).

By Lemma 37 combined with inequalities (3.31) and (3.32), we have

\[ E[\max_{k,j} |E_n[x^2_{ikj}(\varepsilon^2_{ik} - \sigma^2_{ik})]|] = O(\tilde{p}B_n^2(\log p)/\sqrt{n} + \tilde{p}B_n \sqrt{(\log p)/n}) \\
= O(\tilde{p}B_n^2(\log p)/\sqrt{n}), \]

where the second step follows because \( B_n \geq 1 \). The claim of this step follows from Markov's inequality.

Step 2. We prove that

\[ II_{jk} = E_n[x^2_{ikj}(v'_{ik}(\beta_k - \beta_k))^2] = O_P(\tilde{p}^2B_n^2(\log p)/n) \]

uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \). We have

\[
\max_{k,j} E_n[x^2_{ikj}(v'_{ik}(\beta_k - \beta_k))^2] \\
\leq (1) c_1^{-2} \tilde{p}B_n^2 \max_{k} E_n[(v'_{ik}(\beta_k - \beta_k))^2] \\
= c_1^{-2} \tilde{p}B_n^2 \max_{k} E_n[\varepsilon_{ik} v'_{ik} v_{ik} v'_{ik}]^{-1} E_n[\varepsilon_{ik} v_{ik}] \\
\leq (2) c_1^{-3} \tilde{p}B_n^2 \max_{k,j} \|E_n[\varepsilon_{ik} v_{ik}]\|^2 \\
\leq c_1^{-3} \tilde{p}^2B_n^2 \max_{k,j} |E_n[v_{ik} \varepsilon_{ik}]|^2 \\
= (3) O_P(\tilde{p}^2B_n^2(\log p)/n),
\]
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where (1) follows from inequality (3.31), (2) from assumption M-(iv), and (3) from application of Lemma 37. The claim of this step follows.

**Step 3.** We prove that

\[ III_{jk} = \mathbb{E}_n[x_{ikj}^2 \varepsilon_{ik}(v'_{ik}(\hat{\beta}_k - \beta_k))] = O_P(\bar{p}^2 B_n^2 (\log p)/n) \]

uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \). We have

\[
\max_{k,j} |\mathbb{E}_n[x_{ikj}^2 \varepsilon_{ik}(v'_{ik}(\hat{\beta}_k - \beta_k))]| \leq \max_{k,j} \|\mathbb{E}_n[x_{ikj}^2 \varepsilon_{ik} v'_{ik}]\| \|\hat{\beta}_k - \beta_k\|
\]

\[
\leq \max_{k,j} \sqrt{\bar{p}} \|\mathbb{E}_n[x_{ikj}^2 \varepsilon_{ik} v_{ik}]\| \|\hat{\beta}_k - \beta_k\|.
\]

Then

\[
\max_k \|\hat{\beta}_k - \beta_k\| = \max_k \|\mathbb{E}_n[v_{ik} v'_{ik}]^{-1} \mathbb{E}_n[v_{ik} \varepsilon_{ik}]\| < (1) c^{-1}_1 \max_k \|\mathbb{E}_n[v_{ik} \varepsilon_{ik}]\|
\]

\[
\leq c^{-1}_1 \sqrt{\bar{p}} \max_j |\mathbb{E}_n[v_{ikj} \varepsilon_{ik}]| = (2) O_P(\sqrt{p(\log p)/n})
\]

where (1) follows from assumption M-(iv) and (2) is as in step 2. In addition, by Lemma 37 combined with inequalities (3.31) and (3.32), we have

\[
\mathbb{E}[\max_{k,j,l} |\mathbb{E}_n[x_{ikj}^2 \varepsilon_{ik} v_{ikl}]|] = O(\bar{p} B_n^2 (\log p)/n^{3/4} + \bar{p} B_n^2 \sqrt{(\log p)/n})
\]

\[
= O(\bar{p} B_n^2 \sqrt{(\log p)/n}),
\]

where the last step is because \( B_n \sqrt{\log p}/n^{1/4} = o(1) \). Combining these bounds yields the claim of this step. \( \Box \)

In Lemmas 50 and 51, \( \mathbb{E}_e[\cdot] \) denotes the expectation with respect to \( (e_i)_{i=1}^n \) conditional on \( (\varepsilon_{ik}) \).

**Lemma 50.** \( \sum_{i=1}^n x_{ikj} \hat{\varepsilon}_{ik} e_i/\sqrt{n} = O_P(r_{n1}) \) uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \). Recall that \( r_{n1} = \sqrt{p \log p} \).
Proof. We have

\[
\mathbb{E}_n\max_{k,j} \left| \sum_{i=1}^n x_{ikj} \hat{e}_{ik} e_i / \sqrt{n} \right| \leq (1) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2] \right)^{1/2}
\]

\[
= (2) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2 \sigma_{ik}^2] + O_P(r_{n2}) \right)^{1/2}
\]

\[
\leq (3) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2] \right)^{1/2} + O_P(r_{n2} \sqrt{\log p})
\]

\[
\leq (4) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2] \right)^{1/2} + O_P(r_{n2} \sqrt{\log p})
\]

\[
= (5) O_P(\sqrt{\log p}),
\]

where (1) follows from Pisier's inequality, (2) from lemma 49, (3) follows from application of Taylor's theorem together with the fact that \( r_{n2} = o(1) \) and \( \mathbb{E}_n [x_{ikj}^2 \sigma_{ik}^2] \) is bounded away from zero (which is guaranteed by assumptions M-(iii) and M-(v)) (4) follows from assumption M-(iii), and (5) is due to equation (3.32) and \( r_{n2} = o(1) \). The claim of the lemma follows. \( \square \)

Lemma 51. \( \sum_{i=1}^n x_{ikj} (\hat{e}_{ik} - \varepsilon_{ik}) e_i / \sqrt{n} = O_P(r_{n3}) \) uniformly over \( k = 1, \ldots, K \) and \( j = 1, \ldots, p_k \) where \( r_{n3} = \bar{p} B_n (\log p) / \sqrt{n} \).

Proof. We have

\[
\mathbb{E}_n \left[ \left| \sum_{i=1}^n x_{ikj} (\hat{e}_{ik} - \varepsilon_{ik}) e_i / \sqrt{n} \right| \right] \leq (1) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2 (\hat{e}_{ik} - \varepsilon_{ik})^2] \right)^{1/2}
\]

\[
= (2) \sqrt{\log p} \max_{k,j} \left( \mathbb{E}_n [x_{ikj}^2 \varepsilon_{ik}^2] \right)^{1/2}
\]

\[
= (3) O_P(\bar{p} B_n (\log p) / \sqrt{n})
\]

where (1) follows from Pisier's inequality, (2) is by definition of \( \hat{e}_{ik} \), and (3) is by step 2 in the proof of lemma 49. The claim follows. \( \square \)

Going back to the proof of Theorem 19, by Lemmas 48 and 49 and the fact that
\[ E_n[x_{ikj}^2 \sigma_{ik}^2] \] is bounded away from zero, we have

\[
T = \max_{k,j} \frac{|\sum_{i=1}^n x_{ikj} \varepsilon_{ik} / \sqrt{n}|}{\sqrt{E_n[x_{ikj}^2 \sigma_{ik}^2]} + O_P(r_{n2})} = T_0 + O_P(r_{n1} r_{n2}) = T_0 + o_P(1/\sqrt{\log p}),
\]

where the last step uses the fact that \( p^3 B_n^4 / n = o(1) \). Similarly, by Lemmas 49-51, we have

\[
W = \max_{k,j} \frac{|\sum_{i=1}^n x_{ikj} \varepsilon_{ik} \varepsilon_i / \sqrt{n}|}{\sqrt{E_n[x_{ikj}^2 \sigma_{ik}^2]}} + O_P(r_{n1} r_{n2}) = W_0 + O_P(r_{n1} r_{n2} + r_{n3}) = W_0 + o_P(1/\sqrt{\log p}),
\]

where the last step uses the fact that \( pB_n^4 / n = o(1) \). Hence it is verified that conditions (3.14) and (3.15) in Section 3.3 are satisfied with some sequences \( \zeta_1 = \zeta_{in} \to 0 \) and \( \zeta_2 = \zeta_{2n} \to 0 \) such that \( \zeta_1 \sqrt{\log p} + \zeta_2 = o(1) \). Therefore, the desired claim follows from Corollary 6-(iv).

3.14 Appendix J. Proofs for Section 3.12

3.14.1 Proof of Theorem 20

We only consider case (a). The proof for case (b) is similar and hence omitted. In this proof, let \( c, c', C, C' \) denote generic positive constants depending only on \( c_1, c_2, C_1, \sigma_1, \sigma_2 \) and their values may change from place to place. Let

\[
T_0 := \max_{1 \leq j \leq p} \left| \frac{\sum_{i=1}^n z_{ij} \varepsilon_i / \sqrt{n}}{\sqrt{E_n[z_{ij}^2 \sigma_i^2]}} \right| \quad \text{and} \quad W_0 := \max_{1 \leq j \leq p} \left| \frac{\sum_{i=1}^n z_{ij} \varepsilon_i \varepsilon_i / \sqrt{n}}{\sqrt{E_n[z_{ij}^2 \sigma_i^2]}} \right|.
\]

We make use of Corollary 6-(iv). To this end, we shall verify conditions (3.14) and (3.15) in Section 3.3, which will be separately done in Steps 1 and 2, respectively.

**Step 1.** We show that \( \mathbb{P}(|T - T_0| > \zeta_1) < \zeta_2 \) for some \( \zeta_1 \) and \( \zeta_2 \) satisfying
\[ \zeta_1 \sqrt{\log p} + \zeta_2 \leq Cn^{-c}. \]

By Corollary 5-(v), we have

\[
P \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \varepsilon_i / \sqrt{n} \right| > t \right) \\
\leq P \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \sigma_i / \sqrt{n} \right| > t \right) + Cn^{-c},
\]

uniformly in \( t \in \mathbb{R} \). By the Gaussian Concentration Inequality, for every \( t > 0 \), we have

\[
P \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \sigma_i / \sqrt{n} \right| > E \left[ \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \sigma_i / \sqrt{n} \right| + Ct \right] \right) \leq e^{-t^2}.
\]

Since \( E \left[ \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \sigma_i / \sqrt{n} \right| \right] \leq C \sqrt{\log p} \), we conclude that

\[
P \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^{n} z_{ij} \varepsilon_i / \sqrt{n} \right| > C \sqrt{\log(pn)} \right) \leq C' n^{-c}. \tag{3.33}
\]

Moreover,

\[
E_n [z_{ij}^2 (\varepsilon_i^2 - \sigma_i^2)] = E_n [z_{ij}^2 (\varepsilon_i - \varepsilon_i)^2] + E_n [z_{ij}^2 (\varepsilon_i^2 - \sigma_i^2)] + 2E_n [z_{ij}^2 \varepsilon_i (\varepsilon_i - \varepsilon_i)]
\leq I_j + II_j + III_j.
\]

Consider \( I_j \). We have

\[
I_j \leq (1) \max_{1 \leq i \leq n} (\widehat{\varepsilon_i} - \varepsilon_i)^2 \leq (2) C' \| \widehat{\beta} - \beta \|^2 \leq (3) C' \| E_n [v_i \varepsilon_i] \|^2,
\]

where (1) follows from assumption S-(ii), (2) from S-(iv) and S-(v), and (3) from S-(vi). Since \( E[\| E_n [v_i \varepsilon_i] \|^2] \leq C/n \), by Markov’s inequality, for every \( t > 0 \),

\[
P \left( \max_{1 \leq j \leq p} E_n [z_{ij}^2 (\varepsilon_i - \varepsilon_i)^2] > t \right) \leq C/(nt). \tag{3.34}
\]
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Consider \( II_j \). By Lemma 37 and Markov's inequality, we have

\[
P \left( \max_{1 \leq j \leq p} |E_n[z_{ij}(\varepsilon_i^2 - \sigma_i^2)]| > t \right) \leq CB_n^2(\log p) / (\sqrt{nt}).
\] (3.35)

Consider \( III_j \). We have \( |III_j| \leq 2|E_n[z_j^2 v_1(\beta - \hat{\beta})\varepsilon_i]| \leq 2||E_n[z_j^2 \varepsilon_i v_i]||\|\beta - \beta\| \).

Hence

\[
P \left( \max_{1 \leq j \leq p} |E_n[z_{ij}\varepsilon_i(\varepsilon_i - \varepsilon_i)]| > t \right) \leq P \left( \max_{1 \leq j \leq p} ||E_n[z_{ij}\varepsilon_i v_i]|| > t \right) + P(\|\hat{\beta} - \beta\| > 1) \\
\leq C[B_n^2(\log p) / (\sqrt{nt}) + 1/n].
\] (3.36)

By (3.34)-(3.36), we have

\[
P \left( \max_{1 \leq j \leq p} |E_n[z_{ij}(\varepsilon_i^2 - \sigma_i^2)]| > t \right) \leq C[B_n^2(\log p) / (\sqrt{nt}) + 1/(nt) + 1/n].
\] (3.37)

In particular,

\[
P \left( \max_{1 \leq j \leq p} |E_n[z_{ij}(\varepsilon_i^2 - \sigma_i^2)]| > \sigma^2 / 2 \right) \leq Cn^{-c}.
\]

Since \( E_n[z_j^2 \sigma_i^2] \geq \sigma^2 > 0 \) (which is guaranteed by S-(iii) and S-(ii)), on the event \( \max_{1 \leq j \leq p} |E_n[z_{ij}(\varepsilon_i^2 - \sigma_i^2)]| \leq \sigma^2 / 2 \), we have

\[
\min_{1 \leq j \leq p} E_n[z_{ij}\varepsilon_i^2] \geq \min_{1 \leq j \leq p} E_n[z_{ij}\sigma_i^2] - \sigma^2 / 2 \geq \sigma^2 / 2,
\]

and hence

\[
|T - T_0| = \max_{1 \leq j \leq p} \left| \frac{\sqrt{E_n[z_j^2 \sigma_i^2]} - \sqrt{E_n[z_j^2 \varepsilon_i^2]}}{\sqrt{E_n[z_j^2 \varepsilon_i^2]}} \right| \times T_0 \\
\leq C \max_{1 \leq j \leq p} \left| \sqrt{E_n[z_j^2 \sigma_i^2]} - \sqrt{E_n[z_j^2 \varepsilon_i^2]} \right| \times T_0 \\
\leq C \max_{1 \leq j \leq p} |E_n[z_j^2 \sigma_i^2] - E_n[z_j^2 \varepsilon_i^2]| \times T_0,
\]
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where the last step uses the simple fact that
\[ |\sqrt{a} - \sqrt{b}| = \frac{|a - b|}{\sqrt{a} + \sqrt{b}} \leq \frac{|a - b|}{\sqrt{a}}. \]

By (3.33) and (3.37), for every \( t > 0 \),
\[ P\left( |T - T_0| > C t \sqrt{\log (p n)} \right) \leq C'[n^{-c} + B_n^2 (\log p)/(\sqrt{n}t) + 1/(nt)]. \]

By choosing \( t = (\log (p n))^{-1} n^{-c'} \) with sufficiently small \( c' > 0 \), we obtain the claim of this step.

**Step 2.** We show that \( \Pr(\mathcal{P}(\mathcal{W} - W_0) > \zeta_1) > \zeta_2 \) for some \( \zeta_1 \) and \( \zeta_2 \) satisfying \( \zeta_1 \sqrt{\log p} + \zeta_2 \leq C n^{-c} \).

For \( 0 < t \leq \frac{a}{2} \), consider the event
\[ \mathcal{E} = \left\{ (\varepsilon_i)_{i=1}^n : \max_{1 \leq i \leq p} \left| \mathbb{E}_n [z_{ij}^2 (\hat{\varepsilon}_i^2 - \varepsilon_i^2)] \right| \leq t, \max_{1 \leq i \leq p} (\hat{\varepsilon}_i - \varepsilon_i)^2 \leq t^2 \right\}. \]

By calculations in Step 1, \( \Pr(\mathcal{E}) \geq 1 - C[B_n^2 (\log p)/(\sqrt{n}t) + 1/(nt^2) + 1/n] \). We shall show that, on this event,
\begin{align*}
\Pr_e \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^n z_{ij} \hat{\varepsilon}_i e_i / \sqrt{n} \right| > C \sqrt{\log (p n)} \right) &\leq n^{-1}, \quad (3.38) \\
\Pr_e \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^n z_{ij} (\hat{\varepsilon}_i - \varepsilon_i) e_i / \sqrt{n} \right| > C t \sqrt{\log (p n)} \right) &\leq n^{-1}. \quad (3.39)
\end{align*}

For (3.38), by the Gaussian concentration inequality, for every \( s > 0 \),
\[ \Pr_e \left( \max_{1 \leq j \leq p} \left| \sum_{i=1}^n z_{ij} \varepsilon_i e_i / \sqrt{n} \right| > \mathbb{E}_e \left[ \max_{1 \leq j \leq p} \left| \sum_{i=1}^n z_{ij} \hat{\varepsilon}_i e_i / \sqrt{n} \right| \right] + C s \right) \leq e^{-s^2}. \]
where we have used the fact \( \mathbb{E}_n [z_{ij}^2 \hat{\varepsilon}_i^2] = \mathbb{E}_n [z_{ij}^2 \varepsilon_i^2] + \mathbb{E}_n [z_{ij}^2 (\hat{\varepsilon}_i^2 - \varepsilon_i^2)] \leq \sigma^2 + t \leq \sigma^2 + \sigma^2/2 \)
on the event \( \mathcal{E} \). Here \( \mathbb{E}_e[\cdot] \) means the expectation with respect to \( (\varepsilon_i)_{i=1}^n \) conditional on \( (\varepsilon_i)_{i=1}^n \). Moreover, on the event \( \mathcal{E} \),
\[ \mathbb{E}_e \left[ \max_{1 \leq j \leq p} \left| \sum_{i=1}^n z_{ij} \hat{\varepsilon}_i e_i / \sqrt{n} \right| \right] \leq C \sqrt{\log p}. \]
Hence by choosing $s = \sqrt{\log n}$, we obtain (3.38). Inequality (3.39) follows similarly, by noting that $(\mathbb{E}_n[z^2_{ij}(\hat{e}_i - e_i)^2])^{1/2} \leq \max_{1 \leq i \leq n} |\hat{e}_i - e_i| \leq t$ on the event $\mathcal{E}$.

Define

$$W_1 := \max_{1 \leq i \leq p} \frac{|\sum_{i=1}^n z_{ij} \hat{e}_i e_i / \sqrt{n}|}{\sqrt{\mathbb{E}_n[z^2_{ij} \sigma^2_i]}}.$$ 

Note that $\mathbb{E}_n[z^2_{ij} \sigma^2_i] \geq \sigma^2$. Since on the event $\mathcal{E}$, $\max_{1 \leq j \leq p} |\mathbb{E}_n[z^2_{ij}(\hat{e}_i - e_i)^2]| \leq t \leq \sigma^2/2$, in view of Step 1, on this event, we have

$$|W - W_0| \leq |W - W_1| + |W_1 - W_0| \leq CtW_1 + |W_1 - W_0| \leq Ct \max_{1 \leq j \leq p} |\sum_{i=1}^n z_{ij} \hat{e}_i e_i / \sqrt{n}| + C \max_{1 \leq j \leq p} |\sum_{i=1}^n z_{ij}(\hat{e}_i - e_i)e_i / \sqrt{n}|.$$ 

Therefore, by (3.38) and (3.39), on the event $\mathcal{E}$, we have

$$P_{\mathcal{E}}\left(|W - W_0| > Ct \sqrt{\log(np)}\right) \leq 2n^{-1}.$$ 

By choosing $t = (\log(np))^{-1} n^{-c}$ with sufficiently small $c > 0$, we obtain the claim of this step.

**Step 3.** Steps 1 and 2 verified conditions (3.14) and (3.15) in Section 3.3. Theorem 20 case (a) follows from Corollary 6-(iv). $\square$
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