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Abstract

Energy requirements for desalination systems must be reduced to meet increasing
global demand for fresh water. This thesis identifies thermodynamic limits for the
energetic performance of desalination systems and establishes the importance of
irreversibilities and solution composition to the actual performance obtained.

Least work of separation for a desalination system is derived and generalized to
apply to all chemical separation processes driven by some combination of work, heat,
and chemical energy (fuel) input. At infinitesimal recovery, least work reduces to
the minimum least work of separation: the true exergetic value of the product and
a useful benchmark for evaluating energetic efficiency of separation processes. All
separation processes are subject to these energy requirements; several cases relevant
to established and emerging desalination technologies are considered.

The effect of nonidealities in electrolyte solutions on least work is analyzed through
comparing the ideal solution approximation, Debye-Hückel theory, Pitzer’s ionic
interaction model, and Pitzer-Kim’s model for mixed electrolytes. Error introduced by
using incorrect property models is quantified. Least work is a strong function of ionic
composition; therefore, standard property databases should not be used for solutions
of different or unknown composition.

Second Law efficiency for chemical separation processes is defined using the min-
imum least work and characterizes energetic efficiency. A methodology is shown
for evaluating Second Law efficiency based on primary energy inputs. Additionally,
entropy generation mechanisms common in desalination processes are analyzed to
illustrate the effect of irreversibility. Formulations for these mechanisms are applied
to six desalination systems and primary sources of loss are identified.

An economics-based Second Law efficiency is defined by analogy to the energetic
parameter. Because real-world systems are constrained by economic factors, a perfor-
mance parameter based on both energetics and economics is useful. By converting all
thermodynamic quantities to economic quantities, the cost of irreversibilities can be
compared to other economic factors including capital and operating expenses.

By applying these methodologies and results, one can properly characterize the
energetic performance and thermodynamic irreversibilities of chemical separation
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processes, make better decisions during technology selection and design of new systems,
and critically evaluate claimed performance improvements of novel systems.

Thesis Supervisor: John H. Lienhard V
Title: Collins Professor of Mechanical Engineering
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The future belongs to those who can manipulate entropy;
those who understand but energy will be only accountants.

—Frederic Keffer

Day after day, day after day,
We stuck, nor breath nor motion;
As idle as a painted ship
Upon a painted ocean.

Water, water, every where,
And all the boards did shrink;
Water, water, every where,
Nor any drop to drink.

—Samuel Taylor Coleridge
The Rime of the Ancient Mariner
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1
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1
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1
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1
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E electromotive force V
Ė Energy flow rate J/s
e electron charge C
F Faraday constant C/mol
G Gibbs free energy J
Ġ Gibbs free energy flow rate J/s
g specific Gibbs free energy J/kg
ḡ molar Gibbs free energy J/mol
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h specific enthalpy J/kg
h̄ molar enthalpy J/mol
hfg latent heat of vaporization J/kg
I current A
Im molal ionic strength mol/kg
i interest rate %
Keq equilibrium constant -
Ksp solubility constant -
L length m
M molecular weight kg/mol
m molality molsolute/kgsolvent
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ṁ mass flow rate kg/s
mi molality of species i mol/kg
N number of moles mol
Ṅ mole flow rate mol/s
Na Avogadro’s number 1/mol
n number of moles mol
n number of effects or stages -
n number of species -
n plant lifetime yr
ne number of electrons -
p pressure Pa
Q reaction quotient -
Q̇ rate of heat transfer J/s
R gas constant J/(mol K)
RR replacement rate %
r recovery ratio, mass basis kgproduct/kgfeed

r̄ recovery ratio, mole basis molH2O product/molH2O feed

S entropy J/K
Ṡ entropy flow rate J/(s K)
Ṡgen rate of entropy generation J/(s K)
Sgen specific entropy generation per unit water produced J/(kg K)
s specific entropy J/(kg K)
s̄ molar entropy J/(mol K)
sgen specific entropy generation J/(kg K)
T temperature K
t time s
U internal energy J
V volume m3

V̇ volumetric flow rate m3/s
v specific volume m3/kg
Ẇ rate of work transfer J/s
w mass fraction kg/kg
w specific work transfer J/kg
w width m
x mole fraction mol/mol
x quality kg/kg
y salinity (TDS) kgsolutes/kgsolution

Z generalized compressibility -
z valence of ion -

Greek Units
γf fugacity coefficient -
γi molal activity coefficient of species i -
γi cost scaling function $/m3

γm molal activity coefficient -
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γx rational activity coefficient -
∆ change in a variable
ε0 permittivity of free space F/m
εr relative permittivity/dielectric constant -
ζ reaction coordinate -
η First Law efficiency -
ηe isentropic efficiency of expander -
ηp isentropic efficiency of pump/compressor -
ηpp Second Law efficiency of power plant -
ηII Second Law/exergetic efficiency -
ηII ,$ Economics-based Second Law efficiency -
µi chemical potential J/mol
ν stoichiometric coefficient -
Ξ exergy J
Ξ̇ exergy flow rate J/s
ξ specific exergy J/kg
ξ̄ molar exergy J/mol
ρ density kg/m3

φ molal osmotic coefficient -
φi cost scaling function -

Subscripts
+ cation
− anion
± mean ionic property
0 solvent
0 dead state
1, 2 states 1 and 2
A, a anion
a assist
atm atmospheric
C, c cation
c concentrate
ch chemical
d desalination plant
e electricity
e environment
f feed
f flashing
H high temperature reservoir
h heat
i species (solvent or solutes)
i state
in input
j stream
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least reversible process in which all process streams cross the system boundary
at the RDS

m molal basis
p product
pp power plant
r reaction
ref reference
rev reversible
s electrolyte salt species
s steam
sep separation
sw seawater
w water
x rational (mole fraction) basis

Superscripts
′ stream before exiting CV
◦ reference/standard state
HX heat exchanger
IF incompressible fluid
IG ideal gas
min minimum value at infinitesimal recovery
rev reversible
s isentropic

Acronyms Units
AF availability factor %
BH brine heater
CAOW closed air open water
CAPEX capital expenses $
CD chemical disequilibrium
DCMD direct contact membrane distillation
DHLL Debye-Hückel Limiting Law
ED electrodialysis
ERD energy recovery device
ERI Energy Recovery Inc.
FF forward feed
GOR gained output ratio -
HDH humidification-dehumidification
HP high pressure
LHS left hand side
MD membrane distillation
MED multiple effect distillation
MSF multistage flash
MVC mechanical vapor compression
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OPEX operating expenses $
OT once through
ppm parts per million mgsolute/kgsolution

ppt parts per thousand gsolute/kgsolution

PR performance ratio
PRO pressure retarded osmosis
PV photovoltaic
PX pressure exchanger
RDS restricted dead state
RED reverse electrodialysis
RHS right hand side
RO reverse osmosis
SEC specific electricity consumption kWhe/m3

SGE salinity gradient engine
SWRO seawater reverse osmosis
TD temperature disequilibrium
TDS total dead state
TDS total dissolved solids kgsolute/kgsolution

TOTEX total expenses $
TTD terminal temperature difference K
WH water heated
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1.1 The growing water problem

Growing water demand due to rising population, increasing standards of living,
industrialization, changing climate, and, in some instances, wasteful water use and
management policies is resulting in substantial water shortage and scarcity. While
developing countries are often hardest hit by lack of water supply, developed countries
have had to face these issues as well [1, 2]. The United Nations World Water
Development Report states that as of 2003, over one billion people lack access to
adequate drinking water [3]. According to UNICEF, nearly 5,000 children die every
day as a result of unsafe water as of 2006 [4]. Unfortunately, as the world population
continues to increase and as water supplies continue to be contaminated, it is clear
that the current water situation is only going to get much worse. In order to address
the worsening water situation, one of the Millennium Development Goals from a UN
Summit in 2000 was to halve the population of people without access to safe drinking
water [3].

Traditionally, fresh water has been obtained from various fresh water sources
including lakes, rivers, and aquifers. In water-scarce locations, water is often trans-
ported great distances at great costs (examples include Southern California [5] and
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Reverse osmosis 63% 

Multistage flash 23% 

Multiple effect distillation 8% 

Electrodialysis 3 % 

Hybrid 1% 

Other 2% 

Installed capacity  
74.8 million m3/d 

Figure 1-1: Installed desalination capacity by technology, as of 2013 [11].

Northern China [6]). As the demand for freshwater increases, these water sources are
increasingly being taxed, often to the point of near-exhaustion. Unquestionably, new
water sources must be found in order to alleviate demand. Fortunately, desalination
(and in particular, seawater desalination) opens up the oceans—a new and essentially
unlimited and renewable source of freshwater.

Desalination has been practiced for over a century as sailors used to evaporate
seawater into pieces of cloth and then squeeze the freshwater out to consume [7]. Basic
solar stills were also used (and still are for niche applications) to produce limited
amounts of water [8]. However, substantial research in desalination technologies
has occurred in recent decades in order to develop more efficient and economical
methods, both to meet growing needs for potable water and to remediate industrial
process waters [9, 10]. In the last 50–60 years, modern engineering has resulted in the
development of substantially improved desalination techniques that can produce water
efficiently and economically. As of 2013, there is nearly 75 million m3/d of installed
desalination capacity [11]. These plants treat a broad range of waters including
seawater, river water, ground water, and others.

In general, the various desalination technologies can be divided into two basic
categories based on the method of separation: thermal (distillation) processes and
mechanical (typically membrane) processes [12]. Thermal-based processes include mul-
tistage flash (MSF), multiple effect distillation (MED), humidification-dehumidification
(HDH), vapor compression (VC), and membrane distillation (MD). Mechanical pro-
cesses include reverse osmosis (RO), forward osmosis (FO), and electrodialysis (ED).
Figure 1-1 shows the installed capacity of each of the major desalination technologies.

1.2 Current state of desalination research

Two major limiting phenomenological factors affect the design and operation of
desalination plants: energy consumption and scale formation [7]. Techniques have
been developed to address both these issues.
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Energy consumption is typically minimized by trying to maximize energy recovery.
In thermal desalination plants, energy is carried in feed, product, and concentrate
(brine) streams in the form of thermal energy. Energy can be recovered through the
use of multiple effects (or stages), preheaters, and regenerators. In each effect of an
MED plant, the heat of vaporization released during condensation of the vapor stream
is used to evaporate more water from the brine stream. Regenerators are used to
exchange thermal energy from the warm brine and vapor streams to the cold feed
water stream. In each stage of an MSF plant, the heat of vaporization is used to
preheat the feed seawater stream through the process of condensation. In both types
of plants, increased number of effects (or stages) results in increased energy reuse,
resulting in lower energy consumption per unit water produced [13].

Reverse osmosis implements energy recovery in a very different way. Since most of
the energy in RO is stored in the mechanical form of a compressed liquid, advanced
pressure exchangers are used to transfer energy from the high pressure brine stream to
the lower pressure feed stream [14, 15]. Recent developments of pressure exchangers
by companies such as Energy Recovery, Inc. (ERI) have greatly increased the efficiency
of energy recovery in RO systems and have substantially reduced the net energy cost.

While energy recovery can greatly reduce the energy consumption of a desalination
plant, substantial savings can come through the use of water and power cogeneration. It
is especially advantageous to run thermal power plants in a cogeneration configuration
since they are readily powered using waste heat or steam bled from the last stages
of a turbine. Cogeneration can reduce the required energy input by approximately
a third [12, 16]. Because of this energy savings, cogeneration is already common
practice for large-scale seawater desalination plants, especially MSF and MED which
are most common in the Gulf region (approximately 94% of production) where fuel is
inexpensive and the additional cost of running the cogeneration plants is minimal [17].
Reverse osmosis is typically powered using electricity from the grid or from a dedicated
power plant.

In addition to minimizing energy consumption, reducing the potential for scale
formation is also essential when trying to design efficient desalination systems. In
thermal plants, scaling greatly reduces heat transfer performance, requiring larger
heat transfer surface area; and it limits the maximum brine temperature, which lowers
the maximum possible thermodynamic efficiency. In membrane plants, scaling and
fouling can block or damage the membranes, requiring down time and even expensive
repair or replacement costs [7, 18].

Scale formation, fouling, and deposit build up can be controlled and prevented in
three different ways. First, pretreatment can be used to remove dissolved and suspended
solids through processes such as softening, ion exchange, filtration, flocculation,
coagulation, and dispersion. Next, various chemical treatments, such as scale inhibitors
and antifoulants, can be used to try to prevent deposition build up. Finally, if scaling
and fouling has occurred, the deposits can be periodically removed through chemical
and/or mechanical processes [19]. Through proper pretreatment, the concentration of
the major scaling components (divalent ions such as calcium, magnesium, carbonate,
and sulfate) can be reduced. By removing the major scaling and fouling agents,
the top brine temperature can be raised by as much as 10 K, thus increasing the
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Ẇsep Q̇0, T0

Black Box
Separator

Product (p)

Concentrate (c)
Feed (f)

Figure 1-2: A control volume representation of a desalination system is used to derive
the least work of separation.

thermodynamic efficiency. Nanofiltration has proven to be particularly successful in
this application [20]. In order to assess the potential for scale formation, it is essential
to understand the water chemistry of the feed water.

1.3 Energy requirements for desalination systems

As discussed previously, minimizing energy consumption is one of the primary goals
when designing a chemical separation process. While any sort of energy improvements
must be balanced with the additional cost required to achieve said improvement, it is
still useful to analyze the energy requirements at a fundamental level and independently
of the economic issues. In Chapter 2, a control volume approach is used to derive an
expression for the work of separation requirements for an arbitrary black box chemical
separator, as illustrated in Fig. 1-2.

By applying the First and Second Laws of Thermodynamics to the control volume
and combining them subject to several requirements discussed in Chapter 2, the power
required to drive the separation process is found to be:

Ẇsep = Ġp + Ġc − Ġf + T0Ṡgen (1.1)

where Ġi is the flow rate of Gibbs free energy of stream i, T0 is the environment
temperature at which heat transfer occurs, and Ṡgen is the entropy generated during
the chemical separation process. When Eq. (1.1) is evaluated per unit flow rate of
product, it represents the work of separation.

Equation (1.1) can be divided into two parts that are quite distinct and can be
studied independently of one another. The first part is a function of the Gibbs free
energy of each of the process and streams and is typically referred to as the least work
of separation when it is evaluated for unit product mass flow rate:

Ẇleast = Ġp + Ġc − Ġf (1.2)

The least work of separation is purely a function of the composition of each of the
process streams (in this case, feed, product, and concentrate) and the recovery ratio
with which the separation process is performed. Therefore, in order to fully understand
all of the nuances of Ẇleast, it is important to study the chemistry of the various
solutions being treated.
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The second part is a function of the irreversibilities that occur during the separation
process and is often referred to as the exergy destroyed:

Ξ̇destroyed = T0Ṡgen (1.3)

Exergy destruction in chemical separation processes is largely not a function of
chemistry. While there is some entropy generated during mixing (which is a function
of chemistry), the largest sources of entropy generation tend to be heat transfer across
finite temperature differences for thermal systems and viscous losses for membrane
systems. Therefore, the exergy destruction part of the work of separation can be best
understood by analyzing the various sources of irreversibility within a system.

1.4 Research objectives and thesis overview

Given the importance of reducing energy consumption for any process, the primary goal
of this thesis is to develop a deeper understanding of the fundamental sources of energy
requirements involved in chemical separation processes, and in particular, desalination
technologies. As a result, there are four primary areas that are investigated:

1. Work of separation requirements, generalized to any type of energy input.
2. Effect of solution composition and chemistry on the least work of separation.
3. Effect of irreversible processes on the increase in work requirements.
4. Cost of thermodynamic irreversibilities as compared to other economic factors.

In addition to these four areas, a detailed analysis of MED models as well as the
development of a novel model is included in Appendix A.

While this thesis is written in such a way that each chapter builds off of the
previous chapters, care has been taken to ensure that each chapter can be read largely
independently of the others. Therefore, major derivations are briefly summarized in
relevant chapters as appropriate.

1.4.1 Generalized least energy of separation

Equation (1.1) is a useful expression for evaluating the work requirements for a
desalination process that is powered purely using work. However, many modern
systems require some combination of work, heat, and chemical fuel as energy input.
Chapter 2 focuses on the development of a generalized equation for calculating the
energy of separation requirements for an arbitrary chemical separator that is powered
by any type of energy input. Additionally, special cases of the generalized equation,
including the least work of separation, least heat of separation, and least fuel of
separation are analyzed and compared [21, 22].

1.4.2 Nonidealities in electrolyte solutions

Chemical composition plays a large role in the magnitude of the least work of separation.
As a result, standard seawater properties and pure water properties cannot be used
for arbitrary source waters that may be composed of very different species. Since
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standard datasets do not exist for all solutions that might be considered, physical
properties must be evaluated using thermodynamic models. The thermodynamic
models are typically composed of two parts, an ideal part that is a function of mole
fractions, and a nonideal part that is a function of activity coefficients that represent
nonideal solution behavior. Incorrectly using the various models to calculate the
nonidealities can result in substantial error in the evaluation of the least work of
separation. Chapter 3 focuses on the evaluation of activity coefficients for both single
and mixed electrolyte solutions and highlights the importance of considering chemical
composition as well as correct usage of existing models [23–25].

1.4.3 Second Law efficiency for separation processes

For most real-world desalination systems, exergy destruction will be several times larger
than the least work of separation. Therefore, understanding the irreversibilities within
a given system is essential for reducing the overall energy requirements. In Chapter 4,
all of the major entropy generation mechanisms present in desalination systems
are investigated. The resulting expressions are applied to six different desalination
technologies in order to show the primary source of losses in each type of system.

In addition to looking at the sources of entropy generation, Second Law efficiency
for chemical separation processes is formally defined. This requires identifying the
exergetic value of the product water and all sources of losses. The definition of Second
Law efficiency is then applied to the same six technologies. Additionally, it is used
for desalination systems that are operating in a cogeneration scheme with a power
plant [21, 22].

1.4.4 Economic Second Law efficiency

Real-world systems are ultimately constrained primarily by economic factors; therefore,
it is useful to have a performance parameter that can adequately capture both energetic
and economic effects. An economics-based Second Law efficiency is defined by analogy
to the energetic parameter in order to characterize energetics and economics. By
converting all thermodynamic quantities to economic terms, it is found that the cost
of irreversibilities can be compared to other important economic factors including
capital and operating expenses [26].
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Chapter abstract

Increasing global demand for fresh water is driving the development and implemen-
tation of a wide variety of seawater desalination technologies driven by different
combinations of work, heat, and chemical energy. A consistent basis for comparing the
energy consumption of such technologies through the minimum least energy of separa-
tion, a parameter that is analogous to Carnot efficiency for power plants, is developed
in this chapter. A generalized expression for the least energy of separation is derived
for generic chemical separators. The generalized equation is then evaluated through a
parametric study considering work input, heat inputs at various temperatures, and
various chemical fuel inputs.

This chapter consists of work that is published in [21, 22].
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2.1 Introduction

Currently, several different technologies for desalinating water are in wide use, including
reverse osmosis (RO), multistage flash (MSF), multiple effect distillation (MED),
among others. These systems are typically powered by electricity (work), heat, fuel,
or some combination thereof. The description of energy requirements becomes more
complicated when one considers that many larger scale water plants are operated
in conjunction with power plants in a cogeneration scheme [16]. While advances
over the last several decades have resulted in dramatically reduced energy utilization,
desalination is still energy intensive, and it is important to be able to fully characterize
the performance of these systems and to compare the relative energy costs from
system to system. Understanding the fundamental thermodynamic limits on energy
requirements is essential in this characterization.

The least work of separation (Ẇleast) represents the least amount of work required
to reversibly separate a single stream into multiple streams of different composition [16,
21, 22, 27–29]. Similarly, the least heat of separation (Q̇least) can be used to represent
the least amount of heat required for a separation process. Both are benchmarks
to which desalination systems are compared, much as Carnot efficiency is the ideal
benchmark to which power plants are compared.

While the least work and least heat of separation are useful parameters for work
and heat driven systems respectively, it is difficult to directly compare the energies
represented by least work and least heat. Additionally, these parameters are only
useful for systems that have a single energy source (work or heat only). Many modern
separation processes, including most thermal desalination systems (e.g., MSF and
MED), require both thermal and mechanical energy input. Still other systems may
be powered by chemical energy. Therefore, a more useful least energy metric would
capture simultaneous mechanical, thermal, and chemical energy inputs.

This chapter is based on the work of Mistry et al. [21, 25]. First, the least work and
least heat equations are derived from simplified control volumes. Then, the calculation
is generalized to consider the least energy of separation for a generic chemical separator.
A “least” separation process is defined here as a completely reversible process in which
the minimum amount of energy, as required by the Second Law of Thermodynamics,
is needed to drive a chemical separation process. This concept is clarified and further
developed through several examples.

In Chapter 4, the generalized least energy of separation concept is developed
further and is used to define the Second Law efficiency of a generic chemical separator.

2.2 Least work and least heat of separation

Consider a simple black-box separator model for a desalination system, with a separate
control volume surrounding it at some distance, as shown in Fig. 2-1. The work of
separation entering the system is denoted by Ẇsep and the heat transfer into the system
is Q̇. Stream f is the incoming feed, stream p is pure water (product), and stream c
is the concentrate (brine). By selecting the control volume sufficiently far from the
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Ẇsep Q̇0, T0

T ′c

T ′p
T ′f Black Box

Separator

Product (p)
Tp = T0

Concentrate (c)
Tc = T0

Feed (f)
Tf = T0

Figure 2-1: When the control volume is selected suitably far away from the physical
system, all inlet and outlet streams are at ambient temperature and pressure. The
temperature of the streams inside the control volume (T ′i ) might not be at T0.

physical plant, all the inlet and outlet streams enter and leave the control volume at
ambient temperature (T0) and pressure (p0) but at different chemical composition.
Additionally, the heat transfer occurs at ambient temperature.

The logic underlying this latter formulation is that the exergy of the outlet streams
attributable to thermal disequilibrium with the environment is not deemed useful. In
other words, the purpose of a desalination plant is to produce pure water, not pure
hot water. Consider separately the thermal conditions at the desalination system
boundary (solid box) and the distant control volume boundary (dashed box). Product
and reject streams may exit the desalination system at temperatures T ′p and T ′c,
different than ambient temperature, T0. The exergy associated with these streams
could be used to produce work that would offset the required work of separation.
However, if the exergy associated with thermal disequilibrium is not harnessed in
this way, but simply discarded, entropy is generated as the streams are brought to
thermal equilibrium with the environment. This entropy generation is analyzed in
Section 4.6.5. Similarly, pressure disequilibrium would result in additional entropy
generation [30]. In general, differences in concentration between the various streams
represent a chemical disequilibrium which could also be used to produce additional
work; however, since the purpose of the desalination plant is to split a single stream
into two streams of different concentrations (i.e., product water is not in chemical
equilibrium with the feed or environment), the outlet streams are not brought to
chemical equilibrium with the environment.

The least work and least heat of separation are calculated by evaluating the First
and Second Laws of Thermodynamics for the distant control volume. The convention
that work and heat input to the system are positive is used.

Ẇsep + Q̇0 + ṁfhf = ṁphp + ṁchc (2.1)

Q̇0

T0

+ ṁfsf + Ṡgen = ṁpsp + ṁcsc (2.2)

In Eqs. (2.1) and (2.2), ṁi, hi, and si are the mass flow rate, specific enthalpy and
specific entropies of the feed (f), product (p), and concentrate (c) streams. The First
and Second Laws are combined by multiplying Eq. (2.2) by ambient temperature, T0,
and subtracting from Eq. (2.1) while noting that the specific Gibbs free energy is,
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Figure 2-2: Addition of a high temperature reservoir and a Carnot engine to the
control volume model shown in Fig. 2-1.

g = h− Ts (all evaluated at T = T0).

Ẇsep = ṁpgp + ṁcgc − ṁfgf + T0Ṡgen (2.3)

In the limit of reversible operation, entropy generation is zero and the work of
separation becomes the reversible work of separation, which is also known as the least
work of separation:

Ẇleast ≡ Ẇ rev
sep = ṁpgp + ṁcgc − ṁfgf (2.4)

Equation (2.3) represents the amount of work required to reversibly produce pure
water at a rate of ṁp. If heat is used to power a desalination system instead of work, the
heat of separation is a more relevant parameter. Recalling that heat engines produce
work and reject heat, the calculation of the heat of separation is straightforward.
Figure 2-2 shows the control volume from Fig. 2-1 but with a reversible heat engine
providing work of separation. If the heat is provided from a high temperature reservoir,
then the First Law for the heat engine is

Q̇sep = Ẇsep + Q̇0 (2.5)

Assuming a reversible heat engine operating between the high temperature reservoir
at TH and ambient temperature T0 and considering work per unit mass produced,

Ẇsep

ṁp

=
Q̇sep

ṁp

− Q̇0

ṁp

=
Q̇sep

ṁp

(
1− T0

TH

)
(2.6)

where the second equality holds as a result of the entropy transfer that occurs in a
reversible heat engine operating between two heat reservoirs. Therefore, the heat of
separation is:

Q̇sep

ṁp

=
Ẇsep(

1− T0
TH

)
ṁp

=
Ẇleast + T0Ṡgen(

1− T0
TH

)
ṁp

(2.7)

where the second equality holds by combining Eqs. (2.3) and (2.4). Note that Eq. (2.7)
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can also be derived from Eqs. (2.1) and (2.2) if Ẇsep is set to zero and the temperature
in the Second Law is set to TH [27]. Equations for the least heat of separation, Q̇least

and the minimum least heat of separation, Q̇min
least can be obtained from Eq. (2.7) in

the same manner as the corresponding work equations.

In practice, the entropy generation term in Eqs. (2.3) and (2.7) dominates over the
least work or least heat. Therefore, the parameter, Ṡgen/ṁp is of critical importance
to the performance of desalination systems [27]. This term is referred to as the specific
entropy generation, Sgen, and is a measure of entropy generated per unit of water
produced:

Sgen =
Ṡgen

ṁp

(2.8)

In the formulation described above, all streams enter and exit the system at ambient
temperature. Therefore, the specific exergy destroyed, ξd, in the system is equal to
the product of Sgen and the ambient temperature. This term is physically reflective of
the same phenomenon that produces Eq. (2.8):

ξdestroyed =
T0Ṡgen

ṁp

(2.9)

While the present chapter focuses on reversible processes, entropy generation in
chemical separation processes will be considered in detail in Chapter 4.

Now that the least work and least heat of separation have been derived for simplified
control volumes, a generalized expression is derived that is applicable to all chemical
separation systems.

2.3 Generalized least energy of separation

The equation for the generalized least energy of separation is derived using the
generalized exergy equation for an arbitrary system control volume shown in Fig. 2-
3 [31]. This control volume has q inlet streams and r outlet streams, each potentially
at different temperature, pressure, and chemical composition of 0 to n species. For
simplicity, kinetic and potential energy is neglected. The system is in thermal contact
with p heat reservoirs and is free to transfer work (p0 dV/dt), heat (Q̇0), and mass
(Ṅ0,i) with the environment. In Fig. 2-3 and the subsequent equations, the subscript
0 is used to denote environmental conditions and the subscript i is used to denote
a specific species (e.g., Ṅ0,i is the mole flow rate of species i into the system, from
the environment at T0, p0 with a chemical potential of µ0,i). The sign convention
of positive work input is used herein. As a result, the outlet streams can leave the
system at thermal, mechanical, and chemical equilibrium with the environment. That
is, they can leave the system at the total dead state (TDS). The First and Second
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Laws of Thermodynamics are written for the control volume as follows:

dU

dt
= Ẇ +

p∑
l=0

Q̇l +

q∑
j=1

Ṅjh̄j −
r∑

k=1

Ṅkh̄k +
n∑
i=1

Ṅ0,ih̄0,i − p0
dV

dt
(2.10)

dS

dt
=

p∑
l=0

Q̇l

Tl
+

q∑
j=1

Ṅj s̄j −
r∑

k=1

Ṅks̄k +
n∑
i=1

Ṅ0,is̄0,i + Ṡgen (2.11)

Equations (2.10) and (2.11) are combined by eliminating Q̇0, conserving mass, and
accounting for volume change of the control volume resulting in the generalized exergy
equation for an open system [31]:

dΞt

dt
= Ξ̇Ẇ +

p∑
l=1

Ξ̇Q̇,l +

q∑
j=1

Ṅj ξ̄j −
r∑

k=1

Ṅkξ̄k − T0Ṡgen (2.12)

where

Ξt = U − T0S + p0V −
n∑
i=1

µ0,iNi (2.13)

Ξ̇Ẇ = Ẇ (2.14)

Ξ̇Q̇ =

(
1− T0

T

)
Q̇ (2.15)

ξ̄(T, p,Ni) = h̄(T, p,Ni)− T0s̄(T, p,Ni)−
n∑
i

µ0,i(T0, p0)xi (2.16)

While Eq. (2.12) is completely general and applicable to any open system, it can be
simplified to be more useful when applied specifically to chemical separation processes.
An arbitrary chemical separation process can be powered by mechanical, thermal, or
chemical energy. While mechanical and thermal energy inputs are represented by work
and heat transfer respectively, chemical energy is input to the system through the
inflow and outflow of fuel and exhaust streams. In a chemical separation process, it is
important to differentiate between process streams and fuel/exhaust streams. Process
streams are any streams directly involved in the chemical separation process and
include feed, product, and any waste streams. For a desalination system, this would
typically include seawater (feed), pure water (product), and concentrated brine (waste).
For an oil separation process, this would include crude oil (feed), various grades of
refined hydrocarbons (products), and solid waste. The terms fuel and exhaust are
used loosely to represent all streams that are used to provide energy to the system
such as fuel, solvents, air, and combustion products. The mole flow rate summation
terms in Eq. (2.12) are rearranged into sums over the inlets minus the outlets of the
process streams and the fuel/exhaust streams. All of the energy inputs are moved to
the left hand side (LHS) of the equation and all the process streams, stored energy,
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and irreversibilities are moved to the right hand side (RHS).

Ξ̇Ẇ +

p∑
l=1

Ξ̇Q̇l
+

∑
in-out

Ṅ ξ̄︸ ︷︷ ︸
fuel and exhaust streams

=
dΞt

dt
+

∑
out-in

Ṅ ξ̄︸ ︷︷ ︸
process streams

+T0Ṡgen (2.17)

The LHS of Eq. (2.17) represents all exergy inputs to the system while the RHS
represents the changes associated with the control volume and process streams. Using
this equation, the generalized least energy of separation is derived. Consider the
RHS first. In order to minimize the required exergetic input, the process must be
reversible. Additionally, any thermal and mechanical energy in the exit process streams
is considered wasted since the desired product in a separation process is the mass
of product. This concept is discussed in detail by Mistry et al. [21]. Therefore, the
process streams must exit at the restricted dead state (RDS). Note that the process
streams cannot leave at the TDS since the purpose of a chemical separation process
is to convert an inlet stream into streams with different composition and allowing
chemical equilibrium to occur would have the net effect of undoing the separation
process. Under these conditions, the exergy of the process streams reduces to the
Gibbs free energy at atmospheric temperature and pressure.

ξ̄(T0, p0, Ni) = h̄(T0, p0, Ni)− T0s̄(T0, p0, Ni) ≡ ḡ(T0, p0) (2.18)

Equation (2.17) is simplified by substituting Eq. (2.18) into the process stream
summation, substituting in Eqs. (2.14) and (2.15), assuming steady state, and assuming
reversible behavior. This leaves the generalized least energy of separation equation:

Ẇ +

p∑
l=1

(
1− T0

T

)
l

Q̇l︸ ︷︷ ︸
energy inputs/outputs

+
∑

in−out

Ṅ ξ̄(T, p,Ni)︸ ︷︷ ︸
fuel and exhaust streams

=
∑

out−in

Ṅ ḡ(T0, p0, Ni)︸ ︷︷ ︸
process streams

(2.19)

The RHS of the equation represents the least amount of exergy required to separate
the input process streams into output streams of different chemical compositions. For
a desalination process, a feed stream is separated into a low salinity product stream
and a high salinity concentrate stream.

Ξ̇least ≡
∑

out−in

Ṅ ḡ(T0, p0, Ni) (2.20)

This exergy must be provided to the system by a combination of work, heat, and
chemical energy as indicated by the LHS of the equation. Equations (2.19) and (2.20)
are derived from a control volume that surrounds the system and only considers the
inputs and outputs to the system. They represent the true limit for the least exergy
required for separation, regardless of what process occurs within the control volume.
Therefore, all technologies, including those which utilize a carrier fluid that does not
leave the system boundary, are subject to the energy conservation requirement given



2.3. GENERALIZED LEAST ENERGY OF SEPARATION 37

by Eq. (2.19). Such technologies include forward osmosis (FO) [32–35], humidification-
dehumidification (HDH) [27, 36–40], and directional solvent extraction [41, 42].

Since it is conventional to discuss desalination systems on a mass basis, rather
than a mole basis, it is more convenient to write Eq. (2.20) in terms of mass flow
rates. For a system with one inlet stream (feed) and two outlet streams (product and
concentrate), this is written as:

Ξ̇least =
∑

out−in

ṁg(T0, p0, Ni) = ṁpgp + ṁcgc − ṁfgf (2.21)

where gj is the specific Gibbs free energy per kilogram of solution and is a function of
the temperature, pressure, and salinity of each of the dissolved species.

In order to gain better physical insight into the separation process, it is instructive
to consider how the least work varies with recovery ratio. The recovery ratio is defined
as the ratio of the mass flow rate of product water to the mass flow rate of feed water:

r ≡ ṁp

ṁf

=
mass flow rate of product

mass flow rate of feed
(2.22)

Equation (2.21) can be rewritten in terms of the recovery ratio by combining Eq. (2.22)
with conservation of mass:

ṁf = ṁp + ṁc (2.23)

Normalizing by the product flow rate gives:

Ξ̇least

ṁp

= (gp − gc)−
1

r
(gf − gc) (2.24)

Evaluation of Eq. (2.24) requires physical properties of the feed, product, and
concentrate streams. While the Gibbs free energy can be evaluated by summing
chemical potentials of each of the species [23–25], seawater property packages based
upon a single salinity parameter are available [43–46]. The package by Sharqawy et
al. [45, 46] is used in this study. Correlations for properties such as specific Gibbs
free energy, osmotic coefficients, and chemical potential of water and salts in seawater
are given as a function of temperature and salinity. The range of validity of the
correlations varies slightly for each property, but in general, they are available for
temperatures between 0–120 ◦C and salinities between 0–120 g/kg. By assuming that
the relative concentration of each of the dissolved species is the same in each stream,
conservation of mass for the salts is written as:

ṁfyf = ṁpyp + ṁcyc (2.25)

For seawater desalination, the Gibbs free energy of each of the streams in Eq. (2.24)
is evaluated using seawater properties, as a function of temperature and salinity,
gj = gj(T, yj) [45]. With the feed and product salinities (yf , yp) given, the concentrate



38 CHAPTER 2. GENERALIZED LEAST ENERGY OF SEPARATION
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Figure 2-4: A control volume for an arbitrary black box chemical separator powered
by work only.

salinity (yc) is evaluated using Eqs. (2.22), (2.23), and (2.25):

yc =
yf − ryp

1− r (2.26)

Finally, as discussed by Mistry et al. [21] and illustrated in the subsequent sections,
the minimum least exergy of separation occurs in the limit of infinitesimal recovery:

Ξ̇min
least = lim

r→0
Ξ̇least (2.27)

While Ξ̇min
least represents the least amount of exergy required to drive a separation

process, it does not necessarily give design guidance as infinitesimal recovery would
result in infinite cost.

In the following sections, three special cases of Eq. (2.19) are considered: least
work of separation, least heat of separation, and least chemical energy of separation.
These special cases occur when only one form of energy is input is used.

2.4 Least work of separation

For chemical separation processes that are powered by work only, the schematic
diagram shown in Fig. 2-3 can be simplified. Examples of work-driven desalination
systems include RO, mechanical vapor compression (MVC), and electrodialysis (ED).
In the case of an arbitrary desalination system, the generalized control volume reduces
to the schematic diagram illustrated in Fig. 2-4. Note that while work is the only
energy input, in order to fulfill the First and Second Laws of Thermodynamics and to
allow all streams to enter and exit the control volume at ambient temperature, heat
transfer must be allowed with the environment (Q̇0).

Simplifying Eq. (2.19) to the arbitrary desalination system shown in Fig. 2-4, with
only work input and heat transfer from the environment, yields the definition of the
least work of separation:

Ẇleast =
∑

out−in

Ṅ ḡ(T0, p0, Ni) = Ξ̇least (2.28)

The least work and least exergy of separation are equivalent and the terms are used
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Figure 2-5: Least work of separation as a function of feed salinity and recovery ratio.
Feed water is at T0 = 25 ◦C.

interchangeably in the remainder of this thesis. Using Eqs. (2.24) and (2.28), the least
work of separation is:

Ẇleast

ṁp

= (gp − gc)−
1

r
(gf − gc) (2.29)

Equation (2.29) is a function of temperature, feed salinity, product salinity, and
recovery ratio and is plotted for various feed salinities and recovery ratios at a constant
temperature of 25 ◦C in Fig. 2-5. The least work of separation is a strong function
of feed salinity and recovery ratio, and a weak function of the product salinity (for
typically low product salinities).

Holding temperature constant at 25 ◦C, the least work of separation is plotted as a
function of feed salinity and recovery ratio in Fig. 2-5. It is seen that regardless of
inlet salinity and product salinity, the least work is minimized as the recovery ratio
approaches zero. This is true in general because, in the limit of zero recovery, the only
stream that experiences an energy change is the product stream. At finite recovery,
work must also be provided to supply the chemical potential energy change of the
concentrate stream due to a change in salinity. Since the least work is defined per unit
mass of product, the least work represents the amount of energy necessary to create
1 kg of pure water plus the amount of energy necessary to change the chemical potential
of the concentrate stream. Therefore, the least work of separation is minimized as the
recovery ratio approaches zero (i.e., infinitesimal extraction).

Ẇmin
least ≡ lim

r→0
Ẇleast (2.30)
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Using seawater properties [45] and assuming an inlet salinity of 35 g/kg, zero salinity
water product, and T = 25 ◦C, the least work of separation at infinitesimal recovery is
2.71 kJ/kg.

2.5 Least heat of separation

Chemical separation processes can be powered using only heat input. Examples of
heat driven desalination systems include MED, MSF, membrane distillation (MD),
and HDH. A schematic diagram of an arbitrary desalination plant powered using a
high temperature heat source is shown in Fig. 2-6. As with the work-driven case,
this control volume allows for atmospheric heat transfer in order to satisfy the First
and Second Laws of Thermodynamics. When heat is the only form of energy input,
Eq. (2.19) reduces to the least heat of separation:

Q̇least =

(
1− T0

TH

)−1 ∑
out−in

Ṅj ḡj(T0, p0, Ni) =

(
1− T0

T

)−1

Ẇleast (2.31)

For the arbitrary desalination system pictured in Fig. 2-6, the least heat of separation
can be expressed on a mass basis as follows:

Q̇least

ṁp

=

(
1− T0

TH

)−1 [
(gp − gc)−

1

r
(gf − gc)

]
(2.32)

Unlike the least work, Q̇least is a function of the temperature at which the heat is
transfered in addition to the ambient temperature, recovery ratio, and feed and
product salinities. As with Carnot efficiency, it is clear that the least heat improves
with increasing top temperature (Fig. 2-7). In Fig. 2-7, the least heat is evaluated
at four different top temperatures: 50 ◦C, 75 ◦C, 100 ◦C, and 5800 K. The first three
represent a range of values typical of common thermal desalination methods. The
high temperature represents an upper bound on the temperature at which energy can
be transferred from the sun. At such high temperatures, the Carnot efficiency begins
to approach one and Q̇least approaches Ẇleast.

Gained output ratio (GOR) is a commonly used performance parameter in the
thermal desalination industry. GOR is the ratio of the enthalpy required to evaporate
the distillate (or equivalently, the energy release in condensation) to the heat input to
the system:

GOR ≡ ṁphfg(T0)

Q̇sep

(2.33)

In essence, GOR is a measure of how many times the latent heat of vaporization
is captured in the condensation of pure water vapor and reused in a subsequent
evaporation process to create additional pure water vapor from a saline source. By the
First Law of Thermodynamics, a thermal desalination system that has no such heat
recovery requires largely the latent heat of vaporization multiplied by the mass of pure
water produced as its energy input: its GOR is approximately one. It is important
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Figure 2-6: A control volume for an arbitrary black box chemical separator when heat
is the only form of energy input.
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Figure 2-7: Least heat of separation as a function of feed salinity and recovery ratio.
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Figure 2-8: Maximum gained output ratio (GOR) for desalination processes with
various temperatures of heat input. Feed water is at T0 = 25 ◦C and yf = 35 g/kg.

to note that Eq. (2.33) is valid as written only for a desalination system driven by
heat; that is, a thermal desalination system. A work-driven desalination system, in
contrast, uses electricity or shaft work to drive the separation process. Normally, this
work is produced by a thermal process, such as a heat engine. Thus, to evaluate the
heat input required for a work-driven desalination system, a First Law efficiency of
the process that produces the work of separation must be known. The highest GOR
possible for a given recovery ratio can be calculated by substituting Eq. (2.32) into
Eq. (2.33):

GORrev ≡
ṁphfg(T0)

Q̇least

(2.34)

Reversible GOR is inversely proportional to the least heat; values are plotted in
Fig. 2-8. Maximum GOR occurs in the limit of infinitesimal recovery since the least
heat is minimized as r → 0. In addition to solar temperature, the limit of GOR as
temperature approaches infinity is included in the figure as well.

If the heat addition does not occur at a uniform temperature, then the summation
in Eq. (2.19) should be replaced with:

Q̇ =

∫ (
1− T0

T

)
δQ̇ (2.35)
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Figure 2-9: A control volume for an arbitrary black box chemical separator when fuel
is the only form of energy input.

2.6 Least chemical energy (fuel) of separation

In some chemical separators, chemical energy is the only form of energy input, as
shown in Fig. 2-9. In this case, Eq. (2.19) reduces to:∑

in−out

Ṅ ξ̄(T, p,Ni)︸ ︷︷ ︸
fuel and exhaust streams

= Ξ̇least =
∑

out−in

Ṅ ḡ(T0, p0, Ni)︸ ︷︷ ︸
process streams

(2.36)

Since exergy includes mechanical, thermal, and chemical components, the chemical
energy component must be isolated in order to calculate the least chemical energy
of separation. Therefore, the fuel is assumed to enter the system at the RDS even
though some fuels are inherently not at the RDS (e.g., CNG and LNG). While it is
possible to calculate the least amount of fuel needed for fuels not at the RDS, the
thermal and mechanical exergy should be accounted for as well. The calculations in
this chapter focus purely on chemical exergy. The LHS of Eq. (2.36) may be expanded
in terms of the chemical potential of each species within each stream. Further, the
LHS of the equation represents the net chemical energy input,

Net chemical energy input = Ξ̇in =
∑

in−out

Ṅ ξ̄(T0, p0, Ni)︸ ︷︷ ︸
fuel and exhaust streams

(2.37)

In order to determine the least amount of fuel required for a chemical separation
process, the above equation must be evaluated in the context of specific situations. In
the following sections, three different cases are considered.

2.6.1 Combustion

Bejan [31] and Moran [47] analyzed the exergy value of fuels in detail. The maximum
amount of energy that can be extracted from a fuel is the amount of work that is
extracted through complete combustion when the reactants and products enter and
leave the system at the TDS with the fuel entering at the RDS (see Bejan [31, Fig. 7.16
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Table 2.1: Chemical exergy of select fuels at T0 = 25 ◦C and p0 = 1 atm.

Fuel (Phase) Mfuel [kg/mol] ξ̄fuel [kJ/mol] ξfuel [MJ/kg]

Hydrogen (g), H2 0.00201588 235.2 116.6736
Carbon (s), C 0.01201070 410.5 34.1779
Methane (g), CH4 0.01604246 830.2 51.7502
Propane (g), C3H8 0.04409562 2149.0 48.7350
Octane (l), C8H18 0.11422852 5408.7 47.3498

and Eq. (7.133)]). As an example, for the following reaction

CαHβ +

(
α +

β

4

)
O2 −→ αCO2 +

β

2
H2Ovapor (2.38)

the maximum amount of energy extractable (i.e., exergy) is equal to the change in
the chemical potential from the reactants at the restricted dead state to the products
at the total dead state:

ξ̄CαHβ
= µCαHβ

+

(
α +

β

4

)
µO2
− αµCO2

− β

2
µH2O,vapor (2.39)

= −∆G◦r(T0, p0) +RT0 ln
x
α+β/4
O2

xαCO2
x
β/2
H2O

(2.40)

where the standard state Gibbs energy of reaction for the fuel is given as

∆G◦r = αµ◦CO2
(T0, p0) +

β

2
µ◦H2O(T0, p0)

−
[
µ◦CαHβ

(T0, p0) +

(
α +

β

4

)
µ◦O2

(T0, p0)

]
(2.41)

Exergy values for select fuels, evaluated using Eq. (2.40), are provided in Table 2.1 [31].

The total exergy provided by a given mass of fuel is therefore:

∆Ξ̇in =
ṁfuel

Mfuel

∆ξ̄CαHβ
(2.42)

Therefore, the least fuel required to separate water is:

ṁfuel,least

ṁp

=
(gp − gc)− 1

r
(gf − gc)

ξ̄fuel

Mfuel (2.43)

The least amount of fuel required for hydrogen gas, carbon, methane gas, propane
gas, and octane liquid is shown in Fig. 2-10. As expected, those fuels with the highest
energy density result in the lowest fuel requirements.
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Figure 2-10: Least amount of fuel needed when using combustion as a function of fuel
type and recovery ratio. Feed water is at T0 = 25 ◦C and yf = 35 g/kg.

2.6.2 Chemical disequilibrium

While combustion of fuel is the most common way to extract chemical energy, other
means are possible. For example, a given solution could be internally at disequilibrium
with respect to all possible internal chemical reactions. As the solution runs down
to equilibrium, energy may be released to the surroundings if the reactions are
exothermic. This energy could be captured and used to power a chemical separation
process. Consider a system that is powered using this energy release as the solution
comes to chemical equilibrium with respect to all possible internal reactions. For this
case, the initial stream at disequilibrium is referred to as the “fuel” and the stream
once it has come to internal chemical equilibrium is referred to as the “exhaust.” No
mass exchange occurs between the fuel and the environment or any of the process
streams. Since this system does not allow for mass transfer with the environment (the
exhaust leaves at the RDS), the exergy of the fuel and exhaust streams reduces to the
Gibbs Free energy:

Ξ̇in =
∑

in−out

Ṅ ḡ(T0, p0, Ni)︸ ︷︷ ︸
fuel and exhaust streams

(2.44)

For a given stream, the flow Gibbs free energy is written as:

Ġ = Ṅ ḡ = Ṅ

n∑
i=1

xiµi =
n∑
i=1

Ṅiµi (2.45)
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where
µi = µ◦i +RT ln ai (2.46)

Therefore, the net chemical energy input to the system is:

Ξ̇in =
∑

in−out

(
n∑
i=1

(Ṅiµi)

)
(2.47)

Finally, if it is assumed that there is a single fuel stream (includes fuel and air) and a
single exhaust stream (reaction products and remaining reactants), then

Ξ̇in =
∑
fuel

Ṅiµi −
∑

exhaust

Ṅiµi (2.48)

Now that the net chemical energy input has been rewritten in a more useful
form, the amount of energy input to the system from several chemical processes are
considered. For a single chemical reaction of the form:

aA + bB −−⇀↽−− cC + dD (2.49)

the Gibbs free energy of reaction, ∆Gr is given by

∆Gr = cµC + dµD − aµA − bµB (2.50)

∆Gr represents the change in Gibbs free energy of the system as a result of a differential
advancement of the chemical reaction. That is,

∆Gr =
dG

dζ
where dζ =

dni
νi

(2.51)

where ζ is the reaction coordinate, ni is the moles of species i, and νi is the stoichio-
metric coefficient of species i. The reaction coordinate is positive for products and
negative for reactants. Substituting Eq. (2.46) into Eq. (2.50),

∆Gr = (cµ◦C + dµ◦D − aµ◦A − bµ◦B) +RT ln
acCa

d
D

aaAa
b
B

= ∆G◦r +RT lnQ (2.52)

where Q is the reaction quotient. These equations may be generalized to account for
more complex reactions than those of the form indicated by Eq. (2.49):

∆Gr =
n∑
i=1

νiµi ∆G◦r =
n∑
i=1

νiµ
◦
i Q =

n∏
i=1

aνii (2.53)

At equilibrium, the change in Gibbs free energy is zero and the reaction quotient,
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Q, is equal to the equilibrium coefficient:

∆G◦r = −RT lnKeq (2.54)

Therefore,

∆Gr = −RT lnKeq +RT lnQ = RT ln
Q

Keq

(2.55)

Equation (2.51) is separated and integrated from zero reaction progress to equilib-
rium (ζ = 0→ ζ∗):

Ξ̇in = − ṁfuel

Mfuel

∫ ζ∗

0

∆Grdζ = − ṁfuel

Mfuel

∫ ζ∗

0

RT ln

∏n
i=1 a

νi
i (ζ)

Keq

dζ (2.56)

Note that the activity of each component, and therefore the reaction quotient and the
Gibbs free energy of reaction, are all functions of the reaction progress making the
previous equation non-trivial to evaluate for complex reactions. While the theory is
the same for multiple-reaction systems, the coupling and nonlinearity of the reactions
greatly complicates the calculation.

By convention, ∆Gr is written per mole of the primary reactant. Therefore, the
above equation is multiplied by the number of moles of fuel to determine the total
energy released in the chemical reaction. Combining Eqs. (2.24), (2.36), and (2.56)
gives the least mass of primary reactant needed to drive a separation process using
the energy released in the equilibration of chemical species:

ṁfuel,least

ṁp

= −(gp − gc)− 1
r

(gf − gc)
RT

∫ ζ∗
0

ln
∏n
i=1 a

νi
i (ζ)

Keq
dζ
Mfuel (2.57)

Equation (2.57) is now evaluated for a simplified case in which the energy of
solvation released when a salt of the form CA is dissolved in water is used as the
driver for the chemical separation process. Equation (2.49) reduces to a simplified
form for dissolution reactions:

CA −−⇀↽−− ν+Cz+ + ν−Az− (2.58)

Activity for each of the dissolved species is written as the product of the molal activity
coefficient and the molality: ai = γimi [23–25]. Activity of the pure salt, CA, is equal
to one by definition. Using the definition for reaction progress given in Eq. (2.51), the
molality of each of the ions is found to be the product of the stoichiometric coefficient
for that ion and the reaction coordinate: νiζ. Therefore, the activities of CA, Cz+ ,
and Az− , expressed in terms of ζ, are:

aCA = 1, aCz+ = γ+ν+ζ, aAz− = γ−ν−ζ (2.59)

Substituting Eq. (2.59) into Eq. (2.50), the Gibbs free energy of this reaction
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reaction is:

∆Gr = RT ln
Q(ζ)

Ksp

= RT ln
(γ

ν+
+ γ

ν−
− )(ν

ν+
+ ν

ν−
− )ζν++ν−

Ksp

(2.60)

Substitution into Eq. (2.56) and assuming ideal solution behavior to simplify the
calculation (γ is a complex function of ζ) gives:

Ξ̇in = − ṁsalt

Msalt

RTζ∗
[
ln

(
ν
ν+
+ ν

ν−
−

Ksp

ζ∗ν++ν−

)
− (ν+ + ν−)

]
(2.61)

The equilibrium condition is found by setting ∆Gr = 0 and solving for Eq. (2.60) for
ζ:

ζ∗ =

[
Ksp

ν
ν+
+ ν

ν−
−

] 1
ν++ν−

(2.62)

Substituting into Ξ̇in gives

Ξ̇in =
ṁsalt

Msalt

RT (ν+ + ν−)

[
Ksp

ν
ν+
+ ν

ν−
−

] 1
ν++ν−

(2.63)

Finally, the least amount of salt dissolution required is:

ṁsalt,least

ṁp

=
(gp − gc)− 1

r
(gf − gc)

RT (ν+ + ν−)

[
Ksp

ν
ν+
+ ν

ν−
−

]1/(ν++ν−)
Msalt (2.64)

Figure 2-11 shows the amount of salt needed to drive a separation process when
CaSO4 and Ag2SO4 are used. From the results of Fig. 2-11, it is clear that using the
energy of solvation for a salt to chemically separate another electrolyte solution is not
a practical process since it would require very large quantities of both salt and water
and would be unrealistically expensive. In the case of Ag2SO4, at the minimum, it
requires approximately 7 kg for every kilogram of water produced while nearly 15 kg of
CaSO4 is required to produce a kilogram of water. This methodology is given not to
suggest that dissolution reactions are a practical way to extract energy, but rather to
illustrate a method for evaluating the energy release in an arbitrary chemical reaction.

2.6.3 Electrochemical reactions

Consider a system that is powered by an oxidation-reduction (REDOX) reaction in a
fuel cell [48, 49]. As with chemical equilibration reactions, the Gibbs free energy of
reaction is:

∆Gr =
∑
i

νiµi = ∆G◦r +RT lnQ (2.65)

The electromotive force (voltage) generated by a REDOX reaction is found by noting
that ∆Gr = −neFE where ne is the number of electrons transferred per mole of
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Figure 2-11: Least amount of salt needed when letting a salt dissociate to equilibrium
as a function of recovery ratio for CaSO4 and AgSO4. Feed water is at T0 = 25 ◦C
and yf = 35 g/kg.

reactant and F is Faraday’s constant. Therefore,

−∆Gr

neF
= −∆G◦r

neF
− RT

neF
lnQ (2.66)

E = E◦ − RT

neF
lnQ (2.67)

Equation (2.67) is known as the Nernst equation. At 25 ◦C, it is equal to:

E = E◦ − 0.059

ne
logQ (2.68)

The power drawn from an electrochemical cell is found by multiplying the current
drawn by the voltage. The current is the charge drawn per time,

I =
charge

time
=
neeNaN

t
=
neFN

t
(2.69)

where ne is the number of electrons per mole of reactant, e is the electron charge,
F = eNa, and N is the number of moles of reactant.

Ξ̇in =
∑

reactants

Ṅiµi −
∑

products

Ṅiµi = −Ṅ
∑
i

νiµi = −Ṅ∆Gr = −N
t
neF

∆Gr

−neF
= IE

(2.70)
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Therefore,

Ξ̇in = IE = ṄneF

(
E◦ − RT

neF
lnQ

)
(2.71)

Note that for an electrochemical reaction, the change in Gibbs free energy of the
reactants minus the products is equal to current times voltage difference (power) which
is exactly equal to the power associated with electrical work.

If the products of the fuel cell reaction are allowed to come to chemical equilibrium
with the environment, then the reaction quotient will be a function of the activities of
the products and reactants at ambient conditions. Under such conditions, Eq. (2.71)
reduces to the exergetic value of fuels as seen in the combustion case and Eq. (2.43)
can be used to evaluate the least mass of fuel required when driving a separation
process using a fuel cell. Therefore, Fig. 2-10 also represents the least amount of fuel
needed to drive a separation process when the fuel is used in a fuel cell. This result is
expected since the exergetic value of a fuel is independent of the manner in which the
chemical energy is extracted.

2.6.4 Limitations

In order to use this methodology as described in the preceding sections, it is essential
that the process streams do not exchange mass with the fuel and exhaust streams. If
mass exchange were allowed between the process streams and the fuel and exhaust
streams, then it would be impossible to clearly define the change in Gibbs free energy of
the process streams and the change in exergy of the fuel/exhaust streams as shown in
Eq. (2.19) since conservation of mass over these summations would not be maintained.
For systems in which there is mass exchange between the process streams and the
fuel/exhaust streams, some care is needed in how each of the streams are classified.
In order to illustrate how to apply this methodology to such systems, a work-driven
system with a chemical energy assist stream is considered in the following section.

2.7 Least work of separation with an assist stream

Some chemical separation processes use an additional process stream in order to assist
the overall separation process and reduce the amount of energy input required. One
such process is RO coupled with an FO-based energy recovery device (ERD), as shown
in Fig. 2-12 [50–52]. In this system, high salinity brine from the RO module is passed
through an FO module in which H2O from a chemical energy assist stream (denoted
a) of a different chemical composition is transfered through the FO membrane from
the assist stream to the concentrated brine. The additional H2O transferred to the
brine stream allows for a higher volumetric flow rate through the pressure exchanger,
thus reducing the amount of feed that must be pressurized through the high pressure
pump prior to entering the RO module and reducing the amount of electrical work
that must be provided to the system [21].

This RO-FO system, and any other type of chemical separation process that relies
on an additional process stream, can be abstracted to a variation of the simple black
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Figure 2-13: A control volume for an arbitrary black box chemical separator powered
by work and a salinity gradient engine.

box separator model that has been used in Section 2.4. In this abstraction, the ERD
is called a salinity gradient engine (SGE) to account for the fact that the net chemical
energy difference between the feed and the assist might be greater than the energy
required for the separation process, resulting in positive work output from the system.
Note that the FO module and pressure exchanger shown in Fig. 2-12 are only capable
of energy recovery, not power production. However, there are SGEs [e.g., pressure
retarded osmosis (PRO) and reverse electrodialysis (RED)] that are capable of net
power production [53]. A control volume drawn around such a system reduces to a
separator with an SGE, four process streams (feed, product, concentrate, and assist),
a work input, and heat transfer with the environment (Fig. 2-13). Even though the
assist stream is used for providing additional energy into the system, the assist stream
cannot be considered a “fuel” stream since part of it is blended into the product
stream. Therefore, it is counted as an additional process stream.

Equation (2.20) is expanded in terms of all four process streams:

Ξ̇least =
∑

out−in

ṁg(T0, p0, Ni) = ṁpgp + ṁcgc − ṁfgf − ṁaga (2.72)
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Because there are two material input streams, two parameters are required to fully
define the mass flow rates of each of the stream. The first parameter is the recovery
ratio, as defined in Eq. (2.22). The second is the ratio of the mass flow rate of the
energy recovery stream to the mass flow rate of the feed stream:

ra ≡
ṁa

ṁf

=
mass flow rate of energy recovery stream

mass flow rate of feed
(2.73)

Conservation of mass for both the solution and the salts is written:

ṁf + ṁa = ṁp + ṁc (2.74)

ṁfyf + ṁaya = ṁpyp + ṁcyc (2.75)

Equation (2.72) can be rewritten in terms of the two mass flow rate ratios by
combining Eqs. (2.22), (2.73), and (2.74). Normalizing by the product flow rate gives:

Ẇleast

ṁp

= (gp − gc)−
1

r
(gf − gc)−

ra
r

(ga − gc) (2.76)

Provided the salinities of the product, feed, and energy recovery stream are known,
the salinity of the concentrate may be evaluated by combining Eqs. (2.22) and (2.73)
to (2.75):

yc =
yf + raya − ryp

1 + ra − r
(2.77)

Note that when ra = 0, Eqs. (2.72), (2.76), and (2.77) reduce to Eqs. (2.21), (2.24),
and (2.26). Equation (2.76) can be equated to Eq. (2.19) to express the generalized
least energy of separation for a black box separator that includes an SGE and an
assist stream. Additionally, all of the conclusions found from the previous sections can
be applied to systems of this nature. For brevity, only work input will be considered
for the example in this section.

Equation (2.76) is a function of the salinity of each of the four streams, the recovery
ratio, the ratio of the mass flow rates of the assist to the feed, temperature, and
pressure. For standard seawater at ambient conditions and pure product water, the
equation is still a function of r, ra, and ya.

First, consider the effect of varying the mass flow rate of the assist stream while
holding the salinity of the assist fixed and equal to that of the feed (i.e., ya = yf =
35 g/kg). Additionally, for the sake of simplicity, it is assumed that the assist stream
has the same ionic composition as the feed water and that seawater properties may
be used [25, 45]. Since the assist has the same salinity (and composition) as the
feed water, the total feed to the system can be considered the sum of ṁf and ṁa

while the product flow rate is fixed. Therefore, as ra increases, the least work of
separation will decrease, as is observed in Fig. 2-14. In the limit as ra →∞, the least
work of separation approaches the minimum least work of separation, regardless of
recovery ratio, since this situation corresponds to the case of infinitesimal recovery
[cf., Eq. (2.27)].
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Figure 2-14: Least work of separation for a black box separator with a salinity gradient
engine as a function of feed salinity, recovery ratio, and ratio of the energy recovery
stream to the feed. Feed water is at T0 = 25 ◦C and yf = 35 g/kg.

The case of varying the salinity of the assist while holding ra fixed results in more
interesting (and useful) observations. To examine the effect of varying assist salinity,
the flow rate of the assist is held fixed and equal to the flow rate of the feed (i.e.,
ṁa = ṁf , or ra = 1). The least work of separation under these conditions with the
salinity of the assist varying from 25 to 45 g/kg is shown in Fig. 2-15. Additionally, the
least work without the SGE (i.e., ra = 0) is also shown in black for reference. Several
important observations can be made from Fig. 2-15. First, at higher recovery ratios,
the least work of separation for the system with an SGE decreases with decreasing
assist salinity. In all cases, the least work is less than the base case without an SGE
since the process is effectively treating a greater amount of feed at a lower recovery
ratio than the base system. Second, for all assist streams that are at a salinity that
is different than the feed salinity (both greater and less than), as recovery ratio
approaches zero, the least work approaches negative infinity. This occurs because
the difference in salinity between the assist and the feed represents a chemical energy
potential that can be used to drive the separation process.

As the recovery ratio approaches zero, however, the chemical energy potential
exceeds the work requirements, and therefore, the system becomes a net work producing
system with negative values of work of separation. The tendency toward infinite work
production is an artifact caused by plotting least work divided by product flow rate
when product flow rate approaches zero. This apparent singularity is not observed
in the base case of no assist (ra = 0 kg/kg) since the rate at which the least work
approaches zero is faster than the rate at which ṁp approaches zero. However, in the
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Figure 2-15: Least work of separation for a black box separator with a salinity gradient
engine as a function of feed salinity, recovery ratio, and salinity of the energy recovery
stream. Feed water is at T0 = 25 ◦C and yf = 35 g/kg.

present case of a system with an assist, the least work is a function of both the amount
of energy required to produce ṁp and the amount of energy that can be produced
as a result of the chemical energy difference between the feed stream and the assist.
While the work required to produce ṁp approaches zero in the limit of infinitesimal
recovery, the chemical energy difference between the feed and assist remains finite and
therefore, the ratio of Ẇleast/ṁp tends toward negative infinity. Finally, for assists
that are at a greater salinity than the feed, there is a recovery ratio at which the least
work requirement is exactly equal to the least work of the system without an SGE
which corresponds to the point at which the least work curves are tangent to the base
case least work. For recovery ratios near this critical point, the use of an SGE does
not lead to significant energy savings.

Introduction of an additional material stream that mixes with the process streams
changes the overall system performance characteristics. As shown in this example,
under certain conditions, it is possible for the least exergy of separation to be negative
when there is an additional energy carrying stream provided to the system. When the
least exergy is negative, the system is work producing and the magnitude of Ẇleast

represents the maximum amount of work that can be produced from the four streams
under reversible operation (e.g., the reversible work produced by an osmotic power
plant). It is not possible for least work to ever be negative if the only process streams
are the feed, product, and concentrate, as was discussed in Sections 2.4 to 2.6.
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2.8 Conclusions

In this chapter, the following conclusions have been reached:

1. The least exergy of separation is equal to the change in Gibbs free energy of
all of the process streams involved in the separation (typically, feed, product,
and concentrate). The exergy inputs can be in the form of work, heat, chemical
energy (fuel), or some combination thereof.

2. The least exergy of separation is strictly a function of the composition of the feed
and product as well as the recovery ratio and environmental temperature and
pressure. If there is an assist stream, it is a function of the assist composition as
well. It is not a function of the specific separation process used.

3. Least work of separation is equivalent to least exergy of separation. Least heat
of separation is a strong function of the source temperature related through
Carnot efficiency. Similarly, least mass of separation is inversely proportional to
the chemical exergy of the fuel.

4. When separation systems have material input streams in addition to the feed
stream, it is possible for the least exergy to be negative. Under such conditions,
the separator becomes a work producing system and magnitude of the least
exergy represents the maximum amount of work that can be produced through
reversible operation. RO with an FO-based energy recovery device is one such
system that relies on an additional material input stream.
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Chapter abstract

Proper evaluation of physical properties of aqueous solutions is essential in the analysis
of desalination systems. While standard seawater property data are readily accessible,
they are generally not accurate for aqueous solutions requiring desalination that
have significantly different composition than seawater. Since experimental data for a
given solution may be unavailable under the conditions of interest, thermodynamic
models are needed for relevant physical properties, particularly, activity and fugacity
coefficients. Effects of composition and nonidealities in electrolyte solutions are
considered through a parametric study of the least work of separation.

First, the effect of nonidealities in a single electrolyte solution (e.g., aqueous NaCl)
is investigated and the conditions under which the ideal solution approximation and
Debye-Hückel models are valid are determined. It is found that the ideal solution
approximation is reasonable within ranges of salinities and recovery ratios typical of
those found in the seawater desalination industry because many of the nonidealities
cancel out, but not because the solution behaves ideally.

Second, conditions under which existing single electrolyte solution models, including
ideal solution approximation, Debye-Hückel theory (Davies equation), and Pitzer’s
ionic interaction model, are valid when analyzing mixed electrolyte solutions are
examined by comparing them to the Pitzer-Kim mixed electrolyte model. It is found
that single electrolyte models often result in greater error than the ideal solution
approximation when studying all but the most dilute mixed electrolyte solutions.
Additionally, an effective molality can be used with the Pitzer model to increase the
accuracy of the single electrolyte model as applied to mixed electrolytes. Finally,
composition is a significant variable in the overall work of separation requirements.

This chapter consists of work that is published in [23–25].

3.1 Introduction

Accurate evaluation of physical properties of various water sources is essential to the
reliable calculation of the energy requirements and performance characteristics of
desalination systems. Despite the fact that seawater has been studied in depth and
physical properties are well documented [43–45, 54], these properties are only appropri-
ate for water sources that have an ionic composition similar to standard seawater [55].
Unfortunately, many natural and produced waters, including river water, ground
water, flowback from hydraulic fracturing, and industrial waste waters, have ionic
compositions that are substantially different from that of seawater [56]. Additionally,
when studying nanofiltration systems, which may have different permeabilities for
different solutes, the concentrate and product streams can have substantially different
compositions from the feed stream. Further, scale formation in desalination systems
is a direct function of the solution composition. Therefore, it is essential to evaluate
physical properties for individual ionic compositions for many desalination-related
calculations.

Accurate evaluation of solution properties requires treatment of the activity and
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fugacity coefficients in order to properly address nonidealities. There are numerous
ways to evaluate the activity coefficients, including Debye-Hückel theory and empirical
data. For simplicity, it is common to use the ideal solution approximation, thus entirely
avoiding the problem of setting the activity coefficients [30, 57–60]. Unfortunately, it
is unclear when this approximation is justifiable.

In this chapter, the validity of the ideal solution approximation is analyzed through
calculation of the least work of separation. Gibbs free energy for a sodium chloride
(NaCl) solution is evaluated using various property models and the least work is
evaluated as a function of feed salinity and recovery ratio. The NaCl solution results are
also compared to the least work calculation evaluated using seawater properties because
the use of aqueous NaCl solutions is common in laboratory studies of desalination
systems [32, 61–64] as well as in industry [65].

Additionally, the validity of the ideal solution approximation as applied to mixed
electrolytes of complex composition is also considered. Gibbs free energy for electrolyte
solutions is evaluated using several common property models including the ideal
solution approximation, Debye-Hückel theory (specifically, Davies equation), Pitzer’s
ion interaction model, and the Pitzer-Kim model for mixed electrolytes. A parametric
study is conducted in which the least work of separation is evaluated as a function of
feed salinity and recovery ratio using each of these models. The Pitzer-Kim model for
mixed electrolytes is used as a reference to which calculations using the other models
are compared. This model is taken as standard because it is based on theory and
experimental data and is able to accurately predict activity coefficients across a broad
range of compositions and concentrations [29, 66].

It is found that for salinities and recovery ratios typically found in desalination
systems, the ideal solution approximation has lower-than-expected error due to fortu-
itous cancellation of terms, rather than near-ideal solution behavior. The parametric
study also shows that use of single electrolyte models for the evaluation of activity
and fugacity coefficients of mixed electrolyte solutions often results in substantially
greater error than the error resulting from use of the ideal solution approximation.
However, the Pitzer ion interaction model can be modified in order to achieve better
agreement with the more complicated Pitzer-Kim model for mixed electrolytes. Finally,
it is shown that the composition of an electrolyte solution is a significant variable in
determining the least work of separation, and therefore, standard seawater properties
are not appropriate to use for arbitrary electrolyte solutions.

3.2 Essential chemical thermodynamics

The Gibbs free energy of a mixture is

G ≡
∑
i

niµi (3.1)



60 CHAPTER 3. NONIDEALITIES IN ELECTROLYTE SOLUTIONS

Table 3.1: Constants and chemical data

Constant Value Units

e 1.602176565× 10−19 C
F 96.4853365× 103 C/mol

MH2O 18.00988× 10−3 kg/mol
Na 6.02214129× 1023 1/mol
R 8.3144621 J/(mol K)
ε0 8.854187817620× 10−12 F/m

where ni and µi are the number of moles and chemical potential of species i, respectively.
Chemical potential is defined as

µi ≡ µ◦i +RT ln ai (3.2)

Proper evaluation of Gibbs free energy requires careful treatment of the activity (ai)
of each species [29, 66–70].

Values of constants used in the following analysis are summarized in Table 3.1.

3.2.1 Solvent

The standard state for the solvent is that of the pure liquid at the same temperature
and pressure. Since the pure solvent coexists with its vapor when at equilibrium, the
activity of the solvent is referenced to the pure vapor at the system temperature and
1 bar. Using a modified form of Raoult’s Law in which all nonidealities are assumed
to occur within the liquid mixture phase [29], the ratio of the partial pressure of the
vapor over the solution and the partial pressure of the vapor over pure solvent is
written in terms of the mole fraction [29, 67, 68]:

µ0 = µ◦0 +RT ln (γf,0x0) (3.3)

Therefore, the activity of the solvent is defined as

a0 = γf,0x0 (3.4)

where γf,0 is the fugacity coefficient of the solvent.

3.2.2 Solutes

The chemical potential of a solute can be written in multiple ways, depending on the
concentration scale used. For molality and mole fraction, the chemical potential is
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written as

µi = µ◦m,i +RT ln am,i (3.5)

= µ◦x,i +RT ln ax,i (3.6)

Regardless of which concentration scale is used, the chemical potential is fixed for a
given state since the free energy in the standard state (µ◦i , discussed later) depends
on the chosen scale [68]. Here, the solute activity is written as

am,i = γm,imi (3.7)

ax,i = γx,ixi (3.8)

Mean concentration and mean activity coefficients are often more convenient and
practical to use when considering electrolyte salts. For a strong electrolyte salt,
Cν+

Aν− , which fully dissociates,

Cν+
Aν− −→ ν+Cz+ + ν−Az− (3.9)

the mean activity of the dissociated salt molecule is derived from the activities of the
individual ions. From Eqs. (3.1) and (3.2):

RT ln aCν+Aν−
= ν+RT ln a+ + ν−RT ln a− (3.10)

aCν+Aν−
= a

ν+
+ a

ν−
− (3.11)

Using Eq. (3.7), the mean ionic activity of the ion pair is written as:

aCν+Aν−
= (γm,+m+)ν+ (γm,−m−)ν− = γνm,±m

ν
± (3.12)

where the stoichiometric coefficient (ν), the mean molal activity coefficient (γm,±),
and the mean molal concentration (m±) are defined as:

ν ≡ ν+ + ν− (3.13)

γνm,± ≡ γ
ν+
m,+γ

ν−
m,− (3.14)

mν
± ≡ m

ν+
+ m

ν−
− (3.15)

The mean rational activity coefficient (γx,±) and the mean mole fraction (x±) are
similarly defined. For neutral electrolytes in which ν+ = ν− = 1, the mean molality
of the salt is equal to the molality of the individual ions. That is, mCν+Aν−

= m± =
m+ = m−.

The standard state of a solute is now defined as a hypothetical solution at a mean
concentration of unity referenced to infinite dilution such that the mean activity
coefficient is unity when mean concentration is zero, regardless of temperature and
pressure [29, 67, 68]. Therefore, µi = µ◦i at standard state and µ◦m,i 6= µ◦x,i [cf.,
Eqs. (3.5) and (3.6)]. Activity coefficients corresponding to different concentration
scales are not equal, even when evaluated at equivalent concentrations on the respective
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scales. An equation to convert from molal to rational activity coefficient is derived by
equating Eqs. (3.5) and (3.6) [29, 68]:

γx,± = γm,±

(
1 +M0

∑
s

νsms

)
(3.16)

The summation in Eq. (3.16) is over all electrolyte salts (not solute species), ms is the
molality of each salt, and νs is the number of moles of ions formed per mole of salt.

For notational simplicity, the ± subscript is dropped going forward. Instead, it
is understood that γx,s and γm,s are the rational and molal activity coefficients of
salt species s while γx,i and γm,i are the corresponding activity coefficients of solute
species i (e.g., γx,NaCl is the rational activity coefficient of NaCl and is equal to
γ2
x,NaCl = γ1

x,Na+
γ1
x,Cl−

).

3.3 Evaluation of activity coefficients

Fluid properties are evaluated in one of two ways in this study. Gibbs free energy
of mixed electrolyte solutions is evaluated using Eqs. (3.1) and (3.2), which requires
evaluation of the activity and fugacity coefficients. Standard seawater properties are
evaluated using a freely-available software package that is based on correlations of
experimental data [45, 71].

Activity coefficients for various solution species can be evaluated in many ways.
In order of increasing complexity, the following methods are considered: ideal solution
approximation, Debye-Hückel theory and the Davies equation, the Pitzer ion interaction
model, and the Pitzer-Kim model for mixed electrolytes. While there are additional
mixed electrolyte models including those by Guggenheim, Bromley, Meissner, and
Chen [66], only the four models listed above are considered here since they represent
the most commonly used methods for evaluating the activity coefficients and also span
from very simple to complex and accurate [29, 66–68]. These models are based on a
combination of statistical mechanical theory as well as curve fitting of empirical data.

Note that while it is common to evaluate single ion activity coefficients and mean
molal activity constants for specific salts, single ion activity coefficients are only a
useful analytical construct and not physically measurable [66, 69]. It can be shown
that the use of single ion activity coefficients, at least in the instance of a single salt,
gives algebraically equivalent results to the use of the mean molal activity constant.

3.3.1 Ideal solution

The ideal solution approximation is the simplest method for evaluating activity and
fugacity coefficients. An ideal solution is defined as a solution in which the solutes do
not interact with each other. Practically speaking, this means the solution is dilute
and that solute long range (e.g., electrostatic) forces are negligibly weak. An ideal
solution has rational activity coefficients (for solutes) and fugacity coefficients (for
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solvent) equal to one [29, 67, 68]:

γideal
x,s = 1 γideal

f,0 = 1 for all species (3.17)

Therefore, the activity (based on mole fraction) is equal to the mole fraction. Even
though the rational activity coefficient is equal to one for an ideal system, the molal
activity coefficient is not equal to one as evident from Eq. (3.16). Technically, the
rational activity coefficient of each solute (γx,i) should be equal to one in the ideal
limit; however, Eq. (3.14) shows that this is equivalent to setting the activity coefficient
of the salt equal to one.

Due to its simplicity, the ideal solution approximation is widely used to analyze
solutions. Unfortunately, it is easy to inadvertently use the model beyond its range of
applicability and doing so can result in substantial error for even simple calculations [23,
24]. Additionally, it is incorrect to equate the molal activity coefficient, rather than
the rational activity coefficient, to one.

3.3.2 Debye-Hückel theory and the Davies equation

Debye-Hückel theory for electrolytes gives the extended Debye-Hückel equation for
activity coefficients [29, 66–68, 72–75]:

log γx,± = −A|z+z−|
√
Im

1 +Ba
√
Im

Im < 0.1 (3.18)

where molal ionic strength (Im) is defined in terms of molality and charge of each of
the solute species.

Im =
1

2

∑
i

miz
2
i (3.19)

where mi is the molality (moles of solute per kilogram of solvent) of each solute, i.
The summation is over all solute species. The constant, A, is defined as [29, 75]:

Aφ =
F 3

24πNa

[
2000ρ0

(ε0εrRT )3

]1/2

A = 3Aφ log e = 1.8248×106

[
ρ0

(εrT )3

]1/2 [
kg1/2

mol1/2

]
At 25 ◦C, the static dielectric constant (or relative permittivity) of H2O is εr = 78.54

and the density of water is ρH2O = 0.997 05 kg/L. Therefore, Aφ = 0.3903 kg
1
2 /mol

1
2

and A = 0.5085 kg
1
2 /mol

1
2 . B and a are additional parameters that are not used in

this study.

In the limit of very low ionic strength, Eq. (3.18) reduces to the Debye-Hückel
Limiting Law (DHLL):

log γx,± = −A|z+z−|
√
Im Im < 10−2.3 (3.20)

Güntelberg proposed a simplification of Eq. (3.18) since for most common solutes,
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Ba ≈ 1.

log γx,± = −A|z+z−|
√
Im

1 +
√
Im

Im < 0.1 (3.21)

Davies proposed a modification of Eq. (3.18) which extends the range of ionic
strength in which the equation can be used and gives accurate results for low ionic
strength electrolyte solutions.

log γx,± = −A|z+z−|
( √

Im

1 +
√
Im
− bIm

)
Im < 0.5 (3.22)

The constant b ranges from 0.2–0.3 depending on the solute. A value of b = 0.2 is
used herein.

3.3.3 Pitzer ion interaction model for single electrolytes

The Pitzer ion interaction model for single electrolytes (referred to as the Pitzer
equation or model) is developed based on the osmotic virial expansion from McMillan-
Mayer theory [29]. The expansion is truncated and empirical fitting is used to specify
the salt-specific coefficients in order to produce an acceptable model. The activity
coefficient and osmotic coefficient for a single salt are evaluated using Eqs. (3.23)
and (3.24), respectively [29, 66, 69, 76–80]:

ln γm,CA = |zCzA|fγ +m
2νCνA

ν
Bγ

CA +m2 2(νCνA)3/2

ν
Cγ

CA (3.23)

φ− 1 = |zCzA|fφ +m
2νCνA

ν
Bφ

CA +m2 2(νCνA)3/2

ν
Cφ

CA (3.24)

where

fφ = −Aφ
√
Im

1 + b
√
Im

fγ = −Aφ
[ √

Im

1 + b
√
Im

+
2

b
ln
(

1 + b
√
Im

)]
Bφ

CA = β0 +
2∑

k=1

βk exp
(
−αk

√
Im

)
Bγ

CA = 2β0 +
2∑

k=1

2βk
α2
kIm

[
1− exp

(
−αk

√
Im

)(
1 + αk

√
Im − 0.5α2

kIm

)]
Cγ

CA =
3

2
Cφ

CA

and b = 1.2. Tabulated data for βi, αi, and Cφ
CA for numerous salt species is available in

the literature [29, 77, 78]. The constants α2 and β2 are only defined for 2:2 electrolytes.
For non-2:2 electrolytes, β2 = 0 is set to zero, reducing the second term of the sums in
Bφ

CA and Bγ
CA to zero.
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Equation (3.23) gives the molal activity coefficient. The rational activity coefficient
is obtained using Eq. (3.16). The molal activity of water is written in terms of the
molal osmotic coefficient [29, 68, 81]:

ln aH2O = −νmMH2Oφ (3.25)

The fugacity coefficient of the water is evaluated using Eqs. (3.3) and (3.25):

ln γf,H2O = −νmMH2Oφ− lnxH2O (3.26)

3.3.4 Pitzer-Kim model for mixed electrolytes

As with the single electrolyte model, the Pitzer-Kim model for mixed electrolytes
(referred to as Pitzer-Kim equation or model) is based on the osmotic virial expansion
from McMillian-Mayer theory. Using a similar method of combining the virial coeffi-
cients, the mean activity coefficients for electrolyte Cν+

Aν− in a mixed solution can be
calculated. This model considers binary and ternary interactions between all possible
salt pairs in the solution. Higher order interactions are neglected [29, 66, 69, 76–80]:

ln γCA = |zCzA|fγ +
2νC

ν

∑
a

ma

[
BCa +

(∑
mz
)
CCa +

νA

νC

θAa

]
+

2νA

ν

∑
c

mc

[
BcA +

(∑
mz
)
CcA +

νC

νA

θCc

]
+
∑
c

∑
a

mcma

[
|zCzA|B′ca +

1

ν
(2νCzCCca + νCψCca + νAψcaA)

]
+

1

2

∑
c

∑
c′

mcmc′

[νA

ν
ψcc′A + |zCzA|θ′cc′

]
+

1

2

∑
a

∑
a′

mama′

[νC

ν
ψCaa′ + |zCzA|θ′aa′

]
(3.27)

In the last two terms, the summations over c′ and a′ are summations over all cations
(or anions) other than the cation (or anion) from the outer sum.

φ− 1 =

(∑
i

mi

)−1{
2Imf

φ + 2
∑
c

∑
a

mcma

[
Bφ
ca +

∑
mz√
zcza

Cφ
ca

]

+
∑
c

∑
c′

mcmc′

[
θcc′ + Imθ

′
cc′ +

∑
a

maψcc′a

]

+
∑
a

∑
a′

mama′

[
θaa′ + Imθ

′
aa′ +

∑
c

mcψcaa′

]}
(3.28)

Here, fγ, fφ are defined as above for the Pitzer Ion Interaction Model. The
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functions B, B′, and C are defined as:

Bij = Bγ
ij −Bφ

ij = β0 +
2∑

k=1

2βk
α2
kIm

[
1− exp

(
−αk

√
Im

)(
1 + αk

√
Im

)]
(3.29)

B′ij =
2∑

k=1

2βk
α2
kIm

[
−1 + exp

(
−αk

√
Im

)(
1 + αk

√
Im + 0.5α2

kI
)]

(3.30)

Cij =
Cφ
ij

2
√
zCzA

(3.31)

The θ and ψ terms in Eqs. (3.27) and (3.28) represent the binary and ternary inter-
actions respectively and are tabulated [79]. The constants Cφ

ij are tabulated [77, 78].
In accordance with Pitzer’s recommendation, the ionic strength dependence of θ is
neglected in the present work (i.e., θ′ = 0) [79].

Equation (3.27) gives the molal activity coefficient of electrolyte Cν+
Aν− . The

rational activity coefficient is obtained using Eq. (3.16) and the fugacity coefficient of
the water is evaluated using a modified version of Eq. (3.26):

ln γf,H2O = −
(∑

s

νsms

)
MH2Oφ− lnxH2O (3.32)

3.3.5 Pitzer model with effective molality for mixed elec-
trolytes

The Pitzer model for single electrolytes is a function of both salt molality and solution
ionic strength [cf., Eqs. (3.23) and (3.24)]. For a single electrolyte solution, the molality
and molal ionic strength are related by Eq. (3.19):

Im =
1

2

(
ν+mz

2
+ + ν−mz

2
−
)

(3.33)

In mixed electrolyte solutions, there is not a direct relationship between the molality
of a single electrolyte and the overall solution ionic strength since the solution ionic
strength is a function of the molalities of all electrolytes present. Therefore, the ionic
strength can be significantly greater than what the single electrolyte molality would
predict. In order to account for this effect, an effective molality is obtained by solving
Eq. (3.33) for m:

meffective =
2Im

ν+z2
+ + ν−z2

−
(3.34)

This effective molality can be used with Eq. (3.23) in order to more accurately evaluate
the activity coefficient of a single salt in a mixed electrolyte solution. Note that an
effective molality must be evaluated for each electrolyte in solution and that values
of ν+, ν−, z+, and z− depend on the specific cations and anions formed from the
electrolyte being considered.
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Figure 3-1: Rational activity coefficient for aqueous NaCl evaluated using ideal solution
approximation, Davies equation, Pitzer’s ion interaction model, and experimental
data. Dots are data from [68].

In order to calculate the osmotic coefficient for a mixed electrolyte solution using
Eq. (3.24), an effective osmotic coefficient should first be evaluated using Eq. (3.34)
for each salt. The osmotic coefficient is the effective molality-weighted average of these
effective osmotic coefficients:

φ =

∑
imeffective,iφeffective,i∑

imeffective,i

(3.35)

Pitzer’s equations with an effective molality (referred to as effective Pitzer model) is
substantially easier to implement than the Pitzer-Kim model and is a good approxi-
mation for the activity and fugacity coefficients as discussed in Section 3.7.

Plots of the rational activity coefficient for NaCl, MgCl2, and Na2SO4 are shown
in Figs. 3-1 to 3-3 respectively. It is observed that both the Pitzer-Kim model and
the effective Pitzer model reduce to the Pitzer model when they are evaluated for a
single electrolyte solution in all cases. Additionally, it is observed that for molalities
less than approximately 0.5, Davies equation closely approximates available data, but
then quickly diverges at higher concentrations.

3.3.6 Experimental data

The most accurate method for evaluating activity coefficients is to use experimental
data. Robinson and Stokes [68] and Pitzer et al. [82] have tabulated data for the molal
activity coefficient of NaCl in H2O as a function of molality. The data was curve fitted
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Figure 3-2: Rational activity coefficient for aqueous MgCl2 evaluated using ideal solu-
tion approximation, Davies equation, Pitzer’s ion interaction model, and experimental
data. Dots are data from [68].
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Figure 3-3: Rational activity coefficient for aqueous Na2SO4 evaluated using ideal solu-
tion approximation, Davies equation, Pitzer’s ion interaction model, and experimental
data. Dots are data from [68].
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Figure 3-4: Rational activity coefficient for NaCl in H2O evaluated using Debye-Hückel
theory for electrolyte solutions and using experimental data. Dots are data from [68].

in MATLAB [83] using a modified form of the Debye-Hückel equations:

γm,± = 10
−a
( √

m
1+c
√
m
−bm

)
+ dm+ em2 + fm3 (3.36)

where a = 0.5131, b = 0.17, c = 1.408, d = −0.09262, e = 0.002, and f = −0.001259.
This curve fit has a 1−R2 value of 9× 10−6. The rational activity coefficient is then
evaluated by substituting Eq. (3.36) into Eq. (3.16).

The mean rational activity coefficient of NaCl in H2O, evaluated using Eqs. (3.20)
to (3.22) is plotted as a function of molality in Fig. 3-4 as solid lines. Additionally,
the original data and Eq. (3.36) are converted to rational activity coefficient using
Eq. (3.16) and plotted as dots and a solid line, respectively.

The molal activity of water can be written in terms of the molal osmotic coefficient
using Eq. (3.25). The osmotic coefficient, φ, is curve fit to data provided by Robinson
and Stokes [68] and Pitzer et al. [82] using the same functional form as Eq. (3.36):

φ = 10
−a
( √

m
1+c
√
m
−bm

)
+ dm+ em2 + fm3 (3.37)

where a = 0.1924, b = 0.3506, c = 2.798, d = −0.1019, e = −0.001201, and
f = −0.001324. This curve fit has a 1−R2 value of 5× 10−6.

Using the curve fit, the fugacity coefficient of the water is evaluated using Eq. (3.26).

Osmotic coefficient, fugacity coefficient, mole fraction, and activity of H2O is
plotted versus molality in Fig. 3-5.
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Figure 3-5: H2O data for NaCl solution. Dots are data [68]. Solid lines are curve fits.

3.3.7 Empirical correlations

There have been multiple attempts to create seawater property packages [43–45]. The
work by Sharqawy et al. [45, 71] is used in this study. Correlations for properties such
as specific Gibbs free energy, osmotic coefficients, and chemical potential of water and
salts in seawater are given as a function of temperature and salinity. The range of
validity of the correlations varies slightly for each property, but in general, they are
applicable for temperatures between 0–120 ◦C and salinities between 0–120 g/kg. Note
that this property package provides properties per kilogram of solution (seawater).

3.4 Least work of separation

The least work of separation (Ẇleast) is a commonly used metric in desalination
which defines the minimum amount of work required to separate a chemical stream
into two streams of differing composition in the thermodynamic limit of reversible
operation [16, 21, 22, 27–29]. It is a benchmark to which desalination systems are
compared, much as Carnot efficiency is an ideal benchmark for power plants. Typically,
the least work of separation is evaluated per unit of product produced. In this study,
all results are provided for ṁp = 1 kg/s and the least work is written as Ẇleast/ṁp

[kJ/kg]. Derivation of the least work of separation for a control volume containing
an ideal black-box separator is summarized and then considered on both a mass and
mole basis.
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Figure 3-6: A control volume representation of a desalination system is used to derive
the least work of separation.

3.4.1 Summary of derivation

Consider a simple black-box separator model for a desalination system as shown in
Fig. 2-4. The rate of work applied to the system to drive separation is denoted by Ẇsep

and the rate of heat transfer into the system is denoted by Q̇. The feed, product, and
concentrate streams are denoted by f , p, and c respectively. All the inlet and outlet
streams enter and leave the control volume at environmental temperature, T0, and
pressure, p0, but at different salinities, S. Heat transfer occurs at the environmental
temperature. A complete discussion regarding this selection of control volume is
provided in Chapter 2 [21, 22].

Combining the First and Second Laws of Thermodynamics yields the rate of work
of separation:

Ẇsep = Ġp + Ġc − Ġf + T0Ṡgen (3.38)

where Ġi is the flow rate of Gibbs free energy of stream i and Ṡgen is the total entropy
generation resulting from the separation process. In the limit of reversible operation,
entropy generation is zero and Eq. (3.38) reduces to the reversible rate of work of
separation, also known as the least work of separation:

Ẇleast ≡ Ẇ rev
sep = Ġp + Ġc − Ġf (3.39)

In most real-world desalination systems, the major sources of entropy generation
are viscous losses for membrane systems and heat transfer across finite temperature
differences for thermal systems [21]. As a result, entropy generation is not strongly
related to compositional effects in many systems. Therefore, the least work is a
relevant parameter for examining the impact of nonideality on system performance.

3.4.2 Mass basis

For property packages that evaluate properties per unit mass of solution (e.g., [45]),
Eq. (3.39) is best written on a mass flow rate basis:

Ẇleast = ṁpgp + ṁcgc − ṁfgf (3.40)

where gj is the specific Gibbs free energy per kilogram of solution.

The recovery ratio is defined as the ratio of the mass flow rate of product water to
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the mass flow rate of feed seawater [see Eq. (2.22)]:

r ≡ ṁp

ṁf

=
mass flow rate of product

mass flow rate of feed
(3.41)

Enforcing conservation of mass for the mixture and the salts gives Eq. (2.29):

Ẇleast

ṁp

= (gp − gc)−
1

r
(gf − gc) (3.42)

The Gibbs free energy of each of the streams in Eq. (3.42) is evaluated using
seawater properties, as a function of temperature and salinity, gj = gj(T, yj) [45].
Provided the feed and product salinities (yf , yp) are known, the concentrate salinity
(yc) is evaluated using conservation of mass as shown in Eq. (2.26):

yc =
yf − ryp

1− r (3.43)

Equation (3.42) is a function of temperature, feed salinity, product salinity, and
recovery ratio.

3.4.3 Mole basis

It is more convenient to write Eq. (3.39) on a mole basis when physical properties are
evaluated using Eq. (3.1). For aqueous NaCl, Eq. (3.39) becomes:

Ẇleast =
[
ṄH2OµH2O + ṄNaClµNaCl

]
p

+
[
ṄH2OµH2O + ṄNaClµNaCl

]
c

−
[
ṄH2OµH2O + ṄNaClµNaCl

]
f

(3.44)

Conservation of mass for H2O and NaCl is written as:

ṄH2O,f = ṄH2O,p + ṄH2O,c (3.45)

ṄNaCl,f = ṄNaCl,p + ṄNaCl,c (3.46)

Substituting Eqs. (3.2), (3.45), and (3.46) into Eq. (3.44) gives:

Ẇleast =
[
ṄH2ORT ln aH2O + ṄNaClRT ln aNaCl

]
p

+
[
ṄH2ORT ln aH2O + ṄNaClRT ln aNaCl

]
c

−
[
ṄH2ORT ln aH2O + ṄNaClRT ln aNaCl

]
f

(3.47)
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Note that the standard state terms (µ◦i ) cancel out through conservation of H2O and
NaCl [Eqs. (3.45) and (3.46)].

The molar recovery ratio (r̄) is defined as:

r̄ ≡ ṄH2O,p

ṄH2O,f

=
mole flow rate of water in product

mole flow rate of water in feed
(3.48)

Using Eqs. (3.45), (3.46), and (3.48), noting that

ṄNaCl,j

ṄH2O,j

= mNaCl,jMH2O

and normalizing the least work by ṄH2O,pRT , Eq. (3.47) becomes:

Ẇleast

ṄH2O,pRT
=

(
ln
aH2O,p

aH2O,c

+mNaCl,pMH2O ln
aNaCl,p

aNaCl,c

)
−1

r̄

(
ln
aH2O,f

aH2O,c

+mNaCl,fMH2O ln
aNaCl,f

aNaCl,c

)
(3.49)

Like Eq. (3.42), Eq. (3.49) is a function of temperature, feed molality, product molality,
and molar recovery ratio.

Equation (3.49) can be generalized to mixed electrolyte solutions:

Ẇleast

ṄH2O,pRT
=

(
ln
aH2O,p

aH2O,c

+
∑
s

ms,pMH2O ln
as,p
as,c

)

−1

r̄

(
ln
aH2O,f

aH2O,c

+
∑
s

ms,fMH2O ln
as,f
as,c

)
(3.50)

where s represents all salt species that form the electrolyte mixture recipe and the
activities of the solvent and solutes are defined by Eqs. (3.4) and (3.8) respectively.
As with Eq. (3.42), Eq. (3.50) is a function of temperature, feed molality, product
molality, and molar recovery ratio.

Since activity is written as the product of mole fraction and activity coefficient,
Eq. (3.50) can be easily separated into two parts: an ideal term that is a function of
mole fraction of each of the species in each of the streams, and a nonideal part that is
a function of the activity coefficients of all species in each stream:

Ẇleast = Ẇ ideal
least (xi) + Ẇ nonideal

least (γi) (3.51)
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where

Ẇ ideal
least

ṄH2O,pRT
=

(
ln
xH2O,p

xH2O,c

+
∑
s

νs,pms,pMH2O ln
xs,p
xs,c

)

−1

r̄

(
ln
aH2O,f

aH2O,c

+
∑
s

νs,fms,fMH2O ln
as,f
as,c

)
(3.52)

Ẇ nonideal
least

ṄH2O,pRT
=

(
ln
γH2O,p

γH2O,c

+
∑
s

νs,pms,pMH2O ln
γs,p
γs,c

)

−1

r̄

(
ln
γH2O,f

γH2O,c

+
∑
s

νs,fms,fMH2O ln
γs,f
γs,c

)
(3.53)

The choice of electrolyte system model only affects the nonideal portion of the least
work of separation, Eq. (3.53).

Equations (3.49), (3.50), (3.52), and (3.53) can all be written per unit mass flow
rate of product through the use of Eq. (B.10).

3.5 Feed water composition

A wide variety of water sources, including brackish water (e.g., ground, river, and lake
water), seawater, wastewater, and produced water (such as from hydraulic fracturing)
can be treated by desalination systems. Brackish water and seawater are the most
common feed sources. While these water classifications are only loosely defined,
water with a salinity between 1–10 g/kg is typically considered brackish, seawater
typically has salinities of 30–55 g/kg, and water with a salinity less than 0.5 g/kg
is typically considered fresh [7, 84]. Even though these natural waters have fairly
complex compositions as shown in Table 3.2, sodium and chloride are the typically
the dominant species [56]. ASTM International provides guidelines for how to make
substitute ocean water for experimental purposes and the primary components are
listed in Table 3.3.

The recovery ratio with which a desalination plant can operate is strongly dependent
upon the feed water salinity. Scaling, membrane durability, and energy costs all serve
to limit the maximum salinity allowable in the system [7, 12]. Brackish water plants
can operate at higher recovery ratios than can seawater plants due to the lower feed
salinity [7, 84].

3.6 Aqueous sodium chloride

In order to explore the role of nonideality, a parametric study is performed in which
Eqs. (3.49), (3.52), and (3.53) are evaluated while varying feed molality (mNaCl,f ) and
molal recovery ratio (r̄) at 25 ◦C and assuming pure product water (mNaCl,p = 0).
All results, however, are given in kJ/kg product as a function of feed salinity (yf)
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Table 3.2: Representative compositions of brackish ground water and seawater [56].
Unreported data marked with –.

Constituent Concentration [mg/kg]

Brackish Normal Arabian Gulf
Name Symbol Water Seawater At Kuwait

Bicarbonate HCO–
3 385 140 142

Boric Acid H3BO3 – 26 –
Bromide Br– – 65 80
Calcium Ca2+ 258 400 500
Chloride Cl– 870 18,980 23,000
Fluoride F– – 1 –
Iodide I– – <1 –
Iron Fe2+ <1 – –
Magnesium Mg2+ 90 1,262 1,765
Manganese Mn2+ 1 – –
Nitrate NO–

3 1 – –
Phosphate PO3–

4 <1 – –
Potassium K+ 9 380 460
Silica SiO2 25 – –
Silicate SiO2–

3 – 1 1.5
Sodium Na+ 739 10,556 15,850
Strontium Sr2+ 3 13 –
Sulfate SO2–

4 1,011 2,649 3,200

Total Dissolved Solids 3,394 34,483 45,000

Table 3.3: Primary chemical composition of substitute ocean water [55].

Compound Concentration [g/L]

NaCl 24.53
MgCl2 5.20
Na2SO4 4.09
CaCl2 1.16
KCl 0.695
NaHCO3 0.201
KBr 0.101
H3BO3 0.027
SrCl2 0.025
NaF 0.003
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and recovery ratio (r) since these units are more typical for the desalination industry.
Relevant unit conversions are provided in the Appendix B [Eqs. (B.1), (B.8), and
(B.10)]. In order to avoid extrapolating beyond the available data ranges, calculations
are only considered in which all streams are 6 molal or less (yj < 260 g/kg).

For aqueous NaCl, Eqs. (3.52) and (3.55) reduce to

Ẇ ideal
least

ṄH2O,pRT
=

(
ln
xH2O,p

xH2O,c

+ νNaClmNaCl,pMH2O ln
xNaCl,p

xNaCl,c

)
−1

r̄

(
ln
xH2O,f

xH2O,c

+ νNaClmNaCl,fMH2O ln
xNaCl,f

xNaCl,c

)
(3.54)

Ẇ nonideal
least

ṄH2O,pRT
=

(
ln
γf,H2O,p

γf,H2O,c

+ νNaClmNaCl,pMH2O ln
γx,NaCl,p

γx,NaCl,c

)
−1

r̄

(
ln
γH2O,f

γH2O,c

+ νNaClmNaCl,fMH2O ln
γx,NaCl,f

γx,NaCl,c

)
(3.55)

As part of the parametric study, the least work of separation is evaluated for two
different systems: System A has brackish feed with a salinity of 5 g/kg and a recovery
ratio of 75%; System B has seawater feed at 35 g/kg and a recovery ratio of 50%. Both
the brackish water and seawater systems are evaluated using various NaCl solutions
models and the seawater package.

3.6.1 Least work for an NaCl solution

The least work of separation for an NaCl solution, evaluated using Eq. (3.49), is
a strong function of feed salinity, regardless of recovery ratio. As the feed salinity
increases, it becomes a strong function of recovery ratio as well (Fig. 3-7). For the
brackish plant, System A, the least work of separation is 0.73 kJ/kg product at a
recovery ratio of 75%. For the seawater plant, System B, the least work of separation
is 4.04 kJ/kg product at a recovery ratio of 50%. Values of least work of separation
for both Systems A and B evaluated using various activity coefficient models are
summarized in Table 3.4.

The ideal part of the least work of separation is shown in Fig. 3-8. By comparing
Figs. 3-7 and 3-8, it is clear that the ideal part of the least work is the dominant
part. The ideal part is a slightly weaker function of recovery ratio. The ideal part of
the least work of separation is 0.79 kJ/kg for System A and 4.27 kJ/kg for System B.
These values are 7.7% and 5.5% greater than the actual values.

Unlike the ideal part, the nonidealities are only significant in the least work
calculation when the feed salinity and recovery ratio are large (Fig. 3-9). The results
of Eq. (3.55), as shown in Fig. 3-9, appear to imply that the NaCl solution behaves
approximately ideally for most feed salinities and recovery ratios that are found within
the desalination industry and that the nonidealities may reasonably be neglected.
However, while it is true that for this particular calculation, the net effect of nonideality
is small, it is not because the system is behaving ideally, but rather, because the
nonidealities tend to cancel one another, as is shown below.
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Figure 3-7: Least work of separation for an NaCl solution [Eq. (3.49)] in which activity
and fugacity coefficients are evaluated using data from [68].
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Figure 3-8: Ideal part of the least work of separation for an NaCl solution [EQ. (3.54)].
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Figure 3-9: The nonideal part of the least work of separation for an NaCl solution
[EQ. (3.55)] only becomes significant at high feed salinities and high recovery ratios.
Activity and fugacity coefficients are evaluated using data from [68].

3.6.2 Error associated with ideal behavior approximation

The effect of the nonidealities can be visualized by considering the relative error
between an ideal NaCl solution (least work values shown in Fig. 3-8) and an actual
NaCl solution (least work values shown in Fig. 3-7). Relative error, defined as

Relative Error [%] =

(
Ẇ ideal

least

Ẇleast(actual)
− 1

)
× 100 (3.56)

between the ideal and actual cases is shown in Fig. 3-10a. As the feed salinity increases
at fixed recovery ratio, the magnitude of the relative error first decreases and then
begins to increase once a critical feed salinity is reached. This behavior is not intuitive
and in order to properly understand the behavior of the nonidealities in the given
system, the nonideality associated with the dissolved species and those associated
with the solvent are isolated and considered independently.

First, the nonidealities associated with NaCl are considered by looking at the least
work evaluated while approximating NaCl as ideal and treating H2O as nonideal. The
relative error under these approximations is shown in Fig. 3-10b. Even when it is
assumed that NaCl is ideal, it is clear that there are certain conditions when this
assumption has no effect on the overall calculation—these conditions are illustrated
by the zero relative error contour line in Fig. 3-10b.

Since the nonidealities for saline solutions are non-zero, the only way for the



80 CHAPTER 3. NONIDEALITIES IN ELECTROLYTE SOLUTIONS

Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g]

6
8

6

4
2
0
-2 -4
-6 -8 -10

-12

0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
90

100
110
120

(a) Ideal solution approximation

Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g]

5

5

0

-5
-10
-15
-20 -25

-30 -35
-40

0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
90

100
110
120

(b) Ideal for salt, data for water

0

5
10

15
20 25

Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g]

0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
90

100
110
120

(c) Data for salt, ideal water

-120

-100

-80
-60
-40
-20

Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g]

0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
90

100
110
120

(d) DHLL for salt, data for water

-50-45-40-35
-30

-25
-20
-15
-10
-5

Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g]

0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
90

100
110
120

(e) Güntelberg for salt, data for water
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(f) Davies for salt, data for water

Figure 3-10: Percent relative error in least work of separation, as a function of feed
salinity and recovery ratio, resulting from various activity coefficient modeling methods
for aqueous NaCl.
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nonidealities to be zero is if they cancel out. Since it is assumed that the product
stream is pure H2O, the nonidealities due to salt appear as the final term of Eq. (3.55):

νNaClmNaCl,fMH2O

r̄
ln
γx,NaCl,c

γx,NaCl,f

When the activity coefficient of salt in the concentrate stream equals the activity
coefficient of salt in the feed stream, the ln term equals zero and the salt nonidealities
exactly cancel out. Figure 3-4 shows that except when γ > 1, there are two molalities
that will give the same value of the activity coefficient. As long as the feed and
brine concentrations are such that the resulting activity coefficients are equal, the
nonidealities cancel and the relative error goes to zero as seen in Fig. 3-10b. Any
deviation in molality from either stream from this condition will result in error. The
least work of separation, when only salt is approximated as ideal, is 0.80 kJ/kg for
System A and 4.06 kJ/kg for System B (8.4% and 0.36% error, respectively).

Nonidealities associated with H2O are considered by looking at the least work
evaluated while approximating H2O as ideal and treating NaCl as nonideal. From
Eq. (3.55), it is seen that when

ln
γf,H2O,p

γf,H2O,c

+
1

r̄
ln
γH2O,c

γH2O,f

= 0

the nonidealities associated with H2O in all three streams cancel out. Figure 3-5 shows
that as long as the molality of the NaCl solution is less than 3 (yj < 150 g/kg), the
fugacity coefficient is within 1% of unity. Therefore, it is expected that except for
combinations of feed salinity and recovery ratio that result in concentrate streams
with greater than 3 molal (149 g/kg) concentrations, the error introduced by assuming
the water is ideal should be negligible. This is clearly seen to be the case in Fig. 3-10c.
The least work of separation, when only water is approximated as ideal, is 0.73 kJ/kg
for System A and 4.25 kJ/kg for System B (-0.74% and 5.1% error, respectively).

Figures 3-10b and 3-10c both show that there is significant error introduced when
it is assumed that either water or salt is ideal. However, the error associated with
assuming salt is ideal decreases with increasing feed salinity while the error associated
with assuming water is ideal increases with increasing feed salinity. As a result of
these reverse trends, the net effect of assuming both the solutes and the solvent are
ideal is less than the individual errors. For this reason, it appears that the effect of
nonidealities on the least work of separation is small (Fig. 3-10a).

The error introduced by using each of the analytical models for the NaCl activity
coefficient is now considered. Unsurprisingly, the error introduced by using the
Debye-Hückel Limiting Law [Eq. (3.20)] is substantial except at the lowest salinities
(Fig. 3-10d). This is because the limiting law is only applicable at very low molalities,
typically less than 10−2.3. The least work of separation, when the salt activity coefficient
is evaluated using the limiting law, is 0.60 kJ/kg for System A and 1.64 kJ/kg for
System B (-19% and -59% error, respectively).

The Güntelberg equation [Eq. (3.21)] is substantially more accurate than the
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limiting law. However, even at seawater feed salinities, the relative error is at least
10% (Fig. 3-10e). The least work of separation, when the salt activity coefficient is
evaluated using Güntelberg equation, is 0.70 kJ/kg for System A and 3.43 kJ/kg for
System B (-4.7% and -15% error, respectively).

Finally, the Davies equation [Eq. (3.22)] is quite accurate for all but the highest
salinities. For seawater salinities, the error does not exceed 10% except at extremely
high recovery ratios (Fig. 3-10f). The least work of separation, when the salt activity
coefficient is evaluated using the Davies equation, is 0.73 kJ/kg for System A and
4.36 kJ/kg for System B (-0.05% and -7.7% error, respectively).

3.7 Mock seawater

The effects of various electrolyte solution approximations are illustrated through a
parametric study of the least work of separation. Recovery ratio and feed salinity
are varied and the least work of separation is calculated while evaluating the activity
coefficients using various models discussed in the preceding sections. These calculations
are performed for two different types of feed waters. The first is a mock seawater
based on the seawater recipe shown in Table 3.2. The second feed water is a two salt
electrolyte solution in which both salts are composed of divalent ions. Mock seawater
is analyzed in the present section.

For computational convenience, the mock seawater solution consists of only the five
most predominant salts listed in Table 3.2 (accounting for over 99% of the dissolved
salts in seawater). When the feed salinity is varied, the relative concentration of each
of the five salts is held constant. That is the mass ratio of NaCl : MgCl2 : Na2SO4 :
CaCl2 : KCl is 24.53 : 5.20 : 4.09 : 1.16 : 0.695, regardless of feed salinity.

Before quantifying the error introduced by making various approximations, the
absolute value of the least work of separation for the mock seawater solution is
calculated using the Pitzer-Kim model (shown as a contour plot in Fig. 3-11). As
expected, the required separation work increases with both increasing recovery ratio
and feed salinity. Note that increasing the feed salinity has a greater effect on the
required work of separation than increasing the recovery ratio. That is, producing
one kilogram of product water from a higher salinity feed at lower recovery ratio will
take substantially more energy than producing the same amount of product from
lower salinity feed at a higher recovery ratio. Additionally, at low feed salinities, the
marginal increase in the least work for increasing the recovery ratio is low. That is,(

d(Ẇleast/ṁp)

dr

)
yf

is small. This has important implications for those industries that

require processing high salinity water and also partially explains why brackish water
treatment plants operate at high recovery ratios.

The contours in Fig. 3-11 and all subsequent contour plots end in the upper right
hand corner since those combinations of high feed salinity and recovery ratio result
in a concentrate stream salinity that exceeds the pure salt solubility limit of any of
the individual salts present in solution. While the common-ion effect does change the
solubility of the salts in mixture, this effect is neglected in this analysis.
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Recovery ratio [%]

F
ee
d
sa
li
n
it
y
[g
/k

g
]

0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

110

120

Figure 3-11: The least work of separation for mock seawater solution consisting of
NaCl, MgCl2, Na2SO4, CaCl2, and KCl according to the proportions listed in Table 3.2.
Required separation work increases with increasing recovery ratio and feed salinity.

Since the ideal solution approximation is so simple to use, it is commonly taken
as a first step in desalination studies. However, improper use of it has the potential
to introduce significant error into calculations. Again, relative error is defined by
Eq. (3.56).

The least work of separation is evaluated for mock seawater while assuming
ideal solution behavior, and the relative error is shown in Fig. 3-12a. Even at low
salinities and low recovery ratios, significant error (approximately 10%) is introduced
by assuming that the solutions behave ideally. While there is a contour at which the
error is identically equal to zero, this should not be mistaken for ideal solution behavior.
Rather, under those combinations of feed salinity and recovery ratio, the nonidealities
in all of the streams have the net effect of canceling out. That is, Eq. (3.53) is equal
to zero despite activity coefficients that are not equal to unity. This effect is discussed
by Mistry and Lienhard [23, 24] in regard to single electrolyte solutions.

A very common approach to electrolyte solution modeling, especially in the study
of natural waters, is to approximate the solvent (water) as ideal since it is assumed
to be present in high concentration and to approximate the solutes (electrolytes) as
nonideal using Debye-Hückel theory since they are assumed to be relatively dilute.
Figure 3-12b shows the percent relative error in least work of separation when the
Davies equation is used for the electrolytes and ideality is assumed for water. For
many naturally occurring brackish waters, this is not an unreasonable assumption, but
for seawater and higher salinity waters, the approximation breaks down. Specifically,
it is seen that for feed salinities approaching 30 g/kg, the error introduced by these
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(e) Pitzer effective for salts and water

Figure 3-12: Percent relative error in least work of separation, as a function of feed
salinity and recovery ratio, resulting from various activity coefficient modeling methods
for a five salt mock seawater solution.
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approximations is typically less than 10%. However, as the feed salinity increases, the
error dramatically increases. The error introduced for a typical seawater desalination
plant operating at 50% recovery ratio on feed at 35 g/kg is nearly 20% and the error
increases from there. This approximation method should only be used if all streams
in the system are at low salinity (feed stream should be roughly less than 20 g/kg).
Note that this increase in error expected since Davies equation was derived under the
dilute solution assumption.

When more accuracy is required than what is provided by use of Debye-Hückel
theory, Pitzer’s ion activity model is particularly useful. However, the standard Pitzer
model is designed for use with single electrolyte solutions only. Given that Debye-
Hückel theory is used to evaluate single ion activity coefficients which are non-physical
values, some might use Pitzer’s single electrolyte model for mixed electrolytes hoping
to gain improved accuracy. Figure 3-12c shows the error introduced by assuming water
is ideal and evaluating the salt activity coefficients using Pitzer’s equation. Comparing
Figs. 3-12b and 3-12c, it is seen that using Pitzer’s equation gives better results
overall, but, at lower feed salinities, the error is actually worse. This happens since the
molality and ionic strength in Eqs. (3.23) and (3.24) have a one to one relationship
for single electrolytes, but not for mixed electrolytes as discussed in Section 3.3.5.

In order to correct for the differences between molality and ionic strength, the
effective Pitzer equation can be used to determine the activity coefficients of the salts
using an effective molality. The relative error in the least work of separation when
using this approximation while assuming that water behaves ideally results in reduced
error at lower feed salinities as compared to the Davies equation as expected (cf.,
Figs. 3-12b and 3-12d).

Finally, if the effective Pitzer equation for osmotic coefficient is also used, the
relative error is reduced substantially (Fig. 3-12e). The error under the effective
Pitzer model is an order of magnitude less than the error observed when using Davies
equation (cf., Figs. 3-12b and 3-12e). The effective Pitzer model works well because
it better predicts the activity coefficients of the individual salts than the standard
Pitzer model itself. To illustrate this, the activity and fugacity coefficients for the
mock seawater solution, evaluated using the Pitzer-Kim (solid lines), Pitzer (dotted
lines), and effective Pitzer (dashed lines), are shown in Fig. 3-13. In all cases, the
effective Pitzer model is in closer agreement to the Pitzer-Kim values.

3.8 High valence electrolyte solution

Some industrial waste waters may be dominated by higher valence salts than what
is typically found in natural waters. In particular, water produced from hydraulic
fracturing sometimes has a high concentration of divalent ions [85, 86]. Therefore,
the same parametric study that was performed on mock seawater is performed on a
50-50 mixture (by mass) of MgSO4 and ZnSO4 and the effects of the various solution
models are discussed. These two salts were selected since they both have high enough
solubilities to allow the parametric study to be conducted over the same range of
salinities and recovery ratios that was used for the mock seawater solution. The least
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Figure 3-13: Rational activity coefficient for each salt and fugacity coefficient for water
in the mock seawater solution. Solid lines (—) are evaluated using Pitzer-Kim, dashed
lines (- - -) using effective Pitzer, and dotted lines (· · · ) using Pitzer.
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Figure 3-14: The least work of separation for a 50-50 mixture (by mass) of MgSO4

and ZnSO4. Required separation work increases with increasing recovery ratio and
feed salinity.

work of separation for this mixture is evaluated and shown in Fig. 3-14. Comparing
to Fig. 3-11, it is clear that the required separation work is substantially lower for
this high valence electrolyte mixture. The lower separation work requirements are
due to several factors: the salts considered here have a lower activity resulting in
lower separation requirements, sulphate tends to participate in ion pairing (aqueous
complexation), and heavier ions have a lower molality for a given salinity (weight
fraction). Clearly, the specific composition, rather than simply salinity, is essential to
the separation work requirements.

The relative error in least work of separation introduced by each of the various
solution models is shown in Fig. 3-15. Under the ideal solution approximation, the
relative error reaches values in excess of 90% (Fig. 3-15a). Even at relatively low
salinities and recovery ratios, the relative error is in excess of 50%. Therefore, for
this divalent electrolyte solution, the ideal solution approximation is not valid for any
solutions of reasonable salinity.

Use of Debye-Hückel theory through the Davies equation gives better results than
the ideal solution model at the lowest concentrations (below approximately 5 g/kg) but
yields substantially worse results at higher salinities. For seawater salinities of about
35 g/kg, the relative error is in excess of 200% and at the higher salinities, the error
can exceed 1000% (Fig. 3-15b). As a result, it is not advisable to use Davies equation
for high valence salts except for extremely dilute solutions. When Pitzer’s single
electrolyte model is used for evaluation of the salt activity coefficients while assuming
that water behaves ideally, the relative error introduced drops substantially (Fig. 3-
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(c) Pitzer equation for salts, ideal water
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(e) Pitzer effective for salts and water

Figure 3-15: Percent relative error in least work of separation, as a function of feed
salinity and recovery ratio, resulting from various activity coefficient modeling methods
for a 50-50 mixture of MgSO4 and ZnSO4
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15c). The maximum relative error under the conditions considered is approximately
50%. While this is better than assuming ideality or using Debye-Hückel theory, the
error is still unacceptably high for most engineering calculations.

Pitzer’s model based on effective molalities for the salt activity coefficient gives
reasonable accuracy for a large range of feed salinities and recovery ratios (relative
error is less than 10% for most of the range of salinities and recovery ratios considered,
Fig. 3-15d). At higher recovery ratios and very high feed salinities, the error begins to
approach greater than 80% so care should be used when using this method. Finally,
using the effective Pitzer model for both salts and water results in near perfect
agreement with the Pitzer-Kim model (Fig. 3-15e). The effective Pitzer model works
better on this solution than the mock seawater solution because both salts are of the
same general form and are of equal proportions. That is, they are both 2:2 electrolytes
and the effective molality is equal to the total molality for both salts. As a result, the
approximated values obtained from the effective molality calculations closely predict
the actual values from the Pitzer-Kim model.

3.9 Comparison to seawater

As stated in the introduction, standard seawater properties are only appropriate for
solutions that have an ionic composition similar to that of the standard seawater
solution. As illustrated in Figs. 3-11 and 3-14, it is clear that the least work of
separation, and therefore, the Gibbs free energy, is a strong function of the composition
of the solution being considered. In order to further illustrate this point, the least
work of separation for the five-salt mock seawater solution and the two-salt high
valence electrolyte solution are compared to the least work of separation for standard
seawater [30], an NaCl solution, and an NaCl−MgSO4 solution (Fig. 3-16).

First, all five solutions are compared when the feed salinity is 35 g/kg (Fig. 3-
16a). The NaCl solution has the highest work of separation requirements, followed
by standard seawater, mock seawater, NaCl−MgSO4, and MgSO4−ZnSO4. It is clear
that the mock seawater very closely approximates the standard seawater solution. The
NaCl solution has the highest work requirements and the MgSO4−ZnSO4 solution
has the lowest work requirements for many of the reasons discussed previously: lighter
salts result in higher molality for fixed salinity, differences in charge of the ions, and
the role of aqueous complexation. Similarly, the mock seawater and NaCl−MgSO4

solutions have intermediate work requirements between the two extreme cases.

Since the molality of the solutes in each of the streams considered in Fig. 3-16a is
different, it is unclear whether the difference in work requirements is purely due to
the molal concentration. Therefore, the least work of separation is calculated for the
different solutions while holding the ionic molality of all of the feed solutions fixed at
1.24 mol/kg. Note that a 0.62 molal NaCl solution has a salinity of 35 g/kg and an
ionic molality of 1.24 mol/kg (Fig. 3-16b). Standard seawater is not shown since the
ionic composition of the properties provided by [30] is unknown. Figure 3-16b shows
the same trend observed in Fig. 3-16a.

Finally, the calculations are repeated again while holding the feed solution ionic
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Figure 3-16: The least work of separation for various mixed electrolyte solutions at
equal salinity, ionic molality, and ionic strength.
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strength fixed at 0.62 mol/kg which is the ionic strength of a 35 g/kg NaCl solution
(Fig. 3-16c). Again, the same trend is observed. Given that increasing concentration
results in higher work requirements while increasing valence tends to reduce work
requirements, it is clear that ionic strength, which is a function of both concentration
and valence, cannot be used by itself to estimate the work requirements. This can be
seen by noting that increasing the concentration of the NaCl solution would serve to
both increase the ionic strength and the work of separation requirements.

The fact that the least work of separation is dependent on the specific ions present
at a given concentration is also apparent when considering single electrolyte solutions.
In order to illustrate this, Fig. 3-16 is recreated for the following single electrolyte
solutions in Fig. 3-17: NaCl, KCl, CaCl2, MgCl2, Na2SO4, MgSO4, and ZnSO4. Again,
all of the single electrolyte solutions are compared under three different conditions:
equal salinity (Fig. 3-17a), equal ionic molality (Fig. 3-17b), and equal ionic strength
(Fig. 3-17c).

In all comparisons, it is seen that there is a wide range in the work of separation
requirements, indicating that the specific ions present are an important variable in
this calculation. As with the comparison of mixed electrolyte solutions, it is seen that
at fixed salinity, the heavier salts tend to have lower separation requirements, due in
part to lower molality, higher ionic charge, and increased ion pairing (Fig. 3-17a). At
fixed ionic molality, the solutions are grouped roughly based on ion composition. The
chloride salts all have higher requirements than the sulphate salts (Fig. 3-17b). Finally,
at fixed ionic strength, the results group strongly based on νs as well as charge, which
is to be expected given that ionic strength is a function of molal concentration and
ionic charge. As the charge of the ions increases for fixed ionic strength, the molality
of the ions necessarily decreases. Therefore, it is not surprising to see three groups:
NaCl and KCl as 1:1 salts; MgCl2, CaCl2, and Na2SO4 as 2:1 salts; and MgSO4 and
ZnSO4 as 2:2 salts (Fig. 3-17c).

Based on Figs. 3-16 and 3-17, it is clear that the least work of separation is a very
strong function of the composition of the electrolyte solution. In all cases, the molality,
molecular weight, valence of the electrolytes, and aqueous complexation serve to alter
the work of separation requirements. Therefore, it is concluded that composition
plays a substantial role in the overall energy requirements for desalination processes.
This has important implications for both desalination and forward osmosis processes.
Naturally, desalination systems’ energy requirements will be a strong function of the
given feed solution. Similarly, if the draw solution in a forward osmosis process is
composed of heavy and high valence electrolytes, the required separation energy for
the subsequent removal of H2O from the draw solution will be substantially lower
than what is required for the separation of H2O from seawater, or any other solution
composed mostly of lighter, single charged ions that are not prone to complexation.

3.10 Conclusions

Based on the parametric study of aqueous sodium chloride, mock seawater, and a
high-valence electrolyte solution, the following conclusions are made:
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Figure 3-17: The least work of separation for various single electrolyte solutions at
equal salinity, ionic molality, and ionic strength.
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1. The least work of separation can be divided into ideal and nonideal parts. The
ideal part is a function of composition (specifically, mole fraction). The nonideal
part is a function of the fugacity coefficients of the solvent and the rational
activity coefficients of the solutes in the feed, product, and concentrate streams.
Both are functions of temperature, feed and product molality, and molar recovery
ratio.

2. Approximating a sodium chloride solution as ideal introduces small error in
calculating the least work of separation for salinities and recovery ratios repre-
sentative of seawater and brackish water desalination systems since the effects
of the nonidealities of water and salt tend to have opposite signs, thus partially
canceling out. The relatively low error is not attributable to near-ideal behavior
of the solution itself.

3. Nonidealities associated with the salts become negligible in evaluating least work
under certain operating conditions because they cancel out, not because they
are insignificant. The nonidealities associated with water are negligible except
for highly concentrated solutions.

4. The ideal solution approximation for both single and mixed electrolyte solutions
sometimes yields accurate results due to happenstance cancellation, not due to
nearly ideal solution behavior.

5. Sodium chloride solutions tend to approximate seawater more accurately at
higher salinities.

6. Single salt models for the evaluation of salt specific activity coefficients in mixed
electrolyte solutions should only be used for very dilute solutions. Using them for
non-dilute solutions can result in error greater than what is caused by assuming
ideal solution behavior. This is especially true for Debye-Hückel equations such
as Davies equation.

7. Using an effective molality for each salt, defined based on the solution ionic
strength, in conjunction with the Pitzer ion interaction model (single electrolyte
model) gives good agreement with the more complicated Pitzer-Kim mixed
electrolyte model. This method can be used as an approximation for determining
both salt and water activity coefficients.

8. Error introduced through the use of single-electrolyte models and the ideal
solution approximation is greatly increased when the valence of electrolytes
increases.

9. The specific set of ions composing a solution has a significant impact on the least
work of separation that cannot be accounted for simply by looking at overall
salinity or using single variables such as ionic strength or total dissolved solids
(TDS). In particular, improper application of seawater properties to other kinds
of saline water can result in substantial error.
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10. Electrolyte solutions that are more prone to aqueous complexation, have higher
valence, and heavier molecular weights tend to have lower work of separation
requirements. Ionic strength is not strongly correlated with the least work of
separation.
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Chapter abstract

Entropy generation analysis, and specifically, Second Law efficiency, is an important
tool for illustrating the influence of irreversibilities within a system on the required
energy input. When defining Second Law efficiency, the useful exergy output of the
system must be properly defined. For chemical separation systems, this is the minimum
least work of separation required to extract a unit of product from a feed stream
of a given chemical composition. For a desalination process, this is the minimum
least work of separation for producing one kilogram of product water from feed of a
given salinity. The generalized least energy of separation equation is used to derive an
expression for Second Law efficiency that can be applied to any chemical separation
process, including those driven by a combination of work, heat, and fuel inputs.

Further, since most modern, large-scale desalination plants operate in cogenera-
tion schemes, a methodology for correctly evaluating Second Law efficiency for the
desalination plant based on primary energy inputs is demonstrated. It is shown that,
from a strictly energetic point of view and based on currently available technology, co-
generation using electricity to power a reverse osmosis system is energetically superior
to thermal systems such as multiple effect distillation and multistage flash distillation,
despite the very low grade heat input normally applied in those systems.

Finally, in order to evaluate the Second Law efficiency while considering specific
sources of irreversibility, entropy generation mechanisms present in a wide range
of desalination processes are analyzed. In particular, entropy generated in the run
down to equilibrium of discharge streams must be considered. Physical models are
applied to estimate the magnitude of entropy generation by component and individual
processes. These formulations are applied to calculate the total entropy genera-
tion in several desalination systems including multiple effect distillation, multistage
flash, membrane distillation, mechanical vapor compression, reverse osmosis, and
humidification-dehumidification. Within each technology, the relative importance of
each source of entropy generation is discussed in order to determine which should be
the target of entropy generation minimization. As given here, the correct application
of Second Law efficiency shows which systems operate closest to the reversible limit
and helps to indicate which systems have the greatest potential for improvement.

This chapter consists of work that is published in [21, 22]. Sections on multistage
flash, membrane distillation, and mechanical vapor compression were co-authored
with Gregory P. Thiel, Edward K. Summers, and Ronan K. McGovern, respectively.
Additionally, they provided valuable input during the development of the derivation
of work-based definition of Second Law efficiency.

4.1 Introduction

Advances over the last several decades have dramatically reduced the energy costs
associated with seawater desalination. However, seawater desalination is still an energy
intensive process that is made more so as a result of irreversibilities within the various
system components. Therefore, there is a need to understand and reduce the sources
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of irreversibility within the systems in order to improve their performance and reduce
energy consumption. In order to gain a deeper understanding of the irreversibilities,
a Second Law analysis is used to determine the components with maximum entropy
generation in six different systems: multiple effect distillation (MED), multistage flash
(MSF), direct contact membrane distillation (DCMD), mechanical vapor compression
(MVC), reverse osmosis (RO), and humidification-dehumidification (HDH).

Second Law analysis of desalination systems is not new [27, 52, 87–91]. However,
there have been many conflicting definitions for Second Law efficiency; and, to the
authors’ knowledge, comprehensive studies identifying all sources of entropy generation
have not been conducted. In this chapter, a consistent definition of Second Law
efficiency for generic chemical separators is presented since it is a parameter that can
be used to compare the thermodynamic performance of systems, much like Carnot
efficiency is used to benchmark power generating systems. First, the exergetic value of
the product is defined in terms of the generalized least energy of separation (as defined
in Chapter 2). By using the generalized least energy of separation, the definition of
Second Law efficiency is generalized such that it may be applied to systems that utilize
any combination of mechanical, thermal, or chemical energy inputs. Additionally, the
required energy of separation is decomposed into the least work of separation plus
the contribution from all significant sources of irreversibilities within the system, and
methods of evaluating the entropy generation due to specific physical processes are
derived. Then, these methods are applied ot the six desalination systems mentioned
above in order to evaluate the Second Law efficiency. Finally, Second Law efficiency is
evaluated for separation systems that are part of a larger cogeneration plant through
a parametric analysis.

4.2 Energetic performance parameters

Second Law (or exergetic) efficiency (ηII ) is employed as a measure of the thermody-
namic reversibility of a desalination system [21]. Unlike First Law efficiency, which
measures the amount of an energy source that is put to use, Second Law efficiency
measures the extent of irreversible losses within a system. As a result, a completely
reversible system will have a Second Law efficiency of 1 even though the First Law
efficiency is likely to be lower. Bejan [31] and others [47, 89] define the exergetic
efficiency as the ratio of the exergy of the process products to the process fuel. In
other words, the exergetic efficiency is the ratio of the useful exergy of the outputs of
the process (Ξ̇out,useful) to the exergy of the process inputs (Ξ̇in):

ηII ≡
Ξ̇out,useful

Ξ̇in

= 1− Ξ̇destroyed + Ξ̇lost

Ξ̇in

(4.1)

The second equality in Eq. (4.1) is valid since the useful exergy out is equal to the
exergy in minus the sum of the exergy destroyed (Ξ̇destroyed) and the exergy lost (Ξ̇lost).
Exergy destroyed represents lost available work due to irreversibilities within the
system. Exergy lost represents lost available work due to discarding exergy carrying



98 CHAPTER 4. SECOND LAW EFFICIENCY

streams to the environment. Note that when the material inputs to the system are
taken to be at equilibrium with the environment, Ξin equals ΞẆsep

, ΞQ̇sep
, or Ξfuel,

depending on the energy input.

In addition to ηII , there are three often used parameters for describing the energetic
performance of desalination systems. The first, called gained output ratio (GOR),
is the ratio of the enthalpy required to evaporate the distillate (or equivalently, the
energy release in condensation) and the heat input to the system, or

GOR ≡ ṁphfg(T0)

Q̇sep

(4.2)

As described in Chapter 2, GOR is a direct measure of how many times the latent heat
of vaporization is captured in the condensation of purified water vapor and reused in
a subsequent evaporation process to create additional water vapor.

The second parameter, known as the performance ratio (PR), is defined as the
ratio of the mass flow rate of product water to that of the heating steam:

PR ≡ ṁp

ṁs

(4.3)

For a thermal desalination system in which the heat input is provided by condensing
steam, as is typical of large-scale thermal processes such as MED and MSF, the
values of PR and GOR are quite similar. In that case, the two parameters differ only
by the ratio of the latent heat of vaporization at the distillate and heating steam

temperatures. That is, GOR = PR× hfg (T0)

hfg (Tsteam)
.

The third parameter, specific electricity consumption (SEC) is best suited to
work-driven desalination systems. It is defined as the ratio of the work of separation
(or work input) to the mass flow rate of product water, or

SEC ≡ Ẇsep

ṁp

(4.4)

As was the case with GOR, because thermal and electrical energy are not directly
comparable, numerical values of SEC cannot be compared between thermal- and
work-driven systems without appropriate conversion factors for the work of separation.

4.3 Exergetic value of product

Prior to applying Eq. (4.1) to desalination systems, it is important to understand
the differences between the three definitions of work that are presented. The work
of separation (Ẇsep) is the actual amount of work necessary to produce a given
amount of water from a fixed feed stream using a real separation process. The least
work of separation (Ẇleast) represents the amount of work necessary to produce the
same amount of product water from the feed stream while operating under reversible
conditions. Finally, the minimum least work (Ẇmin

least) is the minimum required work



4.3. EXERGETIC VALUE OF PRODUCT 99

of separation in the limit of reversible operation and infinitesimal extraction. As a
result, the following relation will always hold:

Ẇsep > Ẇleast(r > 0) > Ẇmin
least(r = 0) (4.5)

In a desalination process, purified water is considered to be the useful product.
The useful exergy associated with pure water is the minimum least work (or heat) of
separation that is required to obtain purified water from feed water of a given salinity
(i.e., infinitesimal extraction of pure water with inlet and outlet streams at ambient
temperature). The minimum least work (at zero recovery), rather than the least work
(at finite recovery), is used since it represents the actual exergetic value of pure water.
To further illustrate, when analyzing a unit of pure water, it is impossible to know
the process that was used to produce it. Therefore, the minimum energy required to
produce it must be the exergetic value and Ξ̇out,useful = Ẇmin

least(r = 0).

Since the control volume is defined so that the inlet stream is at the dead state,
the only exergy input to the system comes in the form of either a work (Ẇsep) or heat
(Q̇sep) input (exergy of the feed stream is zero). The work of separation is equivalent to
the useful work done within the system plus the exergy destroyed within that system
which can be evaluated in one of two ways.

In order to calculate the work of separation, two processes may be considered. The
first involves a separation process where the products are brought to thermal and
mechanical equilibrium with the environment, whereas the concentrate is also brought
into chemical equilibrium (total dead state, TDS). The reversible work required to
achieve this process corresponds to the least work at zero recovery. The total work
of separation is given by the sum of the reversible work required plus the exergy
destruction associated with entropy generated in the separation and run down to
equilibrium processes:

Ẇsep = Ẇmin
least(r = 0) + T0Ṡ

TDS
gen (4.6)

The second involves a separation process where the products are only brought to
thermal and mechanical equilibrium with the environment (restricted dead state,
RDS). The reversible work required to achieve this process corresponds to the least
work at finite recovery. The total work of separation again is given by the sum of the
reversible work required plus the exergy destruction associated with entropy generated
in this process:

Ẇsep = Ẇleast(r > 0) + T0Ṡ
RDS
gen (4.7)

It can be shown that Eqs. (4.6) and (4.7) are equivalent [cf., Section 4.6.6. Sub-
stitution of Ẇmin

least from Eq. (4.66) into Eq. (4.7) while noting that ṠTDS
gen = ṠRDS

gen +

Ṡconcentrate RDS→TDS
gen exactly gives Eq. (4.6)]. Note that the work of separation for a

system can also be directly evaluated using a First Law analysis.
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4.4 Second Law efficiency for a chemical separator

As discussed in the previous section, the useful output from a desalination system is
the amount (mass) of purified product water that is created. Exergetically, the mass
of the product water is represented by the minimum least work of separation, which
is the least work of separation at infinitesimal recovery:

Ẇmin
least ≡ lim

r→0
Ẇleast = lim

r→0
Ξ̇least (4.8)

Similarly, the minimum least heat of separation is at infinitesimal recovery:

Q̇min
least ≡ lim

r→0
Q̇least = lim

r→0

(
1− T0

T

)−1

Ξ̇least (4.9)

A new parameter called the minimum least fuel of separation may also be introduced:

ṁmin
least ≡ lim

r→0
ṁleast = lim

r→0
ξ−1

fuelΞ̇least (4.10)

Using the minimum least work, heat, and fuel of separation, the Second Law efficiency
can be defined in three different ways:

ηII =
Ẇmin

least

Ẇsep

, ηII =
Q̇min

least

Q̇sep

, ηII =
ṁmin

least

ṁsep

(4.11)

A more general way to define Second Law efficiency is simply to use exergy:

ηII =
Ξ̇min

least

Ξ̇sep

(4.12)

Note that Eq. (4.12) reduces to the three special cases given in Eq. (4.11) depending
on which energy inputs are used.

Clearly, the three definitions of Second Law efficiency presented in Eq. (4.11) are
bounded by 0 and 1 because Ẇsep > Ẇleast, Q̇sep > Q̇least, and ṁsep > ṁleast. Observe
that Ẇleast, Q̇least, and ṁleast are functions of feed salinity, product salinity, recovery
ratio, and T0. Additionally, ηII will only equal 1 in the limit of completely reversible
operation, as expected. Note that the selection of the control volume suitably far
away such that all streams are at thermal and mechanical equilibrium allows for this
bounding.

It is important to ensure that control volume selection is consistent for all systems
being considered in order to fairly compare the Second Law performance. While
Eq. (4.12) is straight forward to evaluate for systems with only one source of energy
input, some care is required when using it to evaluate systems with multiple energy
inputs. First, consider the numerator, which is defined by Eq. (2.27). The minimum
least exergy of separation is fixed and is a function of the environmental temperature
and pressure as well as the salinities of the feed, concentrate, and product streams
only, regardless of the energy input.
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The denominator is a little less straightforward to evaluate and is highly dependent
on how the control volume is drawn. For a stand-alone desalination system in which
some combination of work, heat, and fuel is used to power the separation process, the
denominator is simply the left hand side of Eq. (2.17):

Ξ̇sep = Ẇsep +

(
1− T0

T

)
Q̇sep + ξfuelṁsep (4.13)

since this represents the sum of the exergy of each of the various energy inputs provided
to the desalination system. To illustrate the evaluation of Eq. (4.12) using Eq. (4.13),
ηII is calculated for various stand-alone desalination systems that are driven using
a combination of electrical and thermal energy input. Relevant values of Ẇsep, Q̇sep,
and other parameters for HDH [40] and FO [35] are taken from literature and the
results are provided in Table 4.1.

Equation (4.13) should not be used for desalination systems in which those energy
inputs (i.e., Ẇsep, Q̇sep, and ṁsep) are not of the same form and quality as the energy
inputs to the larger cogeneration system. It is essential that ηII be evaluated in terms
of primary energy sources (i.e., in terms of the energy inputs to the larger system
control volume, not just to the desalination plant control volume) in order to properly
account for all thermodynamic losses that occur, including those in energy conversion
processes such as the generation of electricity from heat. Given that many large-scale
desalination processes are done in a cogeneration scheme in which some form of
primary energy (typically fuel) is used to generate both electricity and desalinated
water, ηII for those systems should be evaluated in terms of the primary energy input
for the cogeneration system as is discussed in Section 4.5.

In addition to Eqs. (4.11) and (4.12), the Second Law efficiency may be expanded
in terms of the irreversibilities that occur within the system using Eqs. (4.6) and (4.7):

ηII =
Ẇmin

least

Ẇsep

=
Ẇmin

least

Ẇmin
least + T0ṠTDS

gen

=
Ẇmin

least

Ẇleast + T0ṠRDS
gen

(4.14)

ηII =
Q̇min

least

Q̇sep

=
Q̇min

least

Q̇min
least +

(
1− T0

TH

)−1

T0ṠTDS
gen

=
Q̇min

least

Q̇least +
(

1− T0
TH

)−1

T0ṠRDS
gen

(4.15)

Both of these equations are used in detail in Section 4.6.

While it was shown in Chapter 2 that there are three relevant Second Law based
performance parameters for desalination systems: specific entropy generation, Eq. (2.8);
specific exergy destruction, Eq. (2.9); and Second Law efficiency, Eq. (4.11). This
chapter focuses on specific entropy generation and Second Law efficiency.
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4.5 Second Law efficiency for a desalination sys-

tem operating as part of a cogeneration plant

Since many large-scale desalination processes are done in a cogeneration scheme, it
is useful to consider the amount of additional energy that must be provided to the
power plant in order to generate the required amount of heat and work to power the
desalination plant. In order to do so, consider a cogeneration system in which a power
plant is connected to a desalination plant as shown in Fig. 4-1. In this system, a heat
input (Q̇H) is provided to a power plant. This heat input is equal to the amount of
heat necessary to drive the power plant (Q̇pp) plus the additional amount necessary
to generate steam and electricity for the desalination plant (Q̇d to produce Q̇sep and
Ẇsep). The power plant produces a net amount of work equal to the desired plant
work production (Ẇpp) plus the amount of work necessary to drive the desalination
plant (Ẇsep). Note that typically, fuel, rather than heat, is the primary energy input
to cogeneration systems and therefore, the analysis should be done in terms of the
amount of fuel required to drive the power plant plus the additional amount of fuel
required to produce the heat and work necessary to drive the desalination plant
(ṁfuel = ṁpp + ṁd). However, for simplicity and with the goal of highlighting the
difference between work and heat driven systems, the control volume for this analysis
is drawn under the assumption that heat, and not fuel, is transferred into the system.
The effect of including the combustor is discussed briefly below.

The following derivation is based on the work of El-Sayed and Silver [16]. The
First and Second Laws of Thermodynamics are written about the power plant control
volume:

Q̇pp + Q̇d = Q̇sep + Q̇0 + Ẇpp + Ẇsep (4.16)

Ṡgen +
Q̇pp

TH
+
Q̇d

TH
=
Q̇sep

Ts
+
Q̇0

T0

(4.17)

Multiplying the Second Law by T0 and substituting into the First Law to eliminate
ambient heat transfer (Q̇0) gives:

Ẇpp + Ẇsep =
(
Q̇pp + Q̇d

)(
1− T0

TH

)
− Q̇sep

(
1− T0

Ts

)
− T0Ṡgen (4.18)

In order to deal with the irreversibilities within the system, it is assumed that
the rate of entropy generation is proportional to the amount of work produced by a
reversible power plant operating within the same heat transfer loads. That is,

T0Ṡgen ∝
(
Ẇpp + Ẇsep

)
=
(
Q̇pp + Q̇d

)(
1− T0

TH

)
− Q̇sep

(
1− T0

Ts

)
(4.19)

Letting the constant of proportionality be (1 − ηpp), where ηpp = η/ηCarnot is the
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Black Box
Separator

Product
yp < yf

Concentrate
yc > yf

Feed
yf

Q̇H , TH︸ ︷︷ ︸
Q̇pp+Q̇d

Q̇0, T0 Ẇpp

Ẇsep

Q̇sep, Ts

Q̇0, T0

ηpp

Power
Plant

Figure 4-1: In a combined water and power cogeneration plant, the power plant
converts heat input into work output, work for the desalination plant, and heat for
the desalination plant. It is assumed that the power plant operates at a Second Law
efficiency of ηpp.

Second Law efficiency of the power plant,

T0Ṡgen =

[(
Q̇pp + Q̇d

)(
1− T0

TH

)
− Q̇sep

(
1− T0

Ts

)]
(1− ηpp) (4.20)

Substituting T0Ṡgen into Eq. (4.18) gives:

Ẇpp + Ẇsep =
(
Q̇pp + Q̇d

)(
1− T0

TH

)
ηpp − Q̇sep

(
1− T0

Ts

)
ηpp (4.21)

Since the goal is to determine how much additional heat is necessary to drive the
desalination system, Q̇d must be independent of the amount of work produced by the
power plant. To do so, first consider the same power plant in which the desalination
system is not operating and the power plant is producing a net output of Ẇpp. Then,
setting Q̇d, Q̇sep, and Ẇsep to zero, Q̇pp is found to be:

Q̇pp =
Ẇpp(

1− T0
TH

)
ηpp

(4.22)

Substituting this back into the above equation results in Q̇pp and Ẇpp canceling out.
Solving for Q̇d,

Q̇d =
Ẇsep(

1− T0
TH

)
ηpp

+ Q̇sep

(
1− T0

Ts

)
(

1− T0
TH

) (4.23)

In order to evaluate the Second Law efficiency of the desalination plant, one might
think to use Eq. (4.13) for the denominator in Eq. (4.12) since it represents the energy
inputs to the desalination system. While this would be correct for a stand alone
system, Ẇsep and Q̇sep do not represent the true energy inputs for separation system
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shown in Fig. 4-1. Instead, the energy input for the desalination system is the extra
heat transfer provided to the power plant, Q̇d. Therefore, the Second Law efficiency
should be evaluated based on this quantity. Substituting Eq. (4.23) into Eq. (4.12)
gives:

ηII =
Ξ̇min

least

Ξ̇sep

=
Ẇmin

least

Ẇsep

ηpp
+ Q̇sep

(
1− T0

Ts

) (4.24)

The important difference between using Eq. (4.13) and Eq. (4.23) is the fact that the
work input (Ẇsep) is divided by the Second Law efficiency of the power plant. This
effectively accounts for the fact that the work is not produced reversibly from the heat
source, and therefore, cannot be directly compared to the thermal exergy value. If
there is no work input, then Ẇsep = 0 and Eq. (4.24) correctly reduces to Eq. (4.12).
Similarly, if there is no heat input, then Q̇sep = 0 and Eq. (4.24) reduces to:

ηII = ηpp
Ẇmin

least

Ẇsep

(4.25)

In the limit of reversible operation for the power plant (i.e., ηpp = 1), Eq. (4.25)
reduces to Eq. (4.12). The Second Law efficiency of the power plant is present in
Eq. (4.25) since the work used to power the desalination plant is produced irreversibly.
Had the losses in the combustor been included in this analysis, both Ẇsep and Q̇sep in
Eq. (4.24) would be divided by the Second Law efficiency of the combustor, ηII ,combustor.
This would have the effect of reducing the Second Law efficiency of the desalination
process in proportion to the Second Law efficiency of the combustor. Both the heat
and work terms are effected equally since the losses occur prior to the power generation
process.

In order to better understand the energetic behavior of both membrane and
thermal systems, a parametric study of Eq. (4.24) is conducted in the following three
sections for systems using standard seawater as the feed source (35 g/kg, 25 ◦C). Under
these conditions, the minimum least work of separation of seawater per kilogram
of product is 2.71 kJ/kg [21]. The Second Law efficiency is evaluated under three
different conditions: (1) work is the only input, (2) heat is the only input at varying
temperatures, (3) heat at 100 ◦C is the primary input and the amount of pumping
work is varied.

4.5.1 Desalination powered by work

For desalination systems that are powered entirely using work, Q̇sep = 0 and Eq. (4.24)
reduces to Eq. (4.25). As a result, it is clear that unless the power plant operates
reversibly, a work powered desalination system can never achieve 100% Second Law
efficiency, even if the desalination process is conducted reversibly. This is a direct
result of the fact that the primary energy source in the cogeneration scheme is heat to
the power plant, not electricity to the desalination plant. For the following study, it
is assumed that the power plant is a representative combined cycle plant operating
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Figure 4-2: The Second Law efficiency of a work-driven desalination system operating
in a cogeneration scheme can never reach 100% unless the power plant operates
reversibly. Typical values for current reverse osmosis systems are highlighted. Feed
water is at T0 = 25 ◦C and yf = 35 g/kg.

between 1400 and 298.15 K with a First Law efficiency of 52.8% and a Second Law
efficiency of 67.2% [93]. The Second Law efficiency of a work-driven desalination plant
is shown in Fig. 4-2 as a function of Ẇsep starting at a minimum value of Ẇsep = Ẇleast.

All work-driven systems in this cogeneration scheme pay an energetic penalty
on efficiency since the initial energy source (heat) must go through a conversion
process (power plant) that operates irreversibly, and therefore, the limiting Second
Law efficiency as Ẇsep → Ẇleast is ηpp, not 1. If the primary source of energy was
considered to be mass of fuel, then the limiting Second Law efficiency would be equal
to the product of the Second Law efficiencies of the combustor and the power plant.
That is, ηcombustor

II ηpp. The typical range of operation for current RO technologies is
between 2.5–5 kWh and is highlighted in Fig. 4-2. RO systems with energy recovery
tend to be on the lower end of this range while systems without energy recovery tend
to be on the higher end of this range. Exact values are a function of system design and
feed water characteristics [15, 94–98]. This represents Second Law efficiency values
ranging from approximately 10–20%.

4.5.2 Desalination powered by heat

Nearly all large-scale thermal desalination systems are connected to a power plant
since large quantities of steam are required to provide heating to the feed. For a
thermal desalination plant powered purely using steam at Ts, Eq. (4.24) reduces to
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Figure 4-3: The power plant converts heat input into work output, work for the
desalination plant, and heat for the desalination plant. Feed water is at T0 = 25 ◦C
and yf = 35 g/kg.

the heat based definition of the Second Law efficiency as given in Eq. (4.11):

ηII =
Q̇min

least

Q̇sep

(4.26)

Note that this expression is not a function of the high temperature heat source, TH .
This is a result of the assumption made that the entropy generated in the power plant
is proportional to the reversible work produced by the power plant operating between
two set temperatures. Additionally, the effect of the entropy generation is reflected by
ηpp in the work portion of the energy input which is equal to zero in this case.

Unlike the work powered case, the thermal desalination plants do not experience
the same energetic penalty that is attributed to the irreversibilities within the power
production process. Therefore, it is theoretically possible for a reversible thermal
desalination plant operating within a cogeneration scheme to achieve 100% Second
Law efficiency. This is shown in Fig. 4-3 in which the Second Law efficiency approaches
100% as Q̇sep → Q̇least, regardless of steam temperature (TS). Note that infinitely
large heat exchangers and infinitely many stages would be required for a thermal plant
to achieve such efficiencies.

Several observations are made from Fig. 4-3. First, at fixed heat of separation, the
Second Law efficiency increases with decreasing steam temperature. This is expected
since the exergetic value of heat increases with increasing temperature and if the
same amount of higher temperature heat (fixed Q̇sep with rising Ts) is required for
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a separation process, then the process is utilizing higher exergy heat less efficiently.
Second, the minimum heat of separation is a function of steam temperature as is
indicated by the fact that it is a function of Carnot efficiency. Third, the rate of
increase of Second Law efficiency with respect to a decrease in the heat of separation
(−dηII/dQ̇sep) is most significant at lower values for the heat of separation.

Typical heat requirements for modern MED and MSF plants are shown as grey
bands in Fig. 4-3. MED and MED-TVC systems typically have performance ratios
between about 10–13 and operate with steam around 80 ◦C [94, 95, 99, 100]. MSF
systems typically have performance ratios between about 6–9 and operate with steam
around 100 ◦C [94, 95]. This translates to Second Law efficiencies between 7–9% for
MED and less than 5% for MSF. Based on the second observation above, it might seem
that operating at a lower steam temperature would enable higher energy efficiency.
However, for both MED and MSF plants, the number of effects (or stages) that
can practically be built is related to the trade off between capital and operating
expenses [100]. While increasing the number of effects results in increased energy
recovery, and therefore increased efficiency and reduced operating costs, it also results
in increased capital costs as a result of the increased heat transfer area. As the steam
temperature decreases with fixed environment temperature, the temperature pinches
in each effect decrease, requiring additional heat transfer area and increased capital
cost. At lower steam temperatures, the number of effects that can economically be
built is reduced, resulting in higher overall energy requirements and lower overall
Second Law efficiency.

Comparing Figs. 4-2 and 4-3, it is clear that from a purely energetic point of view,
work-driven systems are able to operate more efficiently than thermally driven systems.
This point is made even more convincing when it is considered that nearly all thermal
systems require substantial work input for running pumps and other equipment. This
case is considered subsequently. The comparison between the two figures can only be
made because the Second Law efficiency of both the work-driven and thermal driven
plants is evaluated using the common energy input, Q̇d. If ηII for the two plants were
not evaluated using the same primary energy input, the comparison between the two
figures would not be meaningful.

4.5.3 Desalination powered by cogenerated heat and work

The Second Law efficiency of a thermal desalination plant operating using steam at
100 ◦C with pump work requirements ranging from 0–4 kWh is shown in Fig. 4-4. In the
case of zero pump work, 100% Second Law efficiency is theoretically possible. However,
once pump work is required, the possible Second Law efficiency drops substantially
(e.g., approximately 50% for 0.5 kWh of electrical work to drive pumps). Clearly,
regardless of what the required heat of separation is, the additional requirement of
pump work results in a decrease in the Second Law efficiency.

The results shown in Fig. 4-4 are generated based on the assumption that all
energy provided to the desalination system originally comes from a common energy
source, Q̇d. This value of heat input is then substituted into Eqs. (4.12) and (4.13) to
get Eq. (4.24). Should a desalination plant have energy inputs from multiple primary
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Figure 4-4: Second Law efficiency for a thermal desalination plant requiring work
for pumping. Lines for pump work are in increments of 0.5 kWh. As the pump work
increases, the Second Law efficiency decreases. Feed water is at T0 = 25 ◦C and
yf = 35 g/kg.

energy sources, then the analysis to derive the correct form of ηII will change slightly.
All energy inputs should be traced to their primary sources (as was done for Ẇsep

and Q̇sep from Q̇d) and then each primary input should be combined based on the
exergetic value as done in Eq. (4.13).

Based on Figs. 4-2 to 4-4, it is clear that for a desalination plant operating as
part of a cogeneration scheme, the work-driven systems (based on currently available
technology) always behave in an exergetically more favorably manner than the thermal
driven systems (i.e., higher ηII ). This is true even when accounting for the energy
penalty that comes from converting the source heat to work: and it is even further
exemplified when considering that thermal systems typically require large amounts of
electrical work for pumping (these are sometimes as high as the work requirements for
an RO system).

While it can be concluded that current membrane systems are more efficient from a
Second Law point of view, it should not be concluded that there is no role for thermal
systems. It should, however, be concluded that exergetically, current work-driven
systems are better performing than current thermal systems. Ultimately, several
factors are considered when selecting a desalination technology including capital and
operating costs, quality of feed water, and existing expertise and infrastructure. While
the work systems are favored energetically, these other factors can lead to thermal
systems being more desirable for a given location or application.
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Table 4.2: Representative values of reference state constants for Eqs. (4.29), (4.30),
(4.33), and (4.34).

Pure water and vapor constants, Tsat = 50 ◦C, psat = 12.3 kPa

c 4.18 kJ/(kg K) hIG
ref 2590 kJ/kg

cp 1.95 kJ/(kg K) hIF
ref 209 kJ/kg

R 0.462 kJ/(kg K) sIG
ref 8.07 kJ/(kg K)

v 1.01× 10−3 m3/kg sIF
ref 0.704 kJ/(kg K)

Seawater constants, 50 ◦C, 35 g/kg

c 4.01 kJ/(kg K) hIF
ref 200 kJ/kg

v 0.986× 10−3 m3/kg sIF
ref 0.672 kJ/(kg K)

4.6 Analysis of entropy generation mechanisms

Several common processes in desalination systems result in entropy generation, includ-
ing heat transfer, pressure differentials, and non-equilibrium conditions. By utilizing
the ideal gas and incompressible fluid models, simple expressions are derived to show
the important factors in entropy generation for various physical processes. Physical
properties, evaluated at a representative reference state of 50 ◦C, are provided in
Table 4.2 for pure water [101] and seawater [45]. Proper selection of the reference
state is discussed below. In all equations in this section, states 1 and 2 are the inlet
and outlet states, respectively, for each process.

Before analyzing the entropy generation mechanisms, the ideal gas and incompress-
ible fluid models are discussed. By definition, the density of an incompressible fluid
does not vary. As a result, an incompressible fluid is one which satisfies the following
equations:

dhIF = cdT + vdp (4.27)

dsIF = c
dT

T
(4.28)

Integrating Eqs. (4.27) and (4.28) from an arbitrary reference state to the state of
interest while assuming constant specific heat (c) yields the following expressions:

hIF = c(T − Tref) + v(p− pref) + hIF
ref (4.29)

sIF = c ln
T

Tref

+ sIF
ref (4.30)

Similarly, an ideal gas follows the equation of state, pv = RT , and is governed by
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the following equations:

dhIG = cpdT (4.31)

dsIG = cp
dT

T
−Rdp

p
(4.32)

Integrating Eqs. (4.31) and (4.32) from an arbitrary reference state to the state of
interest while assuming constant specific heat at constant pressure, cp, yields the
following expressions:

hIG = cp(T − Tref) + hIG
ref (4.33)

sIG = cp ln
T

Tref

−R ln
p

pref

+ sIG
ref (4.34)

For increased accuracy, the generalized compressibility model, pv = ZRT can be used
instead if R is replaced with ZR in Eqs. (4.31) to (4.34) and all future equations.

When evaluating Eqs. (4.29), (4.30), (4.33), and (4.34), the physical properties
(specific heat, volume, compressibility factor, etc.) and reference values of enthalpy and
entropy should be evaluated at a suitable reference state. The reference state should
be selected as the saturated state corresponding to the average temperature between
the inlet and outlet streams. Representative values of these constants, evaluated for
pure water [101] at 50 ◦C, are provided in Table 4.2. For seawater, the average salinity
should be used. Representative values of these constants, evaluated for seawater [45] at
50 ◦C and 35 g/kg, are also provided in Table 4.2. It should be noted that the specific
heat of seawater is significantly lowered with increasing salinity. Therefore, these
approximations should not be used for processes in which composition substantially
changes. Instead, Gibbs free energy should be used (see Section 4.6.6).

4.6.1 Flashing

When liquid water near saturation conditions passes through a throttle, a portion
will vaporize as a result of the pressure drop through the device. The exiting fluid, a
mixture of vapor and liquid, can be modeled as an ideal gas and incompressible fluid,
respectively. Application of the First and Second Laws to the flash box (throttle)
control volume reduces to:

hIF
1 = h2 = (1− x)hIF

2 + xhIG
2 (4.35)

sflashing
gen = s2 − s1 =

[
(1− x)sIF

2 + xsIG
2

]
− sIF

1 (4.36)

Substitution of Eqs. (4.29), (4.30), (4.33), and (4.34) into Eqs. (4.35) and (4.36) with
simplification gives the quality and entropy generation due to flashing.
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The entropy generated in this process is

sflashing
gen = c ln

T2

T1

+ x {(cp − c) lnT2 −R ln p2

+
[
sIG

ref − sIF
ref − (cp − c) lnTref +R ln pref

]}
(4.37)

where the quality, x, is given by:

x =
c(T1 − T2) + v(p1 − p2)

(cp − c)T2 − vp2 + [hIG
ref − hIF

ref − (cp − c)Tref + vpref ]
(4.38)

and cp is the specific heat at constant pressure, c is the specific heat of an incompressible
fluid, R is the ideal gas constant for steam, v is the specific volume of the liquid, hIG

ref

and sIG
ref are the enthalpy and entropy for steam at the reference state, and hIF

ref and
sIF

ref are the enthalpy and entropy for liquid water at the reference state.

4.6.2 Flow through an expansion device without phase change

Although the physical causes for pressure drops differ when considering flow through
expanders, pipes, throttles, membranes, and other flow constrictions, the control
volume equations that govern the entropy generated remains constant. As with the
analysis of the flashing case, the First and Second Laws for an isenthalpic process
simplify to:

w =
Ẇ

ṁ
= h2 − h1 (4.39)

sgen = s2 − s1 (4.40)

For an expansion device, the isentropic efficiency, ηe, is defined as:

ηe ≡
w

ws
=
h2 − h1

hs2 − h1

(4.41)

where w is the work produced per unit mass through the device and ws is the work
produced assuming isentropic expansion.

For entropy generation in the expansion of an incompressible fluid, Eq. (4.30)
shows that for an isentropic expansion from p1 to p2, T s2 = T1. Combining this result
with Eqs. (4.29), (4.39), and (4.41) and solving for T2 gives

T2 = T1 +
v

c
(p1 − p2) (1− ηe) (4.42)

Substitution of Eqs. (4.30) and (4.42) into Eq. (4.40) yields the entropy generated due
to irreversible expansion of an incompressible fluid:

sexpansion,IF
gen = c ln

[
1 +

v

cT1

(p1 − p2) (1− ηe)
]
≈ v

T1

(p1 − p2) (1− ηe) (4.43)
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In the limit of a completely irreversible pressure drop (such as through a throttle) in
which no work is generated, ηe = 0 and (4.43) reduces to:

s∆p,IF
gen = c ln

[
1 +

v

cT1

(p1 − p2)

]
≈ v

T1

(p1 − p2) (4.44)

For entropy generation in the expansion of an ideal gas, Eq. (4.34) shows that for
an isentropic expansion from p1 to p2,

T s2 = T1

(
p2

p1

)R/cp
Combining this result with Eqs. (4.33), (4.39), and (4.41) and solving for T2 gives

T2 = T1

{
1 + ηe

[(
p2

p1

)R/cp
− 1

]}
(4.45)

Substitution of Eqs. (4.34) and (4.45) into Eq. (4.40) yields the entropy generated
due to irreversible expansion of an ideal gas:

sexpansion,IG
gen = cp ln

{
1 + ηe

[(
p2

p1

)R/cp
− 1

]}
−R ln

p2

p1

(4.46)

In the limit of a completely irreversible pressure drop (such as through a throttle) in
which no work is generated, ηe = 0 and Eq. (4.46) reduces to:

s∆p,IG
gen = −R ln

p2

p1

(4.47)

Based on Eqs. (4.44) and (4.47), for an incompressible fluid, entropy generation is
determined by the pressure difference, whereas for an ideal gas, it is determined by
the pressure ratio.

4.6.3 Pumping and compressing

Application of the First and Second Laws to a pump (or compressor) control volume
yields Eqs. (4.39) and (4.40). For pumping and compressing, the isentropic efficiency,
ηp, is defined as:

ηp ≡
ws

w
=
hs2 − h1

h2 − h1

(4.48)

For entropy generation in pumping, assume that the liquid can be modeled as an
incompressible fluid. Equation (4.30) shows that for an isentropic expansion from p1

to p2, T s2 = T1. Combining this result with Eqs. (4.29), (4.39), and (4.48) and solving
for T2 gives

T2 = T1 +
v

c
(p2 − p1)

(
1

ηp
− 1

)
(4.49)
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Substitution of Eqs. (4.30) and (4.49) into Eq. (4.40) yields the entropy generated due
to irreversible pumping:

spumping
gen = c ln

[
1 +

v

cT1

(p2 − p1)

(
1

ηp
− 1

)]
≈ v

T1

(p2 − p1)

(
1

ηp
− 1

)
(4.50)

The entropy generated due to irreversible pumping can also be derived by noticing
that the difference between the actual work and the reversible work is simply the
exergy destruction. Since irreversibilities during the compression process of an incom-
pressible fluid will result in only minor changes in temperature (i.e., T2 ≈ T1), the
entropy generation can be determined by dividing the exergy destruction by the inlet
temperature in accordance with Gouy-Stodola theorem [31]:

spumping
gen =

Ξd

T1

=
w − ws
T1

=
h2 − hs2
T1

=
h(T2, p2)− h(T1, p2)

T1

=
v

T1

(p2 − p1)

(
1

ηp
− 1

)
(4.51)

Note that Eq. (4.51) is simply the Taylor series expansion of Eq. (4.50). This alternate
derivation is only appropriate since the pumping process is nearly isothermal.

For entropy generation in compression, assume that both the inlet and outlet
vapor can be modeled as an ideal gas that follows the generalized compressibility form.
Equation (4.34) shows that for an isentropic expansion from p1 to p2,

T s2 = T1

(
p2

p1

)R/cp
Combining this result with Eqs. (4.33), (4.39), and (4.48) and solving for T2 gives

T2 = T1

{
1− 1

ηp

[
1−

(
p2

p1

)R/cp]}
(4.52)

Substitution of Eqs. (4.34) and (4.52) into Eq. (4.40) yields the entropy generated
due to irreversible compression:

scompression
gen = cp ln

{
1− 1

ηp

[
1−

(
p2

p1

)R/cp]}
−R ln

p2

p1

(4.53)

Note that unlike in the incompressible fluid case, Eq. (4.53) cannot be derived
through the use of the Gouy-Stodola theorem since the compression of a gas is not an
isothermal process.
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4.6.4 Approximately isobaric heat transfer process

In actual heat exchangers, there is always a pressure drop associated with viscous forces.
However, without knowledge of specific flow geometry or the local temperature and
pressure fields, it is impossible to partition entropy generation according to particular
transport phenomena. For example, Bejan [102] has shown that for a simple, single-
fluid heat exchanger, comparing the trade off between entropy generation due to heat
transfer across a finite temperature difference and pressure drop across a finite flow
volume yields an optimum heat exchanger geometry.

In heat exchangers within typical desalination processes, however, the effect of
pressure drop on physical properties is insignificant. Thus, entropy generation may be
calculated as a function of terminal temperatures alone. For the range of temperatures
and flow configurations encountered in the present analysis, this approximation holds
for fluids that may be modeled as both ideal gases and incompressible fluids.

The entropy generation equation for a heat exchanger is

SHX
gen = [ṁ(s2 − s1)]stream 1 + [ṁ(s2 − s1)]stream 2 (4.54)

In the case of a device that transfers heat at a relatively constant pressure, an
approximate expression may be developed for entropy generation as a function of inlet
and outlet temperatures alone. Entropy may be written as:

ds =
1

T
dh− v

T
dp (4.55)

Integrating Eq. (4.55) at constant pressure gives:

s2 − s1 =

∫ 2

1

1

T
dh (4.56)

For an ideal gas, Eq. (4.55) is written as Eq. (4.32) which can be integrated at constant
pressure to give:

s2 − s1 = cp ln
T2

T1

(4.57)

For an incompressible fluid, entropy is not a function of pressure as seen in Eq. (4.28).
Therefore, the entropy difference is given by:

s2 − s1 = c ln
T2

T1

(4.58)

If it is now assumed that the heat exchanger is adiabatic with respect to the environment
and that there is no work, then the above equations can be substituted into Eq. (4.54).

For an isobaric phase change from a saturation state (either liquid or vapor), the
entropy change is

s2 − s1 = xsfg = x(sIG − sIF) for evaporation (4.59)

= (x− 1)sfg = (x− 1)(sIG − sIF) for condensation (4.60)
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Heat Reservoir

(i′) Discharge Stream
T ′i 6= T0

(i) Discharge Stream
Ti = T0

Q̇

T0

Figure 4-5: Entropy is generated in the process of a stream reaching thermal equilibrium
with the environment.

where x is the quality at the exit of the process.

4.6.5 Thermal disequilibrium of discharge streams

Referring again to Fig. 2-1, the entropy generated in bringing outlet streams from the
system control volume to the ambient temperature reached at the exit of the distant
control volume may be calculated. Consider a stream that is in mechanical, but not
thermal equilibrium with the environment (Fig. 4-5). The environment acts as a heat
reservoir, and through an irreversible heat transfer process, the stream is brought to
thermal equilibrium.

The First and Second Laws for this control volume give:

Q̇ = ṁi(hi − h′i) (4.61)

Ṡgen = ṁi

[
(si − s′i)−

Q̇

T0

]
= ṁi

[
(si − s′i)−

hi − h′i
T0

]
(4.62)

For incompressible fluids at mechanical equilibrium with the environment, si−s′i =
ci ln

T0
Ti

and hi − h′i = ci(T0 − Ti). Substituting into Eq. (4.62) gives the entropy
generated in bringing a stream of fluid to thermal equilibrium with the environment:

ṠT disequilibrium
gen = ṁici

[
ln

(
T0

Ti

)
+
Ti
T0

− 1

]
(4.63)

4.6.6 Chemical disequilibrium of concentrate stream

When considering a desalination system, the concentrate is typically considered to be
waste and is discharged back to the ocean. Since the concentrate is at higher salinity
than the ocean, entropy is generated in the process of restoring the concentrate to
chemical equilibrium (also called distributive equilibrium) with the seawater. This
entropy generation can be calculated in one of two ways.

First, consider the addition of the concentrated concentrate stream at the restricted
dead state to a large reservoir of seawater at the total dead state. An energy balance
governing the mixing of the concentrate stream with the seawater reservoir is written
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as follows:

Ξ̇mixing
destroyed = −[(ṁc + ṁreservoir

sw )gout − ṁcgc − ṁreservoir
sw gsw] (4.64)

where Ξ̇mixing
d is the exergy destroyed as a result of irreversible mixing. In the limit

that ṁc/ṁ
reservoir
sw → 0, gout approaches gsw and the concentrate stream is brought to

chemical equilibrium with the environment. Using the Gouy-Stodola theorem [31],
the exergy destroyed due to irreversible mixing can be used to evaluate the entropy
generated as the concentrate stream runs down to chemical equilibrium:

Ṡconcentrate RDS→TDS
gen =

Ξ̇mixing
destroyed

T0

(4.65)

The mixing process described by Eq. (4.64) is analogous to the separation process
shown in Fig. 2-1 performed in reverse.

A second method to evaluate the entropy generation due to chemical disequilibrium
of the concentrate stream is based on the least work of separation. When considering
the control volume given by Fig. 2-1 and the minimum least work of separation,
there is an infinitesimally small product stream of pure water along with a stream of
concentrate of salinity that is infinitesimally above that of seawater. Therefore, the
concentrate stream is in thermal, mechanical, and nearly chemical equilibrium with
the environment. If, however, there is a finite recovery ratio, the concentrate stream
salinity is greater than that of seawater. Additionally, as the recovery ratio increases,
the flow rate of the concentrate stream decreases and flow rate of the product water
increases (assuming fixed input feed rate). Since the concentrate stream is not at
equilibrium with the environment, there is a chemical potential difference that can
be used to produce additional work. This additional work is exactly equal to the
difference between the least work of separation, Eq. (2.4), and the minimum least
work of separation, Eq. (2.30). When the concentrated concentrate is discarded to
the ocean, this work potential is lost. Therefore, entropy generation due to chemical
disequilibrium of the concentrate stream can also be evaluated through the use of the
Gouy-Stodola theorem as follows:

T0Ṡ
concentrate RDS→TDS
gen = Ẇleast(r > 0)− Ẇmin

least(r = 0) (4.66)

Evaluation of entropy generation using Eqs. (4.65) and (4.66) gives equivalent results.

4.7 Application to desalination technologies

Using the methods developed in preceding sections, the component and system
level entropy production and the Second Law efficiency of several common seawater
desalination technologies are now evaluated.
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4.7.1 Multiple effect distillation

A very simple model based on approximations from El-Sayed and Silver [16], Darwish
et al. [103], and El-Dessouky and Ettouney [13] is used to generate all the temperature
profiles and mass flow rates within a multiple effect distillation (MED) forward feed
(FF) cycle (Fig. 4-6).1

Several common approximations and design decisions are made: The temperature
drop between effects is assumed to be constant, ∆T = (Tsteam − Tlast effect)/n. Addi-
tionally, the driving temperature difference between condensing vapor and evaporating
brine and the temperature rise across feed heaters are both taken to be ∆T . The
temperature rise in the condenser is set to 10 ◦C.

The distillate is approximated as pure water, and it is assumed that distillate
is produced in each effect (Di) at a rate of 99% of that produced in the previous
effect (i.e., Di+1 = 0.99Di) to approximate the effect of increasing latent heat with
decreasing effect temperature. Distillate produced from flashing in each effect is given
by Df,i = ṁb,i−1cp,i∆T/hfg,i where mb,i−1 is the brine from the previous effect which
becomes the feed to the current effect. The remainder of the distillate is produced
from boiling in the effect. There is no flashing in the first effect. Distillate produced
from flashing in the flash boxes is given by Dfb,i =

∑i−1
j=1Djcp,i∆T/hfg,i, for i ≥ 2. The

quality of the distillate leaving the feed heater is calculated using an energy balance
on the heater, ṁF cp,i∆T = (Di +Dfb,i)(1− xi)hfg , where ṁF is the mass flow rate of
the feed seawater.

Water and salinity mass balances for the effects are:

ṁb,i−1 = Di + ṁb,i

ṁb,i−1yb,i−1 = ṁb,iyb,i

where yb,i is the salinity of the ith brine stream.

An energy balance on the first effect gives the required amount of heating steam:
ṁshfg,s = D1hD,1 + ṁb,1hb,1 − ṁFhF . Accurate properties for seawater [45] and
steam [101], including enthalpies, entropies, specific heats, etc., are used and evaluated
at each state.

The inputs to the simplified MED FF model with 6 effects include: 1 kg/s of
distillate, seawater salinity of 42 g/kg, maximum salinity of 70 g/kg, steam temperature
of 70 ◦C, last effect temperature of 40 ◦C, and seawater (and environment) temperature
of 25 ◦C.

Using the above approximations and inputs, all thermodynamic states for the
MED FF system are found. Entropy generation in each component is computed by
using a control volume for each component. Pumping work and entropy generated
due to flashing in effects are evaluated using Eqs. (4.37) and (4.50), respectively.

Figure 4-7 shows the entropy generated in each component, whereas Fig. 4-8 shows
the percentage of entropy generated in each type of component. Pumping is not

1While a much more detailed MED model has been developed [99, 100], a simple model is used
here in order to a highlight the importance of the various entropy generation mechanisms. The
detailed model is presented in Appendix A.
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Figure 4-7: Entropy production in the various components of a 6 effect forward feed
multiple effect distillation system.

included since the entropy generated due to pumping is much less than 1% of the
overall amount. Looking at Fig. 4-8, it is clear that heat transfer is the dominant
source of entropy generation in MED systems since most of the generation occurs in
the heat exchange devices (effects, feed heaters, and condenser). It was found that
entropy generated due to flashing in the effects was very small.

Although the effects result in the greatest portion of the entropy generated, it is
important to note that the condenser is the single greatest source of irreversibility, as
seen in Fig. 4-7. The condenser is such a large source of entropy generation because
very large flow rates of water are needed to condense the vapor from the final effect,
and because of the low temperature at which the heat transfer is occurring.

Many modern MED plants operate using a thermal vapor compressor (TVC).

Effects: 56.5%

Feed Heaters: 12.3%

Flashboxes: 0.6%

Condenser: 21.8%

Temperature Disequilibrium: 6.2%

Chemical Disequilibrium: 2.5%

Figure 4-8: Relative contribution of sources of entropy generation in a forward feed
multiple effect distillation system. Irreversibilities in the effects dominate. Total
specific entropy generation is 196 J/(kg K).
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The TVC is used to entrain the vapor from the final effect and re-inject it into the
first effect. MED-TVC plants have much higher performance ratios than non-TVC
plants and they reduce the size of the final condenser, thus reducing this large source
of irreversibilities. It is important to note, however, that the TVC is also a highly
irreversible device so that total entropy production may not be as much reduced.

Finally, it is seen that for this MED plant, entropy generated as a result of the non-
equilibrium discharge of the brine and distillate corresponds to approximately 8.7% of
the plant’s overall losses. The Second Law efficiency, accounting for disequilibrium of
the discharge, is ηII = 5.9%. Additionally, PR = 5.2 and GOR = 5.4.

4.7.2 Multistage flash

A simple once-through multistage flash (MSF-OT) process with 24 stages is modeled.2

A schematic diagram of such a process is shown in Fig. 4-9. As is done in several
simple MSF modeling schemes [13, 16], the stage drop, or difference in sequential
flashing chamber saturation temperatures, is assumed to be a constant. Mass and
energy balances for each component (brine heater, feed heaters, and flash evaporators)
are then solved simultaneously to obtain inlet and outlet conditions for each such
component. The mass and energy balances on the ith feed heater are:

ṁd,i = Df,i + ṁd,i−1

ṁf (hh,i − hh,i−1) = ṁd,ihd,i −Df,ihf,i − ṁd,i−1hd,i−1

where Df,i is the amount of vapor flashed in the ith stage. An energy balance on
the brine heater is written as ṁshfg,s = ṁf(hb,0 − hh,0). The required conservation
equations for the evaporators are mass, salinity, and energy, respectively given as:

ṁb,i−1 = ṁb,i +Df,i

ṁb,i−1yi−1 = ṁb,iyi

ṁb,i−1hb,i−1 = ṁb,ihb,i +Df,ihf,i

The inputs to the model are: feed temperature (25 ◦C); steam temperature (116 ◦C);
brine reject temperature (40 ◦C); distillate mass flow rate (378.8 kg/s); feed mass
flow rate (3384 kg/s); and seawater salinity (42 g/kg). These values are taken from
representative MSF-OT data analyzed by El-Dessouky and Ettouney [13]. Table 4.3
displays key outputs from the model; the values agree with the more complex model
presented in [13] within 5%. Values of specific enthalpy, specific entropy, and other
properties are obtained from [45] for seawater, and [101] for pure water. Results from
the present model are given in Table 4.3.

Applying the definition of Second Law efficiency, Eq. (4.15), to the system yields
a value of 2.9%, which is of the same order as the value presented for the similarly
large-scale MED system considered in Section 4.7.1. As can be seen in Figs. 4-10
and 4-11, the largest source of entropy generation in this particular configuration

2This section was co-authored with Gregory P. Thiel [36].
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Table 4.3: MSF-OT Plant Outputs.

Output Model Value

Performance ratio PR 4.2
Gained output ratio GOR 4.6
Top brine temperature Th [◦C] 109
Steam flow rate ṁs [kg/s] 91.1
Max salinity yn [g/kg] 47.3
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Figure 4-10: Sources of entropy generation in a 24 stage once through multistage flash
system.

is the feed heaters, whereas the approximately isothermal evaporators contribute a
nearly negligible portion of the plant-wide entropy generation. The relatively small
amount of entropy generated in each evaporator is a consequence of the low recovery
rate (11%) of the system modeled: the evaporator is approximately isothermal, so the
entropy generated is largely the specific entropy of vaporization for a small quantity of
flashed vapor. Were the recovery ratio larger and the number of stages similar, more
vapor would be flashed in each stage, and entropy generation in the evaporators would
increase. Likewise, the dominating portion of entropy generated in the feed heaters
can be explained by the low recovery ratio. At low recovery ratios, the circulated
brine is the largest thermal mass in the system, and the majority of heat transfer to
this stream occurs in the feed heaters.

Including the exergy destruction associated with the temperature disequilibrium
between the brine and distillate outputs and the dead state proves to be significant
here, accounting for roughly 10% of total entropy production. In particular, the
relatively high contribution of the brine disequilibrium to total entropy generation
is due to the low recovery ratio inherent in MSF-OT, and the correspondingly high
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Evaporators: 3.4%

Feed Heaters: 73.9%

Brine Heater: 12.5%

Temperature Disequilibrium: 10%
Chemical Disequilibrium: 0.2%

Figure 4-11: Relative contribution of sources of entropy generation in a once-through
multistage flash system. Irreversibilities in the feed heaters dominate. Total specific
entropy generation is 423 J/(kg K).

brine reject flow rate that occurs at a temperature significantly above the dead state.

4.7.3 Direct contact membrane distillation

Direct contact membrane distillation (DCMD) is a membrane-based thermal distillation
process in which heated feed passes over a hydrophobic microporous membrane [104].3

The membrane holds back a meniscus of water near the pores. On the opposing side,
cooled fresh water passes over the membrane. The temperature difference between
the water streams induces a vapor pressure difference that drives evaporation through
the pores. This can be described in terms of a vapor pressure difference multiplied
by a membrane distillation coefficient B, which represents the diffusion resistance
through the pores. It is based on material properties, pore geometry, and depends
weakly on temperature and is assumed to be constant for this calculation. On the
feed side, boundary layers in concentration, temperature, and momentum are present,
with corresponding diffusional transport of heat and mass. On the cooler fresh water
side, there is condensation of vapor and warming of the fresh water, with boundary
layer processes similar to those on the feed side. Direct contact membrane distillation
has been successfully used to produce fresh water at small scale (0.1 m3/d) [106–109].

A transport process model for DCMD based on validated models by Bui et al.
[110] and Lee et al. [109] was implemented to obtain the permeate flux, and outlet
temperatures of a DCMD module. The calculation of system performance used heat
transfer coefficients calculated from correlations based on module geometry [111].
While the Bui et al. [110] model used a hollow-fiber membrane configuration, the
present calculations are done for a flat-sheet configuration. Membrane geometry and
operating conditions are taken from some pilot-sized plants the literature [112, 113].
Seawater enters into the system at 27 ◦C and 35 g/kg total dissolved solids at a mass
flow rate of 1 kg/s, The feed inlet temperature is held constant at 85 ◦C, and the
required heat is provided by a 90 ◦C source. The permeate side contains fresh water
with an inlet flow rate of 1 kg/s. The resulting recovery ratio for this system is

3This section was co-authored with Edward K. Summers [36, 105].
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Module: 34.5%

Heater: 26.3%

Regenerator: 16.3%

Temperature Disequilibrium: 22.9%

Figure 4-13: Relative contribution of sources of entropy generation in a direct contact
membrane distillation system. Total specific entropy generation is 925.4 J/(kg K).

4.4%. The regenerator is a liquid-liquid heat exchanger with a terminal temperature
difference of 3 K. The pressure drop through the thin channel in the membrane module
was found to be the dominant pressure drop in the system and was the basis for
calculating the entropy generation due to pumping power. Properties for seawater [45]
were used in the calculation. A schematic diagram of the system is shown in Fig. 4-12,
with module geometry and constants shown.

Entropy generation was calculated for each component in the system by using a
control volume analysis. Figure 4-13 shows the breakdown of entropy generation in
each component.

The greatest source of entropy generation is the module. This is owed mostly to
diffusion through the pores and to a lesser extent heat conduction losses, as only a
thin membrane separates the cold and hot streams in the module. The small pore
size contributes substantially to the diffusion resistance; the pore diameter is usually
on the order of 1000 times less than the membrane thickness. The heater contributes
substantially due to the large amount of heat transferred, and the large temperature
difference between the source temperature (usually a steam saturation temperature)
and the heater inlet. The regenerator has lower entropy generation as it transfers
energy through a lower temperature difference, which remains constant throughout its
length. The discharge temperature disequilibrium entropy generation is low compared
to other thermal systems, as the brine reject temperature is lower. Additionally,
since the recovery ratio is low, the chemical disequilibrium of the brine is also found
to be negligible (entropy generation due to brine disequilibrium is approximately
three orders of magnitude smaller than from other sources). Like most other systems
discussed here, the pumping entropy generation was found to be negligible.

Reducing the top temperature, TF,in, results in a net increase in specific entropy
generation. This is primarily due to the heater, as a lower top temperature gives rise
to a higher temperature difference in the heater. Specific entropy generation in the
module goes down slightly, as evaporation happens at a lower temperature; however,
this is negated by an increase in specific entropy generation in the regenerator, as
water production decreases faster than the temperature gradient in the regenerator.
Entropy generation to temperature disequilibrium goes up primarily owing to the
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Figure 4-14: Single effect mechanical vapor compression process.

lower recovery ratio and additional brine reject.
Given the MD’s low recovery ratio and high discharge temperature, entropy

generation is high when compared to other desalination systems, and as a result
ηII = 1.0%, as calculated with Eq. (4.14) and taking account all sources of entropy
generation.

4.7.4 Mechanical vapor compression

A simple single effect mechanical vapor compression (MVC) model is considered.4 A
schematic diagram of the process is shown in Fig. 4-14. The design values chosen for
the process are guided by those reported for single stage MVC plants analyzed by
Veza [90] and Aly [114] and are listed in Table 4.4.

The inlet pressure to the compressor is taken to be the average of the saturation
pressure of seawater at a salinity corresponding to the average of the feed and
reject salinity. The regenerating heat exchanger is thermally balanced and thus the
temperature difference is taken to be constant between the rejected brine and the feed
stream and also between the product water and the feed stream. By employing energy
conservation equations for each component, the unknown thermodynamic states may
be computed. Knowing the thermodynamic states at each point, the entropy generated
within each component may be calculated along with the entropy generated when
the discharged brine is returned to a body of water with the same composition and
temperature as the feed. The key outputs from the model are reported in Table 4.5.
The breakdown of entropy generation among components is indicated within Fig. 4-15.

The majority of entropy generation may be attributed to heat transfer across a
finite temperature difference from the condensation process to the evaporation process.

4This section was co-authored with Ronan K. McGovern [36].
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Table 4.4: MVC design inputs.

Input Value

Seawater inlet temperature 25 ◦C
Seawater inlet salinity 35 g/kg
Product water salinity 0 g/kg
Discharged brine salinity 58.33 g/kg
Top brine temperature 60 ◦C
Pinch: evaporator-condenser 2.5 K
Recovery ratio 40%
Isentropic compressor efficiency 70%
Compressor inlet pressure 19.4 kPa

Table 4.5: MVC model outputs.

Output Value

Specific electricity consumption 8.84 kW h/m3

Discharged brine temperature 27.2 ◦C
Product water temperature 29.7 ◦C
Compression ratio 1.15
Second Law efficiency, ηII 8.5%

Entropy generation within the regenerator is less significant, primarily because the
sensible heat transferred in the regenerator is substantially smaller than the large
amount of latent heat recovered in the evaporator-condenser. Entropy generation due
to irreversibility within the compressor is important and depends upon the compression
ratio and its isentropic efficiency. Entropy generated in returning concentrated brine
to a body of seawater is considerable as the recovery ratio is high (40%). Entropy
generated in returning product streams to the temperature of inlet seawater is small
as the regenerator is effective in bringing these streams to a temperature close to that
of the inlet seawater.

The MVC system modeled above is a simple single effect system, satisfactory
for demonstrating the distribution of entropy generation throughout MVC plants.
Detailed thermoeconomic models with multiple effects have been analyzed in lit-
erature [59]. Research has also been undertaken on improving the heat transfer
coefficients within the evaporation and condensation processes of phase change.
Lara et al. [115] investigated high temperature and pressure MVC, where dropwise
condensation can allow greatly enhanced heat transfer coefficients. Lukic et al. [116]
also investigated the impact of dropwise condensation upon the cost of water pro-
duced. Such improvements in heat transfer coefficients reduce the driving temperature
difference in the evaporator-condenser leading to a lower compression ratio and thus
reduced compressor work requirements per unit of water produced. As the present
analysis shows, reduction of entropy generation within the evaporator-condenser and
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Evaporator-Condenser: 57.2% Compressor: 28.1%

Regenerator: 10.9%

Salinity disequilibrium - brine: 3.1%Temperature disequilibrium: 0.7%

Figure 4-15: Relative contribution of sources of entropy generation in a mechanical
vapor compression system. Total specific entropy generation is 98.0 J/(kg K). Contri-
butions of the temperature disequilibrium of the distillate and brine streams are 0.5%
and 0.2%, respectively.

the compressor are crucial if exergetic efficiency is to be improved upon.

4.7.5 Reverse osmosis

A typical flow path for a single stage reverse osmosis (RO) plant with energy recovery
is shown in Fig. 4-16 [117]. Since RO is a mechanically driven system and thermal
effects are of second order to pressure effects, reasonably accurate calculations can be
performed while only considering pressure work. The following approximations are
made:

Feed seawater is assumed to enter at ambient temperature and pressure (25 ◦C,
1 bar) and at standard seawater salinity (35 g/kg). Pure water (0 g/kg salinity) is
assumed to be produced at a recovery ratio of 40%. Further, it is assumed that 40%
of the feed is pumped to 69 bar using a high pressure pump while the remaining 60%
is pumped to the same pressure using a combination of a pressure exchanger driven
by the rejected brine as well as a booster pump. The high pressure, booster, and
feed pump efficiencies are assumed to be 85%. The concentrated brine loses 2 bar
of pressure through the RO module while the product leaves the module at 1 bar.
Energy Recovery Inc. [118] makes a direct contact pressure exchanger that features a
single rotating part. The pressure exchanger pressurizes part of the feed using work
produced through the depressurization of the brine in the rotor. Equations (4.29),
(4.41), and (4.48) are used to match the work produced in expansion to the work
required for compression. Assuming the expansion and compression processes are 98%
efficient [118], the recovered pressure is calculated as follows:

precovered = pfeed + ηexpansionηcompression

(
ρfeed

ρbrine

)
(pbrine − patm) (4.67)
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and the pressure exchanger efficiency is evaluated using ERI’s definition [117]:

ηPX =

∑
out Pressure× Flow∑
in Pressure× Flow

(4.68)

Density of seawater is evaluated using seawater properties [45].

Using the above assumptions, approximations, and inputs, the entropy generated
in the various components can be directly calculated using equations derived in
Section 4.6. The entropy generated in the high pressure pump, booster pump, and the
feed in the pressure exchanger is evaluated using Eq. (4.50). The entropy generated
through the expansion of the pressurized brine in the pressure exchanger is evaluated
using Eq. (4.43).

Additional consideration is necessary for the entropy generation in the RO module
because both the mechanical and chemical state of the seawater is changing. Since
entropy is a state variable, the process can be decomposed into two sub-processes for
the purpose of calculating the overall change of state. First, the high pressure seawater
is isobarically and isothermally separated into two streams of different composition.
Next, the two streams are depressurized at constant salinity in order to account for the
pressure drop associated with diffusion through the membrane (product, ∆p = 68 bar)
and that associated with hydraulic friction (brine, ∆p = 2 bar).

In order to evaluate the entropy change as a result of the separation process, the
physical properties of seawater are needed as function of temperature, pressure, and
salinity. For the model of separation considered here, the compositional change is
taken at constant high pressure and temperature, so that the entropy change due to
compositional change is easily evaluated:

∆Ṡcomposition = ṁpsp(T0, pHP, yp) + ṁcsp(T0, pHP, yp)− ṁF sF (T0, pHP, yF ) (4.69)

Since seawater is nearly incompressible, entropy is independent of p, and can be
evaluated using the property package developed by Sharqawy et al. [45] (which does
not currently include pressure effects). Note that ∆Ṡcomposition ≈ −Ẇleast(r > 0)/T0

since Ẇleast(r > 0) = ∆Ġcomposition = ∆Ḣcomposition − T∆Ṡcomposition [cf., Eq. (2.4)] and
∆Ḣcomposition is small.

Entropy generation due to the irreversible depressurization of both the brine
and product streams is evaluated through the use of Eq. (4.44). The total entropy
generated in the RO module is the sum of the entropy change due to compositional
changes, Eq. (4.69), and the entropy generated in the depressurization of the product
and brine streams, Eq. (4.44).

The energy dissipated by pressure loss and pump inefficiency results in very small
increases in the system temperature. As a result, the entropy generation associated
with the transfer of this energy out of the system as heat (if any) through the very small
temperature difference from the environment is negligible relative to the mechanical
sources of entropy production [see Eq. (4.63)].

Figure 4-17 is a pie chart showing the relative amounts of entropy generation within
the single stage RO system. The greatest irreversibility occurs within the RO module.
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RO module: 54.8%

High pressure pump: 20%

Booster pump: 2.1%
Feed pump: 0.7%
Brine through PX: 3.3%

Feed through PX: 3.2%

Chemical Disequilibrium: 15.9%

Figure 4-17: Relative contribution of sources to entropy generation in the reverse
osmosis system. Irreversibilities associated with product flow through the membrane
dominates. Total specific entropy generation is 19.4 J/(kg K).

Further examining the entropy generation in the RO module, it is found that the
change in entropy from the depressurization of the product is 22.6 J/(kgproduct K), while
the change in entropy from the depressurization of the brine is only 1.0 J/(kgproduct K);
the entropy change from compositional change is −12.9 J/(kgproduct K). Therefore, the
diffusion of water through the RO membrane is the largest source of irreversibility,
owing mainly to the large pressure drop (68 bar). Note that the high pressure pump
handles the same flow rate of water through the same pressure difference, but does
so at 85% efficiency and therefore generates substantially less entropy than the (zero
efficiency) flow through the membrane.

Based on these conditions, the minimum least work is found to be 2.71 kJ/kg
and the total entropy generation is 19.4 J/(kg K). Therefore, the required work of
separation is 8.50 kJ/kg (2.35 kW h/m3) and the Second Law efficiency, per Eq. (4.14),
is 31.9%.

Since RO systems tend to operate at higher Second Law efficiency than thermal
plants, the irreversibility due to discharge disequilibrium of the brine stream has a
larger contribution to the total entropy generation. As seen in Fig. 4-17, the high
salinity of the brine accounts for almost 16% of the plant’s total irreversibility. The
only way to reduce this effect is to lower the recovery ratio or to implement an osmotic
power recovery device on the reject brine stream.

When trying to improve RO systems, designers target the irreversibilities in the
module. The simplest way to improve the performance of the system is to use a two
(or more) stage RO system (e.g., as described by Elimelech and Phillip [119]). In a two
stage system, water is extracted at a lower recovery ratio from the first stage, resulting
in a lower brine concentration. Since the required pressure of the feed is dependent
on the osmotic pressure, which itself is a function of the feed concentration, a lower
recovery ratio means that lower pressures are needed in the first stage. Next, the brine
from the first stage is then further pressurized to the top pressure and additional water
is extracted in a second stage. Even though the same top pressure is reached, since
the flow rates at the highest pressure are smaller, less total entropy is generated in the
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Figure 4-18: A schematic diagram of a closed air open water, water heated
humidification-dehumidification desalination cycle.

two stage system. Batch processing of seawater, as done by Desalitech Ltd. [120], also
serves to reduce the volume of water that needs to be pressurized to the maximum
pressure.

4.7.6 Humidification-dehumidification

A solar driven closed air open water (CAOW) humidification-dehumidification (HDH)
desalination cycle with water heating (WH) is modeled [27, 36–39, 121]. A schematic
diagram of the CAOW-WH HD cycle is shown in Fig. 4-18. Specifically, the model
developed by Mistry et al. [36] is used with additional equations added to calculate
entropy generation due to temperature and chemical disequilibrium as well as Second
Law efficiency.

In this model, all components are modeled as black boxes. The humidifier and
dehumidifier are characterized by an effectiveness parameter designed to capture the
effects of simultaneous heat and mass transfer [122]. The solar heater is approximated
as a constant heat flux surface. Pumping losses are ignored since all streams are
approximated to be at atmospheric pressure. Physical properties are evaluated for
seawater [45], moist air [123], and pure water [124].

Operating conditions are selected as: mass flow rate ratio of seawater to dry air
is 3; effectiveness of the humidifier and dehumidifier is 90%; seawater temperature
and salinity are 30 ◦C and 35 g/kg respectively; and brine top temperature is 70 ◦C.
A breakdown of the contributions to the entropy generation for the CAOW-WH
HDH cycle is shown in Fig. 4-19. For this example, the dehumidifier is the limiting
component as it is the greatest source of irreversibility. Further discussion regarding
the sources of irreversibility within the components is provided in [36].

Entropy generation due to thermal disequilibrium accounts for approximately
16% of the total irreversibility in the system. As with the MSF-OT and DCMD
systems considered earlier, the low recovery ratio (4.5%) results in very low entropy
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Dehumidifier: 53.6%

Humidifier: 13.2%

Heater: 17.3%

Temperature disequilibrium - brine: 12.8%

Temperature disequilibrium - distillate: 3.1%
Salinity disequilibrium - brine: 0.1%

Figure 4-19: Relative contribution of sources to entropy generation in the closed air
open water, water heated humidification-dehumidification system. Irreversibilities in
the dehumidifier dominate. Total specific entropy generation is 370 J/(kg K).

generation due to chemical disequilibrium of the brine. Based on these conditions, the
minimum least work is 2.76 kJ/kg and the total entropy generation is 370 J/(kg K).
Therefore, the required heat of separation is 962 kJ/kg (GOR is 2.5) and the Second
Law efficiency is 2.4%.

Mistry et al. [27] performed an exergy analysis of a wide range of CAOW HDH
cycle configurations (water heated, air heated) at various operating conditions (top
temperature, mass flow rate ratio, component effectiveness, etc.) and found that there
was no consistent correlation between a cycle’s exergetic efficiency and GOR (see [27],
Table 1 and Fig. 10). In addition to the reasons discussed in [27], the lack of consistent
correlation between the two parameters is largely a result of defining ηII as Ξ̇out/Ξ̇in

rather than Ξ̇out,useful/Ξ̇in. Accounting for the exergy lost in the discarded streams
(i.e., exergy destroyed due to thermal and chemical disequilibrium) in the definition
of ηII , as discussed in Section 4.2, reconciles the inconsistencies that were observed.
The original data from ([27], Fig. 10) is provided in Fig. 4-20a. Additionally, the
data is plotted against the proper definition of Second Law efficiency, Eq. (4.15), in
Fig. 4-20b and it is seen that there is a definite positive correlation between GOR and
ηII , regardless of the cycle configuration or operating conditions, as expected.

4.8 Conclusions

In this chapter, the following conclusions have been reached:

1. A Second Law efficiency is developed for desalination systems and is defined
as the useful work output divided by the total work input to the system. The
useful work output of a desalination system is the minimum least work of
separation, since the useful output of the system is pure water, not pure hot
water. Minimum least work of separation is defined such that all input and
output streams with exception of the product stream are in thermal, mechanical,
and chemical equilibrium with the environment (total dead state). The product
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Figure 4-20: GOR versus Second Law efficiency for closed air open water humidification-
dehumidification cycle configurations analyzed by Mistry et al. [27]. The original data,
Fig. 4-20a ([27], Fig. 10), shows no correlation between GOR and the old definition
of ηII . Figure 4-20b shows that using a minimum least work of separation based
definition for Second Law efficiency results in a positive correlation between the
energetic performance (GOR) and Second Law performance (ηII ) of the cycles.
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stream is in thermal and mechanical equilibrium with the environment (restricted
dead state). The exergy input to the desalination systems analyzed is either in
the form of work or heat. See Eq. (4.14).

2. When evaluating the Second Law efficiency, it is essential that the control volume
is selected in such a way that only primary energy sources are considered and that
all process streams are allowed to come to thermal and mechanical equilibrium
(restricted dead state).

3. In a cogeneration scheme where the primary energy input is heat, a work-driven
separation process can never achieve 100% Second Law efficiency unless the
power plant is also reversible since the work is created through an irreversible
process.

4. Based on currently available technology, work-driven desalination systems are
able to achieve a much higher Second Law efficiency than thermally driven
systems. From a purely exergetic point of view (based on primary energy input),
it is always favorable to produce work to drive an RO system rather than to
use MED or MSF. Factors such as cost, feed quality, robustness to difficult
conditions, and existing infrastructure may still result in thermal systems being
preferred.

5. When considering the work input to be the minimum least work of separation
plus lost work due to entropy generation, it is essential to consider entropy
generated not only due to irreversibilities in the separation process, but also due
to temperature disequilibrium of the discharge and the irreversible mixing of
the concentrate with the ambient seawater. See Eq. (4.6).

6. The application of entropy generation analysis to various desalination technolo-
gies showed that thermal disequilibrium of the discharge streams results in a
substantial portion of the entropy generated in thermal systems. Similarly, it was
seen that entropy generation due to chemical disequilibrium is important only in
systems with high recovery ratios. Depending on whether thermal or chemical
disequilibrium is important, modifications to the systems can be implemented
in order to capitalize on the potential differences between the discharge streams
and the environment and reduce the required energy input.

The entropy generation techniques discussed herein provide a useful set of tools
for analyzing desalination systems in order to determine major sources of lost work.
However, it is important to note that entropy generation analysis is primarily useful for
understanding how to improve a specific system. Comparing Second Law efficiency of
various systems (e.g., MED vs. RO) only shows which system is operating closer to the
reversible limit (Fig. 4-21). While this is useful for understanding which systems have
the potential for further improvement, it is often more useful, for system engineering
purposes, to compare ηII of a single system operating under various conditions since
this allows a designer to understand the irreversibilities within a system. One should
be careful when comparing ηII for systems with electrical energy input to those with
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Figure 4-21: Second Law efficiencies calculated for the systems modeled in this
chapter. Reverse osmosis has a substantially higher Second Law efficiency than the
other desalination processes considered in this chapter.

thermal energy input. Electricity is a higher grade energy source than heat, and
additional entropy is generated in the conversion from heat (or fuel) to electricity.
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Chapter abstract

Second Law efficiency is a useful parameter for characterizing the energy requirements
of a system in relation to the limits of performance prescribed by the Laws of
Thermodynamics. However, since energy costs typically represent less than 50% of the
overall cost of product for many large scale plants (and in particular, for desalination
plants), it is useful to have a parameter that can characterize both energetic and
economic effects. In this paper, an economics-based Second Law efficiency is defined
by analogy to the exergetic Second Law efficiency and is applied to several desalination
systems. It is defined as the ratio of the minimum cost of producing a product
divided by the actual cost of production. The minimum cost of producing the product
is equal to the cost of the primary source of energy times the minimum amount
of energy required, as governed by the Second Law. The analogy is used to show
that thermodynamic irreversibilities can be assigned costs and compared directly to
non-energetic costs such as capital expenses, labor, and other operating costs. The
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economics-based Second Law efficiency identifies costly sources of irreversibility and
places these irreversibilities in context with the overall system costs. These principles
are illustrated through three case studies. First, a simple analysis of multistage flash
and multiple effect distillation systems is performed using available data. Second, a
complete energetic and economic model of a reverse osmosis plant is developed to
show how economic costs are influenced by energetics. Third, a complete energetic
and economic model of a solar powered direct contact membrane distillation system is
developed to illustrate the true costs associated with so-called free energy sources.

This chapter has been submitted for publication in [26].

5.1 Introduction

Substantial research in desalination has been conducted in recent decades in order
to develop more efficient and economical technologies, both to provide potable water
and to remediate industrial process waters [9, 10].

Several energetics-based performance parameters are regularly used in the desalina-
tion industry in order to describe the energy requirements of various technologies and
to compare the energy efficiency of systems. These performance parameters include
specific electricity consumption (SEC), gained output ratio (GOR), performance ratio
(PR), least heat and least work, and Second Law efficiency [21, 22]. While all of
these energetic parameters are useful, unfortunately, they all have certain limitations.
For example, parameters such as SEC and GOR are based purely on energy con-
sumption and fail to capture thermodynamic limits on system performance. Second
Law efficiency references the energy consumed to the theoretical minimum energy
requirements (minimum least work of separation), and therefore, is an expression of
how close a real-world system is to achieving the reversible limit of energy efficiency.
However, this parameter is also limited in that it only captures exergetic effects. Since
it is only a reflection of exergetic costs, optimization based on Second Law efficiency
alone will result in impractical systems requiring very large, or infinite, transfer areas
(heat transfer surfaces, membranes, etc.).

All real-world systems are ultimately limited by total cost of the end product. The
cost of a system is a function of many parameters, of which energy is just one. For
typical large-scale desalination plants, the cost of energy is less than 50% of the overall
cost [7, 12]. Therefore, it is useful to have a parameter that can adequately capture
both energetic and economic effects.

An economics-based Second Law efficiency that is defined in analogy to the
standard exergetic Second Law efficiency is such a parameter that can be used to
consider both energetic and economic factors and can be used to compare various
systems. Additionally, by subdividing the energy costs based on individual sources of
irreversibility, as is typically done in an exergy analysis, the cost of thermodynamic
irreversibility can be compared to other non-energetic costs such as capital expenses,
labor, and so on. Then, the greatest sources of economic loss can be identified. While
thermoeconomics and the costing of exergy destruction are not new ideas, the use of
an efficiency parameter to relate actual costs to idealized costs is novel [125–132].
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In this study, a method for defining and evaluating an economics-based Second Law
efficiency is introduced and demonstrated for multiple desalination technologies. While
only desalination technologies are considered herein, these methods are completely
general and can be applied to any type of system.

5.2 Second Law efficiency for a chemical separator

Second Law (or exergetic) efficiency is a commonly employed metric that measures
the thermodynamic reversibility of a system. While First Law efficiency measures the
amount of an energy source that is put to use, Second Law efficiency (ηII ) measures
the extent of irreversible losses within a system. As a result, a completely reversible
system will have a Second Law efficiency of one even though the First Law efficiency is
likely to be lower. Bejan [31] defines the exergetic efficiency as the ratio of the exergy
of the process products to the process fuel. In other words, the exergetic efficiency is
the ratio of the useful exergy of the outputs of the process (Ξ̇out,useful) to the exergy of
the process inputs (Ξ̇in):

ηII ≡
Ξ̇out,useful

Ξ̇in

= 1− Ξ̇destroyed + Ξ̇lost

Ξ̇in

(5.1)

The second equality in Eq. (5.1) is valid since the useful exergy out is equal to the
exergy in minus the sum of the exergy destroyed (Ξ̇destroyed) and the exergy lost (Ξ̇lost).
Exergy destroyed represents lost available work due to irreversibilities within the
system. Exergy lost represents lost available work due to discarding streams to the
environment that carry exergy. Note that when the material inputs to the system
are taken to be at equilibrium with the environment, Ξ̇in equals Ξ̇Ẇsep

, Ξ̇Q̇sep
, or Ξ̇fuel,

depending on the energy input.

Mistry et al. [21] discussed many of the subtleties associated with the Second Law
efficiency as applied to a desalination system and showed that the useful exergy output
of the system is equal to the minimum least work of separation. In order to define
the minimum least work of separation, consider a black box desalination system as
illustrated in Fig. 5-1. By applying the First and Second Laws of Thermodynamics,
conservation of mass, requiring all streams to cross the system boundary at the
restricted dead state (RDS, thermal and mechanical equilibrium with the environment),
and assuming steady state and reversible behavior, the least work of separation can
be shown to be equal to [21–25]:

Ẇleast

ṁp

= (gp − gc)−
1

r
(gf − gc) (5.2)

where the mass based recovery ratio is defined as:

r ≡ ṁp

ṁf

=
mass flow rate of product

mass flow rate of feed
(5.3)
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Q̇0, T0Ẇsep

Black Box
Separator

Product
yp < yf

Concentrate
yc > yf

Feed
yf

Figure 5-1: A control volume for an arbitrary black box chemical separator powered
by work only. Heat transfer with the environment is allowed to ensure all streams
leave the control volume at the restricted dead state.

and the Gibbs free energy of each of the streams is evaluated as a function of ambient
temperature (T0) and salinity (yi). Using mass balance on the dissolved solids, the
salinity of the concentrate stream is given as:

yc =
yf − ryp

1− r (5.4)

Note that while work is the only energy input, in order to fulfill the First and Second
Laws of Thermodynamics and to allow all streams to enter and exit the control volume
at ambient temperature, heat transfer must be allowed with the environment (Q̇0).

The minimum least work of separation is equal to the least work of separation
at infinitesimal recovery and is equal to the true exergetic value of the product of a
chemical separation process [21, 22]:

Ẇmin
least ≡ lim

r→0
Ẇleast = lim

r→0
Ξ̇least ≡ Ξ̇min

least (5.5)

Mistry et al. [21] provided definitions for the Second Law efficiency of desalination
systems in terms of the minimum least work (Ẇmin

least) and in terms of the minimum
least heat (Q̇min

least). Similarly, Mistry and Lienhard [22] introduced the minimum least
fuel and these three definitions for ηII are:

ηII =
Ẇmin

least

Ẇsep

ηII =
Q̇min

least

Q̇sep

ηII =
ṁmin

least

ṁsep

(5.6)

Mistry and Lienhard V [22] also generalized the expressions for Second Law efficiency
given in Eq. (5.6) in order to allow for systems that are powered by any combination
of energy inputs. The generalized equation is defined as:

ηII =
Ξ̇min

least

Ξ̇sep

=
Ξ̇min

least

Ξ̇Ẇ + Ξ̇Q̇ + Ξ̇ch

(5.7)

where
Ξ̇Ẇ = Ẇ Ξ̇Q̇ = ηCarnotQ̇ Ξ̇ch = ξfuelṁfuel

Care must be taken when evaluating the denominators in Eq. (5.7). For stand-alone
systems, the denominator is simply the sum of the exergetic inputs. For systems that
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are part of a cogeneration scheme, it is essential that only primary energy inputs are
considered [22]. For the case of a desalination plant operating in conjunction with a
power plant, this means that the exergetic input is the additional heat input required
by the power plant in order to produce the necessary work and steam to drive the
desalination process.

Equation (5.7) is completely general and is written in terms of the various exergy
inputs that can be provided to a system. It is particularly useful when trying to
evaluate the system in terms of the inputs. An alternative way to express the Second
Law efficiency is in terms of the losses that occur within the system. That is, in
terms of the exergy destruction. As discussed by Mistry et al. [21], it is essential
that all sources of irreversibility are considered, including those that occur outside
of the system as a result of discharging streams that are at disequilibrium with the
environment:

ηII =
Ξ̇min

least

Ξ̇sep

=
Ξ̇min

least

Ξ̇min
least + T0ṠTDS

gen

=
Ξ̇min

least

Ξ̇least + T0ṠRDS
gen

(5.8)

The two forms of Eq. (5.8) are provided to show that the entropy destroyed in taking
the concentrate stream to the total dead state (TDS, thermal, mechanical, and chemical
equilibrium with the environment) must be considered [21].

While Eqs. (5.7) and (5.8) are useful for understanding and characterizing the
exergetic inputs and thermodynamic irreversibilities, respectively, they are both
limited in that they only provide information about the energetic requirements of a
system. Even though it is important to understand energetic requirements and it is
typically desired to minimize the requirements through the reduction of irreversibilities,
economic constraints often result in system designs that are not optimized from a
purely energetic point of view. Therefore, it is desirable to have a parameter that can
account for both energetic factors and economic factors. Such a parameter is proposed
in the following section.

5.3 Derivation of an economics-based Second Law

efficiency

Before the economics-based Second Law efficiency can be defined, one must consider
what Eq. (5.7) means physically. Expressed in words,

ηII ≡
Useful exergetic value of the product

Actual exergetic value of all inputs
(5.9)

As discussed by many authors [21, 22, 31, 47, 131], ηII is useful since it expresses
how efficiently a process is able to produce output when compared to the limitations
imposed by the Second Law of Thermodynamics. However, as explained above,
energetics alone are not fully descriptive in characterizing practical, thermodynamic
systems. Instead, energetic efficiency needs to be considered while accounting for
economic costs. Unfortunately, improved efficiency typically comes at the expense of
increased capital costs. Therefore, it is important to maintain a trade-off between the
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objectives of maximum energy efficiency and minimum cost.

Now, consider a modification of the existing definition for Second Law efficiency.
As shown in Eq. (5.9), ηII is the ratio of two exergetic quantities, measured in J or W.
By analogy, a new economics-based Second Law efficiency, denoted ηII ,$, is introduced
in the form of a ratio of quantities measured in currency (e.g., US dollars):

ηII ,$ ≡
Minimum cost of producing product

Actual cost of producing product
(5.10)

In order to properly define ηII ,$, both the numerator and denominator of Eq. (5.10)
must be carefully analyzed.

5.3.1 Minimum cost of producing product

Comparing Eqs. (5.9) and (5.10), it is clear that the minimum cost of producing
product should be defined by analogy to the useful exergetic value of the product.
Therefore, the cost function should be related to the exergetic cost of producing the
product, as defined by thermodynamics. Note that since the price of the product is
not a function of the system itself, but rather, it is a function of the current economic
market, product price is not an appropriate metric to use here.

According to thermodynamics, the only exergetic cost is for the exergy inputs.
Thermodynamics cannot place a limit on other costs, such as capital expenses, labor,
and interest rates since these costs are a function of economic markets, not of inherent
system properties. Additionally, under ideal conditions of infinite plant life and
infinitesimal interest rate, the amortization factor goes to zero:

lim
i→0
n→∞

i(1 + i)n

(1 + i)n − 1
= 0 (5.11)

Therefore, the minimum cost of production is related to the required energy of
separation. When exergy is needed, it is purchased in terms of energy, not exergy.
That is, electricity (work) is typically sold per kWh and thermal energy is typically
sold per BTU or therm. Therefore, the minimum cost should be expressed in terms of
the primary energy input (not exergy) and the cost of that energy input. Since cost
of each specific form of energy is tied to many factors, it may not be directly related
to the exergetic value of the energy. The minimum least work of separation represents
the least amount of work required to produce product, and therefore, this quantity
should be used. Similarly, the minimum least heat or the minimum least mass of fuel
can be used for systems that are driven using heat or fuel. Thus,

Minimum cost of producing product with work = ceẆ
min
least (5.12)

Minimum cost of producing product with heat = chQ̇
min
least (5.13)

Minimum cost of producing product with fuel = cfuelṁ
min
least (5.14)

where ce, ch, and cfuel are the costs of electricity, heat, and fuel respectively. These
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cost functions will vary from location to location and should be equal to the actual
cost functions that a plant at that location would have to pay for the respective type
of energy.

Note that while the least work and least heat are related through the Carnot
efficiency (Ẇleast = ηCarnotQ̇least), the same is not true for the cost functions (ce 6=
ch/ηCarnot). As a result, it is clear that the values obtained through evaluation of
Eqs. (5.12) to (5.14) will all be different. This is to be expected since the price
of various energy inputs can vary substantially as a function of numerous factors,
including but not limited to availability, state of the economy, political stability, and
regulatory policies. In order to account for the fact that each primary fuel has a
different cost associated with it, ηII ,$ cannot be simplified to one generic equation in
the same manner that ηII is in Eq. (5.7). Instead, there will be three definitions based
each on work, heat, or fuel analogously to the expressions in Eq. (5.6):

ηII ,$ =
ceẆ

min
least

Total Cost
ηII ,$ =

chQ̇
min
least

Total Cost
ηII ,$ =

cfuelṁ
min
least

Total Cost
(5.15)

At this point, it is important to emphasize that even for fixed total costs, the value
of ηII ,$ will be different depending on which of the three expressions in Eq. (5.15) is
used. This raises a problem as the value of ηII ,$ strongly depends on the selection of
the primary energy input and therefore, a way to select which expression to use must
be determined. Three possible options include: use the minimum value of the three
expressions; always use the work, heat, or fuel-based definition; or use the definition
based on the primary fuel source to be used for the given system. Each of these
options is considered.

The first option is to always use the minimum value of the cost of energy times
the respective energy source. From a purely Second Law and reversibility point of
view, this makes sense since it would technically give the lowest cost of desalination
(analogous to the lowest energy of separation), regardless of energy input. However, the
physical meaning of this selection (or lack thereof) must be considered. As an example,
reverse osmosis (RO) plants are powered (exclusively) using electricity. However, at the
location of a given RO plant, the cost of low temperature steam might be substantially
less than that of electricity such that chQ̇

min
least is less than ceẆ

min
least. In this instance,

using option one, the numerator for the economic Second Law efficiency should be
evaluated in terms of heat. Unfortunately, the problem with evaluating it in this
manner is that the cost of heat is completely irrelevant to an RO plant’s operational
costs. Therefore, ηII ,$ defined based on this energy input is equally irrelevant and this
approach should not be used.

The second option is to always use one of the expressions given in Eq. (5.15),
regardless of the system being considered. Always using work is relatively simple and
straightforward, and it has the benefit that the exergetic value of work is the value of
work itself. Additionally, work is a quantity that is simple to think about and does
not come with the added complication of defining the temperature at which heat is
transferred into the system. Unfortunately, it is not necessarily useful to compare
thermal energy costs to the cost of electricity since thermal energy may be available
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under conditions very different than those associated with electricity generation; and
it is definitely not useful to compare off-grid systems (such as solar driven systems) to
a non-existent electricity source. For similar reasons, always using heat or fuel costs is
also impractical in various situations. This approach introduces the same problem as
discussed previously: if the primary energy considered is not relevant to the actual
system’s operating costs, then the parameter has no physical meaning.

The third option is to use the cost of energy of the primary energy source times the
minimum amount of that energy source required for the separation process. Using this
method has several advantages. Principally, evaluating the numerator in this manner
will ensure that ηII ,$ is always scaled to the primary energy expense. For example,
MED requires both thermal and electrical energy input. As a distillation (thermal)
process, steam is the primary energy source used for driving separation. However,
since energy recovery can be enhanced by operating at reduced pressure, electrical
work in the form of pumping is needed to pump the product and brine streams back
to atmospheric pressure. Additionally, pump work is required to overcome various
frictional losses internal to the system. From an ideal thermodynamic point of view,
distillation processes are driven using heat transfer alone. That is, the minimum
energy required for a distillation processes is measured by the minimum least heat.
Pump work required to maintain sub-atmospheric conditions and to overcome viscous
losses clearly represent excess energy required beyond the reversible limit as a result
of system design and irreversibilities. Therefore, the cost of said heat transfer alone
should be the numerator for ηII ,$. Thus, ηII ,$ can be generalized to:

ηII ,$ =
(cĖmin

least)primary energy source

Total Cost
(5.16)

There is a special case that must be considered explicitly at this point. From
Eq. (5.16), it is seen that if there is a “free” source of energy, then, ηII ,$ will always
equal zero. This implies that that any system operating using the supposedly “free”
energy will always have a zero economic Second Law efficiency and be lesser-performing
than any other system where energy has a finite cost. However, there is a fundamental
problem with the notion of “free energy” that must be addressed.

In defining Eq. (5.16), there is an inherent assumption that the system being
considered exists in an energy resource-constrained environment. When resources are
constrained, they are given finite prices based on the laws of supply and demand.
So-called renewable energies, such as solar and wind power, are available from the
environment at some rate, and cannot be depleted by ongoing use. Consequently,
they are sometimes regarded as free sources of energy. However, although these
energies may exist freely in the environment, harvesting and using them requires
(often substantial) capital and operating investment which must be amortized into
the unit cost of energy from these sources. More specifically, if a plant uses solar
generated electricity, then, a solar collection system, including photovoltaic panels,
electronics, storage, and so on is required. The additional expense for the hardware
is the actual cost of the “free” solar energy, and the amortized value of this expense
should be used as the cost function in the numerator of Eq. (5.16). An example of a
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solar powered system is considered in the next section in order to demonstrate this
calculation.

Now that the numerator has been defined, the total costs in the denominator are
considered.

5.3.2 Actual cost of producing product

In the preceding section, it was shown that the numerator of ηII ,$ should be defined
analogously to the numerator of ηII . Comparing Eqs. (5.9) and (5.10) it is clear that
the denominators are also defined analogously. For ηII , it is the total exergetic input,
and for ηII ,$, it is the total cost. From Eq. (5.7), the total exergetic input is:

Total exergetic input: Ξ̇sep = Ẇ + ηCarnotQ̇+ ξfuelṁfuel (5.17)

By analogy, the total cost of all of the energy inputs is defined as:

Total cost of energy inputs: = ceẆ + chQ̇+ cfuelṁfuel (5.18)

where ce, ch, and cfuel are the costs of work, heat, and fuel, respectively. The primary
difference between Eqs. (5.17) and (5.18) (other than the obvious unit difference) is
that each of the three terms (Ẇ , Q̇, and ṁfuel) are weighted differently. In Eq. (5.17),
the heat and fuel terms are weighted using exergetic parameters (Carnot efficiency and
exergy value of fuel, respectively) whereas in Eq. (5.18), all three terms are weighted
using their respective cost values (in terms of dollars per kWh or dollars per kg).

At this point, a rudimentary definition for ηII ,$ can be introduced that is strictly
analogous to ηII as defined by Eq. (5.7):

ηII ,$ =
(cĖmin

least)primary energy source

ceẆ + chQ̇+ cfuelṁfuel

If, for sake of argument, it is assumed that work is the primary energy source, the
above equation reduces to:

ηII ,$ =
Ẇmin

least

Ẇ + ch
ce
Q̇+ cfuel

ce
ṁfuel

As expected, the only difference between this expression and Eq. (5.7) is the weighting
of the heat and fuel terms in the denominator. Depending on the ratio of the cost
of heat and fuel to electricity, these terms will have more or less weight. Ultimately,
this expression does not provide substantially more information than one can obtain
from studying ηII . In order to make ηII ,$ useful, the expression needs to be further
developed.

One of the limiting factors of any Second Law analysis is that it is only able to
provide information about the exergetics of the process since it is a direct application
of the First and Second Laws of Thermodynamics. This is made clear by the fact that
all of the terms in Eq. (5.7) are in units of energy (or power). For many large scale
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desalination systems, the energy cost typically represents only about a third to half of
the overall costs [7, 12], so looking at a purely exergetic parameter fails to capture
many of the practical considerations that are necessary for selecting a technology and
designing a plant. Some of the other costs include, but are not limited to, capital
costs and operating costs (consumables, maintenance, labor).

Since the preliminary definition of ηII ,$ is already written in terms of quantities
that are expressed in dollars, it is trivial to add additional costs to the denominator
in order to get the actual total cost of producing product.

Total cost water = ceẆ + chQ̇+ cfuelṁfuel︸ ︷︷ ︸
cost of energy inputs

+CCAPEX + COPEX + · · · (5.19)

Now that the total cost of producing product has been identified, the proper
definition of the economics-based Second Law efficiency is obtained:

ηII ,$ =
(cĖmin

least)primary energy source

ceẆ + chQ̇+ cfuelṁfuel + CCAPEX + COPEX + · · ·
(5.20)

This expression represents the efficiency, from a thermodynamic and economic point
of view, with which a system is able to produce product. Since ηII does not include
any non-energetic terms, it is clear that ηII ,$ will always be less than ηII .

An additional useful analogy can be made. As shown above, there are two useful
ways for writing ηII , one in terms of the exergetic input [Eq. (5.7)], and another in
terms of the exergy destruction [Eq. (5.8)]. Using the exergy destruction approach,
ηII ,$ is rewritten:

ηII ,$ =
(cĖmin

least)primary energy source

(cEmin
least) +

∑
i ciT0Ṡgen,i + CCAPEX + COPEX + · · ·

(5.21)

When considering ηII ,$ from this point of view, it is clear that all non-energetic costs
represent a “loss” to the system from a purely thermodynamic point of view. Therefore,
the non-energetic terms can be combined with and compared to the entropy generation
terms. In doing so, it becomes easy to compare the relative effects of each of the
sources of losses and to understand which parts of a system require the most attention.
For example, one could compare the cost of the additional energy needed to account for
the losses in a heat transfer process to the operating costs associated with consuming
chemicals. Depending on which loss (on a cost basis) is more significant, a designer
can decide how to further optimize the process in order to reduce the overall cost of
the product.

In the Section 5.4, Eqs. (5.20) and (5.21) are applied to various desalination systems
in order to illustrate how they can be used.
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5.3.3 Generalized to cogeneration systems

Cogeneration systems, by definition, generate multiple products with economic value.
Therefore, multiple terms must be included in the definition of an economics-based
Second Law efficiency for cogeneration systems. In the case of water and power
cogeneration, ηII ,$ could be written in the form of:

ηII ,$ =
Minimum cost of producing electricity + Minimum cost of desalinating water

Actual cost of producing both
(5.22)

Some care is needed when considering the numerator in Eq. (5.22), and in particular,
the minimum cost of desalination water. Since the desalination plant is powered using
energy derived from some primary energy input to the larger cogeneration system,
the cost scaling function on the minimum least energy must be based on the cost of
the primary energy. This is equivalent to the evaluation of ηII for desalination plants
in cogeneration systems as discussed by Mistry and Lienhard [22]. A methodology for
evaluating the primary energy input to a desalination plant in a larger cogeneration
system is presented in [16, 22]. For simplicity, all of the examples considered in this
paper are stand-alone desalination systems.

5.4 Application to various desalination systems

In order to illustrate the application of Eqs. (5.20) and (5.21), energetic and economic
analysis of several desalination systems are considered. First, a simplified calculation
of ηII and ηII ,$ is performed for a multistage flash (MSF) plant and a multiple effect
distillation plant (MED) using cost data available in the literature coupled with some
simple approximations. Second, a much more detailed analysis of an RO system is
performed in which the energetics are modeled by evaluating all of the irreversibilities
in the system. The energetic model is coupled with a full cost model in order to show
how economic costs are influenced by energetics. Third, a complete energetic and
economic model of a solar powered direct contact membrane distillation (DCMD) is
analyzed in order to demonstrate how systems powered using “free” energy should be
studied.

5.4.1 Multistage flash and multiple effect distillation

MSF and MED are the two most common thermal desalination technologies [11].
Both are distillation methods in which the overall energy requirements are reduced
through the use of energy recovery in each stage or effect of the system [99, 100].
Cost information for representative 100 000 m3/d MSF and MED plants is provided
by [133–137]. It is shown that the total cost of water production for the MSF and
MED plants is $0.89/m3 and $0.72/m3. A breakdown of the costs is provided in
Table 5.1. Additionally, the thermal and electrical energy requirements are provided.

Using the information in Table 5.1, it is possible to calculate both ηII and ηII ,$ as
well as to compare all of the contributions to the total cost of producing water for the



150 CHAPTER 5. ECONOMIC SECOND LAW EFFICIENCY

Table 5.1: Breakdown of costs for a 100 000 m3/d multistage flash and multiple effect
distillation system [133].

MSF MED

Costs [$/m3]:

Amortization 0.29 0.22
Maintenance 0.01 0.01
Chemical 0.05 0.08
Labor 0.08 0.08
Thermal energy 0.27 0.27
Electrical energy 0.19 0.06

Total 0.89 0.72

Energy requirements:

Thermal energy [kWht/m3] 78 69
Electrical energy [kWhe/m3] 4.0 1.0

two systems provided some additional assumptions are made. The feed is assumed
to be standard seawater at 25 ◦C and 35 g/kg [45, 46] while the steam temperature is
assumed to be 100 ◦C. Note that the minimum least heat of separation is a function of
steam temperature so the exact values found in the following calculation are subject
to change based on the actual (but unreported) steam temperature. However, since
this example is used to demonstrate a methodology, rather than to draw significant
comparisons between the two plants, this broad approximation is deemed acceptable.
Finally, it is assumed that thermal energy is the primary energy input to the system.
While MSF and MED plants are typically operated in cogeneration schemes, without
further information, it is not possible to characterize the actual conversion efficiencies
involved in the cogeneration power plant [22].

Using the generalized least energy of separation equation from Mistry and Lien-
hard [22],

Ẇ +

p∑
l=1

(
1− T0

T

)
l

Q̇l︸ ︷︷ ︸
energy inputs/outputs

+
∑

in−out

Ṅ ξ̄(T, p,Ni)︸ ︷︷ ︸
fuel and exhaust streams

=
∑

out−in

Ṅ ḡ(T0, p0, Ni)︸ ︷︷ ︸
process streams

(5.23)

the least heat of separation is equal to the least work of separation divided by Carnot
efficiency. Using Eq. (5.2) and a standard seawater property package [45, 46], the
minimum least heat of separation for seawater using a steam temperature of 100 ◦C is
13.5 kJ/kg (3.7 kWht/m3) [133].

The price of both the thermal and electrical energy is evaluated by dividing the
cost by the energy requirements. For MSF, this corresponds to heat and electricity
prices of $0.0034/kWht and $0.0467/kWhe, respectively. For MED, this corresponds
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Figure 5-2: Breakdown of costs associated with the production of water using MSF
and MED.

to $0.0040/kWht and $0.0576/kWhe.

Finally, the total energy input for both systems is equal to the sum of the exergies
of the heat and work. Expressed in terms of heat (i.e., Q+W/ηCarnot), the effective
thermal input to the MSF and MED systems is 97.9 kWht/m3 and 74.0 kWht/m3,
respectively. Using these values coupled with the minimum least heat of separation,
ηII for the MSF and MED plants is 3.8% and 5.1%, respectively.

Similarly, ηII ,$ can be evaluated by multiplying the price of the primary energy
(heat for thermal systems) and the minimum least heat of separation and dividing
the result by the total cost of water production. Using the prices for heat determined
above, ηII ,$ for the MSF and MED plants is evaluated to be 1.4% and 2.1% respectively.
The specific breakdown of the costs, as shown in Table 5.1, is shown in Fig. 5-2.

The values of ηII ,$ found above are evaluated using Eq. (5.20). If instead, Eq. (5.21)
is used, then the cost of the energetic input can be split into the cost of providing
the minimum least heat of energy plus the sum of the costs of providing extra energy
required to account for all of the thermodynamic irreversibilities. The results are
shown in Fig. 5-3.

From Fig. 5-3, it is clear that the cost of excess energy required by the irreversibil-
ities is the single greatest source of the total cost of producing water for these two
representative MSF and MED plants. Given more detailed information about the
systems in question, the irreversibilities could be further subdivided in order to isolate
the specific source of loss. Then, a system designer could identify which components
or processes should be addressed in order to try to reduce the overall system cost.

At this point, it should be reiterated that these are just representative numbers
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Figure 5-3: Breakdown of costs associated with the production of water using MSF
and MED with entropy generation isolated.

and that these two examples (and the following examples) are not meant to be used
to draw sweeping conclusions about the superiority of one technology over another.

In the next section, an energetic and economic model for a reverse osmosis system
is presented and studied in greater detail than was possible based on the information
available for the MSF and MED systems. By using an energetic model, specific sources
of irreversibilities for the RO system are isolated.

5.4.2 Reverse osmosis

Reverse osmosis is the most common form of desalination [11]. A representative
flow path of a single stage RO plant with energy recovery is shown in Fig. 5-4 [117].
A simple model based on the pressure differences throughout the system is used
to evaluate the energetic requirements of this system [21]. In order to simplify the
analysis of this system, thermal effects are neglected since they are of second order to
pressure effects. Additionally, several approximations and design decisions are made.

Feed seawater enters the system at ambient conditions (25 ◦C, 1 bar, 35 g/kg
salinity). The product is pure H2O (0 g/kg salinity) produced at a recovery ratio
of 40%. In order to match flow rates in the pressure exchanger, 40% of the feed is
pumped to 69 bar using a high pressure pump while the remaining 60% is pumped
to the same pressure using a combination of a pressure exchanger driven by the
rejected brine as well as a booster pump. All pumps are assumed to have isentropic
efficiencies of 85%. The concentrated brine loses 2 bar of pressure through the RO
module while the product leaves the module at 1 bar. Energy Recovery Inc. [118]
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makes a direct contact pressure exchanger that features a single rotating part. The
pressure exchanger pressurizes part of the feed using work produced through the
depressurization of the brine in the rotor. Assuming the expansion and compression
processes are 98% efficient [21, 118], the recovered pressure is calculated as follows:

precovered = pfeed + ηexpansionηcompression

(
ρfeed

ρbrine

)
(pbrine − patm) (5.24)

and the pressure exchanger efficiency is evaluated using ERI’s definition [117]:

ηPX =

∑
out Pressure× Flow∑
in Pressure× Flow

(5.25)

Density of seawater is evaluated using standard seawater properties [45, 46].

Mistry et al. [21] derived simple formulas based on the ideal gase and incompress-
ible fluid models for the entropy generation through various mechanisms found in
desalination processes. Entropy generated in the high pressure pump, booster pump,
and the feed in the pressure exchanger is given by:

spumping
gen = c ln

[
1 +

v

cT1

(p2 − p1)

(
1

ηp
− 1

)]
≈ v

T1

(p2 − p1)

(
1

ηp
− 1

)
(5.26)

where c is the specific heat, v is the specific volume, ηp is the isentropic efficiency of the
pump, and states 1 and 2 correspond to the inlet and outlet, respectively. Similarly,
entropy generated through the expansion of the pressurized brine in the pressure
exchanger is given by:

sexpansion,IF
gen = c ln

[
1 +

v

cT1

(p1 − p2) (1− ηe)
]
≈ v

T1

(p1 − p2) (1− ηe) (5.27)

where ηe is the isentropic efficiency of the expansion device.

Entropy generation in the RO module is a function of the change of both the
mechanical and chemical states of seawater. In order to evaluate entropy generation,
the change in entropy associated with all parts of the process path must be considered.
Given that entropy is a state variable, the process can be decomposed into two
sub-processes for the purpose of calculating the overall change of state. First, the
high pressure seawater is isobarically and isothermally separated into two streams of
different composition (note, in a real system, this would require a heat transfer process
with the environment; however, thermal effects are neglected in this analysis). Second,
the two streams are depressurized at constant salinity in order to account for the
pressure drop associated with diffusion through the membrane (product, ∆p = 68 bar)
and that associated with hydraulic friction (brine, ∆p = 2 bar).

Entropy change due to the separation process is evaluated as a function of tempera-
ture, pressure, and salinity of each of the process streams. For the model of separation
considered here, the compositional change is taken at constant high pressure and
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temperature:

∆Ṡcomposition = ṁpsp(T0, pHP, yp) + ṁcsp(T0, pHP, yp)− ṁfsf (T0, pHP, yf ) (5.28)

Standard seawater properties [45, 46] are used for evaluating entropy. Even though
this property package is independent of pressure, it may be used because seawater is
nearly incompressible resulting in entropy being largely independent of p.

Mistry et al. [21] showed that entropy generation due to the irreversible depressur-
ization of both the brine and product streams is given by:

s∆p,IF
gen = c ln

[
1 +

v

cT1

(p1 − p2)

]
≈ v

T1

(p1 − p2) (5.29)

The total entropy generated in the RO module is the sum of the entropy change due to
compositional changes, Eq. (5.28), and the entropy generated in the depressurization
of the product and brine streams, Eq. (5.29).

Entropy generated as a result of the discard of disequilibrium streams to the
environment must also be considered. Thermal and chemical disequilibrium entropy
generation can be evaluated using [21]:

ṠT disequilibrium
gen = ṁici

[
ln

(
T0

Ti

)
+
Ti
T0

− 1

]
(5.30)

Ṡconcentrate RDS→TDS
gen = −(ṁc + ṁreservoir

sw )gout − ṁcgc − ṁreservoir
sw gsw

T0

(5.31)

Since thermal effects are neglected in this analysis, Eq. (5.30) reduces to zero. The
energy dissipated by pressure loss and pump inefficiency results in very small increases
in the system temperature. As a result, the entropy generation associated with the
transfer of this energy out of the system as heat (if any) through the very small
temperature difference from the environment is negligible relative to the mechanical
sources of entropy production.

Using Eqs. (5.24) and (5.26) to (5.29) and the denominator of Eq. (5.8), the
required energy input to the RO system as well as the entropy generation within each
component can be evaluated. The results of this model are provided in Table 5.2 and
a discussion is provided by Mistry et al. [21].

A basic cost model based on the work of Bilton et al. [138, 139] is used to generate
an estimate of the total cost of producing water. The total annualized cost (TOTEX)
is equal to the sum of the capital expenses (CAPEX) and the operating expenses
(OPEX) [12, 131, 140]

ATOTEX = ACAPEX + AOPEX (5.32)

It is typically more convenient to refer to the unit cost of producing water than the
annual cost of the system. Cost per unit water can be evaluated by dividing the
annualized cost by the yearly water production:

Cw =
ATOTEX

V̇w
(5.33)
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Table 5.2: Contributions to the overall energy requirements of a reverse osmosis system,
evaluated in terms of entropy generated within each component.

Sources of Entropy Generation Energy Contribution
Energy Consumption [J/(kg K)] [kJ/kg]

Wmin
least - 2.71

RO Module 10.6 3.16
High pressure pump 3.87 1.15
Pressure exchanger 1.26 0.377
Booster pump 0.407 0.121
Feed pump 0.145 0.043
Chemical disequilibrium 3.08 0.918

Total: 19.4 8.48 (2.35 kWh/m3)

Yearly water production is equal to the daily capacity times the number of days in a
year times the availability factor (AF):

V̇w = 365AFV̇capacity (5.34)

CAPEX for a standard RO plant is subdivided into the cost of the RO system and
the infrastructure:

CCAPEX = Cinfrastructure + CRO (5.35)

The RO system is composed of the RO components, pre-treatment, post-treatment,
and piping:

CRO = Cpre + CRO comp + Cpipe + Cpost (5.36)

The RO components include membranes, pressure vessels, pumps, motors, energy
recovery, and connections:

CRO comp = Cmembranes +Cpressure vessels +Cpumps +Cmotors +CERD +Cconnections (5.37)

Costs for the components are given in Table 5.3. The booster pump and motor are
approximated as costing one third the cost of the high pressure pump and motor [141].
Total component costs are based on a system size of V̇capacity = 10 000 m3/d.

For typical RO systems, both pre- and post-treatment are needed. Pre-treatment
is used to provide basic filtration and treatment to remove large debris, biological
contaminants, and other suspended solids that might damage the RO membranes [84].
Similarly, post-treatment is needed to add essential minerals back to the water so
that the water can safely be added to municipal pipelines [84]. In order to simplify
the analysis in this model, both the pre- and post-treatment costs are assumed to be
proportional to the total cost of the RO components. Post-treatment costs can also
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Table 5.3: Cost of components required for a reverse osmosis system. Number required
is determined for a 10 000 m3/d system, based on volumetric flow rate capacity of each
device. Cost of replacement is considered separately in Table 5.5.

Component Cost Capacity Number Total Cost
[$] [m3/d] [-] [$]

Membrane [142, 143] 550 25 1000 550,000
Pressure vessel (6 mem.) [144, 145] 1945 - 167 325,000
High Pressure pump [146, 147] 50000 720 14 700,000
Booster pump [141] 17000 1000 15 255,000
High pressure motor [148] 12000 - 14 168,000
Booster motor [141] 4000 - 15 60,000
ERD [141, 143, 149] 24000 1000 15 360,000

Total (CRO comp) 2,420,000

include the cost of storage.

Cpre = φpreCRO comp (5.38)

Cpost = φpostCRO comp + Cstorage (5.39)

Values for φpre and φpost are taken to be 0.35 and 0.03, respectively [150]. For large
municipal-scale systems, it is assumed that the water is fed directly to the water grid
and that storage costs may be neglected.

In addition to the cost of the RO plant, there are a number of costs associated
with infrastructure. These costs include: land, intake and brine dispersion systems,
connections to the grid, installation and construction, etc. As with the pre- and
post-treatments, for simplicity, it is assumed that these costs scale linearly with the
cost of the RO plant:

Cinfrastructure = φinfrastructureCRO (5.40)

where φinfrastructure is taken to be 1.71 [150].

Now that all of the CAPEX are accounted for, they must be converted to annualized
costs. This is done by multiplying the CAPEX by an amortization factor, given by:

ACAPEX =
i(1 + i)n

(1 + i)n − 1
CCAPEX (5.41)

where i is the annual interest rate and n is the expected plant life in years [151].
For this analysis, a 7.5% interest rate for a plant with a 25 year expected lifetime is
assumed [7]. All capital expenses are summarized in Table 5.4. Note that replacement
is considered separately in Table 5.5.

Total OPEX is composed of the costs of labor, chemicals, power, and replacements.
Labor, chemicals, and power all scale with the yearly water production, V̇w. If it is
assumed the system operates 95% of the time (AF = 0.95), then the costs of labor,
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Table 5.4: Summary of capital expenses for a representative reverse osmosis system.

Capital Expenses Scaling Factor Cost [$]

RO Components (CRO comp) 2,420,000
Piping and connections [131] φpipe = 0.66 ×CRO comp 1,600,000
Pre-treatment [150] φpre = 0.35 ×CRO comp 846,000
Post-treatment [150] φpost = 0.03 ×CRO comp 72,500

Total RO (CRO) 4,930,000
Infrastructure [150] φinfrastructure = 1.71 ×CRO 8,430,000

Total Plant (CCAPEX) 13,400,000
Annualized CAPEX i = 7.5%, n = 25 years 1,200,000
Per m3 0.346

chemicals, and power are:

Alabor = γlaborV̇w (5.42)

Achemicals = γchemicalsV̇w (5.43)

Aelectricity = γelectricityWsepV̇w (5.44)

where γlabor is the specific operating cost of labor, γchemicals is the average cost of
chemicals, γelectricity is the cost of electricity, and Wsep is the electricity require-
ments for the RO system. The electrical requirements for pre- and post-treatment
are neglected in this study. For this analysis, γlabor = $0.05/m3 [151, 152] and
γchemicals = $0.033/m3 [151]. The cost of electricity varies widely depending on
location. While the average price for electricity for industrial use in the US is
$0.652/(kW h), a price more typical of the population-dense areas of the East and
West Coasts is closer to $0.11/(kW h) [153]. Therefore, the cost of electricity is taken
to be γelectricity = $0.11/kWh while Ẇsep is evaluated using the RO model described
above and summarized in Table 5.2 [21].

Part of the operating expenses is the cost of replacing parts as they reach their
product lifetime. Given that many components will not last the entire lifetime of
the overall plant, it is important to properly account for replacement of expensive
components. The annualized cost of replacement is given by:

AR = CmembraneRR,membrane + CpumpRR,pump

+CmotorRR,motor + CERDRR,ERD + CpreRR,pre + CpostRR,post (5.45)

where RR is the annual replacement rate. Values of RR along with the corresponding
component costs are provided in Table 5.5. All OPEX are summarized in Table 5.6.

Combining all of the CAPEX and OPEX, an estimate of the cost of water using
the RO system shown in Fig. 5-4 can be evaluated. For a system that produces
10 000 m3/d, the cost of water is estimated to be $0.791/m3. A bar chart showing
the relative contributions to the cost of water production is given in Fig. 5-5. The
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Table 5.5: Replacement rate for various reverse osmosis components.

Component RR Ci [$] Total [$]

Membrane 0.2 550,000 110,000
Pumps 0.1 955,000 95,500
Motors 0.1 228,000 22,800
ERD 0.1 360,000 36,000
Pre-treatment 0.1 846,235 84,600
Post-treatment 0.1 72,534 7,250

Total Replacement Cost (AR) 356,000

Table 5.6: Summary of operating expenses for a representative reverse osmosis system.

Operating Expenses Scaling Factor Cost [$]

Labor [151, 152] γlabor = 0.05 ×V̇w 173,000

Chemicals [151] γchemicals = 0.033 ×V̇w 114,000

Electricity [153] γelectricity = 0.11 ×WsepV̇w 899,000
Replacement 356,000

Total Annual OPEX 1,540,000
Per m3 0.445

economic Second Law efficiency of this system can now be evaluated using Eq. (5.20).
Using Eq. (5.2) and a standard seawater property package [45, 46], the minimum least
work of separation for the feed seawater 2.71 kJ/kg (0.75 kWhe/m3). Therefore,

ηII ,$ =
ceẆ

min
least

Total Cost
=
γelectricityW

min
least

Cw
=

($0.11/kWh)(0.75 kWh/m3)

$0.791 /m3 = 10% (5.46)

Compare this to the value of the Second Law efficiency:

ηII =
Ẇmin

least

Ẇsep

=
0.75

2.35
= 32% (5.47)

As shown in Fig. 5-5, costs associated with capital expenses and replacement of
parts are the most significant contributors to the overall cost of this particular RO
system. However, the cost of energy is also significant, and represents about 34% of the
overall cost. The overall energy cost can be further subdivided into costs associated
with the thermodynamic process of separation (Ẇmin

least) and those associated with
irreversibilities (T0Ṡgen) as shown in Table 5.2. Scaling the various energy components
using γelectricity, Fig. 5-5 is redrawn in terms of each of the sources of irreversibilities
(Fig. 5-6).

Fig. 5-6 shows that the costs associated with thermodynamic irreversibility are
on the same order as the costs associated with replacement costs and the minimum
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Figure 5-5: Breakdown of costs associated with the production of water using reverse
osmosis.
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Figure 5-6: Breakdown of costs associated with the production of water using reverse
osmosis with the costs of entropy generation isolated by component.
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least energy of separation. Since CAPEX is the greatest source of cost by a wide
margin, the system and hardware selection is the most crucial part of the design
process. Similarly, replacement cost is a significant contributor to the total cost. This
can be reduced by selecting parts with longer lifetimes. In terms of irreversibilities,
the energy costs associated with losses in the RO module, the high pressure pump,
and the chemical energy in the brine are most significant. Losses in the RO module
can be reduced through staging and/or batch processing [154]. Losses in the HP
pump can be reduced through use of higher performance pumps, or enhanced energy
recovery [143, 155]. Unfortunately, the irreversibilities associated with the chemical
disequilibrium of the concentrate cannot be reduced unless the recovery ratio of the
process is reduced.

Through this analysis, one can clearly see all of the costs associated with the
reverse osmosis process and can easily compare the cost of irreversibility in each of the
major components. For the particular system seen here, it is clear that CAPEX, and
not irreversibility, is the dominant contributor to the total cost of water production.

5.4.3 Membrane distillation

Direct contact membrane distillation (DCMD) is a membrane-based thermal distillation
process [104] that can be driven using solar energy. Therefore, it provides a good
example for considering the evaluation of ηII ,$ for systems with so-called “free” energy
input. In DCMD, a hydrophobic microporous membrane is used to separate the
feed and product streams. The temperature difference between a heated feed stream
and the cooled fresh water stream induces a vapor pressure difference that drives
evaporation through the pores. The vapor diffusion transport process is characterized
by the membrane distillation coefficient, B, a parameter that is used to measure the
pore’s diffusion resistance. Experimental DCMD systems have successfully produced
fresh water at small scale (0.1 m3/d) [106–109, 156].

A transport process model for DCMD implemented by Saffarini et al. [105], Sum-
mers et al. [156] is used in this study. A schematic diagram of the system considered
is shown in Fig. 5-7. Key module geometry and constants are shown. The model is
based on validated models by Bui et al. [110] and Lee et al. [109] and was also used
by Mistry et al. [21] in a previous study. The present calculations are performed for a
flat-sheet membrane configuration (Bui et al. [110] relied on a hollow-fiber membrane
configuration) using membrane geometry and operating conditions typical of pilot-sized
plants found in literature [112, 113]. Feed seawater (27 ◦C, 35 g/kg total dissolved
solids) enters the system at a mass flow rate of 1 kg/s. The feed is heated to 85 ◦C
using a 90 ◦C source. In order to balance the mass flow rates through the membrane,
the permeate side contains fresh water, also at a flow rate of 1 kg/s. Recovery ratio
for this system and operating conditions is 4.4%. A liquid-liquid heat exchanger
with a 3 K terminal temperature difference is used to regenerate heat. All pressure
drops in the system other than that through the membrane are considered negligible.
The pressure drop through the thin channel in the membrane module was found to
be the dominant pressure drop in the system and was the basis for calculating the
entropy generation due to pumping power. As with the RO model, standard seawater



162 CHAPTER 5. ECONOMIC SECOND LAW EFFICIENCY

Table 5.7: Contributions to the overall energy requirements of a direct contact
membrane distillation system, evaluated in terms of entropy generated within each
component.

Sources of energy consumption Entropy generation Energy contribution
[J/(kg K)] [kJt/kg]

Qmin
least - 15.7

Module 319 552
Heater 243 421
Regenerator 151 262
Temperature disequilibrium 212 366

Total: 925 1620

properties are used in this calculation [45, 46].

Entropy generation in each component was evaluated using control volume analy-
sis [21] while entropy generation due to the temperature disequilibrium of the product
and concentrate is evaluated using Eq. (5.30). Modeling results are tabulated in
Table 5.7.

A cost model similar to that for the RO system is used for the DCMD system.
Saffarini et al. [105] develop and describe a DCMD cost model in detail and the
major cost figures are summarized herein. The total annualized cost of water can be
expressed as the sum of the capital and operating expenses as per Eq. (5.32). The
capital expenses can be split into several parts: membrane/module costs, solar energy
costs (photovoltaic modules and solar thermal collectors), all other miscellaneous costs
including piping, installation, and so on.

CCAPEX = Cmembranes + CPV + Cheat + CHEX + Cpump + Cfixed (5.48)

Membranes, including module, cost $350/m2 of membrane area [157]. Solar heaters
are used to provide the necessary heat input and are estimated at $160/m2 of collector
area [84, 158]. Photovoltaic (PV) panels are used for supplying electrical energy to
the pumps and other electroncis as needed. PV costs are approximately $4/W [107].
Heat exchangers and pumps cost $750 and $700, respectively [158]. The remaining
fixed capital costs include piping, batteries, monitoring equipment, and installation
and may be estimated as $5550 [105, 158]. A summary of all of the capital expenses
is provided in Table 5.8.

Once all capital costs are evaluated, they are converted to annualized costs using
an amortization factor:

ACAPEX =

(
i(1 + i)n

(1 + i)n − 1

)
CCAPEX (5.49)

For this analysis, an 8% interest rate for a plant with a 20 year expected lifetime is
assumed [105].
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ṁ
=

1
k
g/

s

Q̇
in

T
=

90
◦ C

B
ri

n
e

R
ej

ec
t

P
u
re

W
at

er

T
F
,i

n
=

85
◦ C

L
=

10
m

w
=

0.
7

m

d
ch

=
4

m
m

B
=

16
×

10
−

7
k
g
/m

2
P

a
s

M
D

M
o
d
u
le

H
ea

te
r

F
ig

u
re

5-
7:

F
lo

w
p
at

h
fo

r
a

b
as

ic
d
ir

ec
t

co
n
ta

ct
m

em
b
ra

n
e

d
is

ti
ll
at

io
n

sy
st

em
[2

1]
.



164 CHAPTER 5. ECONOMIC SECOND LAW EFFICIENCY

Table 5.8: Summary of capital expenses for a representative direct contact membrane
distillation.

Capital Costs Specific Cost Scaling Total Cost [$]

Membranes [157] $350/m2 7 m2 2450
Heat exchanger [158] $750 /unit 1 unit 750
Pump [158] $700 /unit 2 unit 1400
Fixed costs [105, 158] $5550 - 5550
Solar heaters [84, 158] $160/m2 200 m2 32000
PV [107] $4/W 33 W 131

Total 42300
Amortized 4310
Per m3 9.77

Table 5.9: Summary of operating expenses for a representative direct contact membrane
distillation.

Operating Expenses Scaling Factor Times Total Cost [$]

Maintenance 0.005 42300 212
Membrane replacement 0.12 2450 294

Total 506
Per m3 1.15

Operating costs for the DCDM system are assumed to consist of only maintenance
and membrane replacement. No chemical pretreatment is required for most MD
systems [105] and it is assumed that the required labor for this small scale system
is provided by the owners. Therefore, both can be negelected. Maintenance is
approximated as 0.5% of CAPEX [157], and it is estimated that 12% of the membranes
are replaced each year [158]. Operating costs are summarized in Table 5.9.

Combining the CAPEX and OPEX as shown in Tables 5.8 and 5.9, the total
annualized cost of water is shown to be $10.90/m3. A breakdown of all of the CAPEX
and OPEX for the DCMD system is shown in Fig. 5-8

In order to calculate ηII ,$, the cost of heating the feed in the DCMD system must
be determined. Since the CAPEX of the solar heaters is known, this is easily calculated
by considering the amortized cost of the solar heater divided by the amount of heating
required by the system per kilogram of product produced. That is,

ch =
Cheat

(
i(1+i)n

(1+i)n−1

)
Qsolar

=
$32 000 · 0.1119

85 kW · 3600 · 8 · 365 · 0.96
= $0.015/kWht (5.50)

This value represents the amortized cost of the solar heaters per unit thermal energy
provided. The minimum least heat of separation for 35 g/kg seawater at 27 ◦C is
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Figure 5-8: Breakdown of costs associated with the production of water using direct
contact membrane distillation.

15.7 kJ/kg (4.37 kWh/m3). Therefore, ηII ,$ is evaluated as:

ηII ,$ =
chQ̇

min
least

Total Cost
=

($0.015/kWh)(4.37 kWh/m3)

$10.90 /m3 = 0.60% (5.51)

Despite the fact that the cost of solar-thermal energy is very low, this DCMD system
has a very poor ηII ,$ value since the system requires substantially more thermal energy
than Q̇min

least. Additionally, electrical energy is required to overcome pressure losses
within the system. This is characterized by a low ηII value as well:

ηII =
Q̇min

least

Q̇sep + Ẇsep/ηCarnot

= 1% (5.52)

Since the cost of energy in the solar powered DCMD system is captured by the
capital expense associated with building and installing the solar heaters, it is useful
to separate that cost into its component parts. Namely, it can be split into the cost of
the minimum least heat of separation and all of the entropy generation in the various
components in the system and due to chemical and thermal disequilibrium of the
discharged streams. The solar heater costs are split and compared to all the other
costs in Fig. 5-9. It is clear that the costs associated with entropy generation in each
component is of the same order of magnitude as the entire capital expense of the rest
of the DCMD system. In particular, losses in the module are the single greatest source
of cost for this system.
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Figure 5-9: Breakdown of costs associated with the production of water using direct
contact membrane distillation with the cost of entropy generation expanded.

From this example, it is evident that freely available energy, such as solar power,
is not truly free. The capital expense required to harvest the solar thermal energy is
significant and in some cases, can be the majority of a system cost.

5.5 Conclusions

In this paper, the following conclusions have been reached:

1. An economics-based Second Law efficiency is defined in analogy to the exergetics-
based Second Law efficiency. It is defined as the ratio of the cost of the minimum
least (primary) energy of separation to the actual cost of separation. The actual
cost should include all factors, including all CAPEX and OPEX.

2. The energy costs can be broken up into the cost of the minimum least work
of separation plus the sum of the costs for all of the irreversibilities (exergy
destruction). When the energy costs are expressed in terms of the cost of exergy
destroyed, all other costs (CAPEX, labor, replacement, etc.) can be likened to
exergetic irreversibilities and viewed as “losses.”

3. For energies typically considered to be free (e.g., solar energy and wind energy),
the additional capital expense for the infrastructure required to harvest the
energy must be included in the cost function.
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4. By comparing the cost of thermodynamic irreversibilities to all other system costs,
it is easy to identify what aspects of a system design should be optimized. For
cases where energy costs, as a result of irreversibilities, dominate the total cost of
production, attention should be paid to improving the system thermodynamics.
In cases where energy costs are not the primary contributor to overall cost, the
non-thermodynamic parameters should be investigated for possibles sources of
cost reduction.
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Increasing global demand for fresh water is driving the development and imple-
mentation of a wide variety of seawater desalination technologies. While there have
been substantial improvements to desalination technologies over the past few decades,
there is still a need to further reduce the energy requirements. Additionally, there is
a need for a method for fairly comparing the energetic efficiency of a wide range of
desalination technologies. Understanding all sources of energy consumption, including
those required by thermodynamic laws and those caused through real-world inefficien-
cies, is essential for improving energy efficiency. Similarly, in order to fairly compare
energetic efficiency between different separation technologies, a thermodynamics-based
benchmark for the value of the product must be established. Therefore, the research
efforts covered in this thesis focus on energy requirements for separation processes in
order to address these issues. Major findings are summarized below while detailed
conclusions are provided within each chapter.

6.1 Generalized least energy of separation

The least work of separation is a commonly used parameter for characterizing separation
systems much like Carnot efficiency is used to characterize power production systems.
Least work of separation, and more generally, the least exergy of separation is equal to
the change in Gibbs free energy of all of the process streams involved in the separation.
The generalized least energy of separation equation can be used to determine the least
amount of work, heat, or chemical fuel that is required to drive a reversible separation

169
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process. This parameter represents the absolute minimum amount of energy required,
regardless of system technology, process, internal streams, or types of energy input. It
is strictly a function of the composition of the feed and product as well as the recovery
ratio and environmental temperature and pressure. If there is an assist stream, it
is a function of the assist composition as well. It is not a function of the specific
separation process used. For systems that utilize a material input stream in addition
to the feed stream, it is possible for the least exergy to be negative and under such
conditions, the separator becomes a work producing system. All separation processes
are subject to the energy requirements prescribed by the minimum least work of
separation, regardless of system design, process, or use of internal streams and several
cases relevant to established and emerging desalination technologies are considered.

6.2 Nonidealities in electrolyte solutions

Through parametric studies of single and mixed electrolyte solutions, it is found
that chemical composition is a critical variable in the evaluation of the least work
of separation. Several single and mixed electrolyte solutions were considered under
a range of concentrations and it was found that the least work of separation varied
substantially between the various mixtures. As a result it is concluded that standard
property packages (such as those for seawater) cannot be reliably used for arbitrary
feed waters of different or unknown ionic composition. Use of these packages under
such conditions can result in substantial error.

The reason specific ionic composition (as opposed to simply overall molality) plays
such an important role in the magnitude of the least work of separation is because
the least work can be divided into two parts: an ideal part which is a function of the
mole fractions of each of the species (i.e., purely colligative behavior), and a nonideal
part which is a function of the activity coefficients of each of the species. Activity
coefficients vary widely from species to species and are a function of a large number
of parameters. As a result, the nonideal part of the least work of separation differs
substantially from solution to solution. Proper evaluation of the activity coefficients is
essential for accurately calculating the nonideal part of the least work. While there are
many models for activity coefficients in the literature, the ideal solution approximation
is commonly used due to its simplicity, despite the fact that very few feed waters
of interest to the desalination industry are sufficiently dilute for the ideal solution
approximation to be reliable. Under certain circumstances, the approximation may
predict accurate results; but this is the result of happenstance cancellation, rather than
near-ideal solution behavior. Similarly, Debye-Hückel models are only appropriate
for very dilute species and the use of these models at higher salinities may actually
introduce greater error than does the ideal solution approximation. This is especially
true for mixed electrolyte solutions. Therefore, care must be taken anytime these
elementary models are used beyond their range of applicability. A simple modification
of the Pitzer ionic interaction model for single electrolytes is proposed that allows it
to accurately predict activity coefficients for mixed electrolyte solutions.
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6.3 Second Law efficiency for separation processes

Second Law efficiency is a useful parameter for quantifying the degree of reversibility
of a thermodynamic system. Unfortunately, there are many conflicting definitions for
the Second Law efficiency of separation processes in literature. Therefore, a robust
definition, based on the minimum least exergy of separation is developed since the
minimum least exergy represents the true useful output of a separation system. A
methodology for evaluating Second Law efficiency for desalination plants that are
part of larger cogeneration systems is shown. For such systems, it is important that
Second Law efficiency is evaluated using primary energy inputs to the overall system,
not just the inputs to the desalination plant. Based on currently available technology,
producing electricity to power a reverse osmosis system will always result in a higher
Second Law efficiency than using low grade heat as an input to power a thermal
system.

The definition of Second Law efficiency can be expanded such that the energy
input is written in terms of the minimum least energy of separation plus the sum
of all of the irreversibilities present in the separation process. In order to evaluate
the Second Law efficiency while considering specific sources of irreversibility, the
entropy generation mechanisms present in a wide range of desalination processes
are analyzed. Formulations for these mechanisms are applied to several desalination
systems, including multiple effect distillation, multistage flash, membrane distillation,
mechanical vapor compression, reverse osmosis, and humidification-dehumidification,
in order to determine the primary sources of loss. When studying the energetic losses,
it is essential to consider entropy generated not only due to irreversibilities in the
separation process, but also due to temperature disequilibrium of the discharge and the
irreversible mixing of the concentrate with the ambient seawater. Entropy generated
through thermal and chemical disequilibrium can be substantial, depending on the
specific separation process and operating parameters.

6.4 Economic Second Law efficiency

An economics-based Second Law efficiency is defined by analogy to the exergy-based
Second Law efficiency as the ratio of the cost of the minimum least (primary) energy
of separation to the actual cost of separation, where the actual cost includes all
factors, including all CAPEX and OPEX. This parameter captures both energetic
and economic factors. Much as the energetic requirements can be subdivided in
terms of the system irreversibilities, the energy costs can be broken up into the cost
of the minimum least work of separation plus the sum of the costs for all of the
irreversibilities (exergy destruction). By expressing energy costs in terms of the cost
of exergy destroyed, all other costs (CAPEX, labor, replacement, etc.) can be likened
to energetic irreversibilities and viewed as “losses.” This comparison allows one to
identify what aspects of a system design should be optimized. For cases where energy
costs, as a result of irreversibilities, dominate the total cost of production, attention
should be paid to improving the system thermodynamics. In cases where energy costs
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are not the primary contributor to overall cost, the non-thermodynamic parameters
should be investigated for possibles sources of cost reduction.

6.5 Implications

Based on the analysis presented in this thesis, it is possible to properly characterize
the energetic performance of various chemical separation technologies as well as to
identify the relative importance of various sources of thermodynamic irreversibilities
that occur within a system. Additionally, it is possible to characterize various feed
waters and to understand how the composition of the feed will affect the behavior of
the separation systems. Using these findings, one can make better informed decisions
during the technology selection and design processes when building new desalination
systems, and one may critically evaluate claimed performance improvements of novel
systems.
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Chapter abstract

Increasing global demand for fresh water is driving research and development of
advanced desalination technologies. As a result, a detailed model of multiple effect
distillation (MED) is developed that is flexible, simple to implement, and suitable
for use in optimization of water and power cogeneration systems. The MED system
is modeled in a modular method in which each of the subcomponents is modeled
individually and then instantiated as necessary in order to piece together the complete
plant model. Modular development allows for studying various MED configurations
(such as forward feed, parallel feed, etc) with minimal code duplication. Use of equation
oriented solvers, such as Engineering Equation Solver (EES) and JACOBIAN, rather
than sequential solvers, simplifies the coding complexity dramatically and also reduces
the number of required approximations and assumptions. The developed model is
compared to four prominent MED forward feed models from literature: El-Sayed and
Silver (1980), El-Dessouky et al. (1998) (Detailed), El-Dessouky et al. (2002) (Basic),
and Darwish et al. (2006). Through a parametric analysis, it is found that the present
model compares very well with the simple model provided by El-Sayed and Silver
while providing substantially more detail in regards to the various temperature profiles
within the MED system. Further, the model is easier to implement than the detailed
El-Dessouky model while relying on fewer assumptions. The increased detail of the
model allows for proper sensitivities to key variables related to input, operating, and
design conditions necessary for use in a cogeneration or hybrid system optimization
process.

This chapter is published in [99, 100].

Chapter Nomenclature

Greek Units
Ac heat transfer area in condenser m2

Ae heat transfer area in effect m2

Afh heat transfer area in feed heater m2

B brine flow rate from effect kg/s
Be brine flow rate in effect after flashing, before boiling kg/s
c specific heat at constant pressure kJ/kg-K
D total distillate from effect kg/s
Db distillate from boiling in effect kg/s
Dc distillate that will condense in effect kg/s
Df distillate from flashing in effect kg/s
Dfb distillate from flash box kg/s
Dbd distillate blow down from flash box kg/s
F feed flow rate into effect kg/s
h specific enthalpy kJ/kg
hfg specific heat of vaporization kJ/kg
i ith effect -
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ṁB final brine flow rate kg/s
ṁcw cooling water flow rate kg/s
ṁcond mass flow rate of seawater in condenser kg/s
ṁD distillate flow rate kg/s
ṁF feed water flow rate kg/s
ṁS input steam flow rate kg/s
ṁsw input seawater flow rate kg/s
n number of effects -
p pressure kPa
T temperature K
Uc overall heat transfer coefficient in condenser kW/m2-K
Ue overall heat transfer coefficient in effect kW/m2-K
Ufh overall heat transfer coefficient in feed heater kW/m2-K
X salinity kg/kg
y quality kg/kg
∆Te temperature difference between effects K

Greek Units
ε sum of BPE and temperature change due to pressure loss K

Subscripts Units
e effect
fh feed heater
c condenser
S steam
sat saturated, at saturation temperature
sat, f saturated liquid
sat, g saturated vapor
sw seawater

Superscripts
in in flow to CV
out out flow from CV
prev previous

Acronyms Units
BPE boiling point elevation K
CV control volume
FF forward feed
GOR gained output ratio -
LMTD log mean temperature difference K
MED multiple effect distillation
MSF multistage flash
NEA non-equilibrium allowance K
PR performance ratio -
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RR recovery ratio -
SA specific area m2-s/kg
TBT top brine temperature K
TTD terminal temperature difference K
TVC thermal vapor compressor

A.1 Introduction

As global demand for fresh water increases, the need for development and implemen-
tation of a wide variety of desalination technologies continues to grow. Despite the
vast improvements to reverse osmosis in recent years, there is still a need for thermal
methods of desalination, especially when dealing with harsh feed waters of high tem-
perature, salinity, or contamination. While multistage flash (MSF) is the dominant
type of large-scale thermal desalination currently in use, multiple-effect distillation
(MED) is thermodynamically superior and is currently receiving considerable attention
as a strong competitor to MSF, especially in the Middle East-Arabian Gulf area. The
MED process is characterized by lower energy consumption (≈ 2 kWh/m3) compared
to the MSF process (≈ 4 kWh/m3) since recirculating large quantities of brine is
not required. Additionally, MED provides higher overall heat transfer coefficients by
utilizing primarily latent-heat transfer and avoiding the lower specific heat transfer
surface areas associated with sensible heat transfer found in MSF [88]. The ability
to operate at low temperature and use low grade heat from power station turbines
as the primary heat source for MED yield very low specific energy costs for seawater
desalination and allows the use of lower grade materials for heat transfer tubes (e.g.,
aluminum alloys) and the evaporator body (e.g., carbon steel epoxy coated shells) [159].
As a result, MED systems are established in many locations within the Kingdom of
Saudi Arabia with capacities ranging from 1,500–800,000 m3/day [160].

However, the high energy consumption associated with desalination processes such
as MED, especially as compared to the least work of separation [21], suggests that
further research on these and other technologies is needed in order to lower the cost and
increase the availability of potable water. One way to accomplish this is to combine
thermal desalination systems, such as MED, with electricity production plants in a
combined water-power cogeneration scheme. Cogeneration has the advantage of being
able to produce both water and power at lower costs and increased flexibility than if
they were produced independently. In this chapter, a new MED model is developed
that is well-suited for studying and optimizing in a cogeneration plant model. The
new model is also compared to four MED models from literature and the advantages
and limitations of each are discussed.

While there are numerous MED models in the literature, the models by El-Dessouky
and Ettouney [13], Darwish et al. [103], El-Dessouky et al. [161] are among the most
cited. Additionally, the model by El-Sayed and Silver [16] is very simple, yet based on
clear thermodynamic principles. While these models have utility, they do not provide
adequate sensitivity to key parameters necessary for a complete cogeneration system
optimization. Therefore, a new model that relies on fewer assumptions and is solved
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using a simultaneous equation solver, rather than an iterative sequential solver, is
developed.

A.2 Overview of multiple effect distillation and re-

view of existing models

Accurate system modeling is essential for developing understanding and for exploring
possibilities for improvement. As such, numerous MED models have been developed.
El-Sayed and Silver [16] developed one of the earliest forward feed MED models
and were able to calculate performance ratio and heat transfer areas through several
simplifying thermodynamic assumptions. El-Dessouky et al. [161], El-Dessouky and
Ettouney [162], El-Dessouky et al. [163] analyzed different MED configurations includ-
ing the parallel flow, the parallel/cross flow, and systems combined with a thermal
vapor compressor (TVC) or mechanical vapor compressor (MVC). The heat transfer
equations used in the model assume that the area calculated is the sum of the area of
brine heating and the area for evaporation. They found that the thermal performance
ratio of the TVC and specific power consumption of the MVC decrease at higher heat-
ing steam temperatures. In addition, increasing heating steam temperature reduces
the specific heat transfer area. The conversion ratio is found to depend on the brine
flow configuration and to be independent of the vapor compression mode. El-Dessouky
and Ettouney [13] also developed a simplified model. Darwish et al. [103], Darwish
and Abdulrahim [164] also developed a simple MED model and analyzed various
configurations and discussed the trade off between performance ratio and required
heat transfer area.

El-Allawy [165] examined how the gained output ratio (GOR) of an MED (with
and without TVC) system varied with top brine temperature (TBT) and number of
effects. Results revealed that increase of number of effects from 3 to 6 result in the
increase of the GOR by nearly two-fold. Aly and El-Figi [166] developed a steady state
mathematical model to study the performance of forward feed MED process and found
that the performance ratio is significantly dependent on the number of rather than
the top brine temperature. Al-Sahali and Ettouney [167] developed simple simulation
model for MED-TVC based on a sequential solution method, rather than iterative
procedure while assuming constant temperature drop, specific heat, and heat transfer
coefficients. Ameri et al. [168] studied the effect of design parameters on MED system
specifications and found that optimum performance depends on an optimum number
of effects which itself depends on sea water salinity, feed water temperature, and
effect temperature differences. Kamali and Mohebinia [169] developed a simulation
program to improve the performance of an existing MED unit of 7 effects and nominal
production of 1,800 m3/day. They found that the unit production increased by 15%
with the same top brine temperature of 70 ◦C by increasing the area of condenser
tubes by 32%.

Kamali et al. [170] optimized the performance of actual MED producing 1500
ton/day whereas Darwish and Alsairafi [160] compared MSF with MED using a simple
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simulation model assuming equal vapor generated by boiling in all effects, equal boiling
temperature difference between effects, and equal specific heat. They reported that
MED is favored on MSF by less shell volume of order half of that of MSF, lower
pumping energy, less treatment of feed, and lower temperature losses. For a constant
flux of 12.6 kW/m2, Minnich et al. [171] reported that the optimum GOR and TBT
were found to be 14 and 110 ◦C, respectively. They added that limiting TBT of
MED to 60 ◦C prevents the system from utilizing higher heat transfer coefficients and
constant temperature difference that drives the heat transfer.

Second Law analysis for MED was conducted by [172–174] where the major
subsystems for exergy destruction were the TVC and effects which accounted more
than 70% of the total amount. Hamed [175], Hamed et al. [176] investigated the
thermal performance of the MED desalination system at different variables including
number of effects, TBT, and inlet seawater. He concluded that the performance ratio
increased with increasing number of effects while TBT and inlet seawater a slight
affect on plant performance. Greogorzewski and Genthner [177] reported an analytical
study restricted to different configurations of MED systems without TVC.

Four models from literature are considered in more detail.

A.2.1 El-Sayed and Silver

El-Sayed and Silver [16] developed a simple model for a forward feed (FF) MED
system with flash evaporation (Fig. A-1). All fluid properties are assumed constant
[mean latent heat (h̄fg), specific heat (c), and boiling point elevation (BPE)]. The fluids
are assumed to be an ideal solution and the pressure drop due to friction is modeled
based on a mean saturation temperature drop augmented by the effect of BPE. Based
on these assumptions, El-Sayed and Silver explicitly solve for the performance ratio of
the system:

PR =
hfg,S

h̄fg
n

+
ṁF

ṁD

c (TTDfh + ε) +
n− 1

2n
c∆Te

(A.1)

where hfg,S is the enthalpy of vaporization of steam, n is the number of effects, ṁF and
ṁD are the mass flow rates of feed and distillate, TTDfh is the terminal temperature
difference in the feed heaters, ε is the sum of BPE and temperature change due to
pressure loss, and ∆Te is a temperature difference between two effects. Additional
equations are provided for calculating the required heat transfer surface area as a
function of a known or assumed overall heat transfer coefficient.

Despite its simplicity, Eq. (A.1) is derived using strong thermodynamic arguments
and is useful for quickly approximating the performance ratio and required transfer
areas for an MED-FF system under known operating conditions. However, it cannot
be used to find detailed information regarding various specific streams or to understand
system sensitivities to various parameters.

A.2.2 Darwish et al.

Darwish et al. [103] developed a simple model for MED-FF with flash evaporation
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while assuming that: equal vapor is generated by boiling in each effect other than the
first (Db = βṁD), equal boiling temperature difference between effects (∆Te), equal
temperature increase of the feed in feed heaters (∆Tfh) and ∆Te = ∆Tfh , equal specific
heat for the brine and feed, equal latent heat (hfg) and BPE. Using these assumptions,
Darwish et al. simplified the MED-FF system and approximated the performance
ratio for the system:

PR =
ṁD

ṁS

=
n

1 + n
ṁF c(TTDfh)

ṁDh̄fg

(A.2)

where ṁF , ṁD, and ṁS are the mass flow rates of feed, distillate, and steam respectively,
c is the specific heat, hfg is the latent heat, and TTDfh is the temperature difference
between the first effect and the feed at the exit of the last feed heater.

A.2.3 El-Dessouky and Ettouney Basic Model

El-Dessouky and Ettouney [13] presented a simplified MED mathematical model
where the data generated are related only to brine and distillate flow rates, brine
concentration, temperature and heat transfer area. Heat and mass balances for flash
boxes and pre-heaters are excluded and it is assumed that the feed enters the first
effect at the first effect’s saturation temperature (i.e., steam is used only to evaporate
distillate in the first effect, not for heating the feed). This model relies on the following
assumptions: specific heat is constant at an average temperature, thermodynamic
losses are constant across all effects, no vapor flashes in the effects, produced vapor
is salt-free, equal thermal loads in all effects, driving temperature difference in the
effects is equal to the difference in condensation and evaporation temperatures, and
negligible energy losses to the environment. Convergence is achieved while equating
the heat transfer area in all effects. Although this greatly simplified model does not
address fully practical plants, it provides basic understanding to the process involved
in MED desalination.

A.2.4 El-Dessouky and Ettouney Detailed Model

El-Dessouky et al. [161] also presented a detailed MED model that takes into account
the pre-heaters and flashing boxes in an MED-FF system (Fig. A-1). The model
assumes constant heat transfer areas for both the evaporators and feed pre-heaters
in all effects. In addition, the model considers the impact of the vapor leak in the
venting system, the variation in thermodynamic losses from one effect to another, the
dependence of the physical properties of water on salinity and temperature, and the
influence of non-condensable gases on the heat transfer coefficients in the evaporators
and the feed pre-heaters. Several correlations are used in this model, particularly
to determine the heat transfer coefficients and pressure losses. Two correlations are
developed to relate the heat transfer coefficients in the pre-heater and the evaporator to
the boiling temperature. Design correlations are also developed to describe variations
in the plant thermal performance, the specific heat transfer area, and the specific flow
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rate of cooling water in terms of the top brine temperature and the number of effects.
Calculations showed that the heat transfer coefficient in the evaporators are greater
than those in the pre-heaters and that the effect of TBT on the specific heat transfer
area is more pronounced at high number of effects.

A.3 An improved MED model

A thermal model of an MED system is presented that provides a more accurate
description of the MED process through relying on fewer assumptions and simplifica-
tions. Unlike most of the models in the literature, the present model is solved using a
simultaneous equation solver.

A.3.1 Approximations

Several standard engineering approximations are made in this analysis:

• Steady state operation.
• Distillate is pure water (i.e., salinity of product water is 0 g/kg).
• Exchanger area in the effects is just large enough to condense vapor to saturated

liquid (i.e., x = 0) at the previous effect’s pressure.
• Seawater is an incompressible liquid and the properties are only a function of

temperature and salinity.
• Heat losses to the environment are negligible.
• Non-equilibrium allowance (NEA) is negligible [13].
• Brine (liquid) and distillate (vapor) streams leave each effect at that effect’s

temperature. Distillate vapor is slightly superheated.
• The overall heat transfer coefficient is averaged over the length of an exchanger.
• The overall heat transfer coefficient in each effect, feed heater, and condenser is

a function of temperature only [13].

A.3.2 Software and solution methodology

While most of the existing models in literature are developed to be solved using an
iterative procedure in a sequential numerical package such as MATLAB [83], the
present model was developed using a simultaneous equation solver. A fundamental
advantage of using an equation solver is that the programmer does not need to develop
algorithms for reaching solution convergence. Instead, the governing equations are
inputted much as one would write them on paper. The solver then identifies and
groups the equations that must be solved and solves for the system iteratively. During
the development process, the model was implemented using two different software
packages: Engineering Equation Solver (EES) [178] and JACOBIAN [179].
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A.3.3 Physical properties

Accurate physical properties for seawater and water vapor are used. Seawater, approxi-
mated as an incompressible fluid, properties are evaluated as a function of temperature
and salinity [45]. All liquid water states are modeled using this seawater property
package: pure water is modeled as seawater with 0 salinity. This property package
is used, rather than the electrolyte solution modeling efforts from Chapter 3, due to
its computational simplicity and the fact that only standard seawater is considered.
Vapor phase water properties are calculated using the fundamental equations of state
provided by IAPWS. EES uses the IAPWS 1995 Formulation [101] while the IAPWS
1997 Industrial Formulation [124] was implemented for use in JACOBIAN. Differences
between the two formulations are negligible.

A.3.4 Component models

Since MED systems are composed of multiple identical stages, there are several
components that are utilized numerous times. In order to simplify the model, each
component is modeled individually. The overall system model is then created by
instantiating each component the necessary number of times and adding additional
equations to connect the various components in the appropriate manner. Component
models for the effects, feed heaters, flash boxes, and condenser are presented below.
A schematic diagram showing a typical configuration of a forward feed MED system
is illustrated in Fig. A-1. A detailed schematic diagram showing the fluid stream
connections between components is shown in Fig. A-2.

A.3.4.1 Effects

The effect is the primary component in an MED system. Feed water (F ) is sprayed
into the effect over a series of tubes. Distillate vapor (Dc) from the previous effect
condenses in these tubes. Typically, the effect is maintained at a pressure slightly
below the saturation pressure of the feed water which causes a small fraction of the
feed to flash evaporate (Df). As the Dc, it releases the heat of vaporization which
is transfered to the feed resulting in the creation of more vapor (Db). The vapor
produced through both flashing and boiling (D) as well as the brine (B) are then
extracted from the effect (Fig. A-2). Note: each of the variables should be indexed
with an i to indicate that these are array variables; however, for clarity, the index
is neglected. A control volume showing the relevant variables that characterize the
effect’s inlet and outlet streams is presented in Fig. A-3.

Water balance: The feed stream is split into a distillate (vapor) stream and a brine
stream. Prior to the evaporation from boiling (internal to the effect), the feed stream
can be divided into a brine stream within the effect (Be) and the distillate formed
from flashing. The total distillate produced is the sum of that formed from flashing
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Effect
i

Condensing Distillate

Dc, T
prev
e , T prev

Dsat
, hDc , hDc,sat,f

Feed

F, TF , XF , hF

Brine

B, TB, XB, hB

Condensed Distillate

Dc, hDc,sat,f
, hDsat,f

, hDsat,g , Pe

Distillate Vapor

D, hD, TD, TD,sat

Figure A-3: Variables associated with the inlet and outlet streams of the ith effect.

and boiling.

F = B +D (A.3)

F = Be +Df (A.4)

D = Db +Df (A.5)

Salt balance: Salinity of the brine stream within the effect (XBe) and the brine
stream leaving the effect (XB) is found found through a salt balance in which it is
assumed that both the distillate formed through flashing and boiling is pure (i.e.,
XDf = XDb = 0 g/kg).

FXF = BXB (A.6)

FXF = BeXBe (A.7)

Energy balance: The change in enthalpy associated with the condensation of the
distillate from the previous effect is used to separate the feed stream into new brine
and distillate streams.

Dc∆hDc = DhD +BhB − FhF (A.8)

The value of ∆hDc is discussed below as it is different for the first and the second
through nth effects.

Distillate saturation temperature: Salinity causes the boiling point to be elevated.
Distillate formed in the effect is superheated by an amount equal to the BPE. The
distillate will condense at the saturation temperature in the following feed heater and
effect.

TDsat = TD − BPED (A.9)

Heat transfer area: The condensate tube surface area must be large enough to
ensure that the distillate vapor from the previous effect condenses completely while
heating and evaporating the feed. Since there is phase change on both sides of the
tubes, the rate of heat transfer is best modeled by Newton’s Law of Cooling, where the
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heat transfered is equal to the change in enthalpy associated with the condensation of
distillate [cf., Eq. (A.8)].

Dc∆hDc = AeUe(T
prev
Dsat
− Te) (A.10)

The temperature at which the distillate from the previous effect condenses is equal
to the saturation temperature of the previous effect, Tc = T prev

Dsat
. The overall heat

transfer coefficient in Eq. (A.10) is calculated using a correlation from El-Dessouky
and Ettouney [13]:

Ue = 10−3×
[
1939.1 + 1.40562(T prev

Dsat
− 273.15)

−0.0207525(T prev
Dsat
− 273.15)2

+0.0023186(T prev
Dsat
− 273.15)3

]
(A.11)

where Ue is in kW/m2-K and T prev
Dsat

is in K. The correlations provided by El-Dessouky
et al. serve as a good approximation for the overall heat transfer coefficient values.
If a model is being developed for an actual physical plant, more accurate U values
can be obtained by analyzing the heat transfer processes occurring in the particular
geometry.

Fluid properties: The temperature of the brine (TB) and distillate vapor (TD)
is equal to the effect temperature (Te). The boiling point elevation (BPED), effect
pressure (Pe), enthalpy of brine after flashing (hBe), enthalpy of brine (hB), enthalpy
of distillate [from boiling (hDb), from flashing (hDf ), and total (hD)], and enthalpies
of saturated water (hDsat,f

) and vapor (hDsat,g) are all evaluated as a function of
temperature, pressure, and salinity as discussed in Appendix A.3.3.

Some useful temperature differences include the terminal temperature difference
in the effect (TTDe), which is the temperature of condensation minus the effect
temperature, and the temperature difference between effects (∆Te).

TTDe = Tc − Te (A.12)

∆Te = T prev
e − Te (A.13)

First effect

While the hardware for all effects is identical, there are two slight differences
between the first effect and the remaining ones. First, feed enters the first effect below
the saturation temperature (subcooled) where as in all subsequent effects, feed enters
slightly above the saturation temperature (superheated). Second, steam is used to
heat the feed in the first effect while the vapor produced in the previous effect is used
to heat the feed in all the subsequent effects. Flashing does not occur in the first effect
because the feed stream is subcooled when it enters the first effect.

Df = 0 (A.14)

Steam input to the first effect can be accounted for by modifying the effect’s energy
balance [Eq. (A.8)] to be based on the steam flow rate (ṁS) and latent heat of



186 APPENDIX A. MULTIPLE EFFECT DISTILLATION MODELING

Flash Box
i

Condensed Distillate

Dc, hDc , hDbd
, hDfb

, P

Distillate Blowdown In

Din
bd, hDin

bd

Distillate Blowdown Out

Dbd, hDbd

Flashed Distillate

Dfb , hDfb

Figure A-4: Variables associated with the inlet and outlet streams of the ith flash box.

vaporization (λS):
Dc∆hDc → ṁShfg,S (A.15)

Second through nth effect

In all subsequent effects, a portion of the feed stream flashes. An additional energy
balance equation [complement to Eq. (A.4)] is needed to fully define the effect.

FhF = BehBe +DfhDf (A.16)

The enthalpy change of the distillate during condensation may not be equal to the
latent heat of vaporization since the distillate from the previous effect may enter
the effect as superheated vapor, saturated vapor, or two-phase. It is assumed that
complete condensation occurs. Therefore, the change in enthalpy in Eq. (A.8) is
defined as:

∆hDc = hDc − hDc,sat,f (A.17)

where hDc is the enthalpy of the distillate at the entrance to the effect’s condensing
tube.

A.3.4.2 Flash box

The condensed distillate from each effect is collected with all of the condensed distillate
from the previous effects. As the distillate is collected in each stage, the distillate
pressure is decreased in the flash boxes to correspond with the pressure of the current
effect. Part of the distillate blowdown from the previous effect (Din

bd) and the distillate
used for condensing in the current effect (Dc) is flashed during the depressurization.
The newly produced vapor, Dfb, is sent to the feed heater and the remaining liquid
distillate, Dbd is sent to the next flash box (Fig. A-2). Both Dfb and Dbd are at pe.
Note: each of the variables should be indexed with an i to indicate that these are
array variables; however, for clarity, the index is neglected. A control volume showing
the relevant variables that characterize the flash box’s inlet and outlet streams is
presented in Fig. A-4.

The mixing and flashing process are governed by mass conservation and the First
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Feed Heater
i Two Phase Distillate Out

Dc, TDc , TDc,sat , h
out
Dc
, hDsat,f

Seawater Out

MF , XMF
, T out

MF
, houtMF

Distillate vapor in

Dc, hinDc
, TDc , TDc,sat

Seawater In

MF , XMF
, T in

MF
, hinMF

Figure A-5: Variables associated with the inlet and outlet streams of the feed heater.

Law of Thermodynamics:

Dbd +Dfb = Din
bd +Dc (A.18)

DbdhDbd
+DfbhDfb

= Din
bdhDin

bd
+DchDc (A.19)

Distillate blowdown temperature can be evaluated as a function of the blowdown
enthalpy and pressure.

A.3.4.3 Mixing box

No flashing occurs in the flash box when all inlet and outlet streams are at the same
pressure and the flash box acts as a mixing vessel. The flash box equations can be
reduced with the following two equations.

Dfb = 0 (A.20)

hDfb
= undefined (A.21)

The mixing box is only used to recombine the condensed distillate from the condenser
with that from the final flash box (Fig. A-1).

A.3.4.4 Feed heater

Feed heaters are used to recover energy and reduce the amount of steam required for
heating the feed in the first effect. In each feed heater, some of the distillate vapor
from the effect and the flash box condenses and the heat released is used to heat
the seawater (Fig. A-2). Note: each of the variables should be indexed with an i to
indicate that these are array variables; however, for clarity, the index is neglected. A
control volume showing the relevant variables that characterize the feed heater’s inlet
and outlet streams is presented in Fig. A-5.

An energy balance and the log mean temperature difference (LMTD) method are
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used to calculate the required heat transfer area.

Dc

(
hin
Dc − hout

Dc

)
= ṁF

(
hout
ṁF
− hin

ṁF

)
(A.22)

Dc

(
hin
Dc − hout

Dc

)
= AfhUfh

T in
ṁF
− T out

ṁF

ln
TDc,sat − T out

ṁF

TDc,sat − T in
ṁF

(A.23)

The overall heat transfer coefficient in Eq. (A.23) is calculated using a correlation
from El-Dessouky and Ettouney [13]:

Ufh = 10−3×
[
1617.5 + 0.1537(TDc,sat − 273.15)

+0.1825(TDc,sat − 273.15)2

−0.00008026(TDc,sat − 273.15)3
]

(A.24)

where Ufh is in kW/m2-K and TDc,sat is in K. While the log mean temperature difference
method is used here, the ε-NTU method yields equivalent results since the feed heaters
are essentially single stream heat exchangers.

The minimum temperature difference in the feed heater occurs at the outlet of the
seawater.

TDc − T out
ṁF

= TTDfh (A.25)

Enthalpy of the seawater leaving the feed heater is calculated based on the outlet
temperature and salinity.

A.3.4.5 Condenser

Distillate from the final effect and flash box is condensed in a condenser, which is
essentially a large feed heater. Typically, excess seawater is required in order to meet
the required cooling load. Excess seawater is used for cooling purposes alone and is
returned to the source after being exhausted from the condenser while the required
feed is sent to the first feed heater. Energy balance and heat transfer area calculations
for the condenser are similar to those for the feed heaters:

Dc∆hDc = ṁcond

(
hout

sw − hin
sw

)
(A.26)

ṁcond

(
hout

sw − hin
sw

)
= AcUc

T out
sw − T in

sw

ln

(
TD − T in

sw

TD − T out
sw

) (A.27)

The overall heat transfer coefficient in Eq. (A.27) is calculated using a correlation
from El-Dessouky and Ettouney [13]:

Uc = 10−3× [1617.5 + 0.1537(TD − 273.15)

+0.1825(TD − 273.15)2

−0.00008026(TD − 273.15)3
]

(A.28)
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where Uc is in kW/m2-K and TD is in K. While the log mean temperature difference
method is used here, the ε-NTU method yields equivalent results since the condenser
is essentially a single stream heat exchanger.

Inlet and outlet seawater enthalpies are calculated as a function of the respective
temperatures and the feed salinity.

A.3.5 MED-FF with flash box regeneration system model

Numerous MED system configurations can be created by piecing together the com-
ponent models presented in Appendix A.3.4. Equations for connecting the relevant
components to form the typical MED-FF configuration shown in Fig. A-1 are outlined
below. Note that all of the equations are simply matching (or combining) variables
from one component to another.

Typical MED systems utilize flash boxes and feed heaters in order to collect the
distillate and preheat the seawater prior to injection into the first effect (Fig. A-
1) [13, 16, 103, 161]. An advantage of this configuration is that high energy recovery
can be achieved while using relatively simple components.

A.3.5.1 Match streams between components

The distillate (Dc) output (in 2 phase state) from the ith feed heater effect is used as the
condensing distillate input in the ith+1 effect. The distillate flow rate, temperature,
saturation temperature, present enthalpy, and saturated liquid enthalpy must be
passed to the ith+1 effect.

For i ∈ {1, . . . , n− 1}:

Feed heater, i

Dc, TDc , TDc,sat , h
out
Dc
, hDsat,f

−→ Effect, i+ 1

Dc, T
prev
e , T prev

Dsat
, hDc , hDc,sat,f

Brine from the ith effect is used as feed for the ith+1 effect. Brine flow rate,
temperature, salinity, and enthalpy is passed to the ith+1 effect.

For i ∈ {1, . . . , n− 1}:

Effect, i

B, TB, XB, hB
−→ Effect, i+ 1

F, TF , XF , hF

Distillate boxes

As the distillate condenses in each effect, it is mixed with all of the distillate from
the previous effects. The pressure of the distillate is decreased to correspond with the
pressure in the effects. As a result, a portion of the distillate flashes and the vapor is
then sent to the feed heaters. There is no flash box for the first effect (Fig. A-1). For
programming convenience, the flash box index begins with 2, rather than 1.

Distillate from the first effect does not mix with distillate from a (non-existent)
previous effect. In order to reuse the flash box code, the blowdown input to the first
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flash box (Din
bd, h

in
Dbd

) is set to zero.

Effect, 2

Dc, hDc,sat,f , hDsat,f
, hDsat,g , Pe

−→ Flash box, 2

Dc, hDc , hDbd
, hDfb

, P

For flash boxes 3–n, the inputs are blowdown distillate from the previous distillate
box and the newly condensed distillate from the current effect. The output is saturated
vapor (to feed heater) and liquid (blowdown to next box).

For i ∈ {2, . . . , n− 1}:

flash box, i

Dbd, hDbd

−→ flash box, i+ 1

Din
bd, h

in
Dbd

For i ∈ {3, . . . , n}:

Effect, i

Dc, hDc,sat,f , hDsat,f
, hDsat,g , Pe

−→ flash box, i

Dc, hDc , hDbd
, hDfb

, P

The final flash box is a mixing vessel to combine the distillate blowdown from the
nth distillate box and the distillate that was condensed in the condenser.

flash box, n

Dbd, hDbd

−→ flash box, n+ 1

Din
bd, hDin

bd

Effect, n

hDsat,f

−→ flash box, n+ 1

hDc

Unlike the previous flash boxes, the newly condensed distillate comes from the con-
denser.

Condenser

Dc

−→ flash box, n+ 1

Dc

Feed heaters

Seawater is heated in the ith feed heater by distillate vapor from both the ith effect
and the ith flash box. The enthalpy of the mixture of distillate vapors is the mass
weighted average.

For i ∈ {1, . . . , n− 1}:

Dc

∣∣
Feed heater,i

= D
∣∣
Effect,i

+Dfb

∣∣
Flash box,i

(Dch
in
Dc)
∣∣
Feed heater,i

= (DhD)
∣∣
Effect,i

+ (DfbhD,fb)
∣∣
Flash box,i

Feed heater, i

TDc , TDc,sat
−→ Effect, i

TD, TDsat

For feed heaters 1 through n− 2, the output of one feed heater is the input to the
next. Note that the seawater is flowing from higher numbered feed heater to lower
numbered feed heater.
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For i ∈ {1, . . . , n− 2}:

Feed heater, i+ 1

ṁF , XṁF , T
out
ṁF
, hout

ṁF

−→ Feed heater, i

ṁF , XṁF , T
in
ṁF
, hin

ṁF

The initial feed heater, n− 1, is fed seawater from the output of the condenser:

Condenser

Xsw, T out
sw , hout

sw

−→ Feed heater, n− 1

XṁF , T
in
ṁF
, hin

ṁF

A condenser is used to condense the distillate vapor from the nth effect and nth

flash box. The enthalpy of the mixture of distillate vapors is the mass weighted
average.

Dc

∣∣
Condenser

= D
∣∣
Effect,n

+Dfb

∣∣
Flash box,n

(Dch
in
Dc)
∣∣
Condenser

= (DhD)
∣∣
Effect,n

+ (DfbhD,fb)
∣∣
Flash box,n

The change in enthalpy associated with condensation of the vapor in the condenser is

∆hDc|Condenser = hin
Dc|Condenser − hDsat,f

|Effect,n

Effect, n

TD
−→ Condenser

TD

The seawater feed into the first effect is the warm seawater output from the last
feed heater.

Feed heater, 1

T out
ṁF
, XṁF , h

out
ṁF

−→ Effect, 1

TF , XF , hF

The flow rate of feed into the first effect is F (1) = ṁF . Since a portion of the seawater
through the condenser is returned to the source, ṁcond ≥ ṁF .

There are two options for constraining the size of the effects. In order to reduce
the cost of the system, MED plants are typically built with effects of equal area. If,
however, it is desired to have a constant temperature drop across each effect, the
temperature difference between effects can be specified instead.

Ae(i) = Ae(1) i ∈ {2, . . . , n} (A.29)

or

∆Te(i) = ∆Te(1) i ∈ {2, . . . , n} (A.30)

Similarly, there are two options for constraining the size of the feed heaters. To
reduce the cost of the system, all feed heaters should have the same area. However, it
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may be desired to have the same TTD in each feed heater.

Afh(i) = Afh(1) i ∈ {2, . . . , n− 1} (A.31)

or

TTDfh(i) = TTDfh(1) i ∈ {2, . . . , n− 1} (A.32)

The amount of water produced is equal to the sum of the distillate produced in
each effect. The mass flow rate of steam required is equal to the amount of vapor that
must condense in the first effect. The amount of seawater feed required is equal to
the feed flow rate in the first effect. The amount of excess cooling is the difference
between ṁcond and ṁF . The final brine flow rate is the difference between the feed
and distillate flow rate.

ṁD =
n∑
i=1

D(i) (A.33)

ṁS = Dc(1) (A.34)

ṁF = F (1) (A.35)

ṁB = B(n) (A.36)

A.3.5.2 Required inputs

Feed, steam, operating, and design conditions are required in order to fully specify the
flash box based MED-FF model. Number of effects must be specified. Seawater is fully
characterized by temperature and salinity (T in

sw, X
in
sw). Steam is fully characterized by

its saturation temperature since it is assumed that it enters the first effect as saturated
vapor and leaves the first effect as saturated liquid. The following variables are set
based on the steam temperature:

T prev
e = TS (A.37)

T prev
Dsat

= TS (A.38)

hDc = hg(TS) (A.39)

hDc,sat,f = hf (TS) (A.40)

For on-design analysis, the following system characteristics must be specified:

• temperature of the last effect, or a terminal temperature difference between the
last effect and the condenser
• mass flow rate of the distillate, feed, or brine
• maximum allowable salinity (or recovery ratio)
• temperature rise in the condenser
• minimum TTD in the feed heaters

Off-design analysis can be performed by inputting area of the effects, feed heaters,
and condenser rather than maximum salinity, temperature rise, and TTDs.
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A.3.5.3 Performance parameters

Once the above equations have been solved, the productivity ratio (PR), recovery
ratio (RR), and specific area (SA) are all calculated.

PR =
ṁD

ṁS

(A.41)

RR =
ṁD

ṁF

(A.42)

SA =

∑
Ae +

∑
Afh + Ac

ṁD

(A.43)

A.3.5.4 Pressure drops and pumping work

In general, the pressure drop in a condenser is the sum of the pressure drops due to
various inlet and exit losses, static head, momentum change, and two-phase friction
loss. When considering condensers operating at vacuum conditions, the momentum
change results in a pressure regain and the magnitude of the regain may be of the same
order of magnitude (might even exceed) as the pressure losses [180]. Since all of the
condensers in MED operate at subatmospheric levels, it is a suitable approximation
to ignore pressure effects on the condensing side.

A.4 Parametric comparison of MED models

A parametric study is conducted in which the present model is compared to four models
from the literature [13, 16, 103, 161]. Performance ratio and specific area are evaluated
for each of the models while varying the number of effects, steam temperature, or
recovery ratio. In order to ensure that the values of the calculated heat transfer area
from one model to the next are comparable, heat transfer coefficients in all models were
evaluated using Eqs. (A.11), (A.24), and (A.28), rather than assuming the constant
values that were given in the respective papers.

All of the calculations in this section are evaluated under the so-called “on-design”
analysis method in which temperature differences, flow rates, and other desired
operating conditions are inputs and heat transfer areas and other sizing parameters
are evaluated as outputs. This is different from “off-design” analysis in which plant
sizing information is used to calculate temperature differences, flow rates, and other
operating conditions. A consequence of on-design analysis is that each of the data
points presented below represent a different physical plant.

For the following parametric studies, all of the following inputs are held constant
except for the parameter that is being investigated: number of effects, 8; steam tem-
perature, 70 ◦C; last effect temperature, 40 ◦C; seawater temperature, 25 ◦C; minimum
feed heater TTD, 5 K; temperature rise in condenser, 10 K; BPE/thermodynamic
losses, 1 K; feed salinity, 42 g/kg; recovery ratio, 0.4; mass flow rate of distillate
produced, 1 kg/s.
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The Darwish model uses top brine temperature, rather than steam temperature.
For convenience, the same value of TS is used for TBT. The effect of this is that the
Darwish models are being evaluated as if a slightly higher steam temperature is being
used (approximately 2-5 K, depending on the number of effects). Using the value of
TS in place of TBT introduces some minor quantitative differences, but the general
trends observed are unchanged. Additionally, the Darwish model does not include
calculation of the condenser surface area whereas the other models do.

A.4.1 Effect of number of effects

The number of effects is generally considered to be one of the strongest determinants
of an MED system’s performance. Each additional effect allows for an additional
evaporation process in which the heat of vaporization is reused an additional time. In
the absence of thermodynamic losses, as the vapor condenses, it would release enough
heat to exactly evaporate the same amount of new vapor. Therefore, in the ideal case,
each additional effect would increase the performance ratio by one. As a result of losses
as well as an increasing heat of vaporization with decreasing saturation temperature,
it is observed that each additional effect increases the performance ratio by less than
one. Further, the added benefit of each additional effect decreases [16]. The present
model, El-Sayed’s model, and El-Dessouky’s detailed model all show this trend of
PR increasing with n, with the effect decreasing as n increases (Fig. A-6). The basic
El-Dessouky model and the Darwish model, however, show PR being a nearly linear
function of n. Both of these models over-estimate PR at higher number of effects
and fail to capture the effect of increasing latent heat with decreasing saturation
temperature. Additionally, El-Dessouky basic assumes that the feed enters the first
effect at the effect’s saturation temperature which implicitly implies that there is
perfect energy regeneration (i.e., TTDfh = 0).

Size of an MED plant is also strongly dependent on the number of effects. During
the on-design process, adding additional effects results in a smaller driving temperature
difference in each effect and lower distillate production in each effect. Therefore, specific
heat transfer area increases with number of effects (Fig. A-7). The models by El-
Dessouky (Basic), El-Sayed, and Darwish all show SA growing faster with increasing n
than does the new model or the detailed El-Dessouky model. All three models assume
constant thermodynamic losses (primarily, BPE) in each effect and over-estimate the
value of BPE. Equation (A.10) shows that Ae is inversely proportional to the difference
between the previous effect’s saturation temperature and the current effect’s actual
temperature, T prev

D,sat − Te. Using Eq. (A.9), this temperature difference can be written
as T prev

e − Te − BPED. Since these models approximate the temperature difference
between effects to be constant and equal to (Tmax − Tmin)/n, as n increases while
temperature range and BPE remain constant, the driving temperature difference in
each effect decreases resulting in a dramatic increase in required heat transfer area in
each effect. By properly evaluating BPE for each effect as a function of temperature
and salinity, Ae can be more accurately calculated. Additionally, modifying the
El-Sayed and Darwish models by calculating BPE at each effect using the correlation
provided by Sharqawy et al. [45] results in the two models’ prediction of SA to agree
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Figure A-6: The added benefit of number of effects on the performance ratio should
decrease as n increases as seen by the PR behavior of the El-Sayed, El-Dessouky De-
tailed, and present models. El-Dessouky Basic and Darwish significantly overestimate
PR for large number of effects.
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Figure A-7: The required surface area increases nearly exponentially with number of
effects. As the number of effects increase, the driving temperature difference decreases,
thus requiring additional heat transfer area in order to produce the same amount of
distillate.

with the present model within 10% (Fig. A-8). The basic model by El-Dessouky
predicts the highest specific area since it assumes no flashing in any of the effects.
As a result, all distillate is produced through boiling heat transfer. Correcting the
model for BPE and approximating that 10% of the distillate is produced by flashing
(typical value based on the other models), the El-Dessouky model calculation of SA
also agrees with the present model within 10%.

It is observed that the assumptions of constant overall heat transfer coefficient,
latent heat of evaporation, and distillate production in each effect have a minimal
effect on the evaluation of overall surface area. The Darwish model predicts a lower
specific area for small number of effects than the other models since it does not include
the area of the condenser. The size of the condenser is largest for a smaller number of
effects since the distillate produced in the last effect increases with decreasing n.

A.4.2 Effect of steam temperature

Increasing top temperature tends to increase the performance of thermodynamic
systems. However, in the case of on-design analysis, this is not always the case. The
main benefit of increasing the top temperature of an MED system is that it creates
a larger temperature range for the desalination process which allows for additional
effects. However, when keeping the number of effects fixed and allowing the size of
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Figure A-8: Modifying the Darwish and El-Sayed models by evaluating boiling point
elevation as a function of temperature and salinity in each effect causes both models to
predict specific area requirements that are in agreement with El-Dessouky’s detailed
model and the present model. El-Dessouky’s basic model can be modified similarly
but is not shown for clarity.
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Figure A-9: The performance ratio decreases with increasing steam temperature
because the heat of vaporization decreases with increasing temperature. The decrease
in heat of vaporization results in additional steam needed to evaporate a given unit of
water.

the effects to vary, increasing the top temperature does not have the expected effect
on the performance ratio. Since the heat of vaporization decreases with increasing
steam temperature, all other things held constant, more steam is needed to evaporate
a given quantity of water when the steam is at higher temperature. As a result, PR
decreases slightly with increasing steam temperature. All five models illustrate this
behavior (Fig. A-9).

While higher temperature steam provides less energy during condensation due
to a lessened heat of vaporization, the increased temperature range of the MED
system results in a larger temperature difference between each effect. Since the heat
transfer within each effect is governed by Newton’s Law of Cooling, where the relevant
temperature difference is that between the condensing distillate and the evaporating
feed, heat transfer increases with increasing ∆T . Since the number of effects and the
total distillate flow rate is held constant for this analysis, the amount of heat transfer
in each effect remains approximately constant. Therefore, as the driving temperature
difference increases, the required heat transfer area decreases. Again, all five models
illustrate this trend (Fig. A-10).
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Figure A-10: The driving temperature difference between each effect is increased as the
steam temperature increases, thus resulting in smaller heat transfer area requirements.

A.4.3 Effect of recovery ratio

Increasing the recovery ratio, defined as the amount of distillate produced per input
feed, has the effect of reducing the amount of feed seawater since the mass flow rate
of distillate produced is held constant. Reducing the amount of feed in the system
lowers the thermal mass that must be heated by steam. Therefore, for fixed distillate
production, an increased recovery ratio decreases the amount of required steam and
the performance ratio increases. The models by both Darwish and El-Sayed as well
as the present model all follow this trend (Fig. A-11). The El-Dessouky basic model,
however, calculates the required steam flow rate based purely on the distillate flow
rate, and therefore, is not a function of recovery.

Another consequence of decreasing the feed flow rate is that less feed enters each
effect resulting in less distillate vapor produced per effect. Since the amount of total
distillate produced needs to remain roughly constant, more distillate must be produced
by boiling to make up for the decrease in production from flashing. In order to allow
for additional vapor production from boiling, more heat transfer area is required to
allow for increased heat transfer. As before, the models by Darwish and El-Sayed, as
well as the present model follow this trend while the El-Dessouky basic model is not a
function of recovery ratio (Fig. A-12).
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Figure A-11: As the recovery ratio increases for fixed distillate production, the feed
flow rate reduces resulting in less heating steam required, and therefore, a higher
performance ratio.

A.5 Main findings and key results

Based on a parametric study of the five models, the following conclusions are made:

1. A detailed model is needed in order to properly capture sensitivities of parameters
relevant in cogeneration system analysis. The MED model should respond to
changes in design conditions (number of effects, terminal temperature differences,
etc), input conditions (feed temperature, salinity, flow rate, steam temperature,
etc), and operating conditions (recovery ratio, last effect temperature, etc).

2. Use of a simultaneous equation solver allows for the development of more complex
numerical models without having to worry about developing solution algorithms.
Therefore, fewer major approximations are needed in order to develop an easily
solvable model.

3. While the model presented in this chapter provides more detail than the existing
models from literature while relying on fewer assumptions, several of the existing
models provide consistent results. If only basic information about the system
is desired for simple studies (e.g., performance ratio and specific heat transfer
area), the simpler models may be sufficient. If, however, detailed information
about the area of each component and various temperature profiles are required,
the present model is preferable.
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Figure A-12: As the recovery ratio increases for fixed distillate production, the feed
flow rate reduces resulting in less vapor produced by flashing in each effect. In order to
maintain a constant distillate production rate, more distillate must evaporate through
boiling, and therefore, more surface area is required.



202 APPENDIX A. MULTIPLE EFFECT DISTILLATION MODELING

4. Approximations such as constant thermodynamic losses, constant properties,
and constant distillate production in each effect break down with increasing
number of effects. Of these approximations, thermodynamic losses (specifically
boiling point elevation) have the greatest effect on the evaluation of specific area.

5. A modular model allows for easily studying various MED configurations such
as forward feed and parallel feed without developing new code for each of the
subcomponents.
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Useful conversions

Recovery ratios

r

r̄
=

1 +
∑

sms,pMs

1 +
∑

sms,fMs

(B.1)

Mole fraction and molality

To convert from molality of salts to mole fraction of solutes requires a few steps. First,
calculate the mole fraction of the cation and anion for each salt.

xs,+ =
νs,+msMH2O

1 +MH2O

∑
s νsms

(B.2)

xs,− =
νs,−msMH2O

1 +MH2O

∑
s νsms

(B.3)

Note the sums are over all salt species. The mean mole fraction for the salt is defined
analogously to the mean ionic molality [cf., Eq. (3.15)]:

xs =
(
x
ν+
s,+x

ν−
s,−
)1/ν

(B.4)

The mole fraction of the solvent is equal to one minus the sum of all other mole
fractions

xH2O = 1−
∑
s

xs,+ −
∑
s

xs,− (B.5)

Mass fraction and molality

ws =
msMs

1 +
∑

smsMs

(B.6)

Again, the sum is over all salt species.

ms =
ws

wH2OMs

(B.7)
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Salinity is defined as the mass fraction of all solutes in solution. Therefore,

y =
∑
s

ws =

∑
smsMs

1 +
∑

smsMs

(B.8)

Several units are commonly used for salinity:

ppm = 103 ppt = 106y [kg/kg] (B.9)

Conversion from work per mol to work per kg solution

Ẇleast

ṁp

=
Ẇleast

ṅH2O,p

(
1

MH2O +MH2O

∑
sMsms,p

)
(B.10)
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