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Abstract

The physical environment in the oceans dictates not only how phytoplankton cells are dispersed and their populations intermingled, but also mediates the supply of nutrients to the surface mixed layer. In this thesis I explore both of these aspects of the interaction between phytoplankton ecology and ocean physics, and have approached this topic in two distinct but complementary ways, working with a global ocean ecosystem model, and collecting data at sea.

In the first half of the thesis, I examine the role of mesoscale physical features in shaping phytoplankton community structure and influencing rates of primary production. I compare the output of a complex marine ecosystem model coupled to coarse resolution and eddy-permitting physical models. Explicitly resolving eddies resulted in marked regional variations in primary production, zooplankton and phytoplankton biomass. The same phytoplankton phenotypes persisted in both cases, and were dominant in the same regions. Global phytoplankton diversity was unchanged. However, levels of local phytoplankton diversity were markedly different, with a large increase in local diversity in the higher resolution model. Increased diversity could be attributed to a combination of enhanced dispersal, environmental variability and nutrient supply in the higher resolution model. Diversity "hotspots" associated with western boundary currents and coastal upwelling zones are sustained through a combination of all of these factors.

In the second half of the thesis I describe the results of a fine scale ecological and biogeochemical survey of the Kuroshio Extension Front. I found fine scale patterns in physical, chemical and biological properties that can be linked back to both the large scale horizontal and smaller scale vertical physical dynamics of the study region. A targeted genomic analysis of samples focused on the ecology of the picoeukaryote Ostreococcus clade distributions strongly supports the model derived hypotheses about the mechanisms supporting diversity hotspots. Strikingly, two distinct clades of Ostreococcus co-occur in
more than half of the samples. A "hotspot" of *Ostreococcus* diversity appears to be supported by a confluence of water masses containing either clade, as well as a local nutrient supply at the front and the mesoscale variability of the region.
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Chapter 1

Introduction

1.1 Overview: Physical Transport and Phytoplankton

Phytoplankton play an important role in the cycling of many climatically active elements such as carbon, sulphur and nitrogen. Marine production and export of organic matter by phytoplankton ultimately reduces the atmospheric carbon dioxide concentration to about half what it would be were the oceans dead [Falkowski, 1994]. As a group, phytoplankton account for roughly half of the primary production on Earth [Field et al., 1998], forming the base of the marine food chain, fuelling organisms in the higher trophic levels which humans exploit for food. It is clear that this group of organisms plays a fundamental role not only in the Earth system, but also in providing ecosystem services that we rely on. However, the phytoplankton are a highly diverse group of organisms spanning several orders of magnitude in size, exhibiting a wide range of morphologies and highly diverse biogeochemical functions. Hence the phytoplankton community structure is as important to global biogeochemical cycles and the climate system as is total phytoplankton biomass and production.

Physical processes determine the structure of the phytoplankton community directly by mediating the rate of nutrient supply and levels of turbulence which modulate the light environment. The oceans can be readily split into biogeochemical provinces distinguished by
different physical dynamics and associated community structures [Margalef, 1978, Cullen et al., 2002, Ducklow, 2003]. However, the fluid environment of the oceans, in constant motion, transports and disperses phytoplankton over entire basins and potentially mixes communities from different provinces. Conversely, dynamical barriers may separate disparate phytoplankton communities. Thus, a greater understanding of how the physical dynamics of the oceans shape the phytoplankton community structure is important for questions about global biogeochemical cycles and climate.

The purpose of this thesis is to explore how the physical dynamics of the oceans influence phytoplankton community structure. I explore both its influence on bottom-up processes (e.g. nutrient supply) and the mixing and dispersal of communities and individual species. To this end, I use a combination of in situ data and ecological models described in more detail in the following chapters. I analyze the output of complex global ecosystem models and develop metrics to explicitly address the role of dispersal in shaping the modelled phytoplankton community. I also collected data on dissolved nutrients and phytoplankton community structure during a cruise in Kuroshio Extension Front region. I developed simple box models to explore both the global model output and the in situ data. I have attempted to focus on those processes directly related to the physical circulation, but where necessary I have also touched on top-down controls on the community. Each chapter is written in such a way that it can be read independently of the rest, but there are strong interconnections between the studies that I highlight in the text.

In this chapter, I review what is known about the linkages between phytoplankton community structure and physical dynamics, focusing particularly on the role of the mesoscale and oceanic fronts in modifying the resource environment and mixing, transporting or creating transport barriers between phytoplankton communities. Finally, I outline the main questions and goals of each of the following chapters.
1.2 Ocean Dynamics and Phytoplankton Community Structure

Phytoplankton biomass and primary production in the oceans vary over orders of magnitude from region to region. The global distribution of chlorophyll in the Northern spring observed from space is shown in figure 1-1, illustrating the spring bloom in the North Atlantic and North Pacific. There is a clear separation between regions of higher surface chlorophyll in the subpolar gyres and the equatorial upwelling, and much lower surface chlorophyll in the subtropics. These large scale patterns in phytoplankton biomass are principally driven by corresponding large scale patterns of nutrient supply, which are in turn the result of wind-driven Ekman up/downwelling [Williams and Follows, 2011]. These large scale shifts in biomass and production are also reflected in changes to the phytoplankton community. The subtropical gyres are typically dominated by smaller phytoplankton species [Marañón et al., 2000], and the subpolar gyre, supports seasonal blooms of large phytoplankton including Phaeocystis colonies and diatoms [Li et al., 1993, Tarran et al., 2001].

Although globally significant, biological activity in the oceans is organized on much smaller time and space scales. Phytoplankton cells have a doubling rate on the order of a day, and phytoplankton blooms may develop over the course of a few weeks. Patches of phytoplankton range from several metres to a few kilometers, and as such are much much smaller than basin scales. In figure 1-2 I reproduce a figure first published in Dickey [1991] which illustrates the characteristic time and space scales associated with different physical and biological processes. Phytoplankton growth timescales interact with ocean physics most closely at the mesoscale and submesoscale, ranging from 10s of metres to 10s of kilometres and time scales ranging from several days to a month. The snapshot of chlorophyll concentrations in the Gulf Stream region shown in figure 1-3 illustrates this quite clearly. Patterns in chlorophyll occur on fine spatial scales formed by the action of eddies (mesoscale, 10-100km) and fronts and filaments (submesoscale, 1-10km) which
are important and ubiquitous dynamical features in the ocean [Klein and Lapeyre, 2009]. Follows and Marshall [1994] estimated that the small-scale vertical circulations at fronts could be an important mechanism for fluid exchange between the mixed layer and the thermocline, and that an active front 1000s km long could drive a large scale subduction rate comparable to that of the mean gyre-scale circulation. In a modeling study, [Lapeyre and Klein, 2006] found that, over the whole domain, the tracer flux associated with small-scale filaments was as significant as that associated with mesoscale eddies. Similarly, Lévy et al. [2001] found that 1/3 of the large scale new production in their model was due to nutrient injection by small-scale physical processes. So, if the fine scale circulation in eddies and frontal regions is indeed an important basin-scale driver of exchanges of properties between the thermocline and the mixed layer, then it is important to understand how this in turn affects the primary production and the phytoplankton community structure in different regions of the ocean.

Discussion of interactions between the physical circulation and phytoplankton com-
Figure 1-2: Time and space scales of physical and biological processes in the oceans, taken from Dickey [1991]. ©American Geophysical Union, 1991.

Communities and their activity can be broadly split into the following themes: vertical motions which affect nutrient supply and light levels, dynamical niches delimited by physical fronts, lateral transport and dispersal. Clearly there must be a large amount of overlap and interaction between processes driven by vertical and lateral motions, acting over a range of time and space scales [Sournia, 1994]. Here I discuss each of these mechanisms in turn.

1.2.1 Vertical Motions

Vertical motions have a profound effect on both the supply of dissolved inorganic nutrients into the surface mixed layer, and on the light levels experienced by phytoplankton. The most vigorous vertical motions in the ocean are associated with mesoscale and submesoscale features. Mesoscale eddies displace isopycnal surfaces as they pass through a region, either pulling up or pushing down the nutricline bringing nutrients into the euphotic
Figure 1-3: Remotely sensed chlorophyll distribution in the Gulf Stream region on 18 April 2005, NASA.

layer adiabatically [Falkowski et al., 1991, McGillicuddy et al., 1999]. Submesoscale processes, associated with fronts and filaments formed between eddies, can drive even more intense vertical circulations with velocities up to O(100 m d$^{-1}$) [Lévy et al., 2001, Thomas et al., 2008]. Although these are transient features which drive both upward and downward velocities, because production by phytoplankton at the surface represents a sink for upwelled nutrients, mesoscale and submesoscale vertical motions result in a net supply of nutrients to the surface and new production. In the subtropics, where the supply of inorganic nutrients limits primary production, there has been considerable interest in understanding
the role episodic inputs of nutrients by eddies [Falkowski et al., 1991, Oschlies and Garçon, 1998, McGillicuddy et al., 1999, Siegel et al., 1999, Mahadevan and Archer, 2000], submesoscale features such as filaments [Spall and Richards, 2000, Lévy et al., 2001] and Rossby waves [Sakamoto, 2004] in stimulating primary production. In situ observational studies of oceanic eddies have shown increased rates of primary production and phytoplankton biomass [Falkowski et al., 1991, McGillicuddy et al., 2007], and in some cases increased export [Benitez-Nelson et al., 2007] compared to the surrounding waters. Basin-scale modeling studies [Oschlies and Garçon, 1998, McGillicuddy et al., 2003] as well as more idealised models [Flierl and Davis, 1993, Lévy et al., 1998, Martin et al., 2002] have shown that incorporating mesoscale dynamics can result in large increases in integrated primary production in oligotrophic regions [Oschlies and Garçon, 1998, McGillicuddy et al., 2003]. Modeling studies have shown that submesoscale dynamics can drive large increases in primary production [Spall and Richards, 2000, Lévy et al., 2001]. However, the vast majority of these studies have focussed on how nutrient fluxes, phytoplankton biomass and rates of primary production are modified by these fine scale dynamics, and have not incorporated any ecological dimension.

In the subpolar gyres, light is most commonly the limiting factor for phytoplankton growth. Studies have shown that both mesoscale McGillicuddy et al. [2003] and submesoscale dynamics Mahadevan et al. [2012] can drive restratification of the mixed layer. This mechanism has been shown to be a crucial factor in the initiation of the spring bloom in the North Atlantic [Mahadevan et al., 2012]. Frontal dynamics may also play a critical role in controlling the magnitude and variability in the light levels experienced by phytoplankton. Strass et al. [2002] showed in data collected at the Antarctic Polar Front that mesoscale frontal dynamics which increase stratification created a favourable light environment which sustained higher chlorophyll abundances than the surrounding regions.

The magnitude and rate of supply of nutrients, as well as mixing, can play a role in determining the phytoplankton community structure [Margalef, 1968]. Tozzi et al. [2004] found with a simple box model that a more intermittent nutrient supply could result in di-
atoms outcompeting coccolithophores, and vice versa. Similarly, Dutkiewicz et al. [2009] showed in a diverse global biogeochemical model that the seasonal dynamics of the higher latitudes favoured large, r-adapted phytoplankton phenotypes over the small K-adapted types. On smaller scales, observations from the Pacific subtropical gyre have shown that eddies stimulate transient blooms of opportunistic diatoms [Benitez-Nelson et al., 2007, Brown et al., 2008] and shifts in community structure [Dickey et al., 2008], as well as a community response towards more opportunist phytoplankton species with the passage of a Rossby wave [Sakamoto, 2004]. In the Kuroshio Extension Front, Yamamoto et al. [1988] found that large coastal diatoms with higher growth rates, were able to outcompete smaller oceanic phytoplankton at the core of the front where nutrient inputs where highest. However, there are few studies that have collected phytoplankton community structure data as well as physical data at high enough resolution across mesoscale or submesoscale features to clearly interpret relationships between the physical dynamics and the community structure. This is further complicated by the fact that the observed community is not only the result of "local" vertical dynamics, but will also have been influenced by upstream processes. These issues have not, as yet, been addressed.

Despite the shortage of observational studies of phytoplankton communities at eddy and frontal scales, a few modeling studies have begun to explore the effect of frontal dynamics on phytoplankton community structure (e.g. Lima et al. [2002], Rivière and Pondaven [2006]). Rather than simply resolving one phytoplankton variable, these studies have used simple ecological models with two phytoplankton and at least one zooplankton. It is somewhat difficult to distinguish a community effect of the physical regime in these studies. However, the small and large phytoplankton species represented in the simple ecological models have different physiological requirements more or less analogous to picophytoplankton and microphytoplankton. Typically picophytoplankton are relatively slow growing and thrive in low nutrient conditions, whereas the microphytoplankton are faster growing and require higher nutrient levels. Thus we can think of the picophytoplankton as gleaners and the microphytoplankton as opportunists, or K- and r- strategists, respec-
tively [MacArthur and Wilson, 1967, Kilham and Hecky, 1988]. Rather than concentrating on the mixing of different populations by a front, these studies concentrate on how spatially variable nutrient inputs and trapping of different populations by the physics shape the community. It is important to note that the physical models used are typically re-entrant channels, periodic in the along-front direction, and as such do not consider the along-front transport and its effect on phytoplankton ecology. A distinct spatial segregation is observed in the model results of Riviere and Pondaven [2006], with larger, r-adapted, phytoplankton dominating in filamentary structures, regions of increased nutrient flux, and the smaller, K-adapted, phytoplankton dominating outside of these regions. Beyond the effect of nutrient inputs on the phytoplankton community structure, Riviere and Pondaven [2006] also find that interactions between the fine scale frontal dynamics and grazing in their model can result in switches in the dominant phytoplankton species.

It is clear that mesoscale and submesoscale dynamics can play an important role in driving nutrient supply to the surface mixed layer, and in mediating the light environment experienced by phytoplankton. However, it is still unclear what the globally integrated contribution of these small scale dynamics is on primary production and export. In an idealized basin-scale model Lévy et al. [2010] showed that submesoscale (and mesoscale) processes play an important role in the mean circulation and transports at the basin scale. As a result we should expect that mesoscale and submesoscale processes will also have an impact on biological and ecological processes at the basin scale. This is still very much an open question. On a more local scale, might we find that incorporating mesoscale and submesoscale processes into ecological models would result in ecological shifts? Would opportunist phenotypes be preferentially selected for with the addition of more fine scale variability? There is also very little observational data available right now at appropriate spatial and temporal resolution to resolve fine scale physics, as well as including a high level of ecological resolution (e.g. phytoplankton functional groups and species identified). Clearly there are large gaps in our understanding of the links between meso- and submesoscale physical dynamics and phytoplankton ecology.
1.2.2 Dynamical Niches and Mixing

Oceanic fronts and eddies are thought of both as dynamical barriers and agents of lateral mixing. The Gulf Stream has been shown to be an effective for tracer transfer in the upper ocean, but a blender for tracers in the deeper thermocline [Bower et al., 1985]. Do these features also act as ecological barriers between populations, or as regions where populations from different source regions are actively mixed? Could fronts and eddies support distinct populations from those either side of or outside of them? Either way, understanding how these features affect community structure is fundamentally important for understanding patterns of biodiversity in the phytoplankton, as they can act to either limit or enhance the dispersal of individual species and populations. Although few observational studies have addressed the community structure of phytoplankton across fronts and in and around eddies, those that do exist are not conclusive [Sournia, 1994]. Yamamoto et al. [1988] and Taylor et al. [2012] found in observations of the Kuroshio Front and the California Current Front, that they could identify distinct frontal populations in their data. Similarly, Ribalet et al. [2010] inferred high levels of phytoplankton diversity at the core of a coastal front in the North Pacific, but it is unclear whether this represented a distinct population at the front or was due to mixing of populations from either side of the front, or along-front transport of an upstream population. Conversely, studies of ocean rings have shown that they trap and transport populations away from their source region to eventually die off and be replaced by the local community [Wiebe et al., 1976, Ring Group, 1981, Ewart et al., 2008]. Finally, a study using estimates of the dominant phytoplankton functional group (based on ocean colour) in the Brazil-Malvinas Confluence zone paired with geostrophic velocities showed that small scale filaments and eddies did seem to support distinct populations [d’Ovidio et al., 2010]. Although this method gives good spatial and temporal coverage, it is limited in that it can’t really diagnose community separation or mixing as it does not have enough ecological resolution (i.e. only the dominant species can be determined, not the assemblage).

A few modelling studies have examined the effect of the physical structure of the flow
on the plankton community structure. Bracco et al. [2000] found that physical refuges within a turbulent mesoscale flow field allowed two phytoplankton species competing for the same resource to coexist. They attribute this result to the trapping action of the eddies and filaments present in the flow, and suggest that this may help to explain the 'Paradox of the Plankton' [Hutchinson, 1961]. Hewson et al. [2006] suggest in their study of variations in microbial diversity over the global oceans, that the characteristic length of variation between communities, i.e. the size of a patch containing a distinct community, coincides with the characteristic scale for mesoscale eddies. However, their study does not include many open ocean sites, and the result does not seem to be conclusive. A study of the scales of separation between distinct plankton assemblages may help to understand whether this process of physical segregation by coherent structures is important or not for the community, and for larger scale patterns of phytoplankton diversity.

Clearly the questions of how eddies and fronts act to shape patterns of phytoplankton diversity, if at all, is wide open. It is unclear whether we will find that fronts are regions of enhanced diversity, where populations are brought together and mixed, or that they simply act as a barrier between distinct populations which do not interact. It seems more likely, however, that eddies, as agents of cross-front exchange, also act to disperse populations away from their origin.

1.2.3 Large Scale Lateral Transport and Dispersal

Previous studies addressing the controls on phytoplankton community structure and diversity in global ecosystem models have focused predominantly on biological processes: resource competition [Dutkiewicz et al., 2009, Barton et al., 2010], grazing [Prowe et al., 2011] and nutrient supply [Prowe et al., 2012]. Ecological studies aimed at understanding the distributions of marine phytoplankton species and ecotypes have also tended to approach the question as a local one [e.g. Johnson et al. [2006]]. By that I mean that species are assumed to inhabit regions where they are best adapted to the environmental conditions. This, by definition, assumes that no dispersal has taken place, as dispersal can
transport organisms well outside of their "comfort zone". However, the ocean is a highly dynamic and connected environment, where water parcels can be transported over large distances in a matter of days, and mixing across sharp environmental gradients is common. In such a dynamic environment, local community structure and species diversity must be controlled not only by local environmental conditions and species interactions, but also by larger scale regional processes such as dispersal [Ricklefs, 1987]. Fronts, particularly those associated with western boundary currents, are regions of strong horizontal velocities. These swift currents, 0(2 m/s) can act to transport phytoplankton species, and their habitat, large distances outside of their expected range. This has been observed in both the Gulf Stream [Lillibridge et al., 1990, Cavender-Bares et al., 2001] and the Kuroshio Extension [Yamamoto et al., 1988]. This large scale physical forcing may be just as important as the smaller scale local input of nutrients in shaping the planktonic community structure, and thus impacting local production and export rates. As mentioned above, eddies may also be agents of lateral transport, as has been observed with warm-core and cold-core Gulf Stream rings [Wiebe et al., 1976, Ring Group, 1981]. Although these populations do not persist indefinitely in their new environment, they will contribute to local rates of production and levels of biodiversity. The role of circulation in structuring coastal plankton communities, determining larval transport and its implications for fisheries and marine protected areas has received considerable attention [Palmer and Strathman, 1981, Cowen et al., 2000, 2006, Aiken et al., 2007, Aiken and Navarrete, 2011]. In contrast, there have been very few studies, either observational or theoretical, addressing the role of physical transport in structuring phytoplankton diversity in the open ocean. Barton et al. [2010] invoked lateral mixing as a driving mechanism for the generation of diversity "hotspots" associated with highly dynamic regions of their global ecosystem model. They also suggested that coupled with long exclusion time scales, lateral mixing contributed to high diversity in the lower latitudes. Adjou et al. [2012], using a highly idealized box model, illustrated how immigration can enhance local diversity. However, to date, no studies have explicitly addressed the role of dispersal in shaping either observed or modelled phytoplankton communities at
the basin or global scale.

Although physical-biological interactions in the ocean have been the subject of much study, there is still a large gap in our understanding of physical-ecological interactions. The oceanic environment is characterized by its high degree of connectivity and dynamics occurring over a large range of space and time scales. As a result, there are clearly complex interactions between the planktonic ecosystem, the physical and resource environment. However, these can be largely split into "local" processes, such as nutrient supply, modulation of the light environment and transport barriers, and "remote" processes which occur over larger scales, such as lateral dispersal. Building up an understanding of how these local and remote processes interact to shape the ecology of phytoplankton in the oceans is a necessary next step in refining our understanding of the ecology and biogeochemistry of the oceans.

1.3 Thesis Goals and Outline

In this thesis I use both models and observations to explore how phytoplankton ecology is shaped by the physical dynamics of the oceanic environment. The thesis is split roughly into two parts, the first is made up of work I have done exploring how the physical environment shapes patterns in bulk biogeochemistry and phytoplankton ecology. I focus on the role of physical dispersal in setting patterns of phytoplankton diversity, and present what is arguably the first study to explicitly address the role of ocean physics in setting global patterns of phytoplankton diversity. In the second half of the thesis, I present a unique high resolution data set of the phytoplankton community structure across the Kuroshio Extension Front that I planned and collected in October 2009. Currently, this is the only existing data set which combines data on the concentrations of dissolved nutrients, phytoplankton accessory pigments, abundances of phytoplankton species and functional groups determined by flow cytometry, microscopy and qPCR, and 18S rRNA clone libraries across an oceanic western boundary current front. Along with this wealth of chemical, biological
and ecological data, a concurrent high resolution survey of the hydrographic and dynamical properties of the study site was also undertaken by Professor Takeyoshi Nagai, the Chief Scientist of the cruise [Nagai et al., 2012]. I have used this data set to address some of the hypotheses generated through my modelling work. The contributions and remaining challenges of both aspects of this work are described in the following chapters of the thesis, which is structure as follows.

In Chapter 2, I explore the sensitivity of a diverse self-assembling marine ecosystem model to the physical resolution of the model physics. I compare the results of the same global ecological model run at either 1° (coarse) or 1/6° (high) resolution, and address the following questions:

- **Does increasing model resolution result in an increase in primary production in oligotrophic regions through an increased, eddy-driven nutrient supply?**

- **Does an increase in model resolution result in decreased light limitation of phytoplankton in the subpolar gyres through eddy-driven restratification of the water column?**

- **Does a different phytoplankton community emerge when the model is run at different resolution?**

Chapter 3 follows on from the previous chapter with a much more focussed study of the role of ocean physics in setting patterns of phytoplankton diversity in the same diverse marine ecosystem model. I introduce a conceptual framework for separating out the contributions of dispersal and local growth to local diversity, and address the following questions:

- **What is the effect of model resolution on global (\(\gamma\)) and local (\(\alpha\)) phytoplankton diversity?**

- **What proportion of local diversity can attributed to local adaptation or dispersal? Does this vary spatially?**
Are the diversity hotspots associated with energetic regions seen in a previous study [Barton et al., 2010] driven entirely by dispersal?

Chapters 4 and 5 describe the results of the high resolution biological and ecological survey of the phytoplankton community at the Kuroshio Front. In Chapter 4, I outline the details of the cruise and sample collection, and present the data on the distribution of dissolved inorganic nutrients, phytoplankton accessory pigments and the abundance of phytoplankton functional groups across the front. In Chapter 5, I focus on describing the distribution of two distinct ecotypes of the photosynthetic picoeukaryote Ostreococcus. In both of these chapters, I examine the data to explore the following questions:

- Can we identify clear linkages between the vertical circulation of the front and phytoplankton biomass and community structure?
- Does the Kuroshio Front act as an ecological barrier or blender?
- Do the observations support the hypothesis that this region is a diversity hotspot? Can we identify the local or large scale controls on diversity here? Do they agree with the hypotheses set out in Chapter 3?

Finally, in Chapter 6 I highlight the novel contributions of this thesis, and highlight connections between the observational and modelling work. What I believe is one of the most exciting aspects of the thesis, is the incorporation of a detailed understanding of the physical oceanographic processes with state-of-the-art methods in marine ecology. Building on this, I outline plans for future work building on this strongly interdisciplinary theme.
Chapter 2

Biogeochemical and Ecological
Consequences of Eddies and Fronts

The work described in this chapter was done in collaboration with Stephanie Dutkiewicz, Oliver Jahn and Mick Follows. SD and OJ ran the ecological model coupled to ECCO2 and ECCO-Godae physics (respectively). I have completed all of the subsequent data analysis and interpretation.

2.1 Abstract

Mesoscale physical processes in the ocean are known to stimulate primary production but are not typically resolved in global ocean models. Recent studies comparing highly idealized models run at differing resolutions show that, in some cases, increasing model resolution can have a dramatic effect on rates of production and biomass in simple NPZ type models. However very few of these studies have sought to explore the effect on community structure, or to evaluate the effects in a realistic global context. In this study we compare the output from a biogeochemical model representing a diverse plankton ecosystem, overlain on the MITgcm at coarse (1°) and eddy-permitting (\(\frac{1}{3}°\)) resolution. We assess the global effect of (partially) resolving mesoscale eddy dynamics on bulk biogeochemi-
cal properties and phytoplankton community structure. We find that bulk biogeochemical properties (primary production, phytoplankton and zooplankton biomass) are globally similar between the two models, but with marked regional differences in phytoplankton and zooplankton biomass and primary production. Primary production is enhanced at higher resolution in the lower latitudes by enhanced nutrient supply, and decreased in the higher latitudes where deeper mixed layer depths increase light limitation. The modeled plankton ecosystem is robust between models, with the same phytoplankton functional groups and phenotypes dominating in similar regions in both runs.

2.2 Introduction

Ocean general circulation models have proved an invaluable tool for studying the role of phytoplankton in the global biogeochemical cycles of climatically important elements. Recent advances have resulted in ever higher resolution physical models of the ocean circulation [e.g. Menemenlis et al., 2008], and more complex ecological models incorporating larger numbers of phytoplankton functional groups, and even individual phytoplankton phenotypes [Follows and Dutkiewicz, 2011]. This trend for increasing resolution and complexity is aimed at creating model systems which incorporate some of the complexity seen in reality, with the hope of better resolving biogeochemical processes.

The physical framework of an ocean model is fundamental to accurately modelling biogeochemical cycles and phytoplankton ecology [Doney, 1999, Anderson, 2005]. However, most global ocean models incorporating biogeochemical and ecological processes are run at coarse resolution. In the ocean, the characteristic temporal and spatial scales of biology coincide with those of mesoscale and submesoscale physical dynamics. Spall and Richards [2000] showed in a high resolution model of an unstable frontal jet that spatial heterogeneity in primary production occurred on scales of a few to 10s of kms, and that primary production could increase locally by up to 100%. Coarse resolution global biogeochemical models do not resolve these dynamics, and Lévy [2008] reviews the consequences
of this for biogeochemical models. Previous studies found that neglecting to resolve the mesoscale could result in errors of up to 30% in the estimates of primary production [Lévy et al., 1998, Oschlies and Garçon, 1998, Mahadevan and Archer, 2000, McGillicuddy et al., 2003]. Furthermore, Lévy et al. [2001] found discrepancies of up to 50% in integrated primary production comparing a coarse resolution model with one that resolved submesoscale dynamics. These studies found that, in the oligotrophic subtropical gyres, mesoscale (and submesoscale) dynamics drove an increased nutrient supply to the surface mixed layer, which enhanced rates of primary production. In the subpolar gyres, eddies may have a different effect, McGillicuddy et al. [2003] found in a 0.1° resolution model of the North Atlantic that mesoscale processes drove a geostrophic adjustment to deep winter convection, which reduced nutrient supply. However, nutrients are less likely to be limiting than light in the subpolar gyres, so this may also have a positive effect on rates of primary production.

The studies mentioned above, although they may resolve higher resolution physics, typically employed rather simple biogeochemical models incorporating only one or two phytoplankton functional types. However, marine microbial communities are known to be incredibly diverse, and this diversity plays an important role in mediating global biogeochemical cycles. Thanks to the continuing expansion of computing resources, diversity has been included in global biogeochemical models which resolve several phytoplankton functional groups [Chai et al., 2002, Gregg et al., 2003, Quéré et al., 2005]. More recently, ecological models which resolve several tens of phytoplankton within several functional groups have been developed [Follows et al., 2007, Ward et al., 2012]. It is unknown whether a change in physical resolution will result in any changes in the emergent community structure of one of these diverse models. Sinha et al. [2010] found that an intermediate-complexity ecosystem model which resolved 5 phytoplankton functional types, run with two different physical models at similar (coarse) resolution, could produce quite different regional phytoplankton communities in each case. However, it is unclear whether a more complex ecosystem model will be more or less robust to changes in the physics.
Here we present a process study that explores the effect of refining the physical resolution on a global diverse ecosystem model which incorporates 78 distinct phytoplankton types. We explore both the effect on the bulk biogeochemical properties and the ecological structure of the model solutions. We expect that, as in previous studies, we will see increases in nutrient supply in the subtropical gyres leading to higher rates of primary production and biomass in these regions. However, we cannot predict how these changes in resolution may affect the modelled phytoplankton community. In the following section, we describe the study in more detail and introduce the biogeochemical and physical models employed. We then describe the model results in section 3 and discuss the differences and similarities between the two solutions in section 4. We conclude and propose related future research in section 5.

2.3 Method

This study was performed by coupling an ecosystem model which resolves diverse phytoplankton communities to both a high resolution and a coarse resolution physical model and comparing the two solutions. We forced the ecosystem model with initial conditions, light forcing (PAR), sea ice fields and dust inputs all set to be identical within the confines of the interpolation between the two model grids. The models were run with forcing for the same 8 year period from 1992 to 1999 and the model solutions were compared for the final year of integration. The objective of this study is not to assess which model run performs best with respect to reality, but to examine how changes in the resolution of the model domain may alter the emergent biogeochemical and ecological properties of this complex ecosystem model.

2.3.1 Physical Models

The two physical model configurations used in this study are both ECCO ocean state estimates based on the MITgcm [Marshall et al., 1997], constrained to be consistent with
altimetric and hydrographic observations (Wunsch & Heimbach, 2007). The coarse resolution model (CR) is the ECCO-GODAE state estimate, with 1° x 1° horizontal resolution and 23 levels. The high resolution model (HR) is the ECCO2 state estimate, with an effective 1/6° horizontal resolution yielding a mean grid spacing of 18km, and 50 levels [Menemenlis et al., 2008]. We chose these two models as they should be so close in terms of the physical structure and forcing that we aim to ensure that the major differences between the models are dominated by differences in spatial resolution.

2.3.2 Ecological and Biogeochemical Model

We briefly describe the ecological model discussed previously by Follows et al. [2007] and Dutkiewicz et al. [2009]. We transport inorganic and organic forms of nitrogen, phosphorous, iron and silica, and resolve 78 phytoplankton types and two simple grazers. The biogeochemical and biological tracers interact through the formation, transformation and remineralization of organic matter. Excretion and mortality transfer living organic material into sinking particulate and dissolved organic detritus which are respired back to inorganic form. The time rate of change in the biomass of each of the modeled phytoplankton types, P_j, is described in terms of a light, temperature and nutrient dependent growth, sinking, grazing, mortality and transport by the fluid flow.

All 78 phytoplankton types are initialized with a broad range of physiological attributes. The phytoplankton are assigned to one of two broad classes by random draw at the initialization of the model and a set of physiological trade-offs that reflect empirical observations are imposed accordingly. We stochastically assign nutrient half-saturation constants (κ_N), light and temperature sensitivities from ranges of plausible values for these classes. We initialize both model configurations with an identical set of phytoplankton traits and identical initial conditions for all phytoplankton types. Interactions with the environment, competition with other phytoplankton, and grazing determine the composition of the phytoplankton communities that persist in the model solutions. We then compare the output from both configurations to test the sensitivity of the modelled ecosystem to the model resolution.
Figure 2-1: Top panels: Annual average SST (left) and SST variance (right) in the HR model for 1999. Bottom panels: the difference between those properties for both model runs (HR - CR).

### 2.4 Results

In this section we compare the model solution from the HR and CR runs. In order to compare the results, we interpolate the results of the HR run onto the 1° lat/lon grid used in the CR run. In all cases, we compare the results from the final year of the integration (1999), and the difference between the model solutions (HR - CR).

#### 2.4.1 Physics

A full assessment of the physical differences between ECCO-GODAE and ECCO2 is beyond the scope of this paper, but we briefly describe differences in some of the physical
properties most directly relevant to biogeochemical processes. We concentrate on sea surface temperature (SST), SST variance, mixed layer depth (MLD) and eddy kinetic energy (EKE). Annual average SST fields are compared between models in figure 2-1. There are differences of up to 3°C in some regions, and the HR model appears to have a slightly cool bias relative to the CR model, which may be an indicator of enhanced upwelling/vertical mixing in the HR configuration. There are clear differences in SST in the most dynamic regions of the ocean: the Kuroshio, the Gulf Stream, the Agulhas Retroflexion and the Brazil-Malvinas Confluence. These differences are most likely due to the those dynamical features being simulated differently in both runs, and appearing in different locations in both model solutions. This is not unexpected, as the higher resolution HR run simulates these swift, narrow currents more accurately thanks to the incorporation of finer scale physical dynamics.

The annual average mixed layer depth (MLD) is consistently deeper in the HR configuration, with large differences in the MLD in the higher latitudes, and much deeper MLD in HR north of 50°N in the North Pacific and North Atlantic. In the Southern Ocean, we find much deeper MLD in HR south of ~ 50°S, switching to a region of shallower MLD directly north of 50°S to ~ 40°S in the regions connected to the South Atlantic and the Indian Ocean. A quick comparison to the World Ocean Atlas (WOA94) mixed layer depth climatology [Monterey and Levitus, 1997] shows that HR appears to greatly overestimate the MLD in the southern portion of the Southern Ocean, whereas in CR, MLDs are much closer to the climatology. On the other hand, in the subtropical gyres, the HR configuration produces mixed layer depths that are closer to the climatology than CR. In the higher latitudes of the northern hemisphere, the comparison is less clear, but HR appears to match the WOA94 values more closely than the CR configuration.

Sub-gridscale mixing is parameterized differently in the two models. Both configurations employ the KPP scheme [Large et al., 1994] to parameterize boundary layer turbulence. The CR model parameterizes mesoscale eddies employing the Gent & McWilliams scheme (GM) [Gent and Mcwilliams, 1990]. Although the GM scheme is tapered off in the
Figure 2-2: Top panels: Annual average mixed layer depth (left) and eddy kinetic energy (right) in the HR model for 1999. The mixed layer depth is determined using a $\sigma_v$ criterion (0.125 kg/m$^3$). Bottom panels: the difference between those properties for both model runs (HR - CR). A positive value indicates a deeper MLD in the HR run, and vice versa.

mixed layer, it still has an effect on the mixed layer depth by modifying the subsurface stratification. The HR model does not employ this parameterization, assuming that mesoscale features are resolved. However, the HR run is eddy-permitting, with mesoscale dynamics most well resolved in the low latitudes, but less well represented in the subpolar gyres where the radius of deformation is smaller. As a result, it seems likely that in the HR run, MLDs may be overestimated in the higher latitudes where the mesoscale circulation is not well enough simulated to act to restratify the water column, and the GM parameterization is not applied [Danabasoglu et al., 1994].

In figures 2-1 and 2-2 we show the variance of SST and the EKE in the HR run and
the difference between both runs. Both of these quantities are indicators of the range of environmental variability in the model. It is clear that the HR model has a much more variable environment than the CR run. Differences in both of these quantities are most closely associated with the most dynamic regions of the global ocean, with much higher levels of EKE and SST variance in the HR run associated with the Gulf Stream, the Kuroshio, the Agulhas, the Brazil-Malvinas Confluence, the Equatorial Upwelling and the Southern Ocean.

These large scale differences in the physics suggest a range of possible outcomes for the biology. In particular, the deeper MLD and increased EKE in the subtropical gyres in the HR model may represent an enhanced nutrient supply to the surface mixed layer driving more primary production. Conversely, deeper MLDs in the HR model in the northern subpolar gyres and the Southern Ocean may result in a substantial decrease in primary production as light is generally limiting there. Decreased SSTs in some regions of the HR run may result in decreased primary production as the growth rate of phytoplankton is a function of temperature in the ecological model.

2.4.2 Integrated Biogeochemical Properties

In this section, we compare the model estimates of primary production and total phytoplankton biomass, shown in figure 2-3, along with the total zooplankton biomass shown in figure 2-4. Globally and regionally integrated values of these properties are listed in table 2.1. Although the globally integrated primary production is very similar between both models, there are clear regional differences, with the HR model having higher rates of production in the low latitudes and lower rates of production in the high latitudes, relative to the CR model.

There is a ~ 20% increase in the standing stock of phytoplankton biomass globally in the HR model compared to the CR model, mostly accounted for by higher phytoplankton biomass between 40°S and 40°N in the HR solution. There is also slightly more phytoplankton biomass in the Southern Ocean and slightly less north of 40°N in the HR model.
Figure 2-3: Top panel: annual average primary production in Tg C m\(^{-2}\) yr\(^{-1}\) (left), and annual average total phytoplankton biomass in Tg C m\(^{2}\) (right) in the HR model solution for 1999. Bottom panels: the difference between those properties for both model runs (HR - CR).

The largest differences in both phytoplankton biomass and primary production are associated with the western boundary currents and the equatorial upwelling zone, with higher values in the HR model. Zooplankton biomass is \(\sim 10\%\) lower, globally, in the HR solution. That difference is in large part accounted for by much lower zooplankton biomass in the North Atlantic and North Pacific. There is slightly less zooplankton biomass in the subtropical and equatorial regions in HR, balanced by slightly higher zooplankton abundance in the Southern Ocean in the same run. This increased zooplankton biomass south of 40\(^\circ\)S in the HR run is accounted for primarily by a much higher abundance of zooplankton.
Figure 2-4: Top panel: annual average total zooplankton biomass in Tg C m$^{-2}$ in the HR model solution for 1999. Bottom panel: the difference in total zooplankton biomass between other models (HR - CR).

in the Brazil-Malvinas Confluence zone and downstream of it, in the HR results. In both cases, the estimates of globally integrated primary production are much lower than suggested by observations. Improvements in the ecosystem model since this study, including faster turnover of organic matter and higher zooplankton grazing have resulted in integrated primary production values closer to those observed ($\sim 45$ Pg C yr$^{-1}$). Unfortunately these improvements were implemented in the model after the computationally-expensive "one-off" HR model run was completed and could not be incorporated into this study.

These results suggest that the differences in the physical models are resulting in marked
Table 2.1: Global and regional primary production, phytoplankton biomass and zooplankton biomass integrated over the top 200m of the water column. All values are annual averages for the final year of integration (1999).

<table>
<thead>
<tr>
<th>Region</th>
<th>HR</th>
<th>CR</th>
<th>(HR-CR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Production</strong> (Pg C yr(^{-1}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>22.57</td>
<td>22.44</td>
<td>+0.13</td>
</tr>
<tr>
<td>North of 40°N</td>
<td>2.72</td>
<td>3.48</td>
<td>-0.76</td>
</tr>
<tr>
<td>40°S - 40°N</td>
<td>13.72</td>
<td>11.76</td>
<td>+1.96</td>
</tr>
<tr>
<td>South of 40°S</td>
<td>6.14</td>
<td>7.19</td>
<td>-1.05</td>
</tr>
<tr>
<td><strong>Phytoplankton Biomass</strong> (Tg C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>568.72</td>
<td>479.27</td>
<td>+89.45</td>
</tr>
<tr>
<td>North of 40°N</td>
<td>69.88</td>
<td>70.85</td>
<td>-0.97</td>
</tr>
<tr>
<td>40°S - 40°N</td>
<td>342.85</td>
<td>255.43</td>
<td>+87.42</td>
</tr>
<tr>
<td>South of 40°S</td>
<td>155.99</td>
<td>152.99</td>
<td>+3.0</td>
</tr>
<tr>
<td><strong>Zooplankton Biomass</strong> (Tg C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>74.27</td>
<td>88.12</td>
<td>-13.85</td>
</tr>
<tr>
<td>North of 40°N</td>
<td>6.96</td>
<td>19.51</td>
<td>-12.55</td>
</tr>
<tr>
<td>40°S - 40°N</td>
<td>49.75</td>
<td>54.68</td>
<td>-4.93</td>
</tr>
<tr>
<td>South of 40°S</td>
<td>17.57</td>
<td>13.93</td>
<td>+3.64</td>
</tr>
</tbody>
</table>

Regional differences in bulk biological properties in the model solutions. In the equatorial and subtropical region, we see an increase in both primary production and phytoplankton biomass, coupled with a slight decrease in zooplankton biomass in the HR result. In the northern subpolar regions, we see a decrease in primary production and zooplankton biomass, but little change in phytoplankton biomass in the HR solution. In the Southern Ocean, we see a slight decrease in primary production, but a slight increase in both phytoplankton and zooplankton biomass in the HR solution. We discuss these key results in light of the physics, nutrients and phytoplankton community structure in more detail in section 3.

### 2.4.3 Nutrients

In figures 2-5 and 2-6, we show the annual average modeled surface concentrations of nitrate, dissolved iron, phosphate and silicate found in the HR model run, and the difference between the two runs. The largest differences in the concentrations of nutrients is found in the Southern Ocean, and to a lesser extent in the subpolar Atlantic and Pacific. Concentrations of nitrate and phosphate are essentially the same in both models in the Atlantic
Figure 2-5: Top panel: Annual average surface concentrations of nitrate in mmol N m$^{-3}$ (left) and dissolved iron in mmol Fe m$^{-3}$ in the HR model solution for 1999. Bottom panels: the difference in these properties between both models (HR - CR).

between 40°S and 50°N, the Indian Ocean and in the Pacific between 10°N and 50°N and ~40°S and 20°S. Similarly, surface concentrations of dissolved iron are the same in both models between 40°S and 20°N in the Pacific. We do not see any similar patterns in the silicate distributions as both models tend to deviate from each other everywhere with respect to silicate.

We evaluate and map the annual average limiting nutrient in figure 2-7, and show that nitrate and dissolved iron are the dominant limiting nutrients. In both models, the phytoplankton are limited by nitrate in the Atlantic, the Indian Ocean, the North Pacific between ~10°N and 50°N and in a small region the western South Pacific between 20°S and 40°S. Dissolved iron is the limiting nutrient in the Southern Ocean, the subtropical and equatorial
Figure 2-6: Top panel: Annual average surface concentrations of phosphate in mmol P m$^{-3}$ (left) and silicate in mmol Si m$^{-3}$ (right) in the HR model solution for 1999. Bottom panels: the difference in these properties between both models (HR - CR).

South Pacific and the North Pacific, north of 40°N. There are only limited regions of silicate limitation of diatoms found in the Southern Ocean and the northern North Atlantic, Pacific and Arctic Oceans. Phosphate is not the dominant limiting nutrient anywhere in the HR solution, but there are some very small regions of phosphate limitation present in the CR model solution. There is a very close correspondence in the patterns of nutrient limitation between models, with only small deviations at the boundaries between provinces defined by limitation to different nutrients. It is clear that the regions where nutrient concentrations are unchanged between models coincide with regions where that particular nutrient is limiting. For example, the regions where nitrate is limiting in both model solutions coincides with the regions where there is no difference in the nitrate concentration found in either
Figure 2-7: Map of limiting nutrients, based on a biomass weighted average of the most limiting nutrient for each of the 78 total phytoplankton types in the HR model (top panel) and the CR model (bottom panel). (orange = iron-limited, light blue = nitrate-limited, dark blue = phosphate-limited, dark red = silica-limited). The middle panel shows in blue the regions where the models have a different limiting nutrient, and in red where they are the same.
model solution. We see similar patterns in dissolved iron, which are discussed later.

2.4.4 Phytoplankton Community Structure

In this section, we explore how the phytoplankton community differs between the HR and CR model solutions. The ecological model divides phytoplankton first into large and small cell types. Large cells have higher maximum growth rates, nutrient half saturation constants and sinking rates than the small cells. Small and large cells are then subdivided into four functional groups: diatoms, other large phytoplankton, *Prochlorococcus*-like phytoplankton and *Synechococcus*-like phytoplankton. Diatoms require silica, whereas the other large phytoplankton do not. *Prochlorococcus*-like phytoplankton only use ammonium and nitrite as a nitrogen source, whereas the *Synechococcus*-like phytoplankton can use ammonium, nitrite and nitrate. We use these physiological subdivisions of the model in our assessment of the differences in the phytoplankton community structure. Patterns of phytoplankton diversity are another aspect of the model output that describe the ecology of the model solution. These are not discussed here, but we explore differences in the patterns of diversity in detail in the following chapter (Chapter 3). Briefly, we find that although the same set of phytoplankton types persist, and are present globally in both model runs, the HR run has higher levels of local (grid cell) diversity.

In figure 2-8, we show the phytoplankton biomass split into small "gleaner" and large "opportunistic" cell types, and the difference between the two models. The patterns in the abundance of small vs. large cells are as we would expect, with small gleaner type phytoplankton dominating in the subtropical regions, whereas larger opportunist type phytoplankton are more abundant in the seasonal higher latitudes [e.g. Dutkiewicz et al., 2009]. Small, gleaner cells with lower nutrient half saturation constants are better adapted to thrive in the stable oligotrophic subtropical gyres. Conversely, large opportunist cells with high maximum growth rates are better adapted to the subpolar gyres where nutrient inputs are seasonally intermittent. Overlain on these large scale patterns, we see regions of increased small phytoplankton biomass associated with the western boundary currents and increased
large and small phytoplankton biomass associated with the equatorial upwelling region in the HR model. These "hotposts" of phytoplankton biomass (and diversity) are discussed in detail in the following chapter (Chapter 3), but for now we note that these are regions of confluence of populations subject to enhanced nutrient inputs compared to both the subpolar and subtropical gyres.

Comparing the two models, although the large scale patterns in small and large phytoplankton are essentially the same, we see an increase in the biomass of both small and large phytoplankton in the subtropical regions of the HR solution relative to the CR solution. Although we may have expected a large increase in the biomass of large phytoplankton in
these regions thanks to more episodic eddy-driven nutrient injections to the surface mixed layer, instead we see only a modest increase in large phytoplankton. There is a much larger increase in small phytoplankton biomass in the lower latitudes in the HR solution, which accounts for the larger part of the overall increase in phytoplankton biomass in the subtropics in that run. We also see a large increase in the small phytoplankton biomass associated with the western boundary currents. In the higher latitudes, the picture is somewhat less clear. In the Southern Ocean there appears to be no change in the biomass of small phytoplankton, but this is most likely due to the fact that, in this model, there is a very low abundance of small phytoplankton cells there. Generally speaking, the difference in large phytoplankton biomass is split into two bands in the Southern Ocean. There is a decrease in the abundance of large phytoplankton cells south of $-60^\circ$S, but to the north of this, up to $-40^\circ$S, there is an overall increase in the large phytoplankton biomass in the HR solution.

Overall the emergent ecosystem in both sets of model results is almost identical. Figure 2-9 maps the dominant phytoplankton functional groups, and the small regions where these differ between both models. The large scale patterns remain strikingly similar between both models, with diatoms and other large phytoplankton dominating the phytoplankton population in the high latitudes and Prochlorococcus-like and Synechococcus-like phytoplankton dominating in the lower latitudes. Typically, diatoms are dominant at the highest latitudes, with other large phytoplankton taking over, followed by Synechococcus-like types and finally Prochlorococcus-like types are dominant at the lowest latitudes. Overlain on this latitudinal pattern, we find that in the equatorial region, there is a transition from waters dominated by Synechococcus-like types in the eastern parts of the Atlantic and Pacific Oceans, to waters dominated by Prochlorococcus-like types in the western parts of the basins. There are also some small regions in the equatorial region where large phytoplankton types dominate along and offshore of the western coast of Central America. This is presumably due to nutrient inputs associated with coastal upwelling and equatorial upwelling which are depleted moving westwards across the basins. The patterns in the dominant phytoplankton functional types are essentially the same between models, with the
Figure 2-9: Dominant phytoplankton group in the HR model (top panel) and the CR model (bottom panel). Diatoms are shown in red, large phytoplankton in yellow, Synechococcus-like types in green and Prochlorococcus-like types in blue. The middle panel shows in blue the regions where the models have a different dominant phytoplankton functional group, and in red where they are the same.
Figure 2-10: Dominant phytoplankton type in the HR model (top panel) and the CR model (bottom panel). The middle panel shows in blue the regions where the models have a different dominant phytoplankton functional type, and in red where they are the same.

exception of the Indian Ocean, where there is a switch from dominant Prochlorococcus-like types in the CR model to Synechococcus-like types in the HR model. We speculate that this may be due to a shift in the supply of nutrients to the surface mixed layer, as the
Synechococcus-like types can use nitrate, whereas Prochlorococcus-like types cannot utilize it (as defined here). Other regions where the models do not agree occur mainly at the borders between different biogeochemical provinces.

Exploring the phytoplankton community structure in more detail, we look at the distribution of individual phytoplankton phenotypes. In figure 2-10 we map the dominant types for both models, and again, show the regions where the dominant phenotypes differ between models. There is a strikingly close correspondence between both of the model solutions, with the same phenotypes dominating in similar geographical locations. Looking more closely at the regions where the dominant phenotype differs, we see a banded latitudinal pattern. This reflects the importance of the role of temperature in limiting the growth rates of individual phytoplankton types. The largest difference in the dominant phenotype is in the Indian Ocean reflecting the switch from Prochlorococcus-like phenotypes in the CR run to Synechococcus-like types in the HR model. Despite this, the striking similarity between both model solutions is somewhat surprising. There is only one comparable study that we know of that has compared the emergent ecosystem of a global ecological model with several phytoplankton function types [Sinha et al., 2010]. In that study, changes in the physical forcing, but not in resolution (1° vs 2°) resulted in large shifts in the dominant phytoplankton functional type. We do not see any such shifts despite our model accommodating more than 10 times as many phytoplankton phenotypes overall.

2.5 Discussion

Here we interpret the physical, chemical and biological results of the model to explain some of the more striking differences and similarities between the two model solutions. As both physical models are constrained with the same data, the differences in the ecological and biogeochemical solutions are fundamentally related to the model resolution. However we can find that these differences are either the direct result of local differences in the vertical and horizontal circulation, or result from these differences being integrated
over a larger area, e.g. the gyre. "Integrated" differences would be manifest as large-scale
dynamical or biogeochemical features occurring in different geographical locations in either
model. An example would be the offset in the location of the Gulf Stream between both
models. "Local" differences, on the other hand, can be rationalised as more directly due to
differences in the circulation driving different biological responses, for instance increased
nutrient supply driving increased primary production in a given region in one of the runs.
We find three main regions that are affected in different ways by the different model res-
olution: the subtropical gyres and equatorial upwelling zone, the northern subpolar gyres
and the Southern Ocean. We discuss these differences and attempt to distinguish between
those that are mainly due to integrated or local effects.

2.5.1 Subtropical gyres and Equatorial upwelling zone

In the subtropical gyres we see, as predicted by previous studies, an increase in both pri-
mary production and phytoplankton biomass, as well as a small decrease in zooplankton
biomass in the HR model. Despite this increase in both phytoplankton biomass and primary
production, we do not see a major shift in the phytoplankton community, with the dominant
phenotypes remaining essentially unchanged between both model solutions. The limiting
nutrient and its surface concentration also remain essentially the same in both models, but
there is a slight decrease in the surface concentrations of the nutrients that aren’t limiting.
There is also more or less no change in the dominant phytoplankton type and functional
group, with the exception of the Indian Ocean. We have also shown that the annual aver-
age mixed layer depth is consistently deeper in these regions in the HR run. Taking all of
these factors together, we suggest that these differences point to a nutrient enrichment in a
stable environment where the community is set by resource competition. If we think of the
subtropical gyres as stable, steady state, regions where seasonality is low, and phytoplank-
ton growth is nutrient-limited, we can apply the simple resource competition framework
introduced by [Tilman et al., 1982] and applied to this system by [Dutkiewicz et al., 2009]
to understand the simultaneous differences and similarities in the model results. If we can
assume that predation is low, which it is in this region, then we can set up a simple model
phytoplankton growth model where growth is nutrient limited, and phytoplankton are re-
moved from the system by a simple linear mortality term:

\[
\frac{dR}{dt} = -\frac{\mu R P}{R + k} + S_N
\]  
\[
\frac{dP}{dt} = \frac{\mu R P}{R + k} - mP
\]

where \( R \) is the limiting resource, \( P \) is the phytoplankton biomass, \( k \) is the resource half
saturation constant, \( m \) is the phytoplankton mortality rate, and \( S_N \) is the rate of resource
supply into the system. The steady state solution to this simple set of equations is given by:

\[
P^* = \frac{S_N}{m}
\]

\[
R^* = \frac{mk}{\mu - m}
\]

In this framework, the steady state concentration of the limiting resource, \( R^* \), is controlled
not by the magnitude of the nutrient supply, but by the physiological attributes of the dom-
inant phytoplankton phenotype \( P \). On the other hand, the steady state concentration of the
phytoplankton, \( P^* \), is a function of the resource supply, \( S_N \), as well as the mortality
rate. Thus, an increase in \( S_N \) will result in increased phytoplankton biomass, but not a
shift in the dominant phytoplankton type (or functional group), as \( R^* \) is only a function
of the physiology of the fittest phytoplankton type. So, given an increase in \( S_N \) driven by
the enhanced mixing in the HR model run, the overall dominant phytoplankton type will
not change but its biomass, \( P^* \), will increase and primary production will also increase.
At the same time, the concentration of the limiting nutrient, \( R^* \), remains unchanged as
seen here. This is evident in the nitrate and dissolved iron distributions shown in figure
2-5. However, we do see a decrease in the nutrients that are not limiting (figures 2-5 and
2-6). This is driven by the increase in primary production in the HR run, which results
in higher consumption of non-limiting resources. We therefore wouldn’t expect to see a
big shift towards large cells in the subtropical gyres, even with an increased nutrient supply, as the conditions are stable enough to allow gleaner types to continue to dominate. We do however see a small increase in the biomass of large phytoplankton, and this must be due to the enhanced nutrient supply. This is in line with observations that show that episodic nutrient inputs associated with eddies may stimulate blooms of opportunist types in subtropical gyre regions [Benitez-Nelson et al., 2007, Brown et al., 2008], but these do not change the overall dominance of small phytoplankton cells in these stable, oligotrophic regions. Enhanced nutrient supply, surprisingly does not alter the phytoplankton community structure significantly, or the surface concentration of the limiting nutrient, but it does enhance primary production and increase the standing stock of phytoplankton biomass.

2.5.2 North Atlantic and Pacific Subpolar Gyres

We see a somewhat different picture in the North Atlantic and North Pacific subpolar gyres, where primary production and zooplankton biomass are much lower in the HR model, but phytoplankton biomass remains at similar levels in both models. These are regions where nutrients are replete and light is more typically the most limiting factor for the growth of phytoplankton. In figure 2-11, we show the monthly integrated primary production, phytoplankton and zooplankton biomass for the region north of 40°N for both models. It is clear that the magnitude of the spring bloom, in terms of primary production is smaller in the HR run. Although we see large differences in primary production and somewhat smaller differences in phytoplankton biomass between the models during the spring season, for the rest of the year, their values are much closer, with only slightly higher primary production in the CR run, and roughly equal phytoplankton biomass. What happens during the spring season drives the differences in the annual average primary production and phytoplankton biomass values. In April, rates of primary production are on average 5 Tg C day$^{-1}$ lower in the HR run than the CR run. The difference in phytoplankton biomass during the spring bloom period is less pronounced, but there is a striking difference in zooplankton biomass between the model runs. Higher production in the CR run is converted relatively quickly
into zooplankton biomass, which peaks in July for both model runs. This explains the seeming disconnect between the differences in the phytoplankton biomass and primary production between models. Looking more closely at the difference in the mixed layer depths for the spring season (March, April and May), it is clear that the HR run has deeper MLD over most of the region north of 40°N. As a result the phytoplankton community in the HR run is more light-limited than the CR community during the spring bloom season. We believe that this difference in the mixed layer depths may be driven by differences in the parametrizations of sub-gridscale mixing discussed earlier in this paper.

We also note a decrease in the surface concentrations of most nutrients in the HR solution. This is somewhat counter-intuitive since rates of primary production are lower in the HR model run, but we suggest that this may in fact be driven by the much lower zooplankton abundance in that run. In the model, zooplankton mediate the remineralization of organic matter into dissolved inorganic nutrients. If there is no real difference in the surface concentrations of nutrients during the winter, then a decrease in the remineralization due to zooplankton in the summer when their abundance peaks could result in lower annual mean nutrient concentrations.

### 2.5.3 Southern Ocean

Patterns in the difference between the two models in the Southern Ocean are somewhat more complicated. Overall, the differences in the regionally integrated annual average phytoplankton biomass and primary production are small, and we see a slight increase in zooplankton biomass in the HR model run. However, it appears that a decrease in primary production and phytoplankton biomass in the southern half of the region in the HR solution is balanced by a corresponding increase in these properties in the northern half of the Southern Ocean. Similar to the case in the northern subpolar gyres, we see deeper mixed layer depths in the southern part of the Southern Ocean in the HR run. Phytoplankton in this region are more light limited in the HR run due to the deeper mixed layers, and thus less productive. As a result, nutrients are consumed less efficiently in this region.
Figure 2-11: Monthly integrated primary production, phytoplankton biomass and zooplankton biomass for ocean regions north of 40°N.

This is reflected in the surface nutrient fields, with higher surface concentrations of nitrate, phosphate, silicate and dissolved iron in the HR run. However, in the northern half of the Southern Ocean, the pattern is reversed. Phytoplankton biomass and primary production in this case are higher in the HR model run, and the surface concentration of dissolved
nutrients is lower than in the CR run. It appears that the higher production in the HR run is supported by shallower MLDs, relative to CR, in the northern half of the Southern Ocean, resulting in decreased light limitation.

2.5.4 **Boundaries between biogeographical provinces**

We have discussed large scale differences in primary production and phytoplankton biomass that can largely be explained by local 1-D (vertical) differences between the models. However, we have also identified marked differences in the biological fields which appear to be due to more complex spatial interactions. These appear to be predominantly due to differences in the geographical extent of biogeographical provinces. In figure 2-13 we show the difference in phytoplankton biomass and primary production again, this time plotted with contours showing the regions where the limiting nutrients in the models are not the same. In essence, these contour lines delineate regions of the model domain where biogeochemical provinces in both models do not coincide spatially. Within the northern and southern Pacific subtropical gyres, we see two bands characterised by a decrease in both primary production and phytoplankton biomass in the HR model. These differences coincide with geographical differences in the extent of biogeochemical provinces in the models. More specifically, the shift between iron-limited and nitrate-limited regions in the Pacific
Figure 2-13: Differences in phytoplankton biomass (top) and primary production (bottom) between models. Black contour lines delineate the regions where the limiting nutrients differ between both models.

subtropical gyres, and to a lesser extent between the Southern Ocean and the basins bounding it to the north. In the subtropical Pacific, we attribute this decrease in production and biomass to a decrease in the supply of nutrients from the equatorial region. An increase in the dissolved iron supplied by stronger upwelling in the equatorial region in the HR model drives both higher productivity and a higher abundance of large phytoplankton types. As iron is limiting in this region, an increase in the dissolved iron supply will result in increased depletion of other dissolved nutrients, such as nitrate. If more nitrate is consumed in the equatorial Pacific, then it follows that less will be transported out to the edges of the subtropical gyres where it is the limiting nutrient, shifting the boundary between provinces.

Although the modelled phytoplankton community is largely the same between runs, suggesting some level of convergence on a stable ecosystem structure, there are large regional differences in biogeochemical properties. This suggests the possibility that, even at this eddy-permitting resolution, our biogeochemical model has not converged to a stable solution, and further refining the physical model resolution may drive more changes in these properties. However, Levy (pers. comm.) found in a similar study that there was little change in bulk properties in a biogeochemical model run at $\frac{10}{9}$ and finer. This would point to the possibility that our eddy-permitting model configuration is close to convergence).
Further work would be needed to confirm this.

2.6 Conclusions

We have explored the sensitivity of a diverse marine ecosystem model to the resolution of the coupled physical model. In particular, we have tried to understand what drives differences and similarities in the both bulk biogeochemical properties of the model results such as primary production and phytoplankton biomass, as well as the modelled phytoplankton community structure. We find that some globally integrated values are similar between runs, but that others differ strongly. In fact, there are marked regional differences in the model results for phytoplankton and zooplankton biomass and primary production. These differences are primarily driven by changes in the mixed layer depth, resulting from differences in resolution in the model configurations, which in turn affect either the nutrient supply to the surface mixed layer or the light experienced by phytoplankton. Without exploring the regional differences, the globally integrated values may be somewhat misleading. In most cases these regional differences are not unexpected, such as the increase in primary production and phytoplankton biomass in the subtropical gyres already seen in several previous studies [Oschlies and Garçon, 1998, Lévy et al., 2001, McGillicuddy et al., 2003]. However, it is possible that some differences in model results could be due to underlying differences in the structure of the physical models. Deeper mixed layer depths in the high latitudes in the HR model appear to be the result of the way the physical model is parameterized, rather than the increase in resolution. Although ECCO2 is eddy permitting, its grid spacing is only ~18km, which may not be enough to effectively resolve mesoscale processes in the high latitudes.

In the higher latitudes, deeper mixed layers in the HR configuration result in increased light limitation. We have shown that in the Northern Hemisphere, this results in a decrease in the magnitude of the spring bloom. This in turn results in reduced zooplankton biomass, and a reduction in surface nutrients as remineralisation by zooplankton is in turn reduced.
One of the most striking results of this study is the robustness of the emergent phytoplankton community. Unlike a previous study comparing complex ecosystem models run with different physics [Sinha et al., 2010], we find that the dominant phytoplankton functional groups and phenotypes remain unchanged between model runs, despite differences in SST and mixed layer depths. By applying concepts from resource competition theory [Tilman et al., 1982, Dutkiewicz et al., 2009], we can explain why in the subtropical gyres, despite increased primary production, the dominant phytoplankton phenotype and the surface concentration of the limiting nutrient remain the same in both configurations. The combination of low seasonality and low grazing pressure means that despite an increased nutrient supply, phytoplankton with the lowest $R^*$ will always be selected for in this region.

Given the complexity of our ecosystem model, which incorporates 78 individual phytoplankton types, it may seem surprising that our modelled phytoplankton community structure is so similar in both cases. This presents interesting implications for marine biogeochemical and ecological modelling. It is clear that accuracy in the representation of the physical dynamics of the environment is necessary for effectively modelling ocean biogeochemistry. However, where possible, employing a complex, self-assembling model of the phytoplankton community may avoid some of the pitfalls that have been identified in intermediate complexity ecosystem models which resolve only functional groups and not individual phenotypes. Our higher resolution ecological model allows for subtler gradations of change in the community when the environment is changed, whereas in coarser ecological models, regime shifts could easily result. We do not advocate simply tuning parameters to get the "right" result, but rather increasing the physiological parameter space constrained by laboratory and observational work in order to create a more robust phytoplankton community.
Chapter 3

Dispersal, Eddies and the Diversity of Marine Phytoplankton

I co-authored this draft manuscript with Stephanie Dutkiewicz, Oliver Jahn and Mick Followers, and it will be submitted to Limonology & Oceanography: Fluids and Environments. SD and OJ ran the ecosystem models used here, but I planned and undertook all of the analysis of the results. SD and MF contributed to the writing of this manuscript.

3.1 Abstract

Using a global ocean ecosystem model we examine the role of physical dispersal in regulating patterns of diversity of marine phytoplankton. In a comparison of the same model with different physical resolution, total global diversity, and global patterns of diversity are similar, but swifter current speeds, faster dispersal and increased environmental variability in the higher resolution model enhance local diversity almost everywhere. We explore how diversity is made up of phytoplankton that are either locally viable ("locally-adapted"), or those whose populations are maintained by transport ("immigrants"). Immigrant populations account for a higher proportion of the local diversity in the equatorial and subtropical regions: similar fitness and long exclusion timescales allow intermingling of types from dif-
ferent regions to maintain species richness. In the higher latitudes, diversity is controlled more by locally adapted types. We find significant hotspots of diversity associated with western boundary currents and coastal upwelling regions. The former have high locally-adapted diversity within the core of the current system: though immigration provides a diverse seed population, it is the increased nutrient supplies and the high eddy-induced environmental variability which stimulates the high diversity. Downstream of these regions, once nutrient supplies are used up, we find higher proportion of immigrant-dominated diversity.

3.2 Introduction

Phytoplankton diversity is important for the stability and functioning of the oceanic ecosystem, and by extension, for the ocean carbon cycle. However, the mechanisms regulating phytoplankton biodiversity and its regional patterns are still poorly understood.

3.2.1 Dispersal and Diversity in the Ocean

Dispersal has long been recognised as a population-structuring mechanism in ecology [MacArthur and Wilson, 1967, Chesson, 2000] and several recent studies have pointed to dispersal as a mechanism for sustaining and enhancing regional biodiversity for many types of organisms in a diverse range of aquatic and terrestrial environments [Loreau and Mouquet, 1999, Cadotte, 2006, Gilbert, 2012]. Recent mesocosm studies focused on dispersal and phytoplankton diversity, reveal a range of possibilities, depending on the specific circumstances. Small scale experimental studies have found that, depending on the local environment, dispersal may or may not influence the local community structure [Matthiessen and Hillebrand, 2006, Vanormelingen et al., 2008]. The impact of dispersal is, no doubt, complex depending upon the relative timescales of immigration and exclusion (assuming that speciation acts on much longer timescales than either of these). With respect to more applied studies of in situ oceanic plankton communities the role of transport and connec-
tivity has been most studied in the shelf and coastal environments [Palmer and Strathman, 1981, Cowen et al., 2006, Aiken and Navarrete, 2011]. In contrast, there have been fewer studies addressing the role of physical transport in structuring phytoplankton diversity in the open ocean, but the idealized model of Adjou et al. [2012] provides support for the inference that transport is an important factor in the open-ocean marine system.

Large-scale surveys of marine microbial diversity are still relatively scarce. Microscopic taxonomic analysis of phytoplankton in transects of the Atlantic basin [Cermeño et al., 2008] and North Pacific [Honjo and Okada, 1974] suggest hotspots of high diversity associated with productive regions off the west coast of North Africa, in the Patagonian shelf region, and the Kuroshio Extension. These hotspots, identified from in situ data, are consistent with interpretation of phytoplankton functional groups from remote observations [d'Ovidio et al., 2010]. The hotspots thus appeared to be maintained by immigration, which occurs more rapidly than exclusion in these dynamic regions.

Hotspots of phytoplankton diversity identified in simulations [Barton et al., 2010] and interpreted from remote observations [d'Ovidio et al., 2010] are associated with confluence regions, but these are also typically regimes of instability and enhanced eddy kinetic energy. Fine-scale features of ocean circulation may also play a role in modulating diversity. Several recent modeling studies have focused on the role of mesoscale eddies with horizontal scales on the order of 10-100km and submesoscale features (O(<1km)), in organizing phytoplankton communities and production [Lévy et al., 2001, Rivière and Pondaven, 2006]. Several have also considered their role in organizing the phytoplankton communities [Bracco et al., 2000, Lima et al., 2002, Perruche et al., 2011]. Bracco et al. [2000] found that two competing phytoplankton types were able to co-exist in an eddying domain, where ring-like eddy structures provided an isolated refuge for the weaker competitor. Observations of plankton communities in a cold-core ring near the Gulf Stream [Ring Group, 1981] are consistent with this notion, as are the interpretations of remote observations of ocean colour by d'Ovidio et al. [2010]. Mesoscale and submesoscale features are also associated with narrower and swifter currents, as well as strong shear, which can increase
the efficiency of dispersal which could also enhance the mingling of populations and local diversity. Thus fine scale features may enhance regional or local diversity by enhancing the niche space and/or by enhancing the mixing of populations. In contrast, the intermittent nutrient supplies which are associated with such features might also drive down diversity by strongly selecting for the fastest-growing opportunist [Levin and Paine, 1974, Barton et al., 2010]. The net influence of the mesoscale and submesoscale is not clear.

To investigate the role of transport and mesoscale motions in regulating patterns of diversity in the phytoplankton we employ global simulations of ocean circulation, nutrient cycles and phytoplankton communities. We quantify the contribution of biological processes and physical transport in maintaining patterns of diversity in the simulations. By comparing simulations which are identical in all respects except for the physical resolution of the ocean circulation, we examine how mesoscale features affect global patterns of diversity.

3.3 Methods

The main tool of this study is a numerical model of global ocean circulation, biogeochemical cycles and plankton populations. We use two physical configurations of the MITgcm ocean model [Marshall et al., 1997] which drives biogeochemical and ecological components as detailed in Dutkiewicz et al. [2009].

3.3.1 Physical Configurations

Two physical configurations of the ocean model are applied in this study, both from the Estimating the Circulation and Climate of the Oceans (ECCO) project. Firstly, we utilize a fine-resolution configuration, ECCO2, which has a cubed-sphere grid with relatively uniform horizontal grid dimensions of about 18km on a side [Menemenlis et al., 2008]. This fine-scale grid resolves mesoscale features (eddies) in the tropics, where the radius of deformation is hundreds of kilometers. It permits, but does not truly resolve such features in
the polar regions, where the radius of deformation is comparable to the grid-scale. In order to elucidate the role of the mesoscale we also use the circulation from a coarser, 1°x1° resolution configuration (ECCO-GODAE) [Wunsch and Heimbach, 2007]. Both physical configurations have been integrated from 1992 to 1999, and are constrained to be consistent with observed hydrography and altimetry. We will refer to the ECCO2 high resolution simulation as HR, and the coarse resolution ECCO-GODAE simulation as CR.

3.3.2 Biogeochemical and Ecological Model

As described in Dutkiewicz et al. [2009], we transport inorganic and organic forms of nitrogen, phosphorous, iron and silica, and resolve 78 phytoplankton types and two simple grazers. The biogeochemical and biological tracers interact through the formation, transformation and remineralization of organic matter. Excretion and mortality transfer living organic material into sinking particulate and dissolved organic detritus which are transpired back to inorganic form. The time rate of change in the biomass of each of the modeled phytoplankton types, $P_j$, is described in terms of a light, temperature and nutrient dependent growth, sinking, grazing, mortality and transport by the fluid flow.

78 phytoplankton types are initialized with a broad range of physiological attributes. The phytoplankton are randomly assigned to one of two broad size classes. Larger cells are assumed to be “opportunists” with higher maximum growth rates but lower nutrient affinities in oligotrophic conditions. Small size class cells are assumed to be “gleaners” with the opposite characteristics. Additional characteristics are assigned stochastically, and include light and temperature sensitivities of growth. Each of the 78 types are initialized at very low, identical biomass in the physical-biogeochemical model and explicit competition selects for the regionally varying community structure over the course of a few years of simulation. To ensure that the ecological components of the fine- and coarse-resolution calculations are identical, we initialize the populations and biogeochemical forcing (incident PAR, aerial iron dust inputs) identically. The physiological parameters of the 78 seeded phytoplankton types are also set to be identical in both integrations. In both cases,
the model was integrated for 8 years from 1992 to 1999.

3.4 Results

We present and interpret the results from the high-resolution (HR) simulation, comparing and contrasting it with the coarse-resolution (CR) integration. In our analysis we focus on the annually averaged characteristics of the surface layer from the final year of each integration. Figure 1 shows the eddy kinetic energy (EKE) and the variance of SST in the HR model, and a comparison to the CR run. The higher resolution of the HR run results in much higher levels of EKE than in the CR run. The western boundary currents are more
dynamic, as is the equatorial upwelling region in the Pacific. The variance of SST, also shown in Figure 1, can be seen as a measure of the levels of environmental variability in the surface layer of the oceans. Differences in the levels of SST variance between models closely follow the differences in EKE and show that the environment in the surface ocean of the HR model is far more variable than in the CR model. The largest differences in both SST variance and EKE are found in the temperate higher latitudes, but the lower latitudes in the HR run are also subject to more environmental variability than the CR run.

### 3.4.1 Modelled phytoplankton diversity

Our basic measure of diversity within each model grid cell is the total number of distinct phytoplankton types persisting with an annual-average biomass that exceeds 0.001% of the total phytoplankton biomass within that grid cell [Barton et al., 2010]. We will use the term diversity throughout to refer to this measure of "model type richness" above the given threshold. Though this measure of local, or \( \alpha \), diversity depends upon a threshold, the inferred patterns and subsequent interpretations are robust provided the threshold remains below ~ 0.1% of total phytoplankton biomass. Annual-average phytoplankton diversity of both HR and CR simulations is illustrated in Figure 2. There is a strong qualitative agreement between the large-scale patterns, suggesting that, for this system, resolving mesoscale motions has not changed the first-order, large-scale controls on patterns of diversity relative to the coarse-resolution simulations of Barton et al. [2010] and Prowe et al. [2011]. There is a background, meridional gradient of very low diversity in the highly seasonal, subpolar oceans and intermediate diversity in the very stable, sub-tropical and tropical regimes, as discussed in Barton et al. [2010]. Overlain on this background gradient are hotspots of very high relative diversity associated with the Gulf Stream and the Kuroshio, upwelling regions off the west coasts of Africa, South America and North America, and the Agulhas Retroflection and Brazil-Malvinas Confluence zones.

While qualitatively consistent, there are indeed significant differences between the HR and CR simulations, illustrated in figure 2, reflecting the role of physical dynamics not
resolved in the latter. Notably, local diversity ($\alpha$) is significantly enhanced almost everywhere in the case where mesoscale motions are resolved. The global mean and standard deviation of diversity in the HR run are both higher, at 6.9 and 3.4 respectively, than in the CR run which has a mean of 5.3 and a standard deviation of 2.3. The largest enhancement is found in the regions where both solutions show their highest diversity: the hotspots. Here diversity, as we have defined it in this study, is increased by as much as a factor of two in the higher resolution integration. The diversity maxima are 22 and 15 in the HR and CR runs, respectively. In this case, we define diversity hotspots as regions where the local diversity ($\alpha$) is greater than the mean diversity plus one standard deviation. This is somewhat
Figure 3-3: The ranking of globally integrated, annual average abundance of phytoplankton types in the high-resolution (HR, left panel) and coarse-resolution (CR, right panel) simulations, and the difference between the two (HR-CR, bottom panel).

arbitrary, but defines regions with significantly higher levels of diversity than the global mean. Using this convention, we define diversity hotspots in the HR model as regions with \( \alpha > 10.2 \) and in the CR model as regions with \( \alpha > 7.5 \). Contours delineating these diversity hotspots are indicated in Figure 2 and occupy similar regions in both models. The area of the hotspots in the HR model are noticeably smaller than in the CR model, but this is the result of the more sharply defined physical features in that model run.

The enhanced diversity in the HR simulation is not because it supports more, or different, phytoplankton types globally. Figure 3 shows the rank of global, annually-averaged abundance of phytoplankton types in the two simulations. Although the key players do not have the same ranking of global abundance in both cases, the global phytoplankton community which contributes to biomass above the chosen threshold criterion is comprised of exactly the same subset of 32 types (of a possible 78). By this criterion, the global richness, or \( \gamma \)-diversity, appears unaffected by the enhanced resolution. Using additive partitioning [Lande, 1996, Veech et al., 2002], we define the \( \beta \)-diversity, \( \beta = \gamma - \alpha \), as a measure of the relative local and global diversity; how many types present in the global diversity that are not represented locally. We have shown that increasing the model’s physical resolution did
not change $\gamma$ diversity while $\alpha$ diversity increases over most of the simulated ocean. Hence, $\beta$ must decrease locally and the local communities from grid-cell to grid-cell will become more similar. Our virtual ocean system behaves consistently with expectations from ecological theory that predict that, as rates of dispersal increase, $\alpha$ diversity will increase while $\beta$ diversity decreases [Cadotte, 2006]. Here, the increase in physical resolution enhances dispersal rates by narrowing and swiftening boundary currents, and by introducing explicit eddy stirring.

3.4.2 Dynamics and Diversity

We use the ocean simulations, which can be comprehensively and quantitatively analyzed, to ask whether rapid immigration, overpowering exclusion, is the cause of the hot-spots of richness. This framework makes it possible to compare the characteristic time scales of growth and dispersal of the modelled phytoplankton. Within a chosen control area (for the sake of this paper, that area will be a model grid cell) diversity can broadly be influenced in 2 ways: either organisms will actively grow in the grid cell, or will be transported there from outside. The rate of change of phytoplankton biomass of type $j$, $P_j$ in a grid cell is described by the following prognostic equation:

$$\frac{\partial P_j}{\partial t} = \mu_{\text{NET},j}(I, T, N, Z) P_j - \mathbf{u} \cdot \nabla P_j + \nabla \cdot (K \nabla P_j)$$

(3.1)

where $\mu_{\text{NET},j}(I, T, N, Z)$ represents the net local growth rate of phytoplankton $j$, which is a function of limiting nutrients ($N$), light levels ($I$), temperature ($T$), grazing by zooplankton ($Z$), and other sources of mortality. The transport term represents the combined effects of advection by the currents, $\mathbf{u}$, and mixing parameterized as a down-gradient diffusion. Both net growth and transport can be either positive or negative, but over sufficiently long time scales (annual or longer) we assume that the system is in steady state, implying that $\frac{\partial P}{\partial t} \approx 0$. In this case, sources/sinks of phytoplankton biomass from physical processes including transport and diffusion are balanced by sinks/sources of biomass generated by
local net growth. By quantifying the time-mean of $\mu_{NET,j}$ for each modeled phytoplankton type we can separate them into two categories at each location, or grid-cell, identified by $(x, y)$: immigrant types, defined as those phytoplankton with $\mu_{NET,j}(x, y) < 0$, and locally-adapted types defined as those phytoplankton with $\mu_{NET,j}(x, y) > 0$. This is analogous to previous ecological models of source/sink dynamics [Holt, 1985, Pulliam, 1988]. Immigrant types are maintained by a source due to transport from elsewhere, but are not best adapted to local environmental conditions. The source is balanced by a loss due to exclusion and if transport were shut off they would disappear from the local population. Conversely, locally adapted types are thriving in the local environment, which is leading to a net population growth, balanced by an export by advection or mixing. The total, annually-averaged richness at any location, $\alpha(x, y)$ is the sum of contributions from immigrant and locally adapted types; $\alpha(x, y) = \alpha_I(x, y) + \alpha_{LA}(x, y)$. We can evaluate whether diversity at any grid cell is dominated by locally-adapted or immigrant types. This framework allows us to explore questions about the drivers of regional patterns of phytoplankton diversity and to map out regions where either dispersal or local controls are dominant in controlling diversity. This analysis is easily facilitated in the context of the numerical simulations but would be challenging to address with observations of the ocean. Here we will apply this formalism to understand what mechanisms are driving high $\alpha$ in the simulated hotspots. We will also use it to determine the role of mesoscale processes in influencing levels of phytoplankton diversity by comparing our model results from the both physical configurations.

### 3.4.3 Global distributions of $\alpha_I$ and $\alpha_{LA}$

We evaluated the annual average $\mu_{NET}$ for each phytoplankton type meeting the biomass threshold criterion, then evaluated $\alpha_{LA}$ and $\alpha_I$ at each grid cell, shown in Figure 4. Some clear, large scale patterns emerge: $\alpha_{LA}$ is generally very low in the subtropics and tropics, but elevated in the temperate latitudes and high northern latitudes. $\alpha_I$ is generally low in the subpolar and polar oceans, but elevated over large regions of the tropics and eastern
Figure 3-4: The panels in this figure show $\alpha_{LA}$ (top left) and $\alpha_I$ (top right) in the HR run and the difference between the HR and CR runs (bottom panels). Black contour lines on the upper panels indicate the phytoplankton diversity hotspots ($\alpha > 10.2$).

subtropical gyres. Interestingly the hotspots that appear in total diversity, $\alpha$, are evident in both $\alpha_{LA}$ and $\alpha_I$ distributions; those associated with western boundary currents are generally high $\alpha_{LA}$ regimes and those associated with eastern boundaries and upwellings are mostly regions of high $\alpha_I$. Comparing the HR and CR models, $\alpha_I$ is greater almost everywhere in the HR solution than in the CR run. There are also marked differences in $\alpha_{LA}$, but these are far more localised, and strongly associated with diversity hotspots.

In Figure 5 we show the proportion of $\alpha_I$ to the total diversity revealing an even clearer meridional pattern: in the tropics and subtropics diversity is maintained almost entirely by dispersal, where co-occurrence is facilitated by immigration and a majority of types present have negative biological population growth. In the subpolar oceans, and notably the Gulf
Figure 3-5: Proportion of the total diversity in the HR simulation that can be attributed to $\alpha_I$. The black contour lines indicate the diversity hotspot regions where $\alpha > 10.2$.

Stream and Kuroshio regimes, the opposite is true, these are regimes where most types present have net biological growth and are exported by ocean transport.

3.5 Discussion

Our analysis emphasizes the critical role of transport and dispersal in regulating patterns of biodiversity in the ocean. The simulations suggest that throughout the subtropical oceans, dispersal enhances the diversity of phytoplankton populations, while in the subpolar regions the opposite is the case. The simulations suggest that hotspots fall into two groups, one dominated by dispersal, as expected, and interestingly, another dominated by local growth. Notably, hotspots associated with the Gulf Stream, Kuroshio and the confluence region in the western South Atlantic are dominated by locally-adapted types. Why are there two different types of hotspot, and why are they not all dominated by dispersal? Additionally,
by using two physical frameworks at differing resolution, we are able to isolate the role of the mesoscale in setting patterns of $\alpha_I$ and $\alpha_{LA}$. Do mesoscale eddies act primarily to enhance stirring and mixing of populations, or do they create environmental heterogeneity which increases the potential niches in the model domain?

3.5.1 Why does dispersal dominate diversity in the subtropics?

The deeply oligotrophic subtropical oceans are populated largely by small cell-types suited to existence at low subsistence concentrations of nutrients, with tightly-coupled losses due to rapid predation as part of the microbial loop [Pomeroy, 1974]. This is captured in the simulations, where the subtropical phytoplankton populations are dominated by the most effective gleaners which have similar fitness, as measured by $R^*$, the subsistence concentration of the limiting nutrient [Dutkiewicz et al., 2009, Barton et al., 2010]. Due to the very similar fitness, exclusion timescales are long relative to transport. Hence, any given virtual "phenotype" in the subtropics may only thrive (have $\mu_{NET}$ positive) in a small region of the subtropics, but it will be efficiently transported away from its source region and contribute to local diversity elsewhere in the region. Hence diversity in these regions is dominated by $\alpha_I$.

3.5.2 What governs the pattern and intensity of hotspots?

Diversity in some hotspots is dominated by $\alpha_I$ (Fig. 4), but other hotspots are instead dominated by locally adapted species, $\alpha_{LA}$. We explore these two different types of hotspots below.

Locally-driven hotspots

The locally-driven hotspots are largely linked to the Western boundary currents (Gulf Stream, Kuroshio, Malvinas-Brazil, and Aghulas). We maintain that these hotspots require three ingredients to maintain high diversity: 1) confluence of seed populations of
many phytoplankton types from different water masses; 2) injection of nutrients; and 3) large local variability of the environment.

Confluence of phytoplankton types.

These four western boundary regions are indeed confluences of different water masses and their resident phytoplankton populations. The Gulf Stream and Kuroshio mix together waters of subtropical and subpolar origin. The Malvinas-Brazil current brings together Atlantic and Pacific waters. And the Aghulas brings together Atlantic, Indian, and Southern Ocean waters. The strong current systems and associated vigorous mixing brings together many immigrant seed populations from different environments. Yet here, by the metric of $\mu_{net} > 0$, the co-mingled types may originate from immigration, but all have positive net growth in this regions: conditions are favorable for all these types to grow locally.

Nutrient Injection.

The growth of the many disparate immigrant phytoplankton is enhanced as these regions all have an injection of high nutrients relative to surrounding regions. The Gulf Stream and Kuroshio Extension regimes are supplied (in the annual mean) by macro-nutrients from below due to the outcropping of the nutrient streams [Pelegri et al., 1996, Williams et al., 2006]. The Brazil-Malvinas current region brings outcropping of macro-nutrient rich waters from the Pacific basin together with essential iron deposited from the South American continent. The Aghulas hotspot region is fueled by nutrient rich Southern Ocean water. Thus all these "locally-driven" hotspot regions are defined by seed phytoplankton populations from disperse regions being brought into location with enhanced nutrient environment which fuel growth. But why do the many very disparate types (e.g. those warm and cold adapted) all survive?
Variable Environments.

These four regions are also associated with high eddy kinetic energy and large SST variance (Fig. 1). Here jet meandering and eddy activity (at least in the HR model where they are resolved) allow for locally variable environments. At any location there will be periods of very different temperature and light regimes. Thus at any time, one population will be favoured over another and will have a positive growth rate; and yet at another time the conditions will favour a different type. Together with the enhanced nutrients, this leads in the annual mean for many types to have a net positive growth rate and hence "locally adapted" diversity. The local diversity is in fact even further enhanced in HR relative to CR: higher eddy kinetic energy suggests even higher variability in the environment potentially leading to more disparate types that can in an annual mean sense co-exist. Eddy activity increases the "potential niche" space in the model, resulting in higher local diversity driven by locally-adapted types.

Dispersal-driven hotspots

The dispersal-driven hotspots appear (Fig. 4) further offshore of the locally-driven hotspots in the western boundary currents and also near key eastern upwelling regions (e.g. North Africa, and North and South America). We illustrate two examples; one in the Kuroshio Extension, and another from an upwelling region off the coast of Peru and northern Chile (Fig 6). In both cases we find that the dispersal-driven hotspot is actually downstream (as indicated by the mean surface velocity vectors) of locally-driven diversity regions. In both cases the locally-driven diversity areas upstream are in regions of high nutrient supply. In the case of the Kuroshio, from the outcropping of nutrient streams (see previous section) and in the Peru region from upwelling of nutrient-rich deep waters. In the Kuroshio region the high diversity from the locally-driven hotspot is transported by the jet into region where there is no longer an injection of nutrients. The high diversity in this downstream region is thus maintained only by transport from further west and the many phytoplankton types all have negative net $\mu_{NET}$. In the Peru region (Fig 6) the locally-adapted species in the
Figure 3-6: $\alpha_I$ (colourmap) with black contour lines at $\alpha_{LA} \geq 6$, the black arrows show the mean surface velocity. Top panel: Kuroshio Extension region. Bottom panel: Chile and Peru coastal upwelling zone.

upwelling region are transported offshore. As the nutrients are stripped out, the net growth rate shifts from positive to negative. This leads to $\alpha_I$ increasing and $\alpha_{LA}$ decreasing further downstream. The new immigrant populations mingle with background species of the subtropical gyre leading to enhanced diversity.
3.5.3 Mesoscale contributions to diversity

We consider two possible roles for mesoscale dynamics in shaping the phytoplankton community. The first is driven by the increased environmental variability (both spatial and temporal), which acts to increase the number of potential niches within a given region. As a result the number of locally-adapted phytoplankton types would increase. The second role would be to increase dispersal in the model domain, as the incorporation of mesoscale dynamics results in a more realistic depiction of ocean dynamics, with swifter and narrower currents. This second mechanism results in an increase in the number of immigrant phytoplankton types as the rate of dispersal is increased. These two mechanisms are not mutually exclusive, and we see evidence that both are at play in the HR solutions. Large increases in $a_{LA}$ in the HR model are far more localised and tend to be associated with dynamic regions of the ocean. These regions of increased $a_{LA}$ (see Figure 4) appear to map well onto areas where EKE is highest in the HR model (see Figure 1). These results strongly support the idea that eddy activity is increasing the potential niche space in the model, resulting in higher local diversity driven by locally-adapted types.

It is perhaps surprising that in the HR simulation, different phenotypes were not selected for, since it potentially resolves a wider range of environmental regimes and niches. Instead, it has modified the biogeography of the same global set of phenotypes which were selected for in the CR simulation. We note that this could be an artifact of the somewhat simple model of phytoplankton physiology used in the simulation. Alternatively, regardless of the physiological model, our jump in resolution from 1° to 1/6° may not have been sufficient to result in a change in the global phytoplankton community.

3.6 Significance to Aquatic Environments

A long standing question in marine ecology has been why phytoplankton populations are so diverse ("The paradox of the plankton" [Hutchinson, 1961]) and what sets the spatial patterns of diversity. There are undoubtedly many complementary mechanisms at play,
such as neutral theory [Barton et al., 2010], multiple limiting factors [Tilman et al., 1982], and grazer control [Armstrong, 1994, Prowe et al., 2011, Ward et al., 2012]. Here we concentrate on the role of dispersal and ocean eddies in setting global patterns of diversity in the marine environment. Dispersal allows greater mingling of diverse population, while ocean eddies provide temporally varying temperature and light environments.

We have in particular highlighted the importance of immigrants, whose populations are solely maintained by dispersal, in enhancing diversity in many regions of the ocean. The diversity of the tropics and subtropics of our numerical model simulations was largely controlled by these immigrant populations. Similar fitness and long exclusion times [Barton et al., 2010] allow intermingling of types from different regions and thus enhancing diversity. Immigrant diversity also dominates downstream of high nutrient input regions such as the western boundary currents and coastal upwelling.

Hotspots of diversity have been seen in observations [Honjo and Okada, 1974, Cermeño and Falkowski, 2009, d'Ovidio et al., 2010] associated with western boundary currents. Our model provides a laboratory to explore the mechanisms maintaining this high diversity. Though dispersal is indeed important in supplying diverse seed populations as has been hypothesised [Barton et al., 2010, d'Ovidio et al., 2010], we find here that it is the confluence of higher nutrient supplies and high eddy-induced environmental variability which stimulates the high diversity. Thus, though we emphasize the importance dispersal in mingling populations we have also highlighted the importance of variability of the environment to locally maintain many different phytoplankton types. Regions of the highest eddy kinetic energy and associated largest changes in the temperature and light environment maintain the highest diversity. In the higher resolution model, increased eddy transport and higher variability in environment allows for an increase in both local and immigrant diversity. Our analytical framework, however, does not take into account seasonal variations in diversity, which may be particularly important in the higher latitudes where there is a marked seasonal succession in the phytoplankton community. Further work is needed to address how seasonality and dispersal may interact to shape patterns of diversity on shorter than annual
The results of our study argue for closer consideration of locally adapted and immigrant populations in controlling phytoplankton community structure and diversity. Although this may present some challenges in observational studies, we believe that advances are being made in this research area and will soon be able to test some of the predictions of this model study. We see strong potential for this modelling framework to act as a bridge between theory and observations of phytoplankton ecology in the open ocean.
Chapter 4

Fine Scale Phytoplankton Community Structure at the Kuroshio Front

I collected all of the chemical and biological data presented in this chapter during a cruise in 2009 organised by Prof Takeyoshi Nagai (Tokyo University of Marine Science and Technology). He collected all of the physical data and kindly shared it with me for this work. He has also provided many useful comments on the contents of this chapter.

4.1 Abstract

Concurrent physical, chemical and biological observations across the Kuroshio Extension Front provide a detailed view of the relationship between the physical dynamics of the front and the biological and ecological structure of the frontal phytoplankton community. In October 2009, high resolution measurements were taken along transects across the Kuroshio Front between 143°E and 145°E at around 36°N. Using a combination of flow cytometry, microscopy and HPLC pigment analysis we characterize the phytoplankton community structure across the front. We find marked spatial variability in community structure in both the vertical and across-front directions. There is a shift from large abundances of cyanobacteria to the south of the front, to a community more dominated by micro-phytoplankton to
the north. Diatoms are most closely associated with the nutricline north of the front, with
dinoflagellates found predominantly near the surface. A cluster analysis of the phytoplank-
ton community data reveals two distinct assemblages, one associated with waters found to
the south of the front, and the other associated with waters found to the north. This suggests
that cross-front mixing of biological properties is weak relative to local selection. Com-
bining measurements of nitrate concentrations and estimates of the vertical velocities we
calculate the advective vertical nitrate flux divergence due to the mesoscale frontal vertical
circulation. We find a net upward flux of nitrate north of the front, and a net downward flux
of nitrate to the south. There is a signature of lateral isopycnal transport of phytoplankton
and dissolved inorganic nutrients on the southern side of the front.

4.2 Introduction

Phytoplankton community structure plays an important role in the biogeochemical cycles
of many climatically important elements. Phytoplankton growth and loss processes can
act on timescales of days, and can be strongly modulated by the horizontal and vertical
motions associated with fronts in the oceans. Oceanic fronts are important and ubiquitous
dynamical features in the ocean, with characteristic across-front length scales $O(1-10\text{km})$,
that are known to be sites of high biological productivity [Yoder et al., 1994]. Fronts have
been shown to be regions where the magnitude of vertical velocities are much larger than
elsewhere in the ocean [Pollard and Regier, 1990, Rudnick and Luyten, 1996]. These
large vertical velocities may be important in setting the supply of inorganic nutrients from
below the mixed layer, as well as controlling the magnitude and variability in the light
levels experienced by photoautotrophic cells. Although small compared to the scale of
ocean basins, the effect of these features is likely to be important when integrated over
the whole [Follows and Marshall, 1994], and the link between these dynamic features and
phytoplankton growth and community structure deserves closer study.

The Kuroshio Extension Front is an intense front with zonal velocities $O(1 \text{ m s}^{-1})$. 
and where turbulent dissipation and mixing are enhanced in the surface boundary layer [D’Asaro et al., 2011, Nagai et al., 2012] by downfront wind stress [Thomas and Lee, 2005] and possibly in the thermocline [Nagai et al., 2009, 2012, Kaneko et al., 2012]. Recent observations in similarly dynamic regions reveal richness in biological and physical structure on lateral scales ranging from metres to kilometres [d’Ovidio et al., 2010, Ribera et al., 2010, Taylor et al., 2012]. Most previous studies of the Kuroshio region and the Western North Pacific have concentrated on describing the diversity and distribution of microbial and planktonic species at the large scale, illustrating the shift in dominant species with latitude [Odate et al., 1990, Kataoka et al., 2009]. As part of a study of the picoplankton in this region, Odate et al. [1990] observed a shift from cyanobacteria dominated surface waters in the subtropical region of the basin, to picoeukaryote dominated surface waters of the sub-polar region. However these observations were made at intervals of more than 1° of latitude, effectively missing the finer scale variability associated with the front itself. On the other hand, Yamamoto et al. [1988] conducted a series of three very high resolution (<2km between stations) surveys of the phytoplankton community structure across the Kuroshio, but their sampling was limited to the surface and the larger micro-phytoplankton component of the community. They did observed both the large scale shift from small to large phytoplankton moving northwards across the front, as well as smaller scale variations in diatom and dinoflagellate distributions at the core of the front. Clearly, an integrated, fine scale survey of this region is needed to start to piece together links between the physical circulation and the structure, both cross-front and vertical, of the phytoplankton community.

The phytoplankton community observed along a section across a front results from the combination of several processes, both physical and biological, operating on a wide range of length and time scales. These can be broadly split into small-scale “local” processes, acting on the shortest time and space scales, and large scale “remote” processes associated with much longer characteristic length and time scales, longer than a few days, acting over length scales of 100s km or more. The large scale biogeography of the subtropical and
subpolar gyres, which sets the composition of the phytoplankton community either side of the main stream of the Kuroshio Extension is probably the most important of the remote processes in setting the frontal biogeography. Western boundary current fronts have been shown to act as transport barriers in the surface ocean [Bower et al., 1985, Bower and Lozier, 1994], but it is unclear whether or not they also act as ecological barriers separating the communities either side of the front. Overlain on this background pattern, the stream itself can act to transport phytoplankton far from their point of origin. Coastal species have been observed within the main stream of both the Gulf Stream [Lillibridge et al., 1990] and the Kuroshio [Yamamoto et al., 1988], subtropical species have also been observed in large numbers in a region of the Gulf Stream with environmental conditions were thought to be unfavourable for their growth [Cavender-Bares et al., 2001]. Whether or not these advected and entrained species can continue to actively grow, are removed by grazing or slowly decline as they are transported away from their point of origin, largely depends on the conditions created by local processes as they are transported by the current along the front. We define local processes, as physical and biological processes acting on time scales of a few days, with a length scale set by the cross frontal distance. These include large intermittent nutrient fluxes driven by the ageostrophic vertical circulation and strong mixing events at the front, which in turn fuel primary production. This may favour opportunistic phytoplankton types with faster growth rates, which are better adapted to intermittent nutrient supplies [Margalef, 1968, Tozzi et al., 2004]. The vertical circulation will also act to modulate the light environment of the plankton as they pass through the frontal zone, with strong vertical mixing entraining phytoplankton cells more quickly than they can photo-acclimate [Falkowski and Raven, 2007, Nagai et al., 2003]. This distinction between fast-acting local processes, and slower remote processes is somewhat complicated by the fact that the biological response to physical forcing may be lagged by several days. For instance, Yamazaki et al. [2009] found that chlorophyll patches observed in the main stream of the Kuroshio were driven by inferred nutrient inputs occurring upstream, with a lag time of approximately 3 days.
In this study, we investigate the spatial distribution of phytoplankton along two sections across the Kuroshio Extension Front sampled in October 2009. We use a range of complementary methods to characterize the phytoplankton community: flow cytometry, microscopy and pigment analysis by high-pressure liquid chromatography (HPLC). We place these observations in context with concurrent sampling of inorganic nutrients and hydrography. The results are further analysed in order to try to identify signatures of the local and remote processes described above.

4.3 Method

4.3.1 Cruise Outline

Observations were made along 5 north-south transects across the Kuroshio Extension during a cruise aboard the R/V Natsushima (JAMSTEC), October 17-24th 2009. The transects were named A-E from west to east, and their location is shown in figure 4-1. Samples
Figure 4-2: Temperature (°C) and salinity sections for transects D and E, with density contours (kg/m³) overlain in black.

Figure 4-3: Estimates of $w$ (m/day) using the $\omega$-equation, taken from Nagai et al. [2012] for transects D and E.

were collected at 8 stations roughly 9 km apart along each transect. At each station, samples were recovered from 5 depth levels, including the sea surface. Watercolumn samples were obtained using 2-l Niskin bottles mounted onto a rosette sampler along with the CTD, VPR and L-ADCP. Surface samples were obtained with a clean plastic bucket. In addition, XBTs were deployed at 12 stations every 11.1 km along each transect providing temperature data north and south of the CTD stations. The physical oceanographic features of the study region during this cruise are described in detail in Nagai et al. [2012], but we give a brief description of the physical setting below.

We collected samples along all transects, but restrict our analysis to the final two sections, D and E, for which we have a complete set of chemical and biological data. Although not centered exactly on the core of the front, in both transects, we sampled part of the high
velocity core of the Kuroshio current. Transect D is offset to the north of the front, whereas transect E is offset to the south, as shown in the sea surface height shown in figure 4-1 and the respective temperature and salinity sections shown in figure 4-2. Thus we have observations from both the subtropical Kuroshio water south of the front, and the colder Oyashio water and mixed water found to the north. Kuroshio water is typically saltier with a characteristic salinity, $S > 34.2$, whereas Oyashio water is fresher with $S < 33.5$ [Qiu, 2001]. While it is clear from the salinity sections that transect E is dominated by Kuroshio water, transect D, on the other hand has a core of Oyashio water at the surface just north the core of the front as well as Kuroshio water coming in from the south. This input of Oyashio water to the frontal region has been observed in previous studies of this region [Yamamoto et al., 1988] and may play an important role in transporting in nutrients and plankton. Nagai et al. [2012] calculated the inferred mesoscale vertical velocities along these two sections, shown in figure 4-3, using the QG $\omega$-equation, and found that there was an upwelling tendency north of the front, and downwelling to the south. This is as we would expect given that the front was transitioning from a meander trough to a meander crest from transect D to transect E [Nagai et al., 2012]. However, given that this is a region where the Rossby number is large, the vertical velocities obtained using the QG $\omega$-equation should only be used to provide an indication of the patterns of up- and downwelling, rather than accurate values of the vertical velocities.

4.3.2 Picoplankton analysis by FCM

We followed the protocol outlined in Malmstrom et al. [2010] for sample collection and analysis. Whole seawater samples were collected and immediately fixed with glutaraldehyde (at a final concentration of 0.125% v/v), kept in the dark for 10 minutes, frozen in liquid nitrogen and stored at -80°C until they could be analysed. We conducted the analysis using the Chisholm Lab’s Cytopeia Influx flow cytometer at MIT. Prochlorococcus, Synechococcus and picoeukaryote populations were identified and quantified based on their unique autofluorescence and scatter signals [Olson et al., 1990a,b], using FlowJo software.
Table 4.1: The names, abbreviations and taxonomic designations for the phytoplankton pigments measured by HPLC [Jeffrey et al., 2005].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Pigment Designation</th>
<th>Symbol</th>
<th>Pigment Designation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chla</td>
<td>Chlorophyll a</td>
<td>Chlb</td>
<td>Chlorophyll b</td>
</tr>
<tr>
<td>DVChla</td>
<td>divinyl Chl a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allo</td>
<td>Alloxanthin</td>
<td>But</td>
<td>19'-butanoxyloxyfucoxanthin</td>
</tr>
<tr>
<td>Caro</td>
<td>Carotenes</td>
<td>Diad</td>
<td>Diadinoxanthin</td>
</tr>
<tr>
<td>Diat</td>
<td>Diatoxanthin</td>
<td>Fuco</td>
<td>Fucoxanthin</td>
</tr>
<tr>
<td>Hex</td>
<td>19'-hexanoyloxyfucoxanthin</td>
<td>Peri</td>
<td>Peridinin</td>
</tr>
<tr>
<td>Zea</td>
<td>Zeaxanthin</td>
<td>Pheoa</td>
<td>Phaeophytin a</td>
</tr>
<tr>
<td>Phidea</td>
<td>Phaeophorbide a</td>
<td>TChla</td>
<td>Total chlorophyll a</td>
</tr>
<tr>
<td>PPC</td>
<td>Photoprotective carotenoids</td>
<td>PSC</td>
<td>Photosynthetic carotenoids</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chlorophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prochlorophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cryptophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Haptophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diatoms</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Haptophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cyanophytes and prochlorophytes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Copepod grazing pellets</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Protozoan faecal pellets</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chla + DVChla</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Allo + Caro + Diad + Diato + Zea</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>But + Fuco + Hex + Peri</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


4.3.3 Microscope analysis of microplankton

We collected 500ml of whole seawater from each depth level and fixed it with formaldehyde. The identification of the micro-phytoplankton by microscopy was contracted out to the Japanese firm, PlantBio (www.plantbio.com). PlantBio followed Sukhanova [1978]'s protocol for sedimenting and concentrating seawater samples prior to subsampling and microscope identification. PlantBio provided us with cell counts for each station/depth level for all of the species identified organized by group for diatoms, dinoflagellates and silicoflagellates. Total cell numbers are given for groups of smaller phytoplankton, haptophytes, prasinophytes and euglenophytes, but not identified to genus or species level.
4.3.4 HPLC analysis

Whole seawater collected from each depth level sampled and filtered onto 25mm Whatmann GF/F filters which were then frozen at -80C until they could be analysed on shore. The samples were sent to the Horn Point Marine Laboratory at the University of Maryland for HPLC analysis following standard protocols [Hooker et al., 2005]. They provided us with data on the concentrations of a full suite of accessory pigments listed in table 4.1 for each station/depth level.

4.3.5 Dissolved nutrients

Whole seawater was collected from each sample depth, filtered with 25mm Whatmann GF/F filters, collected into 50ml plastic bottles and stored frozen at -20C until it could be analysed back on shore. We subcontracted the analysis of these samples to the Water Quality Analysis Laboratory at the University of New Hampshire. They analysed the samples for nitrate + nitrite, phosphate, silicate and ammonia using standard wet chemistry methods.

4.3.6 Mapping the data

We used Ocean Data View (ODV4) [Schlitzer, 2012] to make the visualisations of the biological and chemical properties measured in our study area. The DIVA gridding option was used in order to optimally interpolate between data points spaced at variable intervals in the vertical and horizontal.

4.4 Results

In this section we present the data collected during the cruise. Given the location of transects D and E relative to the core of the front, we approach them as a southward (transect E) and northward (transect D) extension of each other. We present the data from both transects
Figure 4-4: Sections of the concentration of, from top to bottom, nitrate, phosphate, silicate and chlorophyll a (TChla). Inorganic nutrients are in units of $\mu$M and chlorophyll a is in units of $\mu$g/l. Density contours are overlain as solid black lines.

together, and arrange the figures such that the data from transect E is on the left and transect D on the right, so that they can be read left to right from south to north. This provides a useful context for viewing and understanding the spatial patterns in the data.

4.4.1 Inorganic Nutrients and Chlorophyll

The distribution of nitrate, phosphate and silicate for both transects are shown in figure 4-4. In both transects, nitrate, phosphate and silicate all follow very similar distributions, as might be expected. Concentrations of nitrate, phosphate and silicate are all higher in the surface mixed layer to the north of the front (transect D) than to the south (transect E).
nutricline is found at about 50m depth to the north of the front in transect D, and at about 80m depth to the south of the front in transect E. There is a pronounced doming upward of the nutricline at the core of the front, seen in both transects, occurring at about 35.9°N in transect D and at the northern most edge of transect E, around 35.6°N. The domed nutricline reaches to about 40m in transect D, and 70m in transect E, although it is very likely that our sampling was too far south of the core of the front on transect E to capture the feature fully.

We observe some fine structure in the nutrient distributions overlaid on the background pattern described above. Most notably, in transect E, there is an inversion in the concentrations of nitrate, phosphate and silicate at around 60m depth, extending from at least 35.25°N to 35.35°N. Nitrate concentrations in this inversion are at about 3μM, whereas above and below, they are closer to 1-1.5μM. This nutrient "tongue" appears to be found between the 1023 and 1023.5 kg/m³ density surfaces. Another, less pronounced nutrient inversion can be observed at the northern edge of transect D at about 20m depth. In this case, nitrate, phosphate and silicate are all elevated in concentration at 20m compared to the surface and the next sampled depth at 30m. This feature is only resolved by one station, so it is impossible to tell its lateral extent. We note that Baird et al. [2008] observed a similar feature in nitrate distributions in two of the transects of their high resolution survey of the Tasman Front, and that Yamamoto et al. [1988] and Ishizaka et al. [1994] also observed similar features in their respective datasets at the Kuroshio Extension, but none of these authors discussed this unusual feature in their nitrate data.

Chlorophyll (TChl a) concentrations, also shown in figure 4-4, are highest at the core of the front. Maximal chlorophyll concentrations of 0.63μg/l can be found on the southern edge of transect D, at a depth of about 30m, abutting the southern side of the domed up nutricline. The maximal chlorophyll concentration in transect E is also high at 0.55μg/l, at the northernmost edge of the section at 20m depth. High chlorophyll concentrations extend to the surface at the core of the front, where the isopycnals outcrop. Directly to the south of the front in transect E, we observe elevated chlorophyll concentrations between the surface
Figure 4-5: Top panel: depth integrated advective vertical nitrate flux divergence (mmol m\(^{-2}\) s\(^{-1}\)) in the top 70m of the watercolumn. Bottom panel: depth integrated chlorophyll (mg m\(^{-2}\)) in the top 90m of the water column. The location of the stations are shown as crosses along the x-axis.

and 40m, and extend southwards to at least 35.25°N. At the southern end of transect E, chlorophyll concentrations are quite consistent in the top 60m of the watercolumn, declining to very low concentrations below that depth. To the north of the front, in transect D, the chlorophyll distribution appears patchier, with elevated concentrations persisting to the northernmost edge of the transect in the top 50-60m of the watercolumn. Below the 1025 kg/m\(^3\) density surface, chlorophyll declines to very low concentrations.

Using the vertical velocities inferred by Nagai et al. [2012] using the QG \(\omega\) equation, we have estimated the mesoscale advective vertical nitrate flux divergence \((w \frac{dNNO_3}{dz})\) for each station with sufficient data coverage, at the mid-point between data points. We integrated
the values for $w \frac{d NO_3}{dz}$ over the uppermost 70m of the water column, as well as calculating integrated TChla for the top 90m of the water column, shown in figure 4-5. Integrated values of $w \frac{d NO_3}{dz}$ are highest just north of the front at around 35.9°N decreasing either side, and becoming negative south of 35.7°N. South of the front, along transect E, the integrated nitrate flux is much smaller and consistently negative with the exception of the station (38) at 35.3°N, which coincides with the location of the nutrient inversion. The highest integrated values of chlorophyll at 45mg m$^{-2}$ are found just to the south of the highest nitrate fluxes, at 35.75°N. Integrated chlorophyll concentrations decrease to the north and south of this point, with the lowest integrated chlorophyll concentration found to the south of the front along at transect E at 35.4°N, with a value of 20mg m$^{-2}$. Similarly low values are found at the northernmost end of transect D. We note that these values should not be treated as accurate calculations of the vertical nitrate flux divergence, given the errors associated with using the QG $\omega$ equation in regions like the Kuroshio Extension, which have a high Rossby number. However, we do believe that these results can give us an indication of how the vertical nutrient fluxes relate to patterns in phytoplankton biomass.

4.4.2 Phytoplankton Community Structure

Picoplankton

The abundances of picoplankton are shown in figure 4-6. There is a high degree of spatial variability in their distributions in both the across-front and vertical directions. Prochlorococcus and Synechococcus are found at their largest abundances to the south of the front in both sections D and E. Prochlorococcus dominates at the extreme southern ends of the transects, with a progression to higher Synechococcus abundances closer to the core of the front. In section D, Synechococcus occurs either side of the core of the front, with abundance maxima found either side of the 1023.75 kg/m$^3$ density surface, in the top 40m of the watercolumn. This area of high Synechococcus abundance to the north of the front is located just above the domed-up nutricline where concentrations of nitrate and phos-
Also found at their largest abundances to the south of the front, although their abundance maxima appear to coincide with the core of the front in section D, rather than offest like *Synechococcus*.

**Micro-phytoplankton**

From the microscopy, we have abundance estimates for over 50 species of phytoplankton observed in the study region. However, in this section we present the distributions of these species by functional group: diatoms, dinoflagellates and haptophytes. We aggregate the cell counts in each group in order to get the total abundance in each case. The distributions of these three groups of micro-phytoplankton are shown in figure 4-7. The micro-phytoplankton types are found predominantly at and to the north of the core of the front. Diatoms and dinoflagellates have noticeably patchier distributions than the picoplankton.
Figure 4-7: Sections of the abundance of, from top to bottom, diatoms, dinoflagellates and haptophytes all in units of cells/l. Density contours are overlain as solid black lines.

and haptophytes. The haptophytes are the most closely associated with the front itself, in transect D, their highest abundance (45600 cell/l) is found at about 35.7°N at 20m depth, where the isopycnals are at their steepest. Diatoms and dinoflagellates, although present at the front, are more abundant to the north. In transect D, diatoms are predominantly found directly above the domed nutricline. There is a diatom abundance maximum at the surface at about 35.9°N, associated with a lens of lower salinity water (see fig. 4-2). In transect E, diatoms are mostly confined to the surface in patches, but they are also found along the 1023.25 kg/m³ isopycnal, where the nutrient "tongue" is also observed. Dinoflagellates are confined to the top 40m of the water column in transect D, whereas they are found mostly confined to the surface in transect E, with the exception of a patch at 80m depth on the southern edge of the transect. In the close vicinity of the front, diatoms appear to be present where dinoflagellates are absent and vice versa, however this is not the case along transect E, where diatom and dinoflagellate maxima co-occur near the surface at the northern edge of the transect. *Synechococcus* abundance is also lower where dinoflagel-
Figure 4-8: Sections of the abundance of, from top to bottom, divinyl chlorophyll a and zeaxanthin, all in units of $\mu g/l$. Density contours are overlain as solid black lines.

Figure 4-9: Sections of the abundance of, from top to bottom, fucoxanthin, peridinin and 19'-hexanoyloxyfucoxanthin, all in units of $\mu g/l$. Density contours are overlain as solid black lines.

lates are present at the front. In general, we see that the abundance maxima of different phytoplankton types do not tend to co-occur.
**Marker pigments**

In addition to the flow cytometry and microscopy data described above, we use the distributions of phytoplankton marker pigments to map the distributions of the major phytoplankton functional groups in our study region. We show the distributions of divinyl chlorophyll a and zeaxanthin in figure 4-8, and fucoxanthin (fuco), peridinin (perid), 19'-hexanoyloxyfucoxanthin (hex) in figure 4-9.

DVChla, the marker pigment for *Prochlorococcus*, corresponds well to the distribution of *Prochlorococcus* derived from the flow cytometry. The highest concentrations of DVChla are found at the southern end of transect E at around 60m depth, although the southernmost two stations along that transect have high DVChla concentrations extending from the surface down to about 80m depth. DVChla concentrations decrease northwards along transect E, and are mostly low along transect D, with the exception of a patch of higher concentrations between 35.6°N and 35.75°N in the top 20m, which corresponds to a patch of high *Prochlorococcus* abundance. We also see a patch of higher DVChla levels at the northern end of transect D that coincides with a region where *Prochlorococcus* abundance is lower than in the vicinity of the front, but with cell counts still $O(10^6 - 10^7 \text{cells/l})$. This patch of higher DVChla appears to coincide somewhat with a part of the section D influenced by the warm filament north of the front observed during the cruise.

Zeaxanthin, a marker pigment for cyanobacteria, which should reflect the distributions of both *Synechococcus* and *Prochlorococcus* appears to correspond well to their distributions. Maximum concentrations of zea are found along transect D in the top 20m of the water column between 35.84°N and 36°N. This coincides with high abundances of *Prochlorococcus* and *Synechococcus*, right at the core of the front. High concentrations of zea can also be found in the top 20m at the northern end of section D, where we graze the edge of a warm filament extending north of the front. This feature is associated with higher abundances of *Synechococcus*. Zea is also very high at the southern edge of transect D, throughout the water column, with the highest concentrations confined to the top 40m of the water column as you move northwards along transect E. This pattern corresponds well
to the *Prochlorococcus* distribution at the southern end of transect E, moving into a more *Synechococcus* dominated area found further to the north along that transect.

Hex is the characteristic marker pigment for haptophytes. Its highest concentrations are found in the top 60m of the water column at the core of the front, at around 35.7°N along transect D. It extends northwards to the end of transect D, but it mostly confined to the top 40m, with the exception of a surface patch centered around 36°N where it is altogether absent, in line with the microscopy data on haptophyte distributions. South of the front, the highest concentrations of hex found in the top 50m of the water column between 35.4°N and 35.7°N, correspond to the region with the highest concentration of haptophyte cells observed during the cruise. Concentrations of hex fuco decrease southwards and with depth from this concentration maximum along the remainder of transect E.

Fucoxanthin, the marker pigment for diatoms, although broadly consistent, shows some marked inconsistencies with the microscopy-derived distributions. The highest concentrations of fuco are found in the top 50m at the southern end of transect D, and in the top 20m of the northern end of transect E. This is generally consistent with the observations showing large abundances of diatoms in the same area, close to the core of the front. We do see a patch of lower diatom abundance at 30m depth at 35.67°N along transect D, which coincides with high fuco concentrations. Fuco concentrations decrease northwards away from the front along transect D, and southwards away from the front along section E. High diatom concentrations associated with the lens of lighter water at 35.91°N are not associated with a high fuco concentration, although this is most likely due to the fact that the population of diatoms found within this feature are confined to a shallow well-lit surface layer of water and do not require high levels of fuco for photosynthesis. Similarly, a patch of high diatom abundance at the surface at 35.25°N along transect E is not associated with a high concentration of fuco. The deeper patches of diatoms at the southern end of transect E at around 60m, and at 36.1°N at the northern end of transect D at 90m, are also associated with quite low concentrations of of fuco (0.01-0.02 µg/l).

Dinoflagellates are generally difficult to identify using marker pigments [Roy et al.,
2011], but peridinin is a characteristic marker pigment for some autotrophic dinoflagellates. We find that like the dinoflagellate distributions, peridinin is found predominantly in the top 40m of the water column across both transects. The maximum concentration of peridinin is found to the north of the front at 35.9°N at 20m along transect D, but this does not coincide with the maximal abundance of dinoflagellate cells. This is most likely due to the fact that peridinin is a marker for only a portion of dinoflagellates, whereas the cell abundances are an aggregate of all dinoflagellates. There is a patch of peridinin at 35.25°N at 60m at the southern end of transect E, which corresponds to a patch of dinoflagellate cells found there.

**Photosynthetic and photoprotective pigments**

We calculate the ratios of the photoprotective carotenoids (PPC) and photosynthetic carotenoids (PSC) to chlorophyll, shown in figure 4-10. We observe vertical and horizontal variations in both of these pigment ratios in both transects. The stations closest to the front show little vertical variation in PPC:TChla, although PSC:TChla shows slightly more vertical variation, with a lower of values of PSC:TChla in the surface samples. To the north of the front, along transect D, both ratios vary much more markedly in the vertical. The stations with the most pronounced vertical structure are found between 35.8°N and 36°N. High values of PPC:TChla, up to 0.3, are associated with a lens of fresher water at the surface. Associated
with the same feature, values of PSC:TChla are very low. South of the front, along transect E, the vertical structure is less pronounced than in transect D. South of 35.55°N, there is an increase in PPC:TChla in the top 20m, with lower values found below that depth, followed by an increase in the ratio at 80m. This increase is probably due in part to very low values of TChla at the same data points.

4.5 Discussion

We discuss the data described above in the context of trying to identify features of the community that are shaped by either local or remote processes.

4.5.1 Phytoplankton frontal biogeography

Following Yamamoto et al. [1988], we compare the phytoplankton species distribution at each data point using the dissimilarity of the squared Euclidean distance between data points. The dendrogram showing the groupings within the phytoplankton community across the front (figure 4-11) was prepared using the Ward method. Due to the number of data points analysed, the leaf nodes at the base of the dendrogram represent multiple data points. The data points fall into 2 distinct groups, mapped back onto the transects, which appear to be largely separated by the front. Some data points at the northern end of transect D belong to the same grouping as the data points to the south of the front in transect E. We speculate that this is most likely due to the presence of a warm filament north of the front during the study period, and there may be some intermingling of the two water masses in this region. Although confined to the northernmost part of section D, there is an increase in surface water temperatures north of 36°N, which coincide with the part of transect D where the two communities are mingled. This result appears to suggest that there is limited mixing of phytoplankton populations across the front.

Our cluster analysis of the phytoplankton abundance data, taking into account all of the phytoplankton species identified by microscopy and flow cytometry, suggests that the
community can be split into two distinct groups, one to the south of the front, and the other found at the front and to the north of it. This reflects our finding that the phytoplankton community to the south of the front is dominated by Prochlorococcus, Synechococcus and picoeukaryotes, whereas north of the front, diatoms and dinoflagellates are dominant. However, unlike Yamamoto et al. [1988] who used the same clustering method, we do not find a third distinct assemblage associated with the core of the front itself. Taylor et al. [2012], in their study of the California Current, also suggest that a third frontal assemblage can be distinguished in their data. Our data were collected at lower resolution than these
two other studies, with our stations roughly 9km apart, whereas Yamamoto et al. [1988] stations were <2km apart, and Taylor et al. [2012] sampled stations <3km apart. It is conceivable that this lower resolution in the across front direction may have influenced our results, especially considering the importance of submesoscale dynamics in this region, which typically occur on a scale of O(1km). However, our analysis of the phytoplankton community data differs from Yamamoto et al. [1988] in that we have included abundances of picoplankton and cyanobacteria in our data, and differs from Taylor et al. [2012] in that we have included the phytoplankton data for each identified species at each data point, rather than using depth integrated values of the biomass associated with each functional group. d'Ovidio et al. [2010] found, in their analysis of the phytoplankton community structure in the Brazil-Malvinas Confluence, that the dynamical structures in the fluid flow field acted to contain distinct populations within different water masses. We believe that the results of our study point to a similar conclusion, with the phytoplankton community being split into two distinct groups associated with subtropical waters south of the front, and colder subpolar waters found to the north. Of course this does not preclude the possibility of the intermingling of these population as their respective water masses are mixed on the small scale, but a study conducted at much finer resolution would be required to capture those features. We should also point out that the shedding of eddies and filaments from the frontal zone will act as agents of mixing between populations, and our results do show the influence of a warm filament on the phytoplankton community to the north of the front. Unlike Yamamoto et al. [1988], we did not identify the presence of coastal phytoplankton in our microscopy data, although the influence of Oyashio water was evident as a lens of lower salinity (<33.5) water found to the north of the front along transect D. Given that our study area is about 3° further east, or roughly 3.5 days transit time, along the front from their easternmost section, it is possible that the presence of coastal phytoplankton may be less evident in our data.
4.5.2 Links between the vertical circulation and phytoplankton pigments

We found that the maximum concentration of chlorophyll was 2-fold higher at the front than at stations either side of it. This was consistent with higher values of the advective vertical nitrate flux associated with the frontal circulation, but there was a clear spatial offset between the maximum chlorophyll concentration and the highest nitrate fluxes, with the highest chlorophyll concentrations found slightly southwards of the highest vertical nitrate fluxes. Given that vertical velocities of up to 100 m/day can be generated at fronts, waters carrying high nutrient concentrations could be upwelled into the layer below the mixed layer in roughly a day. Elevated turbulent mixing measured directly by microstructure by Nagai et al. [2012] in the mixed layer along transect E, to the south of the Kuroshio, could inject nutrient-rich water from below the mixed layer supplied by mesoscale upwelling. This entrainment of nutrients into the mixed layer could be responsible for the observed high chlorophyll found in the mixed layer at the northernmost edge of transect E. With a characteristic time scale of 1 day for phytoplankton growth, it seems likely that nutrients may be supplied to the surface mixed layer in the vicinity of a front more quickly than they can be taken up. In our case, the highest vertical velocity estimated for our study area was 30 m/day just north of the front, suggesting an overturning time scale of 1.7 days for a 50m mixed layer. It is likely that this value of \( w \) is an underestimate given the limitations of using the \( \text{QG} \) \( \omega \) equation for estimating vertical velocities in frontal zones characterised by a high Rossby number [Pinot et al., 1996]. ** add estimate of Rossby number from Nagai 2012 ** Similarly, our data on the ratio of photosynthetic and photoprotective carotenoids to chlorophyll also suggest a lag between the overturning time scale and the physiological response of the phytoplankton community. In the vicinity of the front, we found that the PPC:TChla ratio was more or less constant with depth, suggesting that the phytoplankton at these stations were transported vertically in the water column before they could acclimate to ambient light conditions. This contrasted particularly with the stations north of the front along transect D, where the water column was strongly stratified, and there was a
clear vertical structure in PPC:TChla values, with the highest values of the ratio found near the surface and decreasing with depth. Variations in these ratios may also be markers of the community composition at different stations, but there does not appear to be a consistent pattern linking these ratios to the distributions of any of the phytoplankton groups we observed.

Looking more closely at the distributions of different phytoplankton groups across the front, distinct patterns appear. The stations north of the front are dominated by diatoms and dinoflagellates. We note that maxima of diatom and dinoflagellate abundances do not co-occur. Diatoms are found predominantly along the nutricline, whereas dinoflagellates are more consistently confined to the surface. This would appear to reflect differences in their physiological adaptations. Dinoflagellates have been shown to have a lower Chl a to protein ratio than diatoms at similar irradiances [Chan, 1978], suggesting that diatoms better adapted for growth in lower light conditions where they can outcompete dinoflagellates. This would allow diatoms to exploit the high nutrient fluxes found at the nutricline, despite the lower light levels. South of the front, *Prochlorococcus*, *Synechococcus* and picoeukaryotes dominate the phytoplankton community. We observe a shift from *Prochlorococcus* dominating the community at the extreme southern end of transect E, transitioning to *Synechococcus*, and then picoeukaryotes approaching the front at the northern end of transect D. It seems possible that a higher nutrient supply at the front may select for picoeukaryotes, whereas at the southern end of transect E we are approaching the more stable subtropical regime, that *Prochlorococcus* is more well adapted to. At the core of the front, where the isopycnals are at their steepest, we see contributions to the phytoplanton community from all of the phytoplankton functional groups, with high abundances of all of the picophytoplankton types. The highest abundances of diatoms and dinoflagellates, however, are not located at the core of the front, but above the region of the nutricline that is domed up furthest into the photic zone.
4.5.3 Patchy nutrient distributions and frontal dynamics

Finally, we would like to highlight one of the more unusual features observed in the nutrient distributions. We observed an inversion in nitrate, phosphate and silicate at the base of the mixed layer, flanked above and below by lower concentrations. A similar feature was observed in data from the Kuroshio [Yamamoto et al., 1988, Ishizaka et al., 1994], and in sections across the East Australian Current [Baird et al., 2008], although neither of these studies proposed a mechanism to explain it. Here we highlight two possible explanations for this feature. Firstly, during the cruise, the averaged wind was aligned downfront, in the same direction as the frontal jet on the south side of the Kuroshio [Nagai et al., 2012]. A downfront wind can result in the transport of more dense waters from the northern side of the front over the lighter waters on the southern side of the front by Ekman transport. This induces a mechanical convection [Thomas and Lee, 2005], which generates elevated turbulence [D'Asaro et al., 2011, Nagai et al., 2012] which could in turn result in the subduction of well mixed water along isopycnals. This subduction could lead to the nutrient "tongue" structure we observed. A second mechanism to explain this nutrient distribution, could be the action of near-inertial internal waves. Internal waves with a sufficiently large amplitude could be subject to Stoke's drift [Thomas and Lee, 2005], driving a net southward transport of high nutrient waters. Nagai et al. [2012] showed that there was a stronger downward energy propagation in transect E, coincident with the location of the nutrient tongue. This suggests that near-inertial waves could be playing a role in the generation of this feature. We observe patches of diatoms, dinoflagellates and haptophytes all associated with the same or nearby data points as the nutrient tongue, and speculate that this could be the signature of the same process responsible for transporting nutrient-rich water away from the front. Similarly, the nutrient distributions observed along transect D are very patchy, especially in upper 40m of the northern half of the transect, with several isolated patches of higher nutrient water. Although we do not have direct measurements of the turbulent mixing along transect D, we do for transect B which was also offset to the north of the front and can be thought of as being upstream of transect D. Along transect B,
turbulent mixing was very strong [Nagai et al., 2012]. This strong mixing, coupled with the mesoscale uplifting of the nutricline, could result in the entrainment of high nutrient water from the nutricline into the surface mixed layer, where they can be consumed by primary producers.

4.6 Conclusions

We have conducted a fine scale survey of phytoplankton community structure and nutrient distributions along 2 transects across the Kuroshio Extension Front. We found fine scale variability in chlorophyll, as well as in the distributions of phytoplankton functional groups, particularly diatoms and dinoflagellates. We have also shown that there are strong variations in phytoplankton community structure across the front, and with depth. Cluster analysis of the phytoplankton abundance data shows that the frontal community can be split into two groups, one found predominantly to the north of the front and the other to the south. However, we see southern type assemblages north of the front, associated with a warm filament of Kuroshio water coiled north of the front itself. Our results show that the front acts as a barrier between two distinct assemblages of phytoplankton, which appear to be a subtropical and a subpolar assemblage. This suggests that the phytoplankton community structure at the front is strongly controlled by the physical circulation, and set by the large scale biogeography of the regions.

We observe links between the vertical nutrient supply at the front, and the community structure of the phytoplankton, with diatoms dominating at the data points where the vertical nitrate fluxes were the greatest. Using phytoplankton pigment ratios, we find evidence that the vertical circulation at the front is vigorous enough to mix the phytoplankton community more quickly than it can photo-acclimate. This view is supported by the measurement of high levels of turbulent mixing during during the same cruise by Nagai et al. [2012]. So, although the community appears to be controlled by large scale processes, the vertical circulation at the front does seem to stimulate higher levels of production by
enhancing the nutrient supply relative to the background levels either side of the front. Highly dynamic regions such as the Kuroshio Extension Front, which integrate the effects of physical and biological processes acting over a range of time and space scales present a challenge to those wishing to understand the ecology of the phytoplankton found there. We have attempted to disentangle the influences of a range of processes, but our data only represent a very brief snapshot in the evolution of the phytoplankton community along this frontal system. However, we believe that these results do show the interplay of both large scale and finer scale controls on phytoplankton community structure in this region.
Chapter 5

Physical Dynamics Drive Co-occurrence and High Abundances of *Ostreococcus* Clades at the Kuroshio Front

In Chapter 4, I described the results of a high resolution survey of the biogeochemical properties across the Kuroshio Extension Front in October 2009. I presented the distributions of phytoplankton functional groups determined by microscopy and flow cytometry. The work presented in this chapter is an extension of that ecological characterization of the frontal phytoplankton community. Here, instead of focusing on phytoplankton functional groups, I focus on one species, *Ostreococcus*, and discuss how the physical dynamics of the front shape the distributions of two genetically distinct clades of that species. This work was done in collaboration with Professor Alexandra Worden, a phytoplankton ecologist at the Monterey Bay Aquarium Research Institute, and her student Yun-Chi Lin. I collected the nucleic acid samples during the cruise outlined in the previous chapter and Prof Worden and Ms Lin conducted the genetic analysis on those samples. I have undertaken the subsequent analysis of the data. We are currently writing up a manuscript to be submitted to the ISME Journal which describes the genomics aspects of both the sample analysis and results in more detail. For the purposes of this chapter, I will restrict myself to describ-
ing the distributions of *Ostreococcus* clades in my study area, and my own analysis and interpretation of those distributions in the context of the corresponding environmental data collected during the cruise and a simple theoretical model.

## 5.1 Introduction

Oceanic fronts are ubiquitous features, which are often associated with elevated phytoplankton biomass and primary productivity. From an ecological perspective, fronts may play several roles: separating, mixing, transporting or even acting as concentration sites for populations originating from either side of the front [Sournia, 1994]. Frontal zones can also be thought of as ecosystems in their own right, potentially supporting distinct populations adapted to that very specific environment [Yamamoto et al., 1988, Sournia, 1994, Taylor et al., 2012]. In fact, it seems more than likely that all of these processes will be acting in concert to shape the phytoplankton community within a frontal zone. Previous studies have identified the signature of population mixing reflected in the distribution of microphytoplankton species, in the Gulf Stream [Lillibridge et al., 1990], the Kuroshio Extension [Yamamoto et al., 1988] and at a coastal front of the Northeast coast of Japan [Yamamoto et al., 1981]. These studies all relied on identifying known coastal phytoplankton species, mostly diatoms, and exploring their distribution with respect to known oceanic species within the frontal zone. However, to date, there have been no studies examining the ecology of picophytoplankton in frontal zones. Given the emerging realisation of the important contribution of eukaryotic picophytoplankton to oceanic primary production [Worden et al., 2004], it is timely to explore their ecology at frontal zones. Also, with the development of molecular approaches to identify distinct phytoplankton "species" and their clades from DNA samples, this question can now be explored from a new angle. We suggest that by using molecular approaches to unambiguously identify and quantify distinct species and their clades, some of the difficulties of using microphytoplankton distributions to explore ecological controls on frontal populations (e.g. rare species, low abundances,
errors in identification and poorly known biogeography of species) can be minimized. In this study, we explore the distributions of two distinct clades of the picoeukaryote, *Ostreococcus*, across the Kuroshio Extension Front, and use the relative distributions of the two clades as a tracer of population mixing.

### 5.2 *Ostreococcus*

![Electron microscope image of *Ostreococcus tauri*. (H. Moreau, CNRS)](image-url)

*Ostreococcus* is the smallest known free-living eukaryote, a eukaryotic picophytoplankton species with a cell diameter of \(\approx 0.8-1.2 \, \mu m\) shown in figure 5-1 [Chrétiennot-Dinet et al., 1995]. Several studies have explored its genetic diversity using the internal transcribed spacer (ITS) and found that it is clustered into four genetically distinct clades A, B, C and D [Guillou et al., 2004, Worden, 2006]. Laboratory photophysiology studies have shown that these four ITS clades fall into two differently photoadapted clades. Clades A, C and D are high-light adapted, whereas clade B is low-light adapted [Rodriguez et al., 2005, Six et al., 2008]. These distinct clades have also been termed OI and OII, where
OI represents the high-light adapted ITS clades A and C, and OII represents the low-light adapted ITS clade B [Worden and Not, 2008, Worden et al., 2009]. ITS clade D is excluded from the OI/OII designation as insufficient sequence data was available at the time of that study. Ostreococcus abundances have been explored in several studies using fluorescence in situ hybridization (FISH) and quantitative PCR (qPCR) and genus-level probes [Zhu et al., 2006, Countway and Caron, 2006]. Only one study, however, has quantitatively explored the distributions of the OI and OII clades in the field [Demir-Hilton et al., 2011]. Their systematic study of the distribution of the OI and OII clades of Ostreococcus (incorporating observations made in the North West Atlantic, Subtropical South East Pacific, Equatorial Atlantic, North West Pacific coastal upwelling zone and the North West Atlantic Shelf Break Front) found that the OI and OII clades were both present vertically throughout the water column. In fact, they appear to differentiate along lines of coastal vs. oligotrophic oceanic water masses, rather than by light availability as had previously been proposed. Furthermore, OI and OII clades typically did not co-occur in their data, with the exception of samples taken at the shelf break front in the North West Atlantic. It was suggested that both clades co-occurred in these samples due to the mixing of oceanic and coastal waters at the front, but this could not be explored in more depth due to the small number of samples containing both clades. We focus on Ostreococcus clades in this study as ecological tracers of the mixing of populations at the Kuroshio Extension Front. Our fine scale sampling allows us to explore how both Ostreococcus clades are distributed in the frontal zone and how those distributions relate to environmental conditions there. Given the co-occurrence of both the OI and OII clades at the North West Atlantic Shelf Break Front, we expect that both clades would be present in the frontal zone. Previous studies have also noted that coastal phytoplankton are often entrained into the Kuroshio [Yamamoto et al., 1988].
Figure 5-2: Sea surface temperature (NOAA) for the study region on 20th October 2009. The top panel shows the study region with salinity contours overlain in black. The stations where surface samples for qPCR were collected are shown as filled white circles. The lower panel shows the study area within the larger region.
5.3 Study Area and Sampling

The samples used in this study were collected during the cruise already described in detail in Chapter 4. We collected seawater (~ 1 l) from the surface from stations along sections A, B, D and E (shown in figure 5-2) using a clean plastic bucket. Microbial biomass was prefilled through a 5 μm 45mm filter and then onto a 0.8 μm 27 mm filter (Millipore durapore) for DNA extraction. The filters were placed in 1.2 ml Nalgene cryovials with 500 μl of RNAlater (Qiagen) and immediately frozen and stored at -80 °C, until DNA could be extracted. DNA extraction and subsequent genomic analyses were performed by Yun-Chi Lin and Professor Alexandra Worden at MBARI. Briefly, they constructed 18S rRNA clone libraries from samples taken at stations D28, D32, D33, E34 and E40 following Worden [2006], and initial assignment of environmental sequences to known taxa and uncultured environmental groups was performed using BLASTn to NCBI with default settings. In order to quantify the abundance of Ostreococcus clades, they performed qPCR on all of the samples collected using two Taqman primer-probe sets to enumerate 18S rDNA from the two Ostreococcus clades, OI and OII, following Demir-Hilton et al. [2011]. The physical setting of the study region is also outlined in the previous chapter, but here we highlight some features of the circulation most pertinent to this study. The sea surface temperature, shown in figure 5-2, reveals a cooler, lower salinity water mass entrained into the frontal region. This is bounded to the north and south by warmer, saltier subtropical waters. The warmer waters present in the northern part of the study area are part of a filament of warm Kuroshio waters pinched off from a meander a few days earlier. These warm streamers are a common feature in this region [Kawai and Saitoh, 1986]. The cooler water mass, surrounded by the warmer waters, appears to be Oyashio water, with a characteristic salinity of 33.2 and a characteristic temperature of 18°C. The warmer water to the south and the north of the Oyashio water is Kuroshio water with a characteristic salinity >34.2 and characteristic temperature of 24°C.
Table 5.1: *Ostreococcus* clade abundances and measured environmental variables for each of the surface sample stations.

<table>
<thead>
<tr>
<th>Station</th>
<th>Longitude</th>
<th>Latitude</th>
<th>OI clade (copies ml(^{-1}))</th>
<th>OII clade (copies ml(^{-1}))</th>
<th>T (°C)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>143.48</td>
<td>36.61</td>
<td>1.2</td>
<td>11012.1</td>
<td>23.76</td>
<td>34.19</td>
</tr>
<tr>
<td>A2</td>
<td>143.53</td>
<td>35.93</td>
<td>5007.3</td>
<td>32942.1</td>
<td>22.97</td>
<td>34.09</td>
</tr>
<tr>
<td>A3</td>
<td>143.53</td>
<td>35.84</td>
<td>11.5</td>
<td>31110.0</td>
<td>24.13</td>
<td>33.72</td>
</tr>
<tr>
<td>A4</td>
<td>143.53</td>
<td>35.76</td>
<td>0</td>
<td>6462.3</td>
<td>24.87</td>
<td>34.19</td>
</tr>
<tr>
<td>A5</td>
<td>143.53</td>
<td>35.68</td>
<td>0</td>
<td>11402.1</td>
<td>25.24</td>
<td>34.19</td>
</tr>
<tr>
<td>A6</td>
<td>143.53</td>
<td>35.60</td>
<td>0</td>
<td>3995.8</td>
<td>25.38</td>
<td>34.14</td>
</tr>
<tr>
<td>A7</td>
<td>143.52</td>
<td>35.52</td>
<td>0</td>
<td>627.6</td>
<td>25.17</td>
<td>33.72</td>
</tr>
<tr>
<td>A8</td>
<td>143.53</td>
<td>35.43</td>
<td>0</td>
<td>155.1</td>
<td>25.10</td>
<td>34.23</td>
</tr>
<tr>
<td>B9</td>
<td>144.0</td>
<td>36.05</td>
<td>3406.0</td>
<td>839.5</td>
<td>20.16</td>
<td>33.70</td>
</tr>
<tr>
<td>B10</td>
<td>144.0</td>
<td>36.13</td>
<td>6825.7</td>
<td>192.0</td>
<td>18.38</td>
<td>33.23</td>
</tr>
<tr>
<td>B11</td>
<td>143.97</td>
<td>36.23</td>
<td>6349.6</td>
<td>4200.4</td>
<td>20.99</td>
<td>33.78</td>
</tr>
<tr>
<td>B12</td>
<td>143.99</td>
<td>36.30</td>
<td>224.8</td>
<td>50189.9</td>
<td>23.62</td>
<td>33.80</td>
</tr>
<tr>
<td>B13</td>
<td>144.0</td>
<td>36.39</td>
<td>0</td>
<td>36051.1</td>
<td>23.80</td>
<td>34.18</td>
</tr>
<tr>
<td>D26</td>
<td>145.08</td>
<td>35.59</td>
<td>0</td>
<td>10947.0</td>
<td>24.51</td>
<td>34.21</td>
</tr>
<tr>
<td>D27</td>
<td>145.01</td>
<td>35.67</td>
<td>166.6</td>
<td>4971.6</td>
<td>23.08</td>
<td>34.20</td>
</tr>
<tr>
<td>D28</td>
<td>145.01</td>
<td>35.75</td>
<td>85.1</td>
<td>7278.8</td>
<td>22.18</td>
<td>34.09</td>
</tr>
<tr>
<td>D29</td>
<td>145.0</td>
<td>35.83</td>
<td>958.5</td>
<td>47.2</td>
<td>18.04</td>
<td>33.28</td>
</tr>
<tr>
<td>D32</td>
<td>145.0</td>
<td>36.08</td>
<td>1514.2</td>
<td>4862.3</td>
<td>21.15</td>
<td>33.96</td>
</tr>
<tr>
<td>D33</td>
<td>145.0</td>
<td>36.17</td>
<td>3638.1</td>
<td>5226.7</td>
<td>21.32</td>
<td>33.80</td>
</tr>
<tr>
<td>E34</td>
<td>145.51</td>
<td>35.67</td>
<td>55.2</td>
<td>8082.3</td>
<td>23.95</td>
<td>34.16</td>
</tr>
<tr>
<td>E35</td>
<td>145.53</td>
<td>35.58</td>
<td>0</td>
<td>5716.3</td>
<td>24.14</td>
<td>34.25</td>
</tr>
<tr>
<td>E36</td>
<td>145.52</td>
<td>35.50</td>
<td>0</td>
<td>2640.7</td>
<td>24.14</td>
<td>34.29</td>
</tr>
<tr>
<td>E37</td>
<td>145.52</td>
<td>35.42</td>
<td>0</td>
<td>2395.8</td>
<td>25.05</td>
<td>34.27</td>
</tr>
<tr>
<td>E38</td>
<td>145.5</td>
<td>35.33</td>
<td>0</td>
<td>1549.7</td>
<td>24.51</td>
<td>33.43</td>
</tr>
<tr>
<td>E39</td>
<td>145.5</td>
<td>35.25</td>
<td>0</td>
<td>1613.0</td>
<td>24.51</td>
<td>34.26</td>
</tr>
<tr>
<td>E40</td>
<td>145.5</td>
<td>35.17</td>
<td>0</td>
<td>908.9</td>
<td>24.51</td>
<td>34.28</td>
</tr>
</tbody>
</table>

5.4 Results

5.4.1 *Ostreococcus* clade distributions

We found both *Ostreococcus* clades present in our study region. OII was present in all 26 samples and OI was present in 14 (54%) of the samples. We report the abundances of the *Ostreococcus* clades in units of copies of the 18S gene ml\(^{-1}\), and they are listed for each station in table 5.1. The OII clade ranged in abundance from 47 copies ml\(^{-1}\) to a
maximum abundance of 50190 copies ml⁻¹, far exceeding the maximum abundances of OII previously reported in nature (~ 5000 copies ml⁻¹) in Demir-Hilton et al. [2011]. Where OI was present, its abundance ranged from 11 copies ml⁻¹ to 6830 copies ml⁻¹, in line with previously reported values, with a maximum of ~ 10000 copies ml⁻¹ in Demir-Hilton et al. [2011]. The surface distributions of both clades are shown in figure 5-3. Broadly speaking,

the highest abundances of both clades were associated with the core of the front, where temperature and salinity gradients were sharpest. Occurrences of the OI clade are most closely associated with the lower salinity Oyashio waters. OII appears to be more closely associated with the higher salinity Kuroshio waters, but its abundance drops off to the south of the frontal zone. The highest abundances of OI, above 3000 copies ml⁻¹, were found at stations A2, B10, B11 and D33. These stations were all found within the Oyashio water parcel travelling along the front. With the exception of A2, all of these stations with high OI abundances were offset slightly to the north of the front itself. The highest abundances of OII, above 10000 copies ml⁻¹, were found at stations A1, A2, A3, A5, B12, B13 and
D26. These stations were all found on the more saline edge of the Oyashio water mass, and closely associated with the core of the front. Generally, we found that abundances of OII were higher everywhere than OI abundances, but at stations B11, D32 and D33, the abundances of both clades were the same order of magnitude, \((O(10^4) \text{ copies ml}^{-1})\).

5.4.2 Relationship of *Ostreococcus* clades to environmental parameters

Unlike Demir-Hilton et al. [2011], our data all comes from a small region of the ocean. As a result, most environmental parameters are not delineated between those samples containing either OI or OII. Given that more than half of our samples contained both clades, this is not surprising. Similarly, in most cases, we do not find a significant correlation between the distributions of either clade or the environmental parameters tested (salinity, temperature, nitrate, phosphate, ammonia and fluorescence). However there were some exceptions. OI was found to have a significant negative correlation with salinity \((r=-0.6461; P=0.003)\) and temperature \((r=-0.6481; P=0.003)\), and OII had a positive correlation with fluorescence \((r=0.5911; P=0.0012)\). This would seem to suggest that the distribution of OI is more influenced by the mixing of the Oyashio and Kuroshio water masses than OII. The positive correlation between OII and fluorescence suggests that the OII distribution follows the pattern of increased fluorescence in the frontal zone, which we suggest in Chapter 4 is driven by enhanced nutrient supply to the surface mixed layer, driven by both the frontal circulation and enhanced vertical mixing at the front.

5.5 Discussion

The two most striking aspects of the observed *Ostreococcus* distributions are the high proportion of samples where members of both clades co-occur, as well as the unprecedented high abundance of OII and very high abundance of OI associated with the core of the Kuroshio Front. Here we propose explanations for these features based on the correspond-
5.5.1 Elevated abundances of *Ostreococcus*

Our data reveals unprecedentedly high abundances of OII at stations A1, A2, A3, A5, B12, B13 and D26. These stations were all located very close to the core of the Kuroshio Front. Here we find OII abundances of over 10000 copies ml\(^{-1}\), about an order of magnitude higher than the highest abundance of OII previously reported in Demir-Hilton et al. [2011]. These high abundances of OII are highly localized within the core of the front and drop off sharply to very low abundances at the northern and southern extensions of the sampling area. This echoes the positive correlation between OII and fluorescence, suggesting that OII abundances are enhanced in the same way as other phytoplankton species in the frontal zone. We also found high abundances of OI at stations A2, B10, B11 and D33. OI abundances within this region are also high, but appear to be in line with the highest abundances previously reported. This is intriguing because it hints at the possibility that *Ostreococcus*, in particular the OII clade, may be blooming over small scales in response to favourable environmental conditions at the front.

Nagai et al. [2012] showed that, during this cruise, some areas of the front were subject to very strong vertical mixing, and presented evidence of internal wave activity acting to drive this mixing in the frontal zone. In particular, they showed that there was a very vigorous vertical circulation at the northern end of transect A, and a very strong mesoscale vertical circulation, upwelling on the southern side of the front. Along transects D and E, the mesoscale circulation was upwelling on the northern side of the front, doming upwards the already shallower nitracline of the subpolar waters. Microstructure measurements were not taken along every transect, but high levels of turbulent dissipation were measured at the southern end of transects B and D, near the front. In figures 5-4 and 5-5 we show the *Ostreococcus* clade abundances again, this time plotted along with sections of the nitrate distribution across the front along the study transects A, B, D and E. Station A1, at the northernmost edge of our first transect coincides with a lens of lower density water which
Figure 5-4: Top panels: Surface abundances of *Ostreococcus* clades OI and OII. Bottom panels: NO$_3$ distribution.

Figure 5-5: Top panels: Surface abundances of *Ostreococcus* clades OI and OII. Bottom panels: NO$_3$ distribution.

appears to be associated with the warm filament, but it has a rather shallow nitracline at ~20m depth. It appears that the high abundance of OII at this station is in part due to a seed
population of OII being transported along with the subtropical waters of the filament, along with a nutrient supply enhanced by higher dissipation rates measured at \( \sim 25 \text{ m} \). Stations A2 and A3, associated with a high abundance of OII, are located roughly above a "tongue" of higher nitrate abundances extending into the shallower waters from the nitracline. A similar feature in the nitrate field is also found at stations A7 and A8 at the southern end of transect with no corresponding high OII abundance at the surface, but this may just be due to our surface sampling missing variations of OII distributions with depth. OII has been found to be associated with the DCM in subtropical waters in previous work [Demir-Hilton et al., 2011], so we may be missing the bulk of the population as we move into subtropical waters to the south of the front. Station A2 also hosts a high abundance of OI cells, and we speculate that this may also be driven by an enhanced nutrient supply in the vicinity. Along transect B, stations B10 and B11 support a high abundance of OI cells and stations B12 and B13 support high OII abundances. The nitracline at all of these stations is found at \( \sim 20 - 25 \text{ m} \) depth, with a small intrusion of higher nitrate concentrations associated with what appears to be a small-scale secondary front between B11 and B12. Again, we see the signature of the warm filament, with a lens of less dense water associated with stations B12 and B13. It appears that the small front is separating the Oyashio water found at stations B10 and B11 from Kuroshio water advected northwards as part of the filament. A similar pattern is repeated along transect D, where we find high abundances of OI at stations D32 and D33, with OII abundances of the same order of magnitude. There are lenses of lighter water to the north and south of these stations, and relatively high nitrate concentrations found in the top 20m at these stations, presumably stimulating growth. At the southern end of section D, at station D26, we find a high abundance of OII cells, in this case coinciding with the steep pycnoclines of the front and an elevated surface nitrate abundance, overlaying waters with depleted nitrate. Taken together, these observations of correspondances between areas of increased Ostreococcus clade abundance and potentially enhanced nutrient supply to the surface appear to support the hypothesis that Ostreococcus growth may be stimulated in the frontal zone.
5.5.2 Co-occurrence of *Ostreococcus* clades

![Figure 5-6: T/S plot for the Kuroshio Extension region for OI (top) and OII (bottom).](image)

In a previous study, both *Ostreococcus* clades co-occurred in only a very small number of samples all taken from continental shelf waters [Demir-Hilton et al., 2011]. Our sampling strategy was markedly different from that previous study, in that we focussed entirely on the Kuroshio frontal zone and sampled at a much higher spatial resolution (~9 km). The Kuroshio is a region where different water masses meet and there is a complex physical circulation. We suggest that this mixing of water masses may be responsible for...
bringing these two distinct clades together. The Kuroshio is known to episodically entrain coastal Oyashio waters into the main stream [Qiu, 2001], and this is the source of the cooler fresher water and the OI Ostreococcus in our samples. The correlations between OI and temperature and salinity appear to support this view. In order to explore this idea further, we examine the abundances of both clades in T/S space, shown in figure 5-6. In this figure it is clear that OI are most closely associated with cooler, less saline waters with an Oyashio T/S signature, whereas OII are found in a warmer, saltier Kuroshio water mass. The highest abundances of OI coincide exactly with the Oyashio portion of T/S space, and lie on a mixing line between the Oyashio and Kuroshio water masses. This appears to support the hypothesis that OI is in fact transported into the open ocean Kuroshio front when Oyashio waters are entrained further upstream. As the Oyashio water mass is transported along the front, it is gradually mixed with the Kuroshio water, and as a result, OI and OII cells are mingled together. By visual inspection of the data, we estimate a length scale of co-occurrence of roughly 30 - 50km from the Ostreococcus clade abundance data. This suggests that a physical mechanism acting at the mesoscale, or possibly sub-mesoscale, is likely to be driving the mixing of the water masses containing the two clades.

Given that Ostreococcus clades OI and OII appear to be associated with coastal and oceanic water masses, respectively, we examine the patterns in their distributions along a salinity gradient. This also allows us to simplify our interpretation of the data somewhat, by eliminating the complex spatial structures in the study region due to complex mesoscale and submesoscale circulation, in particular the warm filament north of the main stream of the Kuroshio. Figure 5-7 shows the abundances of both clades plotted against salinity. Although the two clades are present along a salinity gradient between the two water masses, neither clade appears to follow a linear mixing line between the characteristic salinities for the Oyashio and Kuroshio water masses. As might be expected, they are not acting as passive tracers. OII shows quite a striking increase in abundance at salinities between 34 and 34.2, with decreased abundance at higher and lower salinities. OI abundances remain high at salinities below ~ 34 and decrease sharply above that value. However, figure 5-7
Figure 5-7: Top panel: abundances of *Ostreococcus* clades OI and OII plotted against salinity. Bottom panel: the ratio of the two clades (OII/OI) plotted against salinity. Note the different axes for OI and OII abundances in the top panel.

also shows that the ratio of the two clades does appear to follow a mixing line between the Kuroshio and Oyashio salinity end-members. If neither clade is a passive tracer, both clades must be reacting to environmental conditions along the mixing line in a similar way in order to explain the distributions of both their abundances and the ratio of their abundances.
5.5.3 Reaction-diffusion model of *Ostreococcus* dynamics

The observed distributions of the *Ostreococcus* clades can be interpreted as being, on the one hand, driven by a mixing of water masses containing either population, and on the other hand by active growth in the frontal zone. The observed abundances for the 2 clades do not support a simple mixing relationship, however, the ratio of the two clades does follow a linear mixing relationship between their two representative salinity end-members. We suggest that this is the result of both clades either growing or being removed at the same rate in the frontal region. Here we propose to use a simple diffusion-reaction model to test the hypothesis that the distribution of both clades can be explained by a combination of mixing and positive net growth in the frontal zone. We aim to show that the alternative scenarios, where there is only mixing acting on their distributions, or there is a net sink of both clades in the frontal zone, do not fit our observations. We present a highly idealized system: either side of the front, the abundance of both clades is set to a constant background value, $X_n^c$, and at the front, the abundance of both clades is set by the mixing of those end-member populations and local growth. In equation 1, below, we represent the time rate of the change of both clades at the front as a balance between a diffusive mixing process and biological net growth.

$$\frac{\partial X_n}{\partial t} = \kappa \frac{\partial^2 X_n}{\partial x^2} + \mu_{NET} X_n$$

(5.1)

for $n=1,2$, and where $X_n$ represents the abundance of *Ostreococcus* ($X_1$ is OI, the coastal clade and $X_2$ is OII, the oceanic clade), $\kappa$ is the mixing coefficient and $\mu_{NET}$ is the net biological growth rate, incorporating both growth and mortality. However, given the spatial complexity of our system, and the strong evidence, presented above, that both *Ostreococcus* clades are associated with a characteristic water mass, we cast the model in salinity space, described by the following equation:

$$\frac{\partial X_n}{\partial t} = \kappa_s \frac{\partial^2 X_n}{\partial S^2} + (\mu - m) X_n$$

(5.2)
We scale $\kappa_S$, the diffusivity in salinity space, using the following scaling:

$$\kappa_S \sim \kappa \frac{\Delta S^2}{\Delta L^2}$$

This relies on the assumption that $\frac{\Delta S}{\Delta L}$ is constant. We estimate $\Delta S$ and $\Delta L$ from the data by calculating the difference in salinity and the distance between each neighbouring sample station (shown in figure 5-8). From this we obtain a range of estimates for $\frac{\Delta S^2}{\Delta L^2}$. We approximate $\kappa$, the horizontal diffusivity in this region to be $O(10^4)$ m$^2$ s$^{-1}$ (Zhurbas and Sang Oh [2003], R. Abernathey (pers. comm)). This results in a wide range of values for $\kappa_S$, ranging from $10^{-9}$ s$^{-1}$ to $10^{-5}$ s$^{-1}$. However, the majority of the data shows a small salinity gradient ($<$0.2) between stations, so we base our estimate of $\kappa_S$ on those sets of points. Using this more limited set of data, we estimate a value of $\kappa_S$ that falls between $10^{-9}$ and $10^{-7}$ s$^{-1}$. The boundary conditions set the background abundance of the two clades at either salinity extreme. $S_{min}$ represents the Oyashio water mass and is set to 33.2, and $S_{max}$ represents the Kuroshio water mass and is set to 34.4. The boundary conditions for the system are as follows:

Figure 5-8: Absolute values of the salinity gradients between adjacent stations plotted against the distance between stations. These values are used to approximate a diffusivity scaled into salinity space.
Table 5.2: Model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>100</td>
<td>5000</td>
<td>5000</td>
<td>copies/ml</td>
<td>Abundance of $X_1$ at $S_{min}$</td>
</tr>
<tr>
<td>$X_2$</td>
<td>100</td>
<td>5000</td>
<td>5000</td>
<td>copies/ml</td>
<td>Abundance of $X_2$ at $S_{max}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
<td>day$^{-1}$</td>
<td>Growth rate</td>
</tr>
<tr>
<td>$m$</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>day$^{-1}$</td>
<td>Mortality rate</td>
</tr>
<tr>
<td>$\kappa_S$</td>
<td>0.5 x $10^{-7}$</td>
<td></td>
<td></td>
<td>$s^{-1}$</td>
<td>Diffusivity scaled into salinity space</td>
</tr>
</tbody>
</table>

We examine three possible configurations of the system: $\mu_{NET} > 0$ (experiment 1), $\mu_{NET} = 0$ (experiment 2) and $\mu_{NET} < 0$ (experiment 3), reflecting the hypotheses described above. For each case, we vary only $\mu_{NET}$ and $X^0$ which are both set to be the same for both clades. To keep the experiment as simple as possible, in each case we assume the growth rate to be constant across the domain. Experiment 1 represents the case where both clades are being mixed away from a source region at the boundary, and are actively growing. In experiment 2, we consider the case where there is zero net growth, so the clade distributions are set only by mixing. This represents the case where biological sources and sinks are tightly coupled, or where the clades are acting entirely passively. Experiment 3 is the case where mortality is greater than growth. We include this case because it is entirely conceivable for a species mixed out of its ideal habitat to have a negative $\mu_{NET}$ (analogous to the immigrant types discussed in Chapter 3). Given the highly dynamic nature of the environment at the front, we examine transient solutions of the model for each experiment. We set the initial abundances of $X_1$ and $X_2$ are set to be zero everywhere but $S_{min}$ and $S_{max}$ respectively. We run the model for 10 days, as this is broadly consistent with the

$$X_1(S_{min}) = X_1^0;$$

$$X_1(S_{max}) = 0;$$

$$X_2(S_{min}) = 0;$$

$$X_2(S_{max}) = X_2^0;$$
transit time from a coastal region to our study area. We list the parameters used in each experiment in table 5.2. We assign higher boundary condition values to both clades for experiments 2 and 3, as it is clear from the clade abundance data that they must have a high abundance somewhere in the domain in order to generate the observed abundances. The values assigned for the boundary conditions for each experiment, however, are consistent with the data, as abundances for both clades range from $O(10^2)$ to $O(10^3)$ at their respective salinity endmembers.

We show the results of these experiments in figures 5-9, 5-10 and 5-11. In each case, our results are a good fit to the clade ratio, but experiment 1, qualitatively, appears to reproduce a pattern similar to the observed pattern in the abundances of both clades. This supports the idea that the distributions of both Ostreococcus clades are the result of mixing from two end-member water masses coupled with a positive net growth of both clades in the region between $S_{\min}$ and $S_{\max}$. The results of experiments 2 and 3 reveal that there would need to be a large abundance of both clades at their associated end-member salinities in order to approach their observed abundances in the intermediate salinity region. Of course, these results are highly dependent on the choice of parameters and the duration of the model run. We recognise that although we can make informed decisions about the value for the biological parameters ($\mu$ and $m$), the value of the diffusivity is much harder to define, especially within the framework of a model set up in salinity space. We are also aware that given a system where $\kappa_S = \kappa_S(x)$, we may find that it is possible to produce similar results, but this is beyond the scope of this study. Despite these limitations, we believe that these simple models do help guide our understanding of the system, and that they provide support to the hypothesis that both positive net growth and mixing are needed to produce the observed Ostreococcus clade distributions.
5.6 Conclusions

We have conducted a study of the distributions of distinct *Ostreococcus* clades across the Kuroshio Extension Front, and found that both clades co-occur in more than half of our samples, all taken at the sea surface. Figure 5-12 shows a conceptual model of the processes.
acting in the study region to shape the distributions of the two clades. There is clear evidence that the coastal-adapted OI clade is transported into the Kuroshio main stream along with parcels of Oyashio waters that are entrained further upstream. The stations where the two clades co-occur lie on a mixing line between Kuroshio and Oyashio waters in T/S space. It is less clear what the source of the OII clade to the surface at the front is, as this clade is generally associated with the DCM in subtropical waters. It is conceivable that it
may be advected along isopycnals by the frontal circulation, but without any data on its vertical distribution, this remains unclear. However, it appears that the OII clade was advected to the north of the Kuroshio Front within a warm filament clearly visible in high resolution SST data from the time of the cruise. Our results illustrate the complexity of the controls on phytoplankton community structure across a western boundary current front. Although we have shown that the observed Ostreococcus clade distributions are driven primarily by
the mixing of their "home" water masses into a favourable environment for growth of both clades at the front, we are still left with many open questions. Possibly the most important of these is whether or not both clades can be said to be co-existing at the front. Our simple model suggests that both clades would need to have a positive net growth rate to explain their observed abundances, but we lack direct measurements of their growth rates.

Figure 5-12: Schematic of processes occurring in frontal zone shaping the distribution of the Ostreococcus clades.

These observations are surprisingly well aligned with the model predictions on the controls of diversity hotspots outlined in Chapter 3, where we outline the necessary conditions for the formation of a phytoplankton diversity hotspot. Specifically, we show that diversity hotspots arise where the following three conditions are satisfied: 1). a confluence of populations; 2). an enhanced nutrient supply; and 3). elevated environmental variability. We
find that all of these conditions are satisfied in our study region. We have shown that it is a region of high *Ostreococcus* diversity, as both clades are present. The Kuroshio jet acts to create a region of confluence for both clades by entraining Oyashio waters, and there is an enhanced local nutrient supply driven by the frontal dynamics. Finally, the complexity of the mesoscale circulation in the region represents a source of environmental variability. Thus we have shown that in region with a confluence of populations, an enhanced nutrient supply and a high level of environmental variability, we find a high diversity of *Ostreococcus*.

Having completed this preliminary work, avenues of future study are clear. Extending the sampling to cover the vertical as well as the horizontal distributions of different organisms will help unravel some of our unanswered questions about the source of OII *Ostreococcus* to the surface frontal zone. More extensive surveys along the length of the front would uncover the extent of the co-occurrence of the two clades along the front. In this study, we have only collected samples at the sea surface, in a region known to be subject to vigorous vertical circulations. As a result, it is difficult to say whether or not our results support the hypothesis from laboratory studies that the clade distributions are set by their light adaptation. However, as has been pointed out in previous work [Demir-Hilton et al., 2011], at irradiances that might be experienced in the ocean, the growth rates of the two clades are not markedly different in the laboratory studies. We find that both clades are abundant in large numbers at the sea surface, and although they may be transported there by the vertical circulation, it appears that both are able to thrive in similar conditions. Further sampling, incorporating depth profiles may help to explain the presence of the OII clade at the sea surface in our results.

We believe that this is the first study where molecular techniques for identifying organisms within the phytoplankton community have been combined with a high resolution survey of the hydrography and dynamics of a western boundary current front. Although we have concentrated on only one species in this study, we believe that similar studies could be undertaken which explore a wider range of organisms within the phytoplankton. This
represents an exciting new development in the study of phytoplankton ecology. Given the drive to understand patterns of biodiversity in the oceans, and previous work showing that highly dynamic regions of the ocean are hotspots of diversity, we believe that this type of study will be invaluable in gaining a deeper understanding of the controls on patterns of diversity in the ocean.
Chapter 6

Summary and Future Directions

6.1 Overview

In conducting the research that makes up this thesis, I have sought to understand how features of physical ocean circulation interact with phytoplankton ecological processes to shape the observed community structure. More specifically, I have tried to build up an understanding of how large scale lateral dispersal and vertical motions on finer scales, together, can influence community structure and biodiversity.

In Chapter 2, I explore the role of model resolution in influencing the solution of a complex marine ecosystem model. Interpretations of the numerical simulations suggest that although changes in ocean physics at the large scale do drive regional changes in bulk ecosystem properties such as phytoplankton biomass and primary production, they do not result in any fundamental shift in dominant phytoplankton functional groups or phenotypes. It appears, with this diverse ecosystem model anyway, that the individual phenotypes that make up the community are not modified by this increase in resolution.

In Chapter 3, I diagnose the role of the physical circulation in generating patterns of phytoplankton diversity. I find a large increase in the levels of modelled phytoplankton diversity with increased physical resolution. This increase in local diversity can be attributed to a combination of factors, fundamentally controlled by the physical circulation. I con-
centrate particularly on "hotspots" of diversity associated with the most dynamic regions of the ocean, and show that they are sustained through a combination of lateral dispersal and local environmental conditions.

In Chapter 4, I present the results of a fine-scale biogeochemical survey of the Kuroshio Extension Front. I collected fine scale data on the distributions of dissolved inorganic nutrients, phytoplankton pigments, nucleic acids, picophytoplankton and microphytoplankton. I found that the frontal circulation did appear to generate patchy distributions in dissolved nutrients, but that the overall picture suggests that the front acts as a barrier between two distinct phytoplankton populations.

In Chapter 5, I focus on a small subset of the data from the Kuroshio Extension Front, exploring how the physical circulation of the front shapes the distributions of two genetically distinct clades of the picoeukaryote, Ostreococcus, and how this fits into the larger scale hydrography of the region. I show that both clades are brought together and mixed by the large scale horizontal circulation. A somewhat different result from the previous chapter. Both clades appear to be stimulated by small scale local nutrient supply in the study region.

In this section, I present an integrative overview of the findings of my thesis, and tie together the main conceptual strands of the work. I concentrate particularly on discussing those parts of the research related to hotspots of phytoplankton diversity and the phytoplankton community structure in western boundary current regions. Finally, I set out some ideas for extending the work in the "Future Directions" section.

6.2 Drivers of Diversity in Western Boundary Current Regions

Although the work in this thesis can be broadly split into a modelling section and an observational section, there are many conceptual links between both parts. Ultimately, these all lead back to the main theme of the thesis, which is to explore the role of ocean physics in
influencing phytoplankton community ecology. I believe that the most compelling results of the thesis research relate to the physical controls on community structure and diversity at western boundary current fronts. Results from my modeling work showed that increased dispersal, resulting from faster current velocities in the higher resolution model, increased levels of phytoplankton diversity across the whole of the model domain. The biggest increases in diversity, however, could not simply be explained by increased dispersal. We identified diversity "hotspots" associated with western boundary currents and coastal upwelling regions. Diversity in these hotspots was due to dispersal and the confluence of different seed populations, but also an enhanced nutrient supply. This work prompts further questions: Are the patterns of diversity in the model results realistic? Do the predicted hotspots of phytoplankton diversity really exist in the oceans? These remain very much open questions, as there are very few observations of phytoplankton diversity to draw from to test the hypotheses generated by the model.

In the second part of the thesis, I present and discuss the biogeochemical and ecological data that I collected across the Kuroshio Front. In essence, this represents a set of data taken from one of the predicted hotspots of phytoplankton diversity. In many respects it is a unique data set, which, when taken together with the physical data also collected during the cruise, gives a very complete view of the physical, chemical, biological and ecological picture of the region during the sampling period. I showed that there are clear links between the hydrography and the phytoplankton community, that some organisms are associated with specific water masses and that there are signatures of small scale mixing between these water masses at the frontal scale. Although the microscopy and flow cytometry data did not give any clear answer to the question of whether or not we were truly observing a diversity hotspot, the qPCR determination of the Ostreococcus clades clearly showed that this was a region where both clades of that species were present and appeared, surprisingly, to be thriving. This is at least some indication that we could expect to see a peak in phytoplankton diversity with more targeted sampling also extending further to the north and south of the frontal zone. A few previous studies also support the existence of a diversity hotspot in the
Kuroshio Extension region [Honjo and Okada, 1974] and other frontal zones [Ribalet et al., 2010, Taylor et al., 2012].

Taken together, the simulations and observations presented in Chapters 3 and 5 help to build up a picture of how large scale patterns of dispersal interact with smaller scale vertical dynamics in an energetic western boundary current front to shape the observed community. In my analysis of the distributions of *Ostreococcus* and the observed hydrography, I have been able to show that we are seeing the confluence of two different populations, associated with different water masses. Estimates of the vertical velocities at the front, measurements of turbulent microstructure made by Nagai et al. [2012] clearly suggest the potential for an enhanced nutrient supply to the surface mixed layer. This is supported by my estimates of the nitrate flux divergence along two of the transects sampled. The complex structures in the SST fields of the study region highlight high levels of environmental variability. Thus I can show that all three of the criterion for sustaining hotspots of biodiversity in the model are supported by the observations. Clearly there are limitations in the data set from the Kuroshio Front. I was unable to make estimates of rates of primary production, which could have confirmed whether or not the stations inferred to have higher nutrient fluxes were also supporting higher rates of production. It would also have been helpful to have collected data along longer transects extending further into the subtropical gyre to the south of the front, and the subpolar gyre to the north. This would have yielded useful information on the constituents of the "end-member" populations of phytoplankton, and aided in determining the level of mixing between populations at the front. However, despite these limitations, tantalizing correspondences between the simulations and the observations suggests that this is a topic worthy of further investigation.

### 6.3 Future Directions

This is an exciting time to study phytoplankton community ecology. Advances in automated sampling devices which can identify picoplankton functional groups by continu-
ous flow cytometry (FlowCytobot, Olson et al. [2003]; CytoSub, Thyssen et al. [2008]; SeaFlow, Swalwell et al. [2011]), microplankton functional groups using imaging (Imaging FlowCytobot, Olson and Sosik [2007]) and individual phenotypes using genomic techniques (Environmental Sample Processor, Scholin et al. [2009]) promise to broaden the field and allow for more targeted studies of particular microbial groups and species. Paired with simultaneous measurements of the physical properties of the water column, these kinds of instruments will make it possible to deepen our understanding of the linkages between phytoplankton ecology and ocean physics. I believe that my work linking targeted genomics with detailed hydrography represents a proof of concept for similar such studies exploring links between ocean dynamics and phytoplankton ecology.

Several questions either remain unanswered, or have been prompted by this work. I discussed in detail the factors that sustain hotspots of phytoplankton diversity in our ecosystem model, but it is certainly not clear whether or not these exist in reality, though my data and that of others suggests it to be the case [e.g Honjo and Okada, 1974]. Is it possible to infer $\mu_{NET}$ of either the phytoplankton community or individual functional groups or phenotypes from observations? Previous work using satellite-derived chlorophyll fields and geostrophic velocities has shown that this may be possible at least for phytoplankton biomass as a whole [Jönsson et al., 2010]. This method would not translate directly to shipboard measurements, but work is currently underway to infer phytoplankton growth rates from SeaFlow data [Sosik et al., 2003, Ribalet et al., in prep]. Below, I briefly outline a proposal to explore these questions in more detail using observations across the North Pacific. Data collected during the TARA Oceans expedition may also help answer some of these questions about patterns of phytoplankton diversity [Karsenti et al., 2011]. A more general set of questions, perhaps, relates to ecosystem stability and biodiversity. If ecosystem stability is dependent on biodiversity, is stability affected if the community is dominated by immigrant phenotypes (with negative net growth) or locally-adapted phenotypes (with positive net growth)? If we can get a better grasp on these questions, we may be better equipped to understand how phytoplankton communities will be affected (or not)
by climate change.

6.3.1 Observing Diversity Hotspots

In this thesis and elsewhere, predictions have been made concerning patterns of phytoplankton diversity in the global ocean (e.g. Barton et al. [2010]). There is relatively little data on patterns of phytoplankton diversity in the oceans, and to date, there has not been a study specifically addressing the question of diversity hotspots. As part of a planned post-doctoral research project, I propose to conduct such a study, directly testing the hypothesis that regions of high phytoplankton diversity are associated with highly dynamic regions of the oceans. Recent advances in underway flow cytometry make it possible to measure the abundance and time rate of change of cells and estimate cell division rates and loss rates in situ for some important phytoplankton functional groups (e.g Prochlorococcus, Synechococcus and picoeukaryotes) at high spatial resolution [Swalwell et al., 2011, Ribalet et al., in prep]. In combination with molecular tools to quantify microbial diversity and targeted, higher resolution, sampling of the physical and chemical properties of transition regions, I believe that the modeling work described in Chapter 3 can be used to act as a bridge between theory and observations of phytoplankton ecology in the open ocean. Combining these state-of-the-art observational and modeling tools, it is now possible to start to disentangle the relative contributions of net biological growth and dispersal to the observed standing stocks. Using an integrated approach, in collaboration with members of the Armbrust Lab at the University of Washington, I propose to test the following hypotheses using data already collected with SeaFlow, and by collected new datasets in relevant locations (e.g. Gulf Stream, Kuroshio Extension):

**Hypothesis 1: Levels of phytoplankton diversity are elevated in western boundary current regions.**

I will analyze existing SeaFlow flow cytometry data collected from transects that cross both frontal and gyre regions (shown as cruise tracks overlain on model-predicted patterns...
Figure 6-1: Phytoplankton diversity predicted by a global ecosystem model (annual mean). Diversity is defined as the number of modeled phytoplankton types with a biomass exceeding 0.001% of the total phytoplankton biomass in each grid cell. The solid black lines show the cruise tracks for which SeaFlow data is already available.

of diversity in figure 6-1), areas predicted to cut across a diversity hotspot region. Diversity will be determined using both the cytometric diversity index [Li, 1997] and DNA-based identification of species (e.g. 18s rDNA). Using statistical analyses of the phytoplankton community data, I will explore how the hotspot community composition compares to that found either side and upstream/downstream of them, and look for distinct communities within and in the vicinity of the hotspots. Based on my thesis work, I hypothesize that we will find distinct regions of elevated diversity associated with the Kuroshio Front. Using concurrent measurements of environmental parameters (T, S, nutrients, SeaFlow and DNA) I will explore how the biological, chemical and physical components of the system interact to shape the observed patterns of diversity.
Hypothesis 2: There is a shift in the balance between dispersal and net growth controls on diversity as we travel downstream along a front

Following on from the work outlined above, I also plan to explicitly address the role of dispersal in setting patterns of diversity. Using SeaFlow, coupled to a growth rate model, it is now possible to determine the time rate of change of phytoplankton biomass and the gross growth rate of phytoplankton from in situ data [Ribalet et al., in prep]. The sum of grazing and lysis loss terms and the advective and diffusive source/sink of biomass makes up the residual. I plan to work on refining this method to estimate both the losses due to grazing and the physical contribution to the observed cell abundances. I will use complementary shipboard ADCP (where available) and remote sensing data (SSH, derived geostrophic velocities) to provide context on the dynamical environment of the sample regions, as well as identifying source waters for different communities using T/S water mass properties. We predict a shift in the balance between transport and net growth as we travel downstream along a front, and as we move away from the coast in an upwelling zone.

6.4 Closing

Phytoplankton play a crucial role not only in global biogeochemical cycles and climate, but also as the base of the marine food chain. Biodiversity is an important factor in determining the stability and efficiency of the oceanic ecosystem that we rely on for more than just food [Worm et al., 2006]. In this thesis I have shown that physical processes are important not only in controlling levels of primary production and phytoplankton biomass, but also in setting patterns of phytoplankton diversity. Although my modelling work suggests that small scale physical dynamics may not play a role in determining the dominant phenotypes in a given region, they do set rates of species dispersal and, as a result, biodiversity. In some regions, dispersal may in fact be the main driver of diversity (e.g. the subtropical gyres), whereas in others, the local environmental conditions can support high levels of diversity (e.g. coastal upwelling zones), but that in the most diverse regions of the ocean
dispersal and local conditions interact to support a diverse community. In light of these results, I argue that if we are to fully understand what drives patterns of biodiversity in phytoplankton, and how the phytoplankton community may respond to climate change, it is essential to take an integrated approach which combines an appreciation of the physical environment with community ecology.
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