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Abstract

Modern systems, such as engineering systems with autonomous entities, markets, and financial networks, consist of self-interested agents with potentially conflicting objectives. These agents interact in a dynamic manner, modifying their strategies over time to improve their payoffs. The presence of self-interested agents in such systems necessitates the analysis of the impact of multi-agent decision making on the overall system, and the design of new systems with improved performance guarantees.

Motivated by this observation, in the first part of this thesis we focus on fundamental structural properties of games, and exploit them to provide a new framework for analyzing the limiting behavior of strategy update rules in various game-theoretic settings. In the second part, we investigate the design problem of an auctioneer who uses iterative multi-item auctions for efficient allocation of resources.

More specifically, in the first part of the thesis we focus on potential games, a special class of games with desirable equilibrium and dynamic properties, and analyze their preference structure. Exploiting this structure we obtain a decomposition of arbitrary games into three components, which we refer to as the potential, harmonic, and nonstrategic components. Intuitively, the potential component of a game captures interactions that can equivalently be represented as a common interest game, while the harmonic part represents conflicts between the interests of the players. We make this intuition precise by studying the properties of these two components, and establish that indeed they have quite distinct and remarkable characteristics. The decomposition also allows us to approximate a given game with a potential game. We show that the set of approximate equilibria of an arbitrary game can be characterized through the equilibria of a potential game that approximates it.

The decomposition provides a valuable tool for the analysis of dynamics in games. Earlier literature established that many natural strategy update rules converge to a Nash equilibrium in potential games. We show that games that are close to a potential game exhibit similar properties. In particular, we focus on three commonly studied discrete-time update rules (better/best response, logit response, and discrete-time fictitious play dynamics), and establish that in near-potential games, the limiting behavior of these update rules can be characterized by an approximate equilibrium set, size of which is proportional to the distance of the original game from a potential game. Since a close potential game to a given game can be systematically found via decomposition, our results suggest a systematic framework for studying the limiting behavior of adaptive dynamics in arbitrary finite strategic form games: the limiting behavior of dynamics in a given game can be characterized by first approximating this game with a potential game, and then analyzing the limiting behavior of dynamics in the potential game.
In the second part of the thesis, we change our focus to implementing efficient outcomes in multi-agent settings by using simple mechanisms. In particular, we develop novel efficient iterative auction formats for multi-item environments, where items exhibit value complementarities/substitutabilities. We obtain our results by focusing on a special class of value functions, which we refer to as graphical valuations. These valuations are not fully general, but importantly, they capture value complementarity/substitutability in important practical settings, while allowing for a compact representation of the value functions.

We start our analysis by first analyzing how the special structure of graphical valuations can be exploited to design simple iterative auction formats. We show that in settings where the underlying value graph is a tree (and satisfies an additional technical condition), a Walrasian equilibrium always exists (even in the presence of value complementarities). Using this result, we provide a linear programming formulation of the efficient allocation problem for this class of valuations. Additionally, we demonstrate that a Walrasian equilibrium may not exist, when the underlying value graph is more general. However, we also establish that in this case a more general pricing equilibrium always exists, and provide a stronger linear programming formulation that can be used to identify the efficient allocation for general graphical valuations.

We then consider solutions of these linear programming formulations using iterative algorithms. Complementing these iterative algorithms with appropriate payment rules, we obtain iterative auction formats that implement the efficient outcome at an (ex-post perfect) equilibrium. The auction formats we obtain rely on simple pricing rules that, in the most general case, require offering a bidder-specific price for each item, and bidder-specific discounts/markups for pairs of items. Our results in this part of the thesis suggest that when value functions of bidders exhibit some special structure, it is possible to systematically exploit this structure in order to develop simple efficient iterative auction formats.
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Chapter 1

Introduction

Traditional systems engineering assumes the presence of a central entity, who has full control over the system, and designs algorithms that optimize a single, system-wide objective. This central entity usually has a well-defined control objective, and access to sufficient information to optimize for that objective (Khalil, 2002; Bertsekas and Tsitsiklis, 1989).

Modern systems, in contrast, involve self-interested agents with a diverse set of service requirements and potentially conflicting objectives. These agents take actions to maximize their objectives, without necessarily taking into account the effect of their actions on the remaining agents in the system. Examples include institutions in financial networks, firms in markets, and engineering systems with autonomous agents (such as communication networks, online computing infrastructures, electric power systems, robotic systems, and traffic networks). The presence of self-interested agents in these systems necessitate the analysis of the impact of various strategic considerations on the overall system, and the design of new systems with improved performance guarantees.

Analysis of strategic interactions, however, can be an intractable task in general game-theoretic settings. For instance, conceptually basic problems such as characterizing the Nash equilibria of finite games in strategic form, turn out to be intractable from a computational point of view unless the underlying strategic interactions exhibit some special properties (Daskalakis et al., 2006; Daskalakis and Papadimitriou, 2005; Nisan et al., 2007). Analogously, characterizing the outcome of dynamic strategic interactions is a difficult problem even for two player games, and there is no systematic framework for analyzing the limiting behavior of many of the adaptive update rules in general game-theoretic settings (Jordan, 1993; Fudenberg and Levine, 1998; Shapley, 1964).

Similar difficulties also arise in the design of mechanisms that maximize a global objective in the presence of strategic agents. Consequently, potentially inefficient/suboptimal mechanisms are employed in large scale social and economic systems. For instance, such multi-item auction mechanisms are used by governments for selling spectrum bands, by regional transmission organizations (such as New England ISO) to purchase sufficient electricity capacity in the forward capacity market, and by various businesses and govern-
ments to procure goods and services. One explanation for the use of such potentially inefficient/suboptimal mechanisms in practice is the difficulty of implementing the efficient/optimal outcome in social and economic systems involving a large number of agents, who have complex and potentially conflicting preferences, and interact repeatedly in a networked dynamic environment. Such features of social and economic systems may, at full generality, render the problem of implementing a desirable outcome in these systems intractable (Nisan and Segal, 2006; Nisan et al., 2007).

These observations motivate two exciting and complementary research directions that are the key components of this thesis. First, it is imperative to conduct fundamental research to develop improved models and theoretical tools for analyzing multi-agent interactions in various social and economic systems, and understanding their main features. Second, it is necessary to develop simpler and better mechanisms with improved efficiency and optimality guarantees, by exploiting these features.

Even though analyzing the outcome of strategic interactions of a large number of agents who have complex preferences, is a challenging task in general, it is known that special classes of games exhibit desirable equilibrium and dynamic properties, and allow for tractable analysis. An important class of games with well-understood equilibrium and dynamic properties is potential games (see e.g. Young (2004); Monderer and Shapley (1996b); Marden et al. (2009b)). These games have potential functions, which summarize incentives of different players jointly. The limiting behavior of various update rules including better/best response dynamics (Monderer and Shapley, 1996b; Young, 2004), fictitious play (Monderer and Shapley, 1996a; Shamma and Arslan, 2004; Marden et al., 2009b; Hofbauer and Sandholm, 2002) and logit response dynamics (Blume, 1993, 1997; Alós-Ferrer and Netzer, 2010; Marden and Shamma, 2012) can be established for potential games using the corresponding potential function.

Motivated by this observation, in the first part of this thesis, we investigate why classes of games such as potential games have desirable static and dynamic properties. In particular, we focus on structural properties of potential games, and delineate the fundamental characteristics of preferences of players, which lead to these properties. Additionally, by introducing an alternative flow representation for finite games in strategic form, and employing tools from algebraic topology, we develop a canonical direct sum decomposition of an arbitrary game into three components, which we refer to as the potential, harmonic and nonstrategic components. The first component of this decomposition captures the desirable strategic properties of potential games, whereas the second component leads to qualitatively different equilibrium and dynamic properties. By exploiting this decomposition, we develop a novel approach for approximating a given game using a related potential game.

Additionally, we show that this decomposition provides a valuable tool for the analysis of equilibria and dynamics in games. In particular, we first establish that the set of approximate equilibria of an arbitrary game can be characterized through the equilibria of
its potential game approximation. We then extend our analysis to the characterization of dynamics in games, and provide a framework that can be used to characterize the limiting behavior of dynamic strategic interactions in a given game, in terms of the outcome of dynamics in its potential game approximation. The results of this part of the thesis provide new theoretical tools for the (approximate) characterization of equilibria and dynamics in various game-theoretic settings.

In the second part of the thesis, we change our focus to implementing the efficient outcomes in multi-agent settings through simple mechanisms. In particular, we develop novel iterative auction formats that guarantee efficiency in environments where the auctioneer sells multiple items that can exhibit value complementarities and substitutabilities.

Iterative auctions are a class of mechanisms that are commonly employed in practice. In these auctions, the auctioneer sets prices for the items she is selling, bidders report which items they are interested in at the given prices, and in response to these reports, the auctioneer updates the prices. The well-known English and Dutch auctions are examples of single-item iterative auctions. When bidders have independent private values, these auctions allocate the item efficiently, i.e., the bidder with the highest value receives the item (Krishna, 2009).

Arguably, iterative auction formats are more common in practice than their static counterparts (such as sealed bid auctions), due to their desirable properties such as privacy preservation, price discovery, and reduced communication requirements (Ausubel and Milgrom, 2006; Rothkopf et al., 1990; Engelbrecht-Wiggans and Kahn, 1991). For this reason, a number of papers in the recent literature focused on the question of designing efficient iterative multi-item auctions. Examples include, package bidding auction (Ausubel and Milgrom, 2002), clinching auction and its variants (Ausubel, 2004, 2006), and auctions that rely on universally competitive equilibria (UCE) (Mishra and Parkes, 2007). Other examples, which focus explicitly on myopic strategy updates, include best response mechanisms of (Nisan et al., 2011b) and (Nisan et al., 2011a).

In general multi-item settings (such as spectrum or procurement auctions) the iterative auction formats that are present in literature do not always guarantee efficiency. More precisely, either they guarantee efficiency under some restrictive assumptions (such as the gross substitutes assumption, Gul and Stacchetti (2000); Ausubel (2006)), or they rely on complex pricing rules that require offering a different price for each bundle of items the auctioneer sells (Bikhchandani et al., 2002; De Vries et al., 2007; Ausubel and Milgrom, 2002; Ausubel, 2006; Mishra and Parkes, 2007; Vohra, 2011). The auction formats in the first category do not allow for value complementarity between different items, which is commonly observed in practical auction environments. Those in the second category, on the other hand, may not be practical. This is because these auctions require reporting exponentially many prices to the bidders at each stage of the auction.

These observations motivate us to design novel iterative auctions for multi-item environ-
ments. Our main contribution in the second part of the thesis is to develop simple efficient iterative auction formats for settings that involve both complementarity and substitutability in valuations. We obtain our results by focusing on a special class of valuation functions, which we refer to as graphical valuations. These valuations are not fully general, but importantly they allow for a compact representation of the value functions of the bidders, and capture the structural properties of valuations in important combinatorial auctions. Due to this compact structure, unlike the auctions in the existing literature, the iterative auction formats we provide in this part of the thesis rely on simple pricing rules and guarantee efficiency even in settings where valuation functions exhibit both value complementarity and substitutability.

Our approach for developing iterative auctions involves three steps. First, we focus on providing linear programming formulations of the efficient allocation problem. Then, we consider iterative algorithms for solutions of these formulations, and show that these suggest a natural price/demand update process that converges to the efficient outcome. Finally, we obtain iterative auctions by complementing these algorithms with appropriate final payment schemes. The final step also guarantees that in the iterative auctions we develop, it is an equilibrium for bidders to reveal their demand truthfully, and this equilibrium leads to an efficient allocation.

This approach for iterative auction design is also employed in the existing literature (see Vohra (2011)). However, the existing iterative auction formats that follow this approach and allow for complementarity in valuations, rely on exponentially many prices for implementing the efficient outcome (Bikhchandani et al., 2002; De Vries et al., 2007; Mishra and Parkes, 2007; Vohra, 2011). In contrast, our main contribution in this part of the thesis is to develop efficient iterative auction formats that rely on simple pricing rules. We accomplish this by following the approach outlined above, and carefully exploiting the structural properties of graphical valuations, in order to obtain simple optimization formulations of the efficient allocation problem, and ultimately iterative auction formats that rely on simple pricing rules.

Our results in this part of the thesis suggest that when valuation functions of bidders exhibit some special structure, it is possible to systematically exploit this structure, in order to develop simple efficient iterative auction formats. These iterative auctions rely on pricing rules that have a similar structure to that of the underlying valuations. Hence, it is possible to implement the efficient outcome using a pricing rule that is no more complex than the valuation functions. Therefore, by first identifying the structure in valuations of bidders, and then following the framework we propose in this thesis for iterative auction design, it may be possible to obtain simple iterative auction formats that are applicable in practice.

A more detailed summary of the main contributions of each of the chapters of this thesis, and an outline are provided in the next section.
1.1 Main Contributions and Outline

The remainder of this thesis is divided into two parts. The first part contains our contributions on structural game decompositions (Chapter 2) and analysis of dynamic strategic interactions (Chapter 3). The second part focuses on the question of iterative auction design for graphical valuations. In this part, we first obtain a linear programming formulation of the efficient allocation problem for a subclass of graphical valuations, where the underlying graph has a tree structure, i.e., it does not have any cycles (Chapter 4). However, we also show that this formulation may not be used to find the efficient outcome, if the underlying graph is not a tree. In Chapter 5 we provide alternative linear programming formulations that can be solved to identify the efficient outcome for general graphical valuations. In Chapter 6, we use the solutions of these linear programs with iterative algorithms to develop iterative auction formats. Additionally, we characterize the equilibria of our auctions in Chapter 6, and establish that the efficient outcome can be implemented at an ex-post perfect equilibrium by complementing the auctions with appropriate payment schemes. Future directions related to the contributions of this thesis are outlined in Chapter 7.

We conclude this chapter with a detailed summary of the main contributions of the remaining chapters.

1.1.1 Part I: Structural Game Decompositions and Dynamics

Chapter 2. In this chapter we introduce a novel flow representation for finite games in strategic form. This representation allows us to develop a canonical direct sum decomposition of an arbitrary game into three components, which we refer to as the potential, harmonic, and nonstrategic components. We analyze natural classes of games that are induced by this decomposition, and in particular, focus on games with no harmonic component and games with no potential component. We show that the first class corresponds to the well-known potential games. We refer to the second class of games as harmonic games, and study the structural and equilibrium properties of this new class of games.

Intuitively, the potential component of a game captures interactions that can equivalently be represented as a common interest game, while the harmonic part represents the conflicts between the interests of the players. We make this intuition precise, by studying the properties of these two classes, and show that indeed they have quite distinct and remarkable characteristics. For instance, while finite potential games always have pure Nash equilibria, harmonic games generically never do. Moreover, we show that the nonstrategic component does not affect the equilibria of a game, but plays a fundamental role in their efficiency properties, thus decoupling the location of equilibria and their payoff-related properties. Exploiting the properties of the decomposition framework, we obtain explicit expressions for the projections of games onto the subspaces of potential and harmonic games. This enables an extension of the properties of potential and harmonic games to “nearby” games.
We exemplify this point by showing that the set of approximate equilibria of an arbitrary game can be characterized through the equilibria of its projection onto the set of potential games.

Chapter 3. Except for special classes of games, there is no systematic framework for analyzing the dynamical properties of multi-agent strategic interactions. Potential games are one such special but restrictive class of games that allow for tractable analysis of dynamics. Intuitively, games that are "close" to a potential game should share similar properties. In this chapter, we formalize and develop this idea by quantifying to what extent the dynamic features of potential games extend to "near-potential" games.

We study convergence of three commonly studied classes of adaptive dynamics: discrete-time better/best response, logit response, and discrete-time fictitious play dynamics. For better/best response dynamics, we focus on the evolution of the sequence of pure strategy profiles and show that this sequence converges to a (pure) approximate equilibrium set, whose size is a function of the "distance" from a close potential game. We then study logit response dynamics parametrized by a smoothing parameter that determines the frequency with which the best response strategy is played. Our analysis uses a Markov chain representation for the evolution of pure strategy profiles. We provide a characterization of the stationary distribution of this Markov chain in terms of the distance of the game from a close potential game and the corresponding potential function. We further show that the stochastically stable strategy profiles (defined as those that have positive probability under the stationary distribution in the limit as the smoothing parameter goes to 0) are pure approximate equilibria. Finally, we turn our attention to fictitious play, and establish that in near-potential games, the sequence of empirical frequencies of player actions converges to a neighborhood of (mixed) equilibria of the game, where the size of the neighborhood increases with the distance of the game to a potential game. Thus, our results suggest that games that are close to a potential game inherit the dynamical properties of potential games. Since a close potential game to a given game can be found using the game decomposition results, our approach also provides a systematic framework for studying convergence behavior of adaptive learning dynamics in arbitrary finite strategic form games.

1.1.2 Part II: Iterative Auction Design for Graphical Valuations

Chapter 4. We start this chapter by introducing graphical valuations. Value functions that belong to this class are associated with a value graph, nodes of which correspond to the items that are sold by the auctioneer. The edges of this graph capture the value complementarity and substitutability exhibited by the items. The value a bidder has for a given set of items can be expressed as the sum of the weights of nodes and edges that are contained in this set. This valuation model captures the value complementarity/substitutability structure in important practical settings, while allowing for a compact representation of the
value functions. A closely related valuation model appeared in a recent work by (Abraham et al., 2012), where the focus was on the complexity of auction design for (hyper) graphical valuations that do not exhibit substitutabilities. In contrast, in this work we develop simple efficient iterative auctions for graphical valuations that exhibit both value complementarities and substitutabilities.

An important component of iterative auction design is the choice of the pricing rule used for running auctions. In this chapter, we present an important pricing rule, anonymous item pricing, that is commonly used in the literature for the design of iterative auctions (Ausubel, 2006). We also discuss a natural termination condition for iterative auctions that rely on this pricing rule: the auctioneer terminates the auction when a "market clearance" condition holds, i.e., when all bidders demand disjoint sets of items, and all items are demanded by some bidder. It is clear that at such an outcome no bidder needs compete with the remaining bidders to acquire the set of items that she demands (since the demand sets are disjoint), thereby making this outcome a natural termination point for the auction. Moreover, this termination condition is equivalent to convergence of the iterative auctions to a Walrasian equilibrium. Hence, it is possible to design iterative auction formats that rely on anonymous item pricing and the aforementioned termination condition if and only if a Walrasian equilibrium exists.

For the remainder of this chapter, we restrict attention to a special subclass of graphical valuations, where the underlying value graph is a tree, and valuations satisfy an additional technical (sign consistency) condition. For this class of valuation functions, we show that a Walrasian equilibrium always exists. It is known that the existence of a Walrasian equilibrium is equivalent to existence of integral optimal solutions to a linear programming formulation of the efficient allocation problem. Thus, our result immediately leads to a linear program that can be solved to identify the efficient allocation for sign-consistent tree valuations. We also demonstrate that if we relax the sign consistency assumption, or the tree assumption, solving this linear programming formulation no longer gives the efficient outcome and a Walrasian equilibrium does not exist.

Chapter 5. In this chapter, we study the efficient allocation problem for more general value graphs. As established in the previous chapter, for general graphical valuations, a Walrasian equilibrium need not exist, hence it is not possible to develop iterative auctions that terminate at a market clearing outcome using anonymous item pricing. This motivates us to consider more general pricing rules, and iterative auction formats that terminate when a generalized market clearance condition with such pricing rules holds. To this end, we first introduce the concept of a pricing equilibrium, which is a generalization of the Walrasian equilibrium concept to pricing rules that are more general than anonymous item pricing. Then, we provide linear programming formulations of the efficient allocation problem, which have optimal solutions that are integral (hence identify the efficient outcome) if and only if
pricing equilibria exist. Iterative solutions of these LP formulations can be used to develop efficient iterative auction formats that terminate when a pricing equilibrium is found, as we discuss in detail in Chapter 6.

More precisely, in this chapter, we focus on three pricing rules that generalize anonymous item pricing, and the associated linear programming formulations. The first linear programming formulation we focus on strengthens the formulation of Chapter 4 by imposing a constraint for each edge of the underlying value graph. Hence, its dual associates an anonymous price variable with each node, and edge of the underlying value graph. We refer to this pricing rule as anonymous graphical pricing. Using this linear programming formulation and its dual, we establish that a pricing equilibrium with anonymous graphical pricing exists if and only if this formulation has optimal solutions that are integral. We also establish that when the underlying value graph involves a 5-clique (as a minor), then it may be possible to find the efficient allocation using this linear programming formulation even in cases where the formulation of Chapter 4 does not obtain the efficient allocation. Conversely, if the value graph does not involve a 4-clique (as a minor), then the two formulations are equivalent, in the sense that if one formulation gives the efficient outcome so does the other one, and vice versa. These results suggest that even stronger optimization formulations (or more general pricing rules) may be necessary in order to find the efficient outcome for more general value graphs.

We then study linear programming formulations, whose duals suggest bidder-specific item pricing, and bidder-specific graphical pricing rules. These pricing rules are analogous to the anonymous pricing rules mentioned before, but they allow for offering different prices to different bidders. We show that the first linear programming formulation is equivalent to that of Chapter 4, and hence cannot find the efficient allocation for general value graphs. On the other hand, the formulation associated with bidder-specific graphical pricing is stronger than all of the aforementioned formulations, and can be used to identify the efficient outcome for all graphical valuations. This result also implies that a pricing equilibrium with this pricing rule always exists. Moreover, this formulation can be generalized to obtain linear programming formulations (and pricing equilibria) that identify the efficient outcome, even for valuation functions that exhibit a more general additively decomposable structure than graphical valuations.

Chapter 6. In this chapter, we first introduce the solution concept, ex-post perfect equilibrium, which we use for the analysis of iterative auctions, and provide conditions for characterization of such equilibria. Then we obtain iterative algorithms for the solution of the linear programming formulations of Chapters 4 and 5, and employ these algorithms to develop iterative auction formats for graphical valuations. These auctions imitate the iterative algorithms if bidders reveal their demand truthfully. Moreover, by charging bidders appropriate final payments, we show that it is an ex-post perfect equilibrium for bidders
to truthfully reveal their demand in these auctions. These results imply that our iterative auctions guarantee efficiency at an ex-post perfect equilibrium.

More precisely, we first focus on the linear programming formulation of Chapter 4 that allows for finding the efficient outcome for sign-consistent tree valuations. We show that an iterative solution of this formulation using primal-dual algorithms suggests a natural iterative auction format, where the auctioneer offers a single anonymous price for each item. At each stage of this auction, the auctioneer increases the prices of the overdemanded items, and decreases those of the underdemanded ones. This auction terminates when a market clearance condition holds and allocates items efficiently, if bidders reveal their demand truthfully. However, bidders may have incentive to misreport their demand, if their final payments are equal to the prices that emerge at the end of the auction. We show that by appropriately modifying these payments, the auctioneer can guarantee truthful bidding at each stage of the auction. The corresponding iterative auction format guarantees efficiency at an (ex-post perfect) equilibrium for sign-consistent tree valuations.

We then follow a similar approach for developing iterative auctions that guarantee efficiency for general graphical valuations. In particular, we focus on iterative algorithms that can be used for solving the linear programming formulation of Chapter 5 associated with bidder-specific graphical pricing. These iterative algorithms can be used to find the efficient allocation for all graphical valuations, since the corresponding linear programming formulation has an optimal solution associated with such allocations. Additionally, we establish that the aforementioned linear program has an optimal solution that allows for computing final payments that guarantee truthful bidding by bidders. Employing these payments together with our iterative algorithm, we provide an iterative auction format that (terminates at a pricing equilibrium, and) implements the efficient outcome at an ex-post perfect equilibrium.

In this chapter, we also discuss how our results and auction formats can be generalized to environments where valuations of bidders are not necessarily graphical, but admit a more general additively decomposable structure. The results of this part of the thesis imply that in general it is possible to develop efficient iterative auction formats that rely on pricing rules that have a similar structure to the underlying valuation functions. Hence, in practice it may be possible to develop simple iterative auction formats, by first identifying the structure of the valuations of bidders, and then following the framework provided in this part of the thesis to exploit this special structure.
Part I

Structural Game Decompositions and Dynamics
Chapter 2

Decomposition of Games

2.1 Introduction

Potential games play an important role in game-theoretic analysis due to their desirable static properties (e.g., existence of a pure strategy Nash equilibrium) and tractable dynamics (e.g., convergence of simple player dynamics to a Nash equilibrium); see Monderer and Shapley (1996b,a), and Neyman (1997). However, many multi-agent strategic interactions in economics and engineering cannot be modeled as a potential game.

This chapter provides a novel flow representation of the preference structure in strategic-form finite games, which allows for delineating the fundamental characteristics in preferences that lead to potential games. This representation enables us to develop a canonical orthogonal decomposition of an arbitrary game into a potential component, a harmonic component, and a nonstrategic component, each with its distinct properties. The decomposition can be used to define the "distance" of an arbitrary game to the set of potential games. We use this fact to describe the approximate equilibria of a given game in terms of the equilibria of its potential component. Moreover, we illustrate in the next chapter that a similar approach allows for characterizing the outcome of dynamic strategic interactions in games.

Our starting point is to associate to a given finite game a game graph, where the set of nodes corresponds to the strategy profiles and the edges represent the "comparable strategy profiles" i.e., strategy profiles that differ in the strategy of a single player. The utility differences for the deviating players along the edges define a flow on the game graph. Although this graph contains strictly less information than the original description of the game in terms of utility functions, all relevant strategic aspects (e.g., equilibria) are captured.

Our first result provides a canonical decomposition of an arbitrary game using tools from the study of flows on graphs (which can be viewed as combinatorial analogues of vector fields). In particular, we use the Helmholtz decomposition theorem (e.g., Jiang et al. (2011)), which enables the decomposition of a flow on a graph into three components: globally consistent, locally consistent (but globally inconsistent), and locally inconsistent component (see Theorem 2.3.1). The globally consistent component represents a gradient flow while the
locally consistent flow corresponds to flows around global cycles. The locally inconsistent component represents local cycles (or circulations) around 3-cliques of the graph.

Our game decomposition has three components: nonstrategic, potential and harmonic. The first component represents the "nonstrategic interactions" in a game. Consider two games in which, given the strategies of the other players, each player's utility function differs by an additive constant. These two games have the same utility differences, and therefore they have the same flow representation. Moreover, since equilibria are defined in terms of utility differences, the two games have the same equilibrium set. We refer to such games as strategically equivalent. We normalize the utilities (by adding constants to the utilities of a player given the other players' strategies such that their sum is equal to zero), and refer to the utility differences between a game and its normalization as the nonstrategic component of the game. Our next step is to remove the nonstrategic component and apply the Helmholtz decomposition to the remainder: The flow representation of a game defined in terms of utility functions (as opposed to preferences) does not exhibit local cycles, therefore the Helmholtz decomposition yields the two remaining components of a game: the potential component (gradient flow) and the harmonic component (global cycles). The decomposition result is particularly insightful for bimatrix games (i.e., finite games with two players, see Section 2.4.3), where the potential component represents the "team part" of the utilities (suitably perturbed to capture the utility matrix differences), and the harmonic component corresponds to a zero-sum game.

The canonical decomposition we introduce is illustrated in the following example.

Example 2.1.1 (Road-sharing game). Consider a three-player game, where each player has to choose one of the two roads \( \{0, 1\} \). We denote the players by \( d_1 \), \( d_2 \) and \( s \). The player \( s \) tries to avoid sharing the road with other players: its payoff decreases by 2 with each player \( d_1 \) and \( d_2 \) who shares the same road with it. The player \( d_1 \) receives a payoff \(-1\), if \( d_2 \) shares the road with it and 0 otherwise. The payoff of \( d_2 \) is equal to negative of the payoff of \( d_1 \), i.e., \( u^{d_1} + u^{d_2} = 0 \). Intuitively, player \( d_1 \) tries to avoid player \( d_2 \), whereas player \( d_2 \) wants to use the same road with \( d_1 \).

In Figure 2-1a we present the flow representation for this game (described in detail in Section 2.2.2), where the nonstrategic component has been removed. Figures 2-1b and 2-1c show the decomposition of this flow into its potential and harmonic components. In the figure, each tuple \((a, b, c)\) denotes a strategy profile, where player \( s \) uses strategy \( a \) and players \( d_1 \) and \( d_2 \) use strategies \( b \) and \( c \) respectively.

This example shows that the harmonic component of a game satisfies the flow conservation condition, i.e., the total flow at each node is equal to zero. On the other hand, for the potential component, the total flow around every cycle is equal to zero. These observations highlight a key distinction in the flow representations of harmonic and potential components of a game: the harmonic component can be characterized by the presence of "preference cycles", while the potential component does not have such cycles.
These components induce a direct sum decomposition of the space of games into three respective subspaces, which we refer to as the nonstrategic, potential and harmonic subspaces, denoted by $\mathcal{N}$, $\mathcal{P}$, and $\mathcal{H}$, respectively. We use these subspaces to define classes of games with distinct equilibrium properties. We establish that the set of potential games coincides with the direct sum of the subspaces $\mathcal{P}$ and $\mathcal{N}$, i.e., potential games are those with no harmonic component. Similarly, we define a new class of games in which the potential component vanishes as harmonic games. The classical rock-paper-scissors and matching pennies games are examples of harmonic games. The decomposition then has the following structure:

$$\mathcal{P} \oplus \mathcal{N} \oplus \mathcal{H}.$$

It is insightful to provide alternative definitions of potential and harmonic games in terms of the payoff functions of players. A game with a set of players $\mathcal{M}$, set of strategies $E^m$ for all $m \in \mathcal{M}$, and a collection of utility functions $\{u^m\}_{m \in \mathcal{M}}$ is a potential game if there exists a potential function $\phi$ satisfying

$$\phi(p^m, p^{-m}) - \phi(q^m, p^{-m}) = u^m(p^m, p^{-m}) - u^m(q^m, p^{-m}),$$

for every $m \in \mathcal{M}$, $p^m, q^m \in E^m$, $p^{-m} \in E^{-m}$. The game is a harmonic game if for all
strategy profiles $p$ and strategies $q^m \in E^m$, the utility functions satisfy

$$\sum_{m \in M} \sum_{q^m \in E^m} (u^m(p^m, p^{-m}) - u^m(q^m, p^{-m})) = 0. \quad (2.2)$$

It can be seen from these definitions that harmonic games are games which satisfy the flow conservation condition illustrated in Example 2.1.1, and potential games are those for which the total flow around each cycle is equal to zero. The equivalences of subspace definitions of potential and harmonic games, and the definitions in (2.1) and (2.2) are established in Sections 2.5.1 and 2.5.2.

Our second set of results establishes properties of potential and harmonic games and examines how the nonstrategic component of a game affects the efficiency of equilibria. Harmonic games can be characterized by the existence of improvement cycles, i.e., cycles in the game graph, where at each step the player that changes its action improves its payoffs. We show that harmonic games generically do not have pure Nash equilibria. Interestingly, for the special case when the number of strategies of each player is the same, a harmonic game satisfies a “multi-player zero-sum property” (i.e., the sum of utilities of all players is equal to zero at all strategy profiles). We also study the mixed Nash and correlated equilibria of harmonic games. We show that the uniformly mixed strategy profile (see Definition 2.5.2) is always a mixed Nash equilibrium and if there are two players in the game, the set of mixed Nash equilibria generically coincides with the set of correlated equilibria. Finally, we focus on the nonstrategic component of a game. As discussed above, the nonstrategic component does not affect the equilibrium set. Using this property, we show that by changing the nonstrategic component of a game, it is possible to make the set of Nash equilibria coincide with the set of Pareto optimal strategy profiles. Thus, while this component does not change the equilibrium set, it determines the efficiency properties of the equilibria.

Our third set of results focuses on the projection of a game onto its respective components. We first define a natural inner product and show that under this inner product the components in our decomposition are orthogonal. We further provide explicit expressions for the closest potential and harmonic games to a game with respect to the norm induced by the inner product. We use the distance of a game to its closest potential game to characterize the approximate equilibrium set in terms of the equilibria of the potential game.

The decomposition framework in this chapter leads to the identification of subspaces of games with distinct and tractable equilibrium properties. Understanding the structural properties of these subspaces and the classes of games they induce, provides new insights and tools for analyzing the equilibrium properties of general noncooperative games. Additionally, as explained in the next chapter, the decomposition framework serves as a valuable tool for analysis of dynamics in games.
2.1.1 Related Literature

Besides the works already mentioned, this chapter is also related to several papers in the cooperative and noncooperative game theory literature:

The idea of decomposing a game (using different approaches) into simpler games which admit more tractable equilibrium analysis appeared even in the early works in the cooperative game theory literature. In Von Neumann and Morgenstern (Von Neumann and Morgenstern, 1947), the authors propose to decompose games with large number of players into games with fewer players. In (Marinacci, 1996; Gilboa and Schmeidler, 1995; Shapley, 1953), a different approach is followed: the authors identify cooperative games through the games’ value functions (see (Von Neumann and Morgenstern, 1947)) and obtain decompositions of the value function into simpler functions. By defining the component games using the simpler value functions, they obtain decompositions of games. In this approach, the set of players is not made smaller or larger by the decomposition but the component games have simpler structure. Another method for decomposing the space of cooperative games appeared in Kleinberg and Weiss (Kleinberg and Weiss, 1986, 1985). In these papers, the algebraic properties of the space of games and the properties of the nullspace of the Shapley value operator (see Shapley (Shapley, 1953)) and its orthogonal complement are exploited to decompose games. This approach does not necessarily simplify the analysis of games but it leads to an alternative expression for the Shapley value (Kleinberg and Weiss, 1985). Our work is on decomposition of noncooperative games, and different from the above references since we explicitly exploit the properties of noncooperative games in our framework.

In the context of noncooperative game theory, a decomposition for games in normal form appeared in Sandholm (Sandholm, 2010b). In this paper, the author defines $2^M$ component games that are characterized by their sets of active and passive players, and provides a decomposition of normal form games to these components. This decomposition is then used to identify potential games: the original game is a potential game if and only if in each component game the active players have identical payoff functions. We note that our decomposition approach is different than this work in the properties of the component games. In particular, using the global preference structure in games, our approach yields decomposition of games to three components with distinct equilibrium properties, and these properties can be exploited to gain insights about the static and dynamic features of the original game.

A different decomposition of noncooperative games appeared in (Başar and Ho, 1974; Kalai and Kalai, 2010). This decomposition relies on identifying zero-sum and identical interest components for a given game, and is used for dealing with cooperation-related issues that emerge in games with strategic players. It is fundamentally different than the decomposition we propose, since one of its components is always zero-sum, whereas this is not the case in our decomposition.

Related ideas of representing finite strategic form games as graphs previously appeared
in the literature to study different solution concepts in normal form games (Goemans et al., 2005; Christodoulou et al., 2006). In these references, the authors focus on the restriction of the game graph to best-reply paths and analyze the outcomes of games using this subgraph.

In our work, the graph representation of games and the flows defined on this graph lead to a natural equivalence relation. Related notions of strategic equivalence are employed in the game theory literature to generalize the desirable static and dynamic properties of games to their equivalence classes (Moulin and Vial, 1978; Rosenthal, 1974; Morris and Ui, 2004; Voorneveld, 2000; Germano, 2006; Hammond, 2005; Hofbauer and Hopkins, 2005; Kannan and Theobald, 2010; Mertens, 2004; Hillas and Kohlberg, 2002). Moulin and Vial (Moulin and Vial, 1978) refer to games which have the same better-response correspondence as equivalent games and study the equilibrium properties of games which are equivalent to zero-sum games. In (Hammond, 2005; Hofbauer and Hopkins, 2005), the dynamic and static properties of certain classes of bimatrix games are generalized to their equivalence classes. Using the best-response correspondence instead of the better-response correspondence, the papers (Rosenthal, 1974; Morris and Ui, 2004; Voorneveld, 2000) define different equivalence classes of games. We note that the notion of strategic equivalence used in our work implies some of the equivalence notions mentioned above. However, unlike these papers, our notion of strategic equivalence leads to a canonical decomposition of the space of games, which is then used to extend the desirable properties of potential games to “close” games that are not strategically equivalent.

Despite the fact that harmonic games were not defined in the literature before (and thus, the term “harmonic” does not appear explicitly as such), specific instances of harmonic games were studied in different contexts. Hofbauer and Schlag (2000) study dynamics in “cyclic games” and obtain results about a class of harmonic games which generalize the matching pennies game. A parametrized version of Dawkins’ battle of the sexes game, which is a harmonic game under certain conditions, is studied in Smith and Hofbauer (1987). Other examples of harmonic games have also appeared in the buyer/seller game of Friedman (1991) and the crime deterrence game of Cressman and Morrison (1998).

### 2.1.2 Outline

The remainder of this chapter is organized as follows. In Section 2.2, we present the relevant game theoretic background and provide a representation of games in terms of graph flows. In Section 2.3, we state the Helmholtz decomposition theorem which provides the means of decomposing a flow into orthogonal components. In Section 2.4, we use this machinery to obtain a canonical decomposition of the space of games. We introduce in Section 2.5 natural classes of games, namely potential and harmonic games, which are induced by this decomposition and describe the equilibrium properties thereof. In Section 2.6, we define an inner product for the space of games, under which the components of games turn out to be orthogonal. Using this inner product and our decomposition framework we propose
a method for projecting a given game to the spaces of potential and harmonic games. We then apply the projection to study the equilibrium properties of “near-potential” games. We close in Section 2.7 with a summary of the main contributions of this chapter. Some of the proofs of this chapter are delegated to Section 2.8. Additional properties of two player harmonic games are discussed in Section 2.9.

2.2 Game-Theoretic Background

In this section, we describe the required game-theoretic background. Notation and basic definitions are given in Section 2.2.1. In Section 2.2.2, we provide an alternative representation of games in terms of flows on graphs. This representation is used in the rest of this chapter to analyze finite games.

2.2.1 Preliminaries

A (noncooperative) strategic-form finite game consists of:

- A finite set of players, denoted $\mathcal{M} = \{1, \ldots, M\}$.

- Strategy spaces: A finite set of strategies (or actions) $E^m$, for every $m \in \mathcal{M}$. The joint strategy space is denoted by $E = \prod_{m \in \mathcal{M}} E^m$.

- Utility functions: $u^m : E \rightarrow \mathbb{R}$, $m \in \mathcal{M}$.

A (strategic-form) game instance is accordingly given by the tuple $(\mathcal{M}, \{E^m\}_{m \in \mathcal{M}}, \{u^m\}_{m \in \mathcal{M}})$, which for notational convenience will often be abbreviated to $(\mathcal{M}, \{E^m\}, \{u^m\})$.

We use the notation $p^m \in E^m$ for a strategy of player $m$. A collection of players' strategies is given by $p = \{p^m\}_{m \in \mathcal{M}}$ and is referred to as a strategy profile. A collection of strategies for all players but the $m$-th one is denoted by $p^{-m} \in E^{-m}$. We use $h_m = |E^m|$ for the cardinality of the strategy space of player $m$, and $|E| = \prod_{m=1}^{M} h_m$ for the overall cardinality of the strategy space. As an alternative representation, we shall sometimes enumerate the actions of the players, so that $E^m = \{1, \ldots, h_m\}$.

The basic solution concept in a noncooperative game is that of a Nash Equilibrium (NE). A strategy profile $p \triangleq \{p^1, \ldots, p^M\}$ is an $\epsilon$-equilibrium if

$$u^m(p^m, p^{-m}) \geq u^m(q^m, p^{-m}) - \epsilon \quad \text{for every } q^m \in E^m \text{ and } m \in \mathcal{M}. \quad (2.3)$$

A (pure) Nash equilibrium\footnote{In strategic-form finite games, Nash equilibrium always exists in mixed strategies. However, pure Nash equilibria, defined here, need not always exist.} is an $\epsilon$-equilibrium with $\epsilon = 0$.

The next lemma shows that the $\epsilon$-equilibria of two games can be related in terms of the differences in utilities.
Lemma 2.2.1. Consider two games $\mathcal{G}$ and $\hat{\mathcal{G}}$, which differ only in their utility functions, i.e., $\mathcal{G} = (\mathcal{M}, \{E^m\}, \{u^m\})$ and $\hat{\mathcal{G}} = (\mathcal{M}, \{E^m\}, \{\hat{u}^m\})$. Assume that $|u^m(p) - \hat{u}^m(p)| \leq \epsilon_0$ for every $m \in \mathcal{M}$ and $p \in E$. Then, every $\epsilon_1$-equilibrium of $\hat{\mathcal{G}}$ is an $\epsilon$-equilibrium of $\mathcal{G}$ for some $\epsilon \leq 2\epsilon_0 + \epsilon_1$ (and vice versa).

Proof. Let $p$ be an $\epsilon_1$-equilibrium of $\hat{\mathcal{G}}$ and let $q \in E$ be a strategy profile with $q^k \neq p^k$ for some $k \in \mathcal{M}$, and $q^m = p^m$ for every $m \in \mathcal{M} \setminus \{k\}$. Then,

$$u^k(q) - u^k(p) \leq u^k(q) - u^k(p) - (\hat{u}^k(q) - \hat{u}^k(p)) + \epsilon_1 \leq 2\epsilon_0 + \epsilon_1,$$

where the first inequality follows since $p$ is an $\epsilon_1$-equilibrium of $\hat{\mathcal{G}}$, hence $\hat{u}^k(p) - \hat{u}^k(q) \geq -\epsilon_1$, and the second inequality follows by the lemma's assumption. \hfill \Box

We turn now to describe a particular class of games that is central in this chapter, the class of potential games (Monderer and Shapley, 1996b).

Definition 2.2.1 (Potential Game). A potential game is a noncooperative game for which there exists a function $\phi : E \to \mathbb{R}$ satisfying

$$\phi(p^m, p^{-m}) - \phi(q^m, p^{-m}) = u^m(p^m, p^{-m}) - u^m(q^m, p^{-m}), \quad (2.4)$$

for every $m \in \mathcal{M}$, $p^m, q^m \in E^m$, $p^{-m} \in E^{-m}$. The function $\phi$ is referred to as a potential function of the game.

Potential games can be regarded as games in which the interests of the players are aligned with a global potential function $\phi$. Games that obey condition (2.4) are also known in the literature as exact potential games, to distinguish them from other classes of games that relate to a potential function (in a different manner). For simplicity of exposition, we will often write 'potential games' when referring to exact potential games. Potential games have desirable equilibrium properties as summarized in Section 2.5.1.

2.2.2 Games and Flows on Graphs

In noncooperative games, the utility functions capture the preferences of agents at each strategy profile. Note that a Nash equilibrium is defined in terms of payoff differences, suggesting that actual payoffs in the game are not required for the identification of equilibria, as long as the payoff differences are well defined.

A pair of strategy profiles that differ only in the strategy of a single player will be henceforth referred to as comparable strategy profiles. We denote the set (of pairs) of comparable strategy profiles by $A \subseteq E \times E$, i.e., $p, q$ are comparable if and only if $(p, q) \in A$. A pair of strategy profiles that differ only in the strategy of player $m$ is called a pair of $m$-comparable strategy profiles. The set of pairs of $m$-comparable strategies is denoted by
A^m \subset E \times E$. Clearly, $\cup_m A^m = A$, where $A^m \cap A^k = \emptyset$ for any two different players $m$ and $k$.

For any given $m$-comparable strategy profiles $p$ and $q$, the payoff difference $|u^m(p) - u^m(q)|$ will be referred to as their pairwise comparison. For any game, we define the pairwise comparison function $X : E \times E \to \mathbb{R}$ as follows

$$X(p, q) = \begin{cases} u^m(q) - u^m(p) & \text{if } (p, q) \text{ are } m\text{-comparable for some } m \in \mathcal{M} \\ 0 & \text{otherwise.} \end{cases}$$ \hfill (2.5)

In view of Definition 2.2.1, a game is an exact potential game if and only if there exists a function $\phi : E \to \mathbb{R}$ such that $\phi(q) - \phi(p) = X(p, q)$ for any comparable strategy profiles $p$ and $q$. Note that the pairwise comparisons are uniquely defined for any given game. However, the converse is not true, for instance any two games, for which the utilities differ by a constant have the same pairwise comparisons.

The usual solution concepts in games (e.g., Nash, mixed Nash, correlated equilibria) are defined in terms of pairwise comparisons only. Consequently, games with identical pairwise comparisons share the same equilibrium sets. Thus, in this chapter, we refer to games with identical pairwise comparisons as strategically equivalent games \footnote{Other strategic equivalence definitions can be found in the literature (see Introduction, for a review of the relevant literature). We focus on this particular definition to ensure that the flow representations of equivalent games are identical, a feature that will be used when studying decompositions of games. It is also true that under our equivalence notion, equivalent games have identical equilibrium sets (mixed, pure and correlated).}.

By employing the notion of pairwise comparisons, we can concisely represent any strategic-form game in terms of a flow in a graph. We recall this notion next. Let $G = (N, L)$ be an undirected graph, with set of nodes $N$ and set of links $L$. An edge flow (or just flow) on this graph is a function $Y : N \times N \to \mathbb{R}$ such that $Y(p, q) = -Y(q, p)$ and $Y(p, q) = 0$ for $(p, q) \not\in L$ (Jiang et al., 2011; Bertsimas and Tsitsiklis, 1997). Note that the flow conservation equations are not enforced under this general definition.

Given a game $G$, we define a graph where each node corresponds to a pure strategy profile, and each edge connects two comparable strategy profiles. This undirected graph is referred to as the game graph and is denoted by $G(G) \triangleq (E, A)$, where $E$ and $A$ are the strategy profiles and pairs of comparable strategy profiles defined above, respectively. Notice that, by definition, the graph $G(G)$ has the structure of a direct product of $M$ cliques (one per player), with clique $m$ having $h_m$ vertices. The pairwise comparison function $X : E \times E \to \mathbb{R}$ defines a flow on $G(G)$, as it satisfies $X(p, q) = -X(q, p)$ and $X(p, q) = 0$ for $(p, q) \not\in A$. This flow may thus serve as an equivalent representation of any game (up to a "non-strategic" component). It follows directly from the statements above that two games are strategically equivalent if and only if they have the same flow representation and game graph. An example of the game graph representation is given in Example 2.1.1 of the Section 2.1. Another example can be found below.
Example 2.2.1. The payoff matrix of the “battle of the sexes” game is given in the following table. The game graph has four vertices, corresponding to the direct product of two 2-cliques, and is presented in Figure 2-2.

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>4,2</td>
<td>0,0</td>
</tr>
<tr>
<td>F</td>
<td>1,0</td>
<td>2,3</td>
</tr>
</tbody>
</table>

Figure 2-2: Flows on the game graph corresponding to “battle of the sexes”.

The representation of a game as a flow in a graph is natural and useful for the understanding of its strategic interactions, as it abstracts away the absolute utility values and allows for more direct equilibrium-related interpretation. In more mathematical terms, it considers the quotient of the utilities modulo the subspace of games that are “equivalent” to the trivial game (the game where all players receive zero payoff at all strategy profiles), and allows for the identification of “equivalent” games as the same object, a point explored in more detail in later sections. The game graph also contains much structural information. For instance, two games where the directions of arrows are identical (regardless of the flow values) share the same pure Nash equilibria. Our goal in this chapter is to use tools from the theory of graph flows to decompose a game into components, each of which admits tractable equilibrium characterization. The next section provides an overview of the tools that are required for this objective.

2.3 Flows and Helmholtz Decomposition

The objective of this section is to provide a brief overview of the notation and tools required for the analysis of flows on graphs. The basic high-level idea is that under certain conditions (e.g., for graphs arising from games), it is possible to consider graphs as natural topological spaces with nontrivial homological properties. In what follows, we make this idea precise. For simplicity and accessibility to a wider audience, we describe the methods in relatively elementary linear algebraic language, limiting the usage of algebraic topology notions whenever possible. The main technical tool we use is the Helmholtz decomposition theorem, a classical result from algebraic topology with many applications in applied mathematics, including among others electromagnetism, computational geometry and data visualization; see e.g. (Polthier and Preuß, 2002; Tong et al., 2003). In particular, we mention the very interesting recent work by Jiang et al. (Jiang et al., 2011), where the Helmholtz/Hodge decomposition is applied to the problem of statistical ranking for sets of incomplete data.

Consider an undirected graph $G = (E, A)$, where $E$ is the set of the nodes, and $A$ is the
set of edges of the graph\(^3\). Since the graph is undirected \((p, q) \in A\) if and only if \((q, p) \in A\). We denote the set of 3-cliques of the graph by \(T = \{(p, q, r) \in A \mid (p, q), (q, r), (p, r) \in A\}\).

We denote by \(C_0 = \{f \mid f : E \to \mathbb{R}\}\) the set of real-valued functions on the set of nodes. Recall that the edge flows \(X : E \times E \to \mathbb{R}\) are functions which satisfy

\[
X(p, q) = \begin{cases} 
-X(q, p) & \text{if } (p, q) \in A \\
0 & \text{otherwise.}
\end{cases} \tag{2.6}
\]

Similarly the triangular flows \(\Psi : E \times E \times E \to \mathbb{R}\) are functions for which

\[
\Psi(p, q, r) = \Psi(q, r, p) = \Psi(r, p, q) = -\Psi(q, p, r) = -\Psi(p, r, q) = -\Psi(r, q, p), \tag{2.7}
\]

and \(\Psi(p, q, r) = 0\) if \((p, q, r) \notin T\). Given a graph \(G\), we denote the set of all possible edge flows by \(C_1\) and the set of triangular flows by \(C_2\). Notice that both \(C_1\) and \(C_2\) are alternating functions of their arguments. It follows from (2.6) that \(X(p, p) = 0\) for all \(X \in C_1\).

The sets \(C_0, C_1\) and \(C_2\) have a natural structure of vector spaces, with the obvious operations of addition and scalar multiplication. In this chapter, we use the following inner products:

\[
\langle \phi_1, \phi_2 \rangle_0 = \sum_{p \in E} \phi_1(p)\phi_2(p),
\]

\[
\langle X, Y \rangle_1 = \frac{1}{2} \sum_{(p, q) \in A} X(p, q)Y(p, q), \tag{2.8}
\]

\[
\langle \Psi_1, \Psi_2 \rangle_2 = \sum_{(p, q, r) \in T} \Psi_1(p, q, r)\Psi_2(p, q, r).
\]

We shall frequently drop the subscript in the inner product notation, as the respective space will often be clear from the context.

We next define linear operators that relate the above defined objects. To that end, let \(W : E \times E \to \mathbb{R}\) be an indicator function for the edges of the graph, namely

\[
W(p, q) = \begin{cases} 
1 & \text{if } (p, q) \in A \\
0 & \text{otherwise.}
\end{cases} \tag{2.9}
\]

Notice that \(W(p, q)\) can be simply interpreted as the adjacency matrix of the graph \(G\).

The first operator of interest is the *combinatorial gradient operator* \(\delta_0 : C_0 \to C_1\), given by

\[
(\delta_0 \phi)(p, q) = W(p, q)(\phi(q) - \phi(p)), \quad p, q \in E, \tag{2.10}
\]

for \(\phi \in C_0\). An operator which is used in the characterization of “circulations” in edge flows

\(^3\)The results discussed in this section apply to arbitrary graphs. We use the notation introduced in Section 2.2 since in the rest of the chapter we focus on the game graph introduced there.
is the curl operator $\delta_1 : C_1 \rightarrow C_2$, which is defined for all $X \in C_1$ and $p, q, r \in E$ as

$$
(\delta_1 X)(p, q, r) = \begin{cases} 
X(p, q) + X(q, r) + X(r, p) & \text{if } (p, q, r) \in T, \\
0 & \text{otherwise.}
\end{cases}
$$

(2.11)

We denote the adjoints of the operators $\delta_0$ and $\delta_1$ by $\delta_0^*$ and $\delta_1^*$ respectively. Recall that given inner products $\langle \cdot, \cdot \rangle_k$ on $C_k$, the adjoint of $\delta_k$, namely $\delta_k^* : C_{k+1} \rightarrow C_k$, is the unique linear operator satisfying

$$
\langle \delta_k f_k, g_{k+1} \rangle_{k+1} = \langle f_k, \delta_k^* g_{k+1} \rangle_k,
$$

(2.12)

for all $f_k \in C_k$, $g_{k+1} \in C_{k+1}$.

Using the definitions in (2.12), (2.10) and (2.8), it can be readily seen that the adjoint $\delta_0^* : C_1 \rightarrow C_0$ of the combinatorial gradient $\delta_0$ satisfies

$$
(\delta_0^* X)(p) = -\sum_{q | (p, q) \in A} X(p, q) = -\sum_{q \in E} W(p, q) X(p, q).
$$

(2.13)

Note that $-(\delta_0^* X)(p)$ represents the total flow "leaving" $p$. We shall sometimes refer to the operator $-\delta_0^*$ as the divergence operator, due to its similarity to the standard divergence operator in Calculus.

The domains and codomains of the operators $\delta_0, \delta_1, \delta_0^*, \delta_1^*$ are summarized below.

$$
\begin{array}{ccl}
C_0 & \xrightarrow{\delta_0} & C_1 \\
& \xrightarrow{\delta_1} & C_2 \\
C_0 & \xleftarrow{\delta_0^*} & C_1 \\
& \xleftarrow{\delta_1^*} & C_2.
\end{array}
$$

(2.14)

We next define the Laplacian operator, $\Delta_0 : C_0 \rightarrow C_0$, given by

$$
\Delta_0 \triangleq \delta_0^* \circ \delta_0,
$$

(2.15)

where $\circ$ represents operator composition. To simplify the notation, we henceforth omit $\circ$ and write $\Delta_0 = \delta_0^* \delta_0$. Note that functions in $C_0$ can be represented by vectors of length $|E|$ by indexing all nodes of the graph and constructing a vector whose $i$th entry is the function evaluated at the $i$th node. This allows us to easily represent these operators in terms of matrices. In particular, the Laplacian can be expressed as a square matrix of size $|E| \times |E|$. Using the definitions for $\delta_0$ and $\delta_0^*$, it follows that

$$
[\Delta_0]_{p,q} = \begin{cases} 
\sum_{r \in E} W(p, r) & \text{if } p = q \\
-1 & \text{if } p \neq q \text{ and } (p, q) \in A \\
0 & \text{otherwise,}
\end{cases}
$$

(2.16)

where, with some abuse of the notation, $[\Delta_0]_{p,q}$ denotes the entry of the matrix $\Delta_0$, with
rows and columns indexed by the nodes \( p \) and \( q \). The above matrix naturally coincides with the definition of a Laplacian of an undirected graph (Chung, 1997).

Since the entry of \( \Delta_0 \phi \) corresponding to \( p \) equals \( \sum_q W(p, q)(\phi(p) - \phi(q)) \), the Laplacian operator gives a measure of the aggregate "value" of a node over all its neighbors. A related operator is

\[
\Delta_1 = \delta^*_0 \circ \delta_1 + \delta_0 \circ \delta^*_0,
\]

known in the literature as the vector Laplacian (Jiang et al., 2011).

We next provide additional flow-related terminology which will be used in association with the above defined operators, and highlight some of their basic properties. In analogy to the well-known identity in vector calculus, \( \text{curl} \circ \text{grad} = 0 \), we have that \( \delta_0 \) is a closed form, i.e., \( \delta_1 \circ \delta_0 = 0 \). An edge flow \( X \in C_1 \) is said to be globally consistent if \( X \) corresponds to the combinatorial gradient of some \( f \in C_0 \), i.e., \( X = \delta_0 f \); the function \( f \) is referred to as the potential function corresponding to \( X \). Equivalently, the set of globally consistent edge flows can be represented as the image of the gradient operator, namely \( \text{im} (\delta_0) \). By the closedness of \( \delta_0 \), observe that \( \delta_1 X = 0 \) for every globally consistent edge flow \( X \). We define locally consistent edge flows as those satisfying \( \langle \delta_1 X \rangle(p, q, r) = X(p, q) + X(q, r) + X(r, p) = 0 \) for all \( (p, q, r) \in T \). Note that the kernel of the curl operator \( \text{ker}(\delta_1) \) is the set of locally consistent edge flows. The latter subset is generally not equivalent to \( \text{im} (\delta_0) \), as there may exist edge flows that are globally inconsistent but locally consistent (in fact, this will happen whenever the graph has a nontrivial topology). We refer to such flows as harmonic flows.

Note that the operators \( \delta_0, \delta_1 \) are linear operators, thus their image spaces are orthogonal complements of the kernels of their adjoints, i.e., \( \text{im} (\delta_0) \perp \text{ker}(\delta^*_0) \) and \( \text{im} (\delta^*_1) \perp \text{ker}(\delta_1) \) [similarly, \( \text{im} (\delta^*_0) \perp \text{ker}(\delta_0) \) and \( \text{im} (\delta^*_1) \perp \text{ker}(\delta_1) \) as can be easily verified using (2.12)].

We state below a basic flow-decomposition theorem, known as the Helmholtz Decomposition, which will be used in our context of noncooperative games. The theorem (see (Jiang et al., 2011)) implies that any graph flow can be decomposed into three orthogonal flows.

**Theorem 2.3.1** (Helmholtz Decomposition). The vector space of edge flows \( C_1 \) admits an orthogonal decomposition

\[
C_1 = \text{im} (\delta_0) \oplus \text{ker}(\Delta_1) \oplus \text{im} (\delta^*_1),
\]

where \( \text{ker}(\Delta_1) = \text{ker}(\delta_1) \cap \text{ker}(\delta^*_0) \).

Below we summarize the interpretation of each of the components in the Helmholtz decomposition (see also Figure 2-3):

- \( \text{im} (\delta_0) \) — globally consistent flows.

---

4The Helmholtz Decomposition can be generalized to higher dimensions through the Hodge Decomposition theorem (see (Jiang et al., 2011)), however this generalization is not required for our purposes.
Figure 2-3: Helmholtz decomposition of $C_1$

- $\ker(\Delta_1) = \ker(\delta_1) \cap \ker(\delta_0^*)$ – harmonic flows, which are globally inconsistent but locally consistent. Observe that $\ker(\delta_1)$ consists of locally consistent flows (that may or may not be globally consistent), while $\ker(\delta_0^*)$ consists of globally inconsistent flows (that may or may not be locally consistent).

- $\text{im}(\delta_1^*)$ (or equivalently, the orthogonal complement of $\ker(\delta_1)$) – locally inconsistent flows.

We conclude this section with a brief remark on the decomposition and the flow conservation. For $X \in C_1$, if $\delta_0^*X = 0$, i.e., if for every node, the total flow leaving the node is zero, then we say that $X$ satisfies the flow conservation condition. Theorem 2.3.1 implies that $X$ satisfies this condition only when $X \in \ker(\delta_0^*) = \text{im}(\delta_0) = \ker(\Delta_1) \oplus \text{im}(\delta_1^*)$. Thus, the flow conservation condition is satisfied for harmonic flows and locally inconsistent flows but not for globally consistent flows.

### 2.4 Canonical Decomposition of Games

In this section we obtain a canonical decomposition of an arbitrary game into basic components, by combining the game graph representation introduced in Section 2.2.2 with the Helmholtz decomposition discussed above.

Section 2.4.1 introduces the relevant operators that are required for formulating the results. In Section 2.4.2 we provide the basic decomposition theorem, which states that the space of games can be decomposed as a direct sum of three subspaces, referred to as the potential, harmonic and nonstrategic subspaces. In Section 2.4.3, we focus on bimatrix games, and provide explicit expressions for the decomposition.
2.4.1 Preliminaries

We consider a game \( G \) with set of players \( \mathcal{M} \), strategy profiles \( E \triangleq E_1 \times \cdots \times E^M \), and game graph \( G(\mathcal{G}) = (E, A) \). Using the notation of the previous section, the utility functions of each player can be viewed as elements of \( C_0 \), i.e., \( u^m \in C_0 \) for all \( m \in \mathcal{M} \). For given \( \mathcal{M} \) and \( E \), every game is uniquely defined by its set of utility functions. Hence, the space of games with players \( \mathcal{M} \) and strategy profiles \( E \) can be identified as \( \mathcal{G}_{\mathcal{M},E} \equiv C_0^M \). In the rest of the chapter we use the notations \( \{u^m\}_{m \in \mathcal{M}} \) and \( \mathcal{G} = (\mathcal{M}, \{E^m\}, \{u^m\}) \) interchangeably when referring to games.

The pairwise comparison function \( X(p, q) \) of a game, defined in (2.5), corresponds to a flow on the game graph, and hence it belongs to \( C_1 \). In general, the flows representing games have some special structure. For example, the pairwise comparison between any two comparable strategy profiles is associated with the payoff of exactly a single player. It is therefore required to introduce player-specific operators and highlight some important identities between them, as we elaborate below.

Let \( W^m : E \times E \rightarrow \mathbb{R} \) be the indicator function for \( m \)-comparable strategy profiles, namely

\[
W^m(p, q) = \begin{cases} 
1 & \text{if } p, q \text{ are } m\text{-comparable} \\
0 & \text{otherwise.}
\end{cases}
\]

Recalling that any pair of strategy profiles cannot be comparable by more than a single player, we have

\[
W^m(p, q)W^k(p, q) = 0, \quad \text{for all } k \neq m \text{ and } p, q \in E, \quad (2.19)
\]

and

\[
W = \sum_{m \in \mathcal{M}} W^m, \quad (2.20)
\]

where \( W \) is the indicator function of comparable strategy profiles (edges of the game graph) defined in (2.9). Note that this can be interpreted as a decomposition of the adjacency matrix of \( G(\mathcal{G}) \), where the different components correspond to the edges associated with different players.

Given \( \phi \in C_0 \), we define \( D_m : C_0 \rightarrow C_1 \) such that

\[
(D_m \phi)(p, q) = W^m(p, q)(\phi(q) - \phi(p)). \quad (2.21)
\]

This operator quantifies the change in \( \phi \) between strategy profiles that are \( m \)-comparable. Using this operator, we can represent the pairwise differences \( X \) of a game with payoffs \( \{u^m\}_{m \in \mathcal{M}} \) as follows:

\[
X = \sum_{m \in \mathcal{M}} D_m u^m. \quad (2.22)
\]
We define a relevant operator \( D : C_0^M \to C_1 \), such that \( D = [D_1 \ldots, D_M] \). As can be seen from (2.22), for a game with collection of utilities \( u = [u^1; u^2; \ldots; u^M] \in C_0^M \), the pairwise differences can alternatively be represented by \( Du \).

Let \( \Lambda_m : C_1 \to C_1 \) be an operator so that

\[
(\Lambda_m X)(p, q) = W^m(p, q)X(p, q)
\]

for every \( X \in C_1 \), \( p, q \in E \). From (2.20), it can be seen that for any \( X \in C_1 \), \( \sum_{m \in \mathcal{M}} \Lambda_m X = X \). The definition of \( \Lambda_m \) and (2.19) imply that \( \Lambda_m \Lambda_k = 0 \) for \( k \neq m \). Additionally, the definition of the inner product in \( C_1 \) implies that for \( X, Y \in C_1 \), it follows that \( \langle \Lambda_m X, Y \rangle = \langle X, \Lambda_m Y \rangle \), i.e., \( \Lambda_m \) is self-adjoint.

This operator provides a convenient description for the operator \( D_m \). From the definitions of \( D_m \) and \( \Lambda_m \), it immediately follows that \( D_m = \Lambda_m \delta_0 \), and since \( \sum_{m \in \mathcal{M}} \Lambda_m X = X \) for all \( X \in C_1 \),

\[
\delta_0 = \sum_{m \in \mathcal{M}} \Lambda_m \delta_0 = \sum_{m \in \mathcal{M}} D_m.
\]

Since \( \Lambda_m \) is self-adjoint, the adjoint of \( D_m \), which is denoted by \( D_m^* : C_1 \to C_0 \), is given by:

\[
D_m^* = \delta_0^* \Lambda_m.
\]

Using (2.13) and the above definitions, it follows that

\[
(D_m^* X)(p) = -\sum_{q \in E} W^m(p, q)X(p, q), \quad \text{for all } X \in C_1,
\]

and

\[
\delta_0^* = \sum_{m \in \mathcal{M}} D_m^*.
\]

Observe that \( D_k^* D_m = \delta_0^* \Lambda_k \Lambda_m \delta_0 = 0 \) for \( k \neq m \). This immediately implies that the image spaces of \( \{D_m\}_{m \in \mathcal{M}} \) are orthogonal, i.e., \( D_k^* D_m = 0 \). Let \( D_m^\dagger \) denote the (Moore-Penrose) pseudoinverse of \( D_m \), with respect to the inner products introduced in Section 2.3. By the properties of the pseudoinverse, we have \( \ker D_m^\dagger = (\operatorname{im} D_m)^\perp \). Thus, orthogonality of the image spaces of \( D_k \) operators imply that \( D_k^\dagger D_m = 0 \) for \( k \neq m \).

The orthogonality leads to the following expression for the Laplacian operator,

\[
\Delta_0 = \delta_0^* \delta_0 = \sum_{m \in \mathcal{M}} D_k^\dagger \sum_{m \in \mathcal{M}} D_m = \sum_{m \in \mathcal{M}} D_m^* D_m.
\]

In view of (2.21) and (2.23), \( D_m \) and \(-D_m^*\) are the gradient and divergence operators on the graph of \( m \)-comparable strategy profiles \((E, A^m)\). Therefore, the operator \( \Delta_{0,m} \triangleq D_m^* D_m \) is the Laplacian of the graph induced by \( m \)-comparable strategies, and is referred to as the Laplacian operator of the \( m \)-comparable strategy profiles. It follows from (2.25)
that
\[ \Delta_0 = \sum_{m \in \mathcal{M}} \Delta_{0,m}. \]
The relation between the Laplacian operators \( \Delta_0 \) and \( \Delta_{0,m} \) is illustrated in Figure 2-4.

Figure 2-4: A game with two players, each of which has three strategies. A node \((i, j)\) represents a strategy profile in which player 1 and player 2 use strategies \(i\) and \(j\), respectively. The Laplacian \(\Delta_{0,1} (\Delta_{0,2})\) is defined on the graph whose edges are represented by dashed (solid) lines. The Laplacian \(\Delta_0\) is defined on the graph that includes all edges.

Similarly, \(\delta_1 \Lambda_m\) is the curl operator associated with the subgraph \((E, A^m)\). From the closedness of the curl \((\delta_1 \Lambda_m)\) and gradient \((\Lambda_m \delta_0)\) operators defined on this subgraph, we obtain \(\delta_1 \Lambda_m^2 \delta_0 = 0\). Observing that \(\Lambda_m^2 \delta_0 = \Lambda_m \delta_0 = D_m\), it follows that

\[ \delta_1 D_m = 0. \] (2.26)

This result also implies that \(\delta_1 D = 0\), i.e., the pairwise comparisons of games belong to \(\ker \delta_1\). Thus, it follows from Theorem 2.3.1 that the pairwise comparisons do not have a locally inconsistent component. Intuitively, there is no local inconsistency, because only three cliques in the game graph are due to unilateral deviations of a single player, and hence cannot lead to local inconsistency.

Lastly, we introduce projection operators that will be useful in the subsequent analysis. Consider the operator,

\[ \Pi_m = D_m^\dagger D_m. \]

Since \(D_m\) is a linear operator, \(\Pi_m\) is a projection operator\(^5\) to the orthogonal complement of the kernel of \(D_m\). Using these operators, we define \(\Pi : C_0^M \to C_0^M\) such that \(\Pi = \text{diag}(\Pi_1, \ldots, \Pi_M)\), i.e., for \(u = \{u_m\}_{m \in \mathcal{M}} \in C_0^M\), we have \(\Pi u = [\Pi_1 u^1; \ldots; \Pi_M u^M] \in C_0^M\).

We extend the inner product in \(C_0\) to \(C_0^M\) (by defining the inner product as the sum of the

\(^5\)For any linear operator \(L\), \(L^\dagger L\) is a projection operator on the orthogonal complement of the kernel of \(L\) (see (Golub and Van Loan, 1996)).
inner products in all $C_0$ components), and denote by $D^\dagger$ the pseudoinverse of $D$ according to this inner product. In Lemma 2.4.4, we will show that $\Pi$ is equivalent to the projection operator to the orthogonal complement of the kernel of $D$, i.e., $\Pi = D^\dagger D$.

For easy reference, Table 2.1 provides a summary of notation. We next state some basic facts about the operators we introduced, which will be used in the subsequent analysis. The proofs of these results can be found in Section 2.8.

| $G$ | A game instance $\langle M, \{E^m\}_{m \in M}, \{u^m\}_{m \in M}\rangle$. |
| $\mathcal{M}$ | Set of players, $\{1, \ldots, M\}$. |
| $E^m$ | Set of actions for player $m$, $E^m = \{1, \ldots, h_m\}$. |
| $E$ | Joint action space $\prod_{m \in M} E^m$. |
| $u^m$ | Utility function of player $m$. We have $u^m : E^m \mapsto \mathbb{R}$. |
| $W^m$ | Indicator function for $m$-comparable strategy profiles, $W^m : E \times E \mapsto \{0, 1\}$. |
| $W$ | A function indicating whether strategy profiles are comparable, $W : E \times E \mapsto \{0, 1\}$. |
| $C_0$ | Space of utilities, $C_0 = \{u^m : E \mapsto \mathbb{R}\}$. Note that $C_0 \cong \mathbb{R}^{|E|}$. |
| $C_1$ | Space of pairwise comparison functions from $E \times E$ to $\mathbb{R}$. |
| $\delta_0$ | Gradient operator, $\delta_0 : C_0 \mapsto C_1$, satisfying $(\delta_0(f))(p, q) = W(p, q) \left( f(q) - f(p) \right)$. |
| $D_m$ | $D_m : C_0 \mapsto C_1$, such that $(D_m(f))(p, q) = W^m(p, q) \left( f(q) - f(p) \right)$, $f \in C_0$. |
| $D$ | $D : C_0 \mapsto C_1$, such that $D(u^1, \ldots, u^M) = \sum_{m \in M} D_m u^m$. |
| $\delta_0^*, D_m^*$ | $\delta_0^*, D_m^* : C_1 \rightarrow C_0$ are the adjoints of the operators $\delta_0$ and $D_m$, respectively. |
| $\Delta_0$ | Laplacian for the game graph, $\Delta_0 : C_0 \mapsto C_0$; satisfies $\Delta_0 = \sum_{m \in M} \Delta_{0,m}$. |
| $\Delta_{0,m}$ | Laplacian for the graph of $m$-comparable strategies, $\Delta_{0,m} : C_0 \mapsto C_0$; satisfies $\Delta_{0,m} = D_m^* D_m = D_0^* \delta_0$. |
| $\Pi_m$ | Projection operator onto the orthogonal complement of kernel of $D_m$, $\Pi_m : C_0 \mapsto C_0$; satisfies $\Pi_m = D_m^\dagger D_m$. |

Table 2.1: Notation summary

**Lemma 2.4.1.** The Laplacian of the graph induced by $m$-comparable strategies and the projection operator $\Pi_m$ are related by $\Delta_{0,m} = h_m \Pi_m$, where $h_m = |E^m|$ denotes the number of strategies of player $m$.

**Lemma 2.4.2.** The kernels of operators $D_m$, $\Pi_m$ and $\Delta_{0,m}$ coincide, namely $\ker(D_m) = \ker(\Pi_m) = \ker(\Delta_{0,m})$. Furthermore, a basis for these kernels is given by a collection $\{v_{q^{-m}}\}_{q^{-m} \in E^{-m} \in C_0}$ such that

\[
v_{q^{-m}}(p) = \begin{cases} 
1 & \text{if } p^{-m} = q^{-m} \\
0 & \text{otherwise}
\end{cases} \tag{2.27}
\]

**Lemma 2.4.3.** The Laplacian $\Delta_0$ of the game graph (the graph of comparable strategy profiles) always has eigenvalue $0$ with multiplicity $1$, corresponding to the constant eigenfunction (i.e., $f \in C_0$ such that $f(p) = 1$ for all $p \in E$).

**Lemma 2.4.4.** The pseudoinverses of operators $D_m$ and $D$ satisfy the following identities:
1. \( D^\dagger_m = \frac{1}{\lambda_m} D^*_m \),
2. \( (\sum_{i \in \mathcal{M}} D_i)^\dagger D_j = (\sum_{i \in \mathcal{M}} D^*_i D_i)^\dagger D^*_j D_j \),
3. \( D^\dagger = [D^\dagger_1; \ldots; D^\dagger_M] \),
4. \( \Pi = D^\dagger D \),
5. \( DD^\dagger \delta_0 = \delta_0 \).

### 2.4.2 Decomposition of Games

In this subsection we prove that the space of games \( \mathcal{G}_{\mathcal{M},E} \) is a direct sum of three subspaces - potential, harmonic and nonstrategic, each with distinguishing properties.

We start our discussion by formalizing the notion of nonstrategic information. Consider two games \( \mathcal{G}, \mathcal{G}' \in \mathcal{G}_{\mathcal{M},E} \) with utilities \( \{u_m\}_{m \in \mathcal{M}} \) and \( \{\hat{u}_m\}_{m \in \mathcal{M}} \) respectively. Assume that the utility functions \( \{u_m\}_{m \in \mathcal{M}} \) satisfy \( u_m(p_m, p^{-m}) = \hat{u}_m(p_m, p^{-m}) + \alpha(p^{-m}) \) where \( \alpha \) is an arbitrary function. It can be seen that these two games have exactly the same pairwise comparison functions, hence they are strategically equivalent. To fix a representative for strategically equivalent games, we introduce below a notion of normalization for games.

**Definition 2.4.1 (Normalized games).** We say that a game with utility functions \( \{u_m\}_{m \in \mathcal{M}} \) is normalized or does not contain nonstrategic information if

\[
\sum_{p^{-m} \in E^{-m}} u_m(p^m, p^{-m}) = 0 \quad (2.28)
\]

for all \( p^{-m} \in E^{-m} \) and all \( m \in \mathcal{M} \).

It will be shown in the sequel that for each game there is a unique strategically equivalent normalized game, hence normalized games can be used to identify representatives for strategically equivalent games. Normalization can be made with an arbitrary constant. However, in order to simplify the subsequent analysis we normalize the sum of the payoffs to zero. Intuitively, in normalized games, given the strategies of a player's opponents, the expected payoff of a player for a uniformly mixed strategy is equal to zero. The following lemma characterizes the set of normalized games in terms of the operators introduced in the previous section.

**Lemma 2.4.5.** Given a game \( \mathcal{G} \) with utilities \( u = \{u_m\}_{m \in \mathcal{M}} \), the following are equivalent:

(i) \( \mathcal{G} \) is normalized, (ii) \( \Pi_m u^m = u^m \) for all \( m \), (iii) \( \Pi u = u \), (iv) \( u \in (\ker D)^\perp \).

**Proof.** The equivalence of (iii) and (iv) is immediate since by Lemma 2.4.4, \( \Pi = D^\dagger D \) is a projection operator to the orthogonal complement of the kernel of \( D \). The equivalence of (ii) and (iii) follows from the definition of \( \Pi = \text{diag}(\Pi_1, \ldots, \Pi_M) \). To complete the proof we prove (i) and (ii) are equivalent.
Observe that (2.28) holds if and only if \( \langle u^m, \nu_{q^{-m}}(p) \rangle = 0 \) for all \( q^{-m} \in E^{-m} \), where \( \nu_{q^{-m}} \) is as defined in (2.27). Lemma 2.4.2 implies that \( \{ \nu_{q^{-m}} \} \) are basis vectors of \( \ker D_m \). Thus, it follows that (2.28) holds if and only if \( u^m \) is orthogonal to all of the basis vectors of \( \ker D_m \), or equivalently when \( u^m \in (\ker D_m)^\perp \). Since \( \Pi_m = D_m^\dagger D_m \) is a projection operator to \( (\ker D_m)^\perp \), we have \( u^m \in (\ker D_m)^\perp \) if and only if \( \Pi_m u^m = u^m \), and the claim follows.

Using Lemma 2.4.5, we next show below that for each game \( G \) there exists a unique strategically equivalent game which is normalized (contains no nonstrategic information).

**Lemma 2.4.6.** Let \( G \) be a game with utilities \( \{ u^m \}_{m \in M} \). Then there exists a unique game \( \hat{G} \) which (i) has the same pairwise comparison function as \( G \) and (ii) is normalized. Moreover the utilities \( \hat{u} = \{ \hat{u}^m \}_{m \in M} \) of \( \hat{G} \) satisfy \( \hat{u}^m = \Pi_m u^m \) for all \( m \).

**Proof.** To prove the claim we show that given \( u = \{ u^m \}_{m \in M} \), the game with the collection of utilities \( D^\dagger D u = \Pi u \), is a normalized game with the same pairwise comparisons, and moreover there cannot be another normalized game which has the same pairwise comparisons.

Since \( \Pi \) is a projection operator, it follows that \( \Pi \Pi u = \Pi u \), and hence, Lemma 2.4.5 implies that \( \Pi u \) is normalized. Additionally, using properties of the pseudoinverse we have \( D\Pi u = D D^\dagger D u = D u \), thus \( \Pi u \) and \( u \) have the same pairwise comparison.

Let \( v \in C_0^M \) denote the collection of payoff functions of a game which is normalized and has the same pairwise comparison as \( u \). It follows that \( D v = D u = D \Pi u \), and hence \( v - \Pi u \in \ker D \). On the other hand, since both \( v \) and \( \Pi u \) are normalized, by Lemma 2.4.5, we have \( v, \Pi u \in (\ker D)^\perp \), and thus \( v - \Pi u \in (\ker D)^\perp \). Therefore, it follows that \( v - \Pi u = 0 \), hence \( \Pi u \) is the collection of utility functions of the unique normalized game, which has the same pairwise comparison function as \( G \). By Lemma 2.4.4, \( \Pi u = \{ \Pi_m u^m \} \), hence the claim follows.

We are now ready to define the subspaces of games that will appear in our decomposition result.

**Definition 2.4.2.** The potential subspace \( P \), the harmonic subspace \( H \) and the nonstrategic subspace \( N \) are defined as:

\[
\begin{align*}
P & \triangleq \{ u \in C_0^M \mid u = \Pi u \text{ and } Du \in \text{im } \delta_0 \} \\
H & \triangleq \{ u \in C_0^M \mid u = \Pi u \text{ and } Du \in \ker \delta_0^\perp \} \\
N & \triangleq \{ u \in C_0^M \mid u \in \ker D \}.
\end{align*}
\]

Since the operators involved in the above definitions are linear, it follows that the sets \( P, H \) and \( N \) are indeed subspaces.

Lemma 2.4.5 implies that the games in \( P \) and \( H \) are normalized (contain no nonstrategic information). The flows generated by the games in these two subspaces are related to the
flows induced by the Helmholtz decomposition. It follows from the definitions that the flows
generated by a game in $\mathcal{P}$ are in the image space of $\delta_0$ and the flows generated by a game in $\mathcal{H}$ are in the kernel of $\delta_0^\dagger$. Thus, $\mathcal{P}$ corresponds to the set of normalized games, which have globally consistent pairwise comparisons. Due to (2.26), the pairwise comparisons of games do not have locally inconsistent components, thus Theorem 2.3.1 implies that $\mathcal{H}$ corresponds to the set of normalized games, which have globally inconsistent but locally consistent pairwise comparisons. Hence, from the perspective of the Helmholtz decomposition, the flows generated by games in $\mathcal{P}$ and $\mathcal{H}$ are gradient and harmonic flows respectively. On the other hand the flows generated by games in $\mathcal{N}$ are always zero, since $Du = 0$ in such games.

As discussed in the previous section the image spaces of $D_m$ are orthogonal. Thus, since by definition $Du = \sum_{m \in \mathcal{M}} D_m u_m$, it follows that $u = \{u^m\}_{m \in \mathcal{M}} \in \text{ker } D$ if and only if $u^m \in \text{ker } D_m$ for all $m \in \mathcal{M}$. Using these facts together with Lemma 2.4.5, we obtain the following alternative description of the subspaces of games:

$$
\mathcal{P} = \{ \{u^m\}_{m \in \mathcal{M}} \mid D_m u^m = D_m \phi \text{ and } \Pi_m u^m = u^m \text{ for all } m \in \mathcal{M} \text{ and some } \phi \in C_0 \}
$$

$$
\mathcal{H} = \{ \{u^m\}_{m \in \mathcal{M}} \mid \delta_0^\dagger \sum_{m \in \mathcal{M}} D_m u^m = 0 \text{ and } \Pi_m u^m = u^m \text{ for all } m \in \mathcal{M} \}
$$

$$
\mathcal{N} = \{ \{u^m\}_{m \in \mathcal{M}} \mid D_m u^m = 0 \text{ for all } m \in \mathcal{M} \}.
$$

(2.30)

The main result of this section shows that not only these subspaces have distinct properties in terms of the flows they generate, but in fact they form a direct sum decomposition of the space of games. We exploit the Helmholtz decomposition (Theorem 2.3.1) for the proof.

**Theorem 2.4.1.** The space of games $\mathcal{G}_{\mathcal{M},E}$ is a direct sum of the potential, harmonic and nonstrategic subspaces, i.e., $\mathcal{G}_{\mathcal{M},E} = \mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N}$. In particular, given a game with utilities $u = \{u^m\}_{m \in \mathcal{M}}$, it can be uniquely decomposed in three components:

- **Potential Component:** $u_P \triangleq D^\dagger \delta_0^\dagger D u$
- **Harmonic Component:** $u_H \triangleq D^\dagger (I - \delta_0^\dagger \delta_0^\dagger) D u$
- **Nonstrategic Component:** $u_N \triangleq (I - D^\dagger D) u$

where $u_P + u_H + u_N = u$, and $u_P \in \mathcal{P}$, $u_H \in \mathcal{H}$, $u_N \in \mathcal{N}$. The potential function associated with $u_P$ is $\phi \triangleq \delta_0^\dagger D u$.

**Proof.** The decomposition of $\mathcal{G}_{\mathcal{M},E}$ described above follows directly from pulling back the Helmholtz decomposition of $C_1$ through the map $D$, and removing the kernel of $D$; see Figure 2-5.

The components of the decomposition clearly satisfy $u_P + u_H + u_N = u$. We verify the inclusion properties, according to (2.29). Both $u_P$ and $u_H$ are orthogonal to $\mathcal{N} = \text{ker } D$, since they are in the range of $D^\dagger$. 
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Figure 2-5: The Helmholtz decomposition of the space of flows $(C_1)$ can be pulled back through $D$ to a direct sum decomposition of the space of games $(G_{M,E})$.

- For the potential component, let $\phi \in C_0$ be such that $\phi = \delta_0^\dagger Du$. Then, we have $Du_P \in \text{im } (\delta_0)$, since

$$Du_P = DD^\dagger \delta_0^\dagger Du = \delta_0 \delta_0^\dagger Du = \delta_0 \phi,$$

where we used the definition of $u_P$, the property (v) in Lemma 2.4.4 and the definition of $\phi$, respectively. This equality also implies that $\phi$ is the potential function associated with $u_P$.

- For the harmonic component $u_H$, we have $Du_H \in \ker \delta_0^\ast$:

$$\delta_0^\ast Du_H = \delta_0^\ast DD^\dagger (I - \delta_0 \delta_0^\dagger)Du = \delta_0^\ast (I - \delta_0 \delta_0^\dagger)Du = 0,$$

as follows from the definition of $u_H$, the property (v) in Lemma 2.4.4, and properties of the pseudoinverse.

- To check that $u_N \in \mathcal{N}$, we have

$$Du_N = D(I - D^\dagger D)u = (D - DD^\dagger D)u = 0.$$

In order to prove that the direct sum decomposition property holds, we assume that there exists $\hat{u}_P \in \mathcal{P}$, $\hat{u}_H \in \mathcal{H}$ and $\hat{u}_N \in \mathcal{N}$ such that $\hat{u}_P + \hat{u}_H + \hat{u}_N = 0$. Observe that $I - D^\dagger D$ is a projection operator to the kernel of $D$. Thus, from the definition of the subspaces $\mathcal{P}$, $\mathcal{H}$ and $\mathcal{N}$, it follows that $(I - D^\dagger D)\hat{u}_N = \hat{u}_N$ and $(I - D^\dagger D)\hat{u}_P = (I - D^\dagger D)\hat{u}_H = 0$. Similarly, $\delta_0 \delta_0^\dagger$ is a projection operator to the image of $\delta_0$. Since by definition $D\hat{u}_P \in \text{im } \delta_0$, and $D\hat{u}_H \in \ker \delta_0^\ast = (\text{im } \delta_0)^\perp$, it follows that $\delta_0 \delta_0^\dagger D\hat{u}_P = D\hat{u}_P$ and $\delta_0 \delta_0^\dagger D\hat{u}_H = 0$.

Using these identities, it follows that

$$D^\dagger (I - \delta_0 \delta_0^\dagger)(\hat{u}_P + \hat{u}_H + \hat{u}_N) = \hat{u}_H$$

$$D^\dagger (I - \delta_0 \delta_0^\dagger)(\hat{u}_P + \hat{u}_H + \hat{u}_N) = \hat{u}_H$$

$$D^\dagger (I - \delta_0 \delta_0^\dagger)(\hat{u}_P + \hat{u}_H + \hat{u}_N) = \hat{u}_N,$$
Since, $\hat{u}_P + \hat{u}_H + \hat{u}_N = 0$ by our assumption, it follows that $\hat{u}_P = \hat{u}_H = \hat{u}_N = 0$, and hence the direct sum decomposition property follows.

The pseudoinverse of a linear operator $L$, projects its argument to the image space of $L$, and then, pulls the projection back to the the domain of $L$. Thus, intuitively, the potential function $\phi = \delta_0^D u$, defined in the theorem, is such that the gradient flow associated with it ($\delta_0 \phi$) approximates the flow in the original game ($Du$), in the best possible way. The potential component of the game can be identified by pulling back this gradient flow through $D$ to $C_0^M$. The harmonic component can similarly be obtained using the harmonic flow.

Since $\delta_0 = \sum_{m \in M} D_m$, it follows that $\phi = \delta_0^D u = (\sum_{m \in M} D_m)^\dagger \sum_{m \in M} D_m u^m$. Thus, Lemma 2.4.4 (ii), and identities $\Delta_{0,m} = D_{m}^* D_m$ and $\Delta_0 = \sum_{m \in M} \Delta_{0,m}$ imply that

$$\phi = \Delta_0^\dagger \sum_{m \in M} \Delta_{0,m} u^m.$$ 

Additionally, from Lemma 2.4.4 (iii) and (iv) it follows that $D^\dagger \delta_0 = [D_1^\dagger D_1; \ldots; D_M^\dagger D_M] = [\Pi_1; \ldots; \Pi_M]$ and $D^\dagger D - \Pi = \text{diag}(\Pi_1, \ldots, \Pi_M)$. Using these identities, the utility functions of components of a game can alternatively be expressed as follows:

- **Potential Component:** $u_{\beta}^m = \Pi_m \phi$, for all $m \in M$,

- **Harmonic Component:** $u_{H}^m = \Pi_m u^m - \Pi_m \phi$, for all $m \in M$,

- **Nonstrategic Component:** $u_{N}^m = (I - \Pi_m) u^m$, for all $m \in M$.

It can be seen that the definitions of the subspaces do not rely on the inner product in $C_0^M$. Thus, the direct sum property implies that the decomposition is canonical, i.e., it is independent of the inner product used in $C_0^M$. The above expressions provide closed form solutions for the utility functions in the decomposition, without reference to this inner product. We show in Section 2.6 that our decomposition is indeed orthogonal with respect to a natural inner product in $C_0^M$.

Note that $\Delta_0 : C_0 \to C_0$, whereas $\delta_0 : C_0 \to C_1$. Since $C_1$ and $C_0$ are associated with the edges and the nodes of the game graph respectively, in general $C_1$ is higher dimensional than $C_0$. Therefore, calculating $\Delta_0^\dagger$ is computationally more tractable than calculating $\delta_0^D$. Hence, the alternative expressions for the components of a game and the potential function $\phi$, have computational benefits over using the results of Theorem 2.4.1 directly.

In (Facchini et al., 1997) and (Voorneveld et al., 1999), decompositions of potential games to a “congestion” component (where all players have identical utility functions), and a “dummy” component (which is nonstrategic) were provided. We note that this decomposition is different from the decomposition suggested by Theorem 2.4.1 even when the original game is a potential game. In particular, in the potential component of a game, players can have different utility functions (as can be seen from the alternative expressions,
for utilities in different components of a game). This is not the case for the "congestion component" provided in these works.

We conclude this section by characterizing the dimensions of the potential, harmonic and nonstrategic subspaces. The proof can be found in the Section 2.8.

**Proposition 2.4.1.** The dimensions of the subspaces \( \mathcal{P} \), \( \mathcal{H} \) and \( \mathcal{N} \) are:

1. \( \dim(\mathcal{P}) = \prod_{m \in \mathcal{M}} h_m - 1 \),

2. \( \dim(\mathcal{H}) = (M - 1) \prod_{m \in \mathcal{M}} h_m - \sum_{m \in \mathcal{M}} \prod_{k \neq m} h_k + 1 \).

3. \( \dim(\mathcal{N}) = \sum_{m \in \mathcal{M}} \prod_{k \neq m} h_k \).

### 2.4.3 An Example: Decomposition of Bimatrix Games

We conclude this section by providing an explicit decomposition result for bimatrix games, i.e., finite games with two players. Consider a bimatrix game, where the payoff matrix of the row player is given by \( A \), and that of the column player is given by \( B \); that is, when the row player plays \( i \) and the column player plays \( j \), the row player's payoff is equal to \( A_{ij} \) and the column player's payoff is equal to \( B_{ij} \).

Assume that both the row player and the column player have the same number \( h \) of strategies. It immediately follows from Proposition 2.4.1 that \( \dim(\mathcal{P}) = h^2 - 1 \), \( \dim(\mathcal{H}) = (h-1)^2 \) and \( \dim(\mathcal{N}) = 2h \). For simplicity, we further assume that the payoffs are normalized\(^6\). Thus, the definition of normalized games implies that \( 1^T A = B 1 = 0 \), where \( 1 \) denotes the vector of ones. Denote by \( A_P \) (\( B_P \)) and \( A_H \) (\( B_H \)) respectively, the payoff matrices of the row player (column player) in the potential and harmonic components of the game. Using our decomposition result (Theorem 2.4.1), it follows that

\[
(A_P, B_P) = (S + \Gamma, S - \Gamma), \quad (A_H, B_H) = (D - \Gamma, -D + \Gamma),
\]

where \( S = \frac{1}{2}(A + B) \), \( D = \frac{1}{2}(A - B) \), \( \Gamma = \frac{1}{2h} (A 11^T - 11^T B) \). Interestingly, the payoff of each player in these components depends on the payoffs of both players in the original game: The potential component of the game relates to the average of the payoffs in the original game and the harmonic component relates to the difference in payoffs of players. The \( \Gamma \) term ensures that the potential and harmonic components do not contain nonstrategic information. We use the above characterization in the next example for obtaining explicit payoff matrices for each of the game components.

**Example 2.4.1 (Generalized Rock-Paper-Scissors).** The payoff matrix of the generalized Rock-Paper-Scissors (RPS) game is given in Table 2.2a. Tables 2.2b, 2.2c and 2.2d include the nonstrategic, potential and the harmonic components of the game. The special case

\(^6\) Lemma 2.4.2 and Lemma 2.4.6 imply that if the payoffs are not normalized, the normalized payoffs can be obtained as \( (A - \frac{1}{h} 11^T A, B - \frac{1}{h} B 11^T) \).
where \( x = y = z = \frac{1}{3} \) corresponds to the celebrated RPS game. Note that in this case, the potential component of the game is equal to zero.

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>0, 0</td>
<td>-3x, 3x</td>
<td>3y, -3y</td>
</tr>
<tr>
<td>P</td>
<td>3x, -3x</td>
<td>0, 0</td>
<td>-3z, 3z</td>
</tr>
<tr>
<td>S</td>
<td>-3y, 3y</td>
<td>3z, -3z</td>
<td>0, 0</td>
</tr>
</tbody>
</table>

(a) Generalized RPS Game

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>(x - y), (x - y)</td>
<td>(z - x), (x - y)</td>
<td>(y - z), (x - y)</td>
</tr>
<tr>
<td>P</td>
<td>(x - y), (z - x)</td>
<td>(z - x), (z - x)</td>
<td>(y - z), (z - x)</td>
</tr>
<tr>
<td>S</td>
<td>(x - y), (y - z)</td>
<td>(z - x), (y - z)</td>
<td>(y - z), (y - z)</td>
</tr>
</tbody>
</table>

(b) Nonstrategic Component

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>(y - x), (y - x)</td>
<td>(y - x), (x - z)</td>
<td>(y - x), (z - y)</td>
</tr>
<tr>
<td>P</td>
<td>(x - z), (y - x)</td>
<td>(x - z), (x - z)</td>
<td>(x - z), (z - y)</td>
</tr>
<tr>
<td>S</td>
<td>(z - y), (y - x)</td>
<td>(z - y), (x - z)</td>
<td>(z - y), (z - y)</td>
</tr>
</tbody>
</table>

(c) Potential Component

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>0, 0</td>
<td>-(x + y + z), (x + y + z)</td>
<td>(x + y + z), -(x + y + z)</td>
</tr>
<tr>
<td>P</td>
<td>(x + y + z), -(x + y + z)</td>
<td>0, 0</td>
<td>-(x + y + z), (x + y + z)</td>
</tr>
<tr>
<td>S</td>
<td>-(x + y + z), (x + y + z)</td>
<td>(x + y + z), -(x + y + z)</td>
<td>0, 0</td>
</tr>
</tbody>
</table>

(d) Harmonic Component

Table 2.2: Generalized RPS game and its components.

### 2.5 Potential and Harmonic Games

In this section we study the classes of games that are naturally motivated by our decomposition. In particular, we focus on two classes of games: (i) Games with no harmonic component, (ii) Games with no potential component. We show that the first class is equivalent to the well-known class of potential games. We refer to the games in the second class as harmonic games. Pictorially, we have

\[
\text{Potential games} \overset{\text{\( \otimes \)}}{\longrightarrow} \text{Harmonic games} \overset{\text{\( \otimes \)}}{\longrightarrow} \mathcal{H}.
\]

In Sections 2.5.1 and 2.5.2, we establish the equivalence of the subspace definitions of potential and harmonic games, and the utility definitions given in equations (2.1) and (2.2). Additionally we develop and discuss several properties of these classes of games, with particular emphasis on their equilibria. Since potential games have been extensively studied in the literature, our main focus is on harmonic games. The nonstrategic component does not have an impact on the strategic actions of players, however, we establish in 2.5.3
that the nonstrategic component affects efficiency in games. In particular, we show that modifying the nonstrategic component of a game properly, it is possible to make all Nash equilibria Pareto optimal. Potential and harmonic games are related to other well-known classes of games, such as the zero-sum games and identical interest games. In Section 2.5.4, we discuss this relation in the context of bimatrix games. As a preview, in Table 2.3, we summarize some of the properties of potential and harmonic games established in the subsequent sections.

2.5.1 Potential Games

Since the seminal paper of Monderer and Shapley (Monderer and Shapley, 1996b), potential games have been an active research topic. The desirable equilibrium properties and structure of these games played a key role in this. In this section we explain the relation of the potential games to the decomposition in Section 2.4 and briefly discuss their properties.

Recall from Definition 2.2.1 that a game is a potential game if and only if there exists some $\phi \in C_0$ such that $Du = \delta_0 \phi$. This condition implies that a game is potential if and only if the associated flow is globally consistent. Thus, it can be seen from the definition of the subspaces and Theorem 2.4.1 that the set of potential games is actually equivalent to $P \oplus N$. For future reference, we summarize this result in the following theorem.

**Theorem 2.5.1.** The set of potential games is equal to the subspace $P \oplus N$.

Theorem 2.5.1 implies that potential games are games which only have potential and nonstrategic components. Since this set is a subspace, one can consider projections onto the set of potential games, i.e., it is possible to find the closest potential game to a given game. We pursue the idea of projection in Section 2.6. Using the previous theorem we next find the dimension of the subspace of potential games (similar results can be found in (Sandholm, 2010b) and (Monderer and Shapley, 1996b)).
Corollary 2.5.1. The subspace of potential games, $P \oplus N$, has dimension $\prod_{m \in M} h_m + \sum_{m \in M} \prod_{k \neq m} h_k - 1$.

Proof. The result immediately follows from Theorem 2.5.1 and Proposition 2.4.1. \qed

We next provide a brief discussion of the equilibrium properties of potential games.

Theorem 2.5.2 ((Monderer and Shapley, 1996b)). Let $G = \langle M, \{E^m\}, \{u^m\} \rangle$ be a potential game and $\phi$ be a corresponding potential function.

1. The equilibrium set of $G$ coincides with the equilibrium set of $G_\phi = \langle M, \{E^m\}, \{\phi\} \rangle$.

2. $G$ has a pure Nash equilibrium.

The first result follows from the fact that the games $G$ and $G_\phi$ are strategically equivalent. Alternatively, the preferences in $G$ are aligned with the global objective denoted by the potential function $\phi$. The second result is implied by the first one since in finite games the potential function $\phi$ necessarily has a maximum, and the maximum is a Nash equilibrium of $G_\phi$. These results indicate that potential games can be analyzed by an equivalent game where each player has the same utility function $\phi$. The second game is easy to analyze since when agents have the same objective, the game is similar to an optimization problem with objective function $\phi$.

2.5.2 Harmonic Games

In this section, we focus on games in which the potential component is zero, hence the strategic interactions are governed only by the harmonic component. We refer to such games as harmonic games, i.e., a game $G$ is a harmonic game if $G \in \mathcal{H} \oplus N$. We first provide an alternative definition of harmonic games in terms of the payoff functions of players (cf. equation (2.2)).

Theorem 2.5.3. The set of games which satisfy

$$\sum_{m \in M} \sum_{q^m \in E^m} (u^m(p^m, p^{-m}) - u^m(q^m, p^{-m})) = 0,$$

for all strategy profiles $p$ and strategies $q^m \in E^m$, is equivalent to the set of harmonic games $\mathcal{H} \oplus N$.

Proof. The condition in the theorem statement can equivalently be expressed as $\delta^*_p Du = 0$, using the operators introduced in Section 2.4. Since the flow associated with a game is given by $Du$, a game satisfies this condition if and only it belongs to $\mathcal{H} \oplus N$, as can be seen from Definition 2.4.2. \qed
This theorem provides a certificate that can be used to check whether a given game is a harmonic game. For instance, using the theorem it immediately follows that the rock-paper-scissors game (for $x = y = z = \frac{1}{3}$) in Example 2.4.1 is a harmonic game.

The rest of this section studies the properties of equilibria of harmonic games. We first characterize the Nash equilibria of such games, and show that generically they do not have a pure Nash equilibrium. We further consider mixed Nash and correlated equilibria, and show how the properties of harmonic games restrict the possible set of equilibria.

**Pure Equilibria**

In this section, we focus on pure Nash equilibria in harmonic games. Additionally, we characterize the dimension of the space of harmonic games, $\mathcal{H} \oplus \mathcal{N}$.

We first show that at a pure Nash equilibrium of a harmonic game, all players are indifferent between all of their strategies.

**Lemma 2.5.1.** Let $\mathcal{G} = \langle \mathcal{M}, \{E^m\}, \{u^m\} \rangle$ be a harmonic game and $p$ be a pure Nash equilibrium. Then,

$$u^m(p^m, p^{-m}) = u^m(q^m, p^{-m}) \text{ for all } m \in \mathcal{M} \text{ and } q^m \in E^m. \quad (2.32)$$

**Proof.** By definition, in harmonic games the utility functions $u = \{u^m\}$ satisfy the condition $\delta^*_u Du = 0$. By (2.13) and (2.21), $\delta^*_u Du$ evaluated at $p$ can be expressed as,

$$\sum_{m \in \mathcal{M}} \sum_{q \in E^m} (u^m(p) - u^m(q)) = 0. \quad (2.33)$$

Since $p$ is a Nash equilibrium it follows that $u^m(p) - u^m(q) \geq 0$ for all $(p, q) \in A^m$ and $m \in \mathcal{M}$. Combining this with (2.33) it follows that $u^m(p) - u^m(q) = 0$ for all $(p, q) \in A^m$ and $m \in \mathcal{M}$. Observing that $(p, q) \in A^m$ if and only if $q = (q^m, p^{-m})$, the result follows.

Using this result we next prove that harmonic games generically do not have pure Nash equilibria. By “generically”, we mean that it is true for almost all harmonic games, except possibly for a set of measure zero (for instance, the trivial game where all utilities are zero is harmonic, and clearly has pure Nash equilibria).

**Proposition 2.5.1.** Harmonic games generically do not have pure Nash equilibria.

**Proof.** Define $\mathcal{G}_p \subset \mathcal{H} \oplus \mathcal{N}$ as the set of harmonic games for which $p$ is a pure Nash equilibrium. Observe that $\bigcup_{p \in E} \mathcal{G}_p$ is the set of all harmonic games which have a pure Nash equilibrium. We show that $\mathcal{G}_p$ is a lower dimensional subspace of the space of harmonic games for each $p \in E$. Since the set of harmonic games with pure Nash equilibrium is a finite union of lower dimensional subspaces it follows that generically harmonic games do not have pure Nash equilibria.
By Lemma 2.5.1 it follows that
\[ G_p = (H \oplus N) \cap \{ \{ u^m \}_{m \in M} | u^m(p) = u^m(q), \text{ for all } q \text{ such that } (p, q) \in A^m \text{ and } m \in M \}. \]

Hence \( G_p \) is a subspace contained in \( H \oplus N \). It immediately follows that \( G_p \) is a lower dimensional subspace if we can show that there exists harmonic games which are not in \( G_p \), i.e., in which \( p \) is not a pure Nash equilibrium.

Assume that \( p \) is a pure Nash equilibrium in all harmonic games. Since \( p \) is arbitrary this holds only if all strategy profiles are pure Nash equilibria in harmonic games. If all strategy profiles are Nash equilibria, by Lemma 2.5.1 it follows that the pairwise ranking function is equal to zero in harmonic games, hence \( H \oplus N \subset N \). We reach a contradiction since dimension of \( H \) is larger than zero.

Therefore, \( G_p \) is a strict subspace of the space of harmonic games, and thus harmonic games generically do not have pure Nash equilibria.

We conclude this section by a dimension result that is analogous to the result obtained for potential games.

**Theorem 2.5.4.** The set of harmonic games, \( H \oplus N \), has dimension \((M - 1) \prod_{m \in M} h_m + 1\).

**Proof.** The result immediately follows from Theorem 2.4.1 and Proposition 2.4.1. \( \square \)

### Mixed Nash and Correlated Equilibria in Harmonic Games

In the previous section we showed that harmonic games generically do not have pure Nash equilibria. In this section, we study their mixed Nash and correlated equilibria. In particular, we show that in harmonic games, the mixed strategy profile, in which players uniformly randomize over their strategies is always a mixed Nash equilibrium. Additionally, in the case of two-player harmonic games mixed Nash and correlated equilibria coincide, and if players have equal number of strategies the uniformly mixed strategy profile is the unique correlated equilibrium of the game. Before we discuss the details of these results, we next provide some preliminaries and notation.

We denote the set of probability distributions on \( E \) by \( \Delta E \). Given \( x \in \Delta E \), \( x(p) \) denotes the probability assigned to \( p \in E \). Observe that for all \( x \in \Delta E \), \( \sum_{p \in E} x(p) = 1 \), and \( x(p) \geq 0 \). Similarly for each player \( m \in M \), \( \Delta E^m \) denotes the set of probability distributions on \( E^m \) and for \( x^m \in \Delta E^m \), \( x^m(p^m) \) is the probability assigned to strategy \( p^m \in E^m \). As before all \( x^m \in \Delta E^m \) satisfies \( \sum_{p^m \in E^m} x^m(p^m) = 1 \) and \( x^m(p^m) \geq 0 \). We refer to the distribution \( x^m \in \Delta E^m \) as a mixed strategy of player \( m \in M \) and the collection \( x = \{ x^m \}_m \) as a mixed strategy profile. Note that \( \{ x^m \}_m \in \prod_{m \in M} \Delta E^m \subset \Delta E \). Mixed strategies of all players but the \( m \)th one is denoted by \( x^{-m} \).

With some abuse of the notation, we define the mixed extensions of the utility functions
$u^m : \prod_{m \in M} \Delta E^m \to \mathbb{R}$ such that for any $x \in \prod_{m \in M} \Delta E^m$,

$$u^m(x) = \sum_{p \in E} u^m(p) \prod_{k \in M} x_k(p_k). \quad (2.34)$$

Similarly, if player $m$ uses pure strategy $q^m$ and the other players use the mixed strategies $x^{-m}$ we denote the payoff of player $m$ by,

$$u^m(q^m, x^{-m}) = \sum_{p^{-m} \in E^{-m}} u^m(q^m, p^{-m}) \prod_{k \in M, k \neq m} x_k(p_k). \quad (2.35)$$

Using this notation we can define the solution concepts.

**Definition 2.5.1 (Mixed Nash / Correlated Equilibrium).** Consider the game $(M, \{E^m\}, \{u^m\})$.

1. A mixed strategy profile $x = \{x^m\}_m \in \prod_{m \in M} \Delta E^m$ is a mixed Nash equilibrium if for all $m \in M$ and $p^m \in E^m$, $u^m(x^m, x^{-m}) \geq u^m(p^m, x^{-m})$.

2. A probability distribution $x \in \Delta E$ is a correlated equilibrium if for all $m \in M$ and $p^m, q^m \in E^m$, $\sum_{p^{-m} \in E^{-m}} (u^m(p^m, p^{-m}) - u^m(q^m, p^{-m})) x(p^m, p^{-m}) \geq 0$.

From these definitions it can be seen that every mixed Nash equilibrium is a correlated equilibrium where the corresponding distribution $x \in \prod_{m \in M} \Delta E^m \subset \Delta E$ is a product distribution, i.e., it satisfies $x(p) = \prod_{m \in M} x^m(p^m)$.

These definitions also imply that similar to Nash equilibrium, the conditions for mixed Nash and correlated equilibria can be expressed only in terms of pairwise comparisons. Therefore, these equilibrium sets are independent of the nonstrategic components of games.

We next obtain an alternative characterization of correlated equilibria in normalized harmonic games. This characterization will be more convenient when studying the equilibrium properties of harmonic games, as it is expressed in terms of equalities, instead of inequalities. See Section 2.8 for a proof.

**Proposition 2.5.2.** Consider a normalized harmonic game, $G = (M, \{u^m\}, E^m)$ and a probability distribution $x \in \Delta E$. The following are equivalent:

1. $x$ is a correlated equilibrium.

2. For all $p^m, q^m$ and $m \in M$,

$$\sum_{p^{-m} \in E^{-m}} (u^m(p^m, p^{-m}) - u^m(q^m, p^{-m})) x(p^m, p^{-m}) = 0. \quad (2.36)$$

3. For all $p^m, q^m$ and $m \in M$,

$$\sum_{p^{-m} \in E^{-m}} u^m(q^m, p^{-m}) x(p^m, p^{-m}) = 0. \quad (2.37)$$
The above proposition implies that the correlated equilibria of harmonic games correspond to the intersection of the probability simplex with a subspace defined by the utilities in the game. Using this result, we obtain the following characterization of mixed Nash equilibria of harmonic games.

**Corollary 2.5.2.** Let $G = \langle M, \{u^m\}, \{E^m\} \rangle$ be a harmonic game. The mixed strategy profile $x \in \prod_{m \in M} \Delta E^m$ is a mixed Nash equilibrium if and only if,

$$u^m(x^m, x^{-m}) = u^m(p^m, x^{-m}) \quad \text{for all } p^m \in E^m \text{ and } m \in M. \quad (2.38)$$

**Proof.** Assume that (2.38) holds, then clearly all players are indifferent between all their mixed strategies, hence it follows that $x$ is a mixed Nash equilibrium of the game.

Let $x$ be a mixed Nash equilibrium. Since each mixed Nash equilibrium is also a correlated equilibrium, from equivalence of (i) and (ii) of Proposition 2.5.2 for all harmonic games, it follows that for all $p^m, q^m$ and $m \in M$,

$$0 = \sum_{p^{-m} \in E^{-m}} \left( u^m(p^m, p^{-m}) - u^m(q^m, p^{-m}) \right) x(p^m, p^{-m})$$

$$= x^m(p^m) \sum_{p^{-m} \in E^{-m}} \left( u^m(p^m, p^{-m}) - u^m(q^m, p^{-m}) \right) \prod_{k \neq m} x^k(p^k) \quad (2.39)$$

Since by definition of probability distributions, there exists $p^m$ such that $x^m(p^m) > 0$ it follows that $u^m(p^m, x^{-m}) = u^m(q^m, x^{-m})$ for all $q^m \in E^m$. Thus, $u^m(x^m, x^{-m}) = u^m(q^m, x^{-m})$ for all $q^m \in E^m$. Since $m$ is arbitrary, the claim follows.

It is well-known that in mixed Nash equilibria of games, players are indifferent between all the pure strategies in the support of their mixed strategy (see (Fudenberg and Tirole, 1991)), i.e., if $x \in \prod_{m \in M} \Delta E^m$ is a mixed Nash equilibrium then

$$u^m(x^m, x^{-m}) \begin{cases} = u^m(p^m, x^{-m}) & \text{for all } p^m \text{ such that } x^m(p^m) \geq 0 \\ \geq u^m(p^m, x^{-m}) & \text{for all } p^m \text{ such that } x^m(p^m) = 0. \end{cases} \quad (2.40)$$

The above corollary implies that at a mixed equilibrium of a harmonic game, each player is indifferent between all its pure strategies, including those which are not in the support of its mixed strategy.

We next define a particular mixed strategy profile, and show that it is an equilibrium in all harmonic games.

**Definition 2.5.2 (Uniformly Mixed Strategy Profile).** The uniformly mixed strategy of player $m$ is a mixed strategy where player $m$ uses $x^m_{q^m} = \frac{1}{|E^m|}$ for all $q^m \in E^m$. Respectively, we define the uniformly mixed strategy profile as the one in which all players use uniformly mixed strategies.
Recall that rock-paper-scissors and matching pennies are examples of harmonic games, in which the uniformly mixed strategy profile is a mixed Nash equilibrium. The next theorem shows that this is a general property of harmonic games and the uniformly mixed strategy profile is always a Nash equilibrium.

**Theorem 2.5.5.** In harmonic games, the uniformly mixed strategy profile is always a Nash equilibrium.

**Proof.** Let $G = (\mathcal{M}, \{u^m\}, \{E^m\})$ be a harmonic game, and $x$ be the uniformly mixed strategy profile. In order to prove the claim we first state the following useful identity (see Section 2.8 for a proof), on the utility functions of harmonic games.

**Lemma 2.5.2.** Let $G = (\mathcal{M}, \{u^m\}, \{E^m\})$ be a harmonic game. Then for all $q^m, r^m \in E^m$, $m \in \mathcal{M}$, $\sum_{p^m \in E^m} u^m(p^m, r^m) - u^m(q^m, p^m) = 0$.

Using this lemma, and the definition of the uniformly mixed strategy, it follows that

$$u^m(q^m, x^{-m}) - u^m(p^m, x^{-m}) = \sum_{p^m \in E^m} c_m \left( u^m(q^m, p^m) - u^m(p^m, p^m) \right) = \sum_{p^m \in E^m} \left( u^m(q^m, p^m) - u^m(p^m, p^m) \right) = 0,$$

where $c_m = \prod_{k \neq m} x^k(p^k) = \prod_{k \neq m} \frac{1}{h_k}$. Since $p^m$ and $q^m$ are arbitrary, (2.41) implies that

$$u^m(x^m, x^{-m}) = u^m(p^m, x^{-m})$$

for all $p^m \in E^m$, and by Corollary 2.5.2, $x$ is a mixed strategy Nash equilibrium. $\square$

We conclude this section, by providing an additional characterization of normalized harmonic games that is useful for the study of the equilibrium properties of these games.

**Theorem 2.5.6.** The game $G$ with utilities $u = \{u^m\}_{m \in \mathcal{M}}$ is a normalized harmonic game, i.e., it belongs to $\mathcal{H}$ if and only if $\sum_{m \in \mathcal{M}} h_m u^m = 0$ and $\Pi_m u^m = u^m$ for all $m \in \mathcal{M}$, where $h_m = |E^m|$.

**Proof.** By Definition 2.4.2, $G \in \mathcal{H}$ if and only if $\Pi u = u$ and $\delta_0^* D u = 0$. Using the definitions of the operators, these conditions can alternatively be expressed as $\Pi_m u^m = u^m$ and $\delta_0^* \sum_{m \in \mathcal{M}} D_m u^m = 0$. By (2.24) and the orthogonality of image spaces of operators $D_m$, the latter equality implies that $\sum_{m \in \mathcal{M}} D_m^* D_m u^m = 0$. Using Lemma 2.4.1, $\Delta_{0,m} = h_m \Pi_m$, and hence it follows that $G \in \mathcal{H}$, if and only if

$$\sum_{m \in \mathcal{M}} h_m \Pi_m u^m = 0 \quad \text{and}, \quad \Pi_m u^m = u^m \text{ for all } m.$$ 

(2.43)

The claim follows by replacing $\Pi_m u^m$ in the summation with $u^m$. $\square$
The above theorem implies that normalized harmonic games, where players have an equal number of strategies, are zero-sum games, i.e., in such games the payoffs of players add up to zero at all strategy profiles. This suggests that equilibrium properties of zero-sum games and harmonic games should be related. We study the relation between zero-sum games and harmonic games in Section 2.5.4.

For two player harmonic games, using the above zero-sum characterization, additional properties of equilibrium can be established. For instance, in these games sets of correlated equilibria and mixed equilibria are identical. These properties are explored in Section 2.9.

2.5.3 Nonstrategic Component and Efficiency in Games

As discussed in Section 2.4.2, the pairwise comparisons in a game are functions of only the potential and harmonic components of the game. Thus, the nonstrategic component has no effect on the equilibrium properties of games. However, the nonstrategic component is of interest mainly through its effect on the efficiency properties of games, as discussed in the rest of this section. The efficiency measure we focus on is Pareto optimality.

Definition 2.5.3 (Pareto Optimality). A strategy profile \( \mathbf{p} \) is Pareto optimal if and only if there does not exist another strategy profile \( \mathbf{q} \) such that all players weakly increase their payoffs and one player strictly increases its payoff, i.e,

\[
\begin{align*}
  u^m(\mathbf{q}) &\geq u^m(\mathbf{p}), &\text{for all } m \in \mathcal{M} \\
  u^k(\mathbf{q}) &> u^k(\mathbf{p}), &\text{for some } k \in \mathcal{M}.
\end{align*}
\]  

We first state a preliminary lemma, which will be useful in the subsequent analysis.

Lemma 2.5.3. Let \( \mathcal{G} \) be a game with utilities \( \{u^m\} \). There exists a game \( \hat{\mathcal{G}} \) with utilities \( \{\hat{u}^m\} \) such that (i) the potential and harmonic components of \( \hat{\mathcal{G}} \) are identical to those of \( \mathcal{G} \) and (ii) in \( \hat{\mathcal{G}} \) all players get zero payoff at all strategy profiles that are pure Nash equilibria of \( \mathcal{G} \).

Proof. Let \( N_\mathcal{G} \) be the set of pure Nash equilibria of \( \mathcal{G} \). First observe that if there are \( m \)-comparable equilibria in \( \mathcal{G} \) player \( m \) receives the same payoff in these equilibria, i.e., if \( \mathbf{p}, \mathbf{q} \in N_\mathcal{G} \) and \( \mathbf{p} = (p^m, p^{-m}), \mathbf{q} = (q^m, q^{-m}) \) for some \( m \), then \( u^m(\mathbf{p}, p^{-m}) = u^m(\mathbf{q}, q^{-m}) \). This equality holds since otherwise, player \( m \) would have incentive to improve its payoff at \( \mathbf{p} \) or \( \mathbf{q} \) by switching to a strategy profile with better payoff, and this contradicts with \( \mathbf{p} \) and \( \mathbf{q} \) being Nash equilibria of \( \mathcal{G} \).

Define the game \( \hat{\mathcal{G}} \) with utilities \( \{\hat{u}^m\}_{m\in\mathcal{M}} \) such that

\[
\hat{u}^m(\mathbf{p}) = \begin{cases} 
0 & \mathbf{p} \in N_\mathcal{G} \\
 u^m(\mathbf{p}) - u^m(\mathbf{q}) & \text{if there exists a } \mathbf{q} \in N_\mathcal{G} \text{ which is } m\text{-comparable with } \mathbf{p} \\
u^m(\mathbf{p}) & \text{otherwise.}
\end{cases}
\]  

(2.45)
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for all $m \in \mathcal{M}, p \in E$. Note that $\hat{u}^m$ is well defined since in $G$ player $m$ gets the same payoff in all $p \in N_G$ that are $m$-comparable. Note that in $\hat{G}$ all players receive zero payoff at all strategy profiles $p \in N_G$. To prove the claim, it suffices to show that $G$ and $\hat{G}$ have the same potential and harmonic components, or equivalently the game with utilities $\{u^m - \hat{u}^m\}_{m \in \mathcal{M}}$ is nonstrategic, i.e., belongs to $\mathcal{N}$.

In order to prove that the difference is nonstrategic, we first show that the pairwise comparisons of games with utilities $\{u^m\}_{m \in \mathcal{M}}$ and $\{\hat{u}^m\}_{m \in \mathcal{M}}$ are the same. Note that by (2.45) given $m$-comparable $p$ and $q$, $u^m(p) - u^m(q) = \hat{u}^m(p) - \hat{u}^m(q)$, if there is no $r \in N_G$ that is $m$-comparable with $p$ or $q$. If there exists $r \in N_G$ that is $m$-comparable with $p$, then it is also $m$-comparable with $q$, hence it follows by (2.45) that $\hat{u}^m(p) - \hat{u}^m(q) = u^m(p) - u^m(r) - u^m(q) + u^m(r) = u^m(p) - u^m(q)$. Note that these equalities hold even if $p$ or $q$ is in $N_G$.

Thus, for any $m$-comparable $p$ and $q$ it follows that

$$(u^m(p) - \hat{u}^m(p)) - (u^m(q) - \hat{u}^m(q)) = 0,$$

hence the game with utilities $\{u^m - \hat{u}^m\}_{m \in \mathcal{M}}$ is nonstrategic and the claim follows. \qed

Note that if two games differ only in their nonstrategic components, the pairwise comparisons, and hence the equilibria of these games are identical. Therefore, an immediate implication of the above lemma is that for a given game there exists another game with same equilibrium set such that the payoffs at all Nash equilibria are equal to zero. We use this to prove the following Pareto optimality result.

**Theorem 2.5.7.** Let $G$ be a game with utilities $\{u^m\}$. There exists a game $\tilde{G}$ with utilities $\{\tilde{u}^m\}$ such that (i) the potential and harmonic components of $\tilde{G}$ are identical to these of $G$ and (ii) in $\tilde{G}$ the set of pure NE coincides with the set of Pareto optimal strategy profiles.

**Proof.** Games that differ only in nonstrategic components have identical pairwise comparisons, hence the equilibria of these games are identical. Therefore, an immediate implication of the above lemma is that for a given game there exists another game with same equilibrium set such that the payoffs at all Nash equilibria are equal to zero. We use this to prove the following Pareto optimality result.

**Theorem 2.5.7.** Let $G$ be a game with utilities $\{u^m\}$. There exists a game $\tilde{G}$ with utilities $\{\tilde{u}^m\}$ such that (i) the potential and harmonic components of $\tilde{G}$ are identical to those of $G$ and (ii) in $\tilde{G}$ the set of pure NE coincides with the set of Pareto optimal strategy profiles.

**Proof.** Games that differ only in nonstrategic components have identical pairwise comparisons, hence the equilibria of these games are identical. Therefore, an immediate implication of the above lemma is that for a given game there exists another game with same equilibrium set such that the payoffs at all Nash equilibria are equal to zero. We use this to prove the following Pareto optimality result.

**Theorem 2.5.7.** Let $G$ be a game with utilities $\{u^m\}$. There exists a game $\tilde{G}$ with utilities $\{\tilde{u}^m\}$ such that (i) the potential and harmonic components of $\tilde{G}$ are identical to those of $G$ and (ii) in $\tilde{G}$ the set of pure NE coincides with the set of Pareto optimal strategy profiles.

**Proof.** Games that differ only in nonstrategic components have identical pairwise comparisons, hence the equilibria of these games are identical. Therefore, an immediate implication of the above lemma is that for a given game there exists another game with same equilibrium set such that the payoffs at all Nash equilibria are equal to zero. We use this to prove the following Pareto optimality result.

**Theorem 2.5.7.** Let $G$ be a game with utilities $\{u^m\}$. There exists a game $\tilde{G}$ with utilities $\{\tilde{u}^m\}$ such that (i) the potential and harmonic components of $\tilde{G}$ are identical to those of $G$ and (ii) in $\tilde{G}$ the set of pure NE coincides with the set of Pareto optimal strategy profiles.

**Proof.** Games that differ only in nonstrategic components have identical pairwise comparisons, hence the equilibria of these games are identical. Therefore, an immediate implication of the above lemma is that for a given game there exists another game with same equilibrium set such that the payoffs at all Nash equilibria are equal to zero. We use this to prove the following Pareto optimality result.
Consider $m$-comparable strategy profiles $p$ and $q$. Observe that if there exists a strategy profile $r$ that is $m$-comparable with $p$, it is also $m$-comparable with $q$ since by definition of $m$-comparable strategy profiles $p^m = r^m = q^m$.

Assume that there is a NE that is $m$-comparable with $p$ or $q$, then by definition of $\tilde{u}^m$ it follows that $u^m(p) - u^m(q) = \tilde{u}^m(p) - \tilde{u}^m(q)$. On the contrary if there is no NE that is $m$-comparable with $p$ or $q$ then $\tilde{u}^m(p) - \tilde{u}^m(q) = u^m(p) - \alpha - u^m(q) + \alpha = u^m(p) - u^m(q)$. Hence $G$ and $\tilde{G}$ have identical pairwise comparisons, and thus the game with utilities $\{u^m - \tilde{u}^m\}_{m \in M}$ is nonstrategic.

We prove the claim, by showing that at all strategy profiles that are not an equilibrium in $\tilde{G}$ (equivalently in $G$), the players receive nonpositive payoffs and at least one player receives negative payoff and at all NE all players receive zero payoff. This immediately implies that strategy profiles, that are not NE cannot be Pareto optimal, as deviation to a NE increases the payoff of at least one player and the payoff of other players do not decrease by such a deviation. Additionally, it implies that all NE are Pareto optimal, since at all NE all players receive the same payoff, and deviation to a strategy profile that is not a NE strictly decreases the payoff of at least a single player.

By construction it follows that at all NE all players receive zero payoff. Let $p$ be a strategy profile that is not a NE. If there is some $m$ for which $p$ is not $m$-comparable to a NE, then it follows that $\tilde{u}^m(p) = u^m(p) - \alpha \leq -1$. If on the other hand, $p$ is $m$-comparable to a NE, then $\tilde{u}^m(p) \leq 0$, since payoffs are equal to zero at NE. Thus, at any strategy profile, $p$, that is not a NE players receive nonpositive payoffs, and additionally if for some player $m$, $p$ is not $m$-comparable to a NE, player $m$ receives strictly negative payoff.

To finish the proof we need to show that if $p$ is $m$-comparable to a NE for all $m \in M$, then it still follows that $\tilde{u}^m(p) < 0$ for some $m \in M$. Assume that this is not true and $\tilde{u}^m(p) = 0$ for all $m \in M$. Since $p$ is not a NE, there is at least one player, say $m$, who can get strictly positive payoff by deviating to a different strategy profile. Therefore this player has strictly positive payoff after its deviation. However, as argued earlier payoffs are nonpositive at strategy profiles that are not NE, and zero at NE. Thus, we reach a contradiction and $\tilde{u}^m(p) < 0$ for some $m \in M$.

Therefore, it follows that all players have zero payoffs at all NE, and at any other strategy profile all players have nonpositive payoffs and at least one player has strictly negative payoff.

Note that it is possible to obtain similar results for other efficiency measures using similar arguments to those given in this section. This direction will not be pursued in this chapter. The above theorem suggests that the difference in the nonstrategic component of games that are otherwise identical may cause the efficiency properties of these game to be very different. In particular, in one of the games all equilibria may be Pareto optimal when this is not the case for the other game. Therefore, although the nonstrategic component does not change the pairwise comparisons and equilibrium properties in a game it plays a
key role in Pareto optimality of equilibria.

2.5.4 Zero-Sum Games and Identical Interest Games

In this section we present a different decomposition of the space of games, and discuss its relation to our decomposition. To simplify the presentation, we focus on bimatrix games, where each player has $h$ strategies. Before introducing the decomposition, we define zero-sum games and identical interest games.

**Definition 2.5.4 (Zero-sum and Identical Interest Games).** Let $G$ denote the bimatrix game with payoff matrices $(A, B)$. $G$ is a zero-sum game, if $A + B = 0$, and $G$ is an identical interest game, if $A = B$.

We denote the set of zero-sum games by $Z$, and the set of identical interest games by $I$. Since these sets are defined by equality constraints on the payoff matrices, it follows that they are subspaces.

The idea of decomposing a game to an identical interest game and a zero-sum game was previously mentioned in the literature for two-player games, (Başar and Ho, 1974). The following lemma implies that $Z$ and $I$ decomposition of the set of games, has the direct sum property.

**Lemma 2.5.4.** The space of two-player games $G_{M,E}$ is a direct sum of subspaces of zero-sum and identical interest games, i.e., $G_{M,E} = Z \oplus I$.

**Proof.** Consider a bimatrix game with utilities $(u^1, u^2)$. Observe that this game can be decomposed to the games with payoff functions $(u^{1-2u^2}, u^{1-2u^1})$ and $(u^{1+2u^2}, u^{1+2u^1})$. Clearly the former game is a zero-sum game, where the latter is an identical interest game. Since the initial game was arbitrary, it follows that any game can be decomposed to a zero-sum game and an identical interest game. The direct sum property follows, since for two-player zero-sum and identical interest games, with utility functions $(u, -u)$ and $(v, v)$ respectively, if $(u + v, u - v) = (0, 0)$, then $u = v = 0$. □

Note that Theorem 2.5.6 suggests that two-player normalized harmonic games, where players have equal number of strategies are zero-sum.\(^7\) Also, it immediately follows by checking the definitions that identical interest games are potential games. This intuitively suggests that the zero-sum and identical interest game decomposition closely relates to our decomposition. In the following theorem, we establish this relation by characterizing the dimensions of the intersections of the subspaces $Z$ and $I$, with the sets of potential and harmonic games. We provide a proof in Section 2.8.

\(^7\)In addition, if the definition of zero-sum is generalized to include multiplayer games where payoffs of all players add up to zero, then it can be seen that normalized harmonic games where players have equal number of strategies are still zero-sum games.
Theorem 2.5.8. Consider two-player games, in which each player has \( h \) strategies. The dimensions of intersections of the subspaces of zero-sum and identical interest games (\( \mathcal{Z} \) and \( \mathcal{I} \)) with the subspaces of potential and harmonic games (\( \mathcal{P} \oplus \mathcal{N} \) and \( \mathcal{H} \oplus \mathcal{N} \)) are as in the following table.

<table>
<thead>
<tr>
<th>( \mathcal{P} \oplus \mathcal{N} )</th>
<th>( \mathcal{Z} )</th>
<th>( \mathcal{I} )</th>
<th>( \mathcal{Z} \oplus \mathcal{I} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h^2 ) - 2h + 2</td>
<td>2h - 1</td>
<td>( h^2 ) + 2h - 1</td>
<td>1</td>
</tr>
<tr>
<td>( \mathcal{H} \oplus \mathcal{N} )</td>
<td>( h^2 ) - 2h + 2</td>
<td>1</td>
<td>( h^2 ) + 1</td>
</tr>
</tbody>
</table>

Table 2.4: Dimensions of subspaces of games and their intersections

The above theorem suggests that the dimensions of harmonic games and zero-sum games (and similarly identical interest games and potential games) are close to the dimension of their intersections. Thus, zero-sum games are in general closely related to harmonic games, and identical interest games are related to potential games. On the other hand, it is possible to find instances of zero-sum games that are potential games, and not harmonic games (see Table 2.5).

\[
\begin{array}{c|cc}
\text{a} & \text{b} \\
\hline
x & 0, 0 & 1, -1 \\
y & -1, 1 & 0, 0 \\
\end{array}
\quad
\begin{array}{c|c}
\text{a} & \text{b} \\
\hline
x & 2 \\
y & 1 \\
\end{array}
\]

(a) Payoffs \quad (b) Potential function

Table 2.5: A zero-sum potential game

In general, the identical interest component is a potential game, and it can be used to approximate a given game with a potential game. However, as illustrated in Table 2.6, this approximation need not yield the closest potential game to a given game. In this example, despite the fact that the original game is a potential game, the zero-sum and identical interest game decomposition may lead to a potential game which is much farther than the closest potential game.

We believe that the decomposition presented in Section 2.4 is more natural than the zero-sum identical interest game decomposition, as it clearly separates the strategic (\( \mathcal{P} \oplus \mathcal{H} \)) and nonstrategic (\( \mathcal{N} \)) components of games and further identifies components, such as potential and harmonic components, with distinct strategic properties. In addition, it is invariant under trivial manipulations that do not change the strategic interactions, i.e., changes in the nonstrategic component.
Table 2.6: A potential game $\mathcal{G}$ and its zero-sum ($\mathcal{G}_Z$) and identical interest components ($\mathcal{G}_I$).

### 2.6 Projections onto Potential and Harmonic Games

In this section, we discuss projections of games onto the subspaces of potential and harmonic games. In Section 2.4.2, we defined the subspaces $\mathcal{P}, \mathcal{H}, \mathcal{N}$ of potential, harmonic, and nonstrategic components, respectively. We also proved that they provide a direct sum decomposition of the space of all games. In this section, we show that under an appropriately defined inner product in $\mathcal{G}_{M,E}$, the harmonic, potential and nonstrategic subspaces become orthogonal. We use our decomposition result together with this inner product to obtain projections of games to these subspaces, i.e., for an arbitrary game, we present closed-form expressions for the “closest” potential and harmonic games with respect to this inner product.

Let $\mathcal{G}, \hat{\mathcal{G}}$ be two games in $\mathcal{G}_{M,E}$. We define the inner product on $\mathcal{G}_{M,E}$ as

$$\langle \mathcal{G}, \hat{\mathcal{G}} \rangle_{M,E} = \sum_{m \in \mathcal{M}} h_m \langle u^m, \hat{u}^m \rangle.$$  \hspace{1cm} (2.46)

where the inner product in the right hand side is the inner product of $C_0$ as defined in (2.8), i.e., it is the inner product of the space of functions defined on $E$. Note that it can be easily checked that (2.46) is an inner product, by observing that it is a weighted version of the standard inner product in $C_0^M$. The given inner product also induces a norm which will help us quantify the distance between games. We define the norm on $\mathcal{G}_{M,E}$ as follows:

$$\| \mathcal{G} \|_{M,E}^2 = \langle \mathcal{G}, \mathcal{G} \rangle_{M,E}.$$  \hspace{1cm} (2.47)

Note that this norm also corresponds to a weighted $l_2$ norm defined on the space $C_0^M$.

Next we prove that the potential, harmonic and nonstrategic subspaces are orthogonal under this inner product.

**Theorem 2.6.1.** Under the inner product introduced in (2.46), we have $\mathcal{P} \perp \mathcal{H} \perp \mathcal{N}$, i.e., the potential, harmonic and nonstrategic subspaces are orthogonal.
Proof. Let \( \{u^m_P\}_{m \in M} = \mathcal{G}_P \subseteq \mathcal{P} \), \( \{u^m_H\}_{m \in M} = \mathcal{G}_H \subseteq \mathcal{H} \) and \( \{u^m_N\}_{m \in M} = \mathcal{G}_N \subseteq \mathcal{N} \) be arbitrary games in \( \mathcal{P} \), \( \mathcal{H} \) and \( \mathcal{N} \) respectively. In order to prove the claim we will first prove \( \mathcal{G}_N \perp \mathcal{G}_H \) and \( \mathcal{G}_N \perp \mathcal{G}_P \). Secondly we prove \( \mathcal{G}_P \perp \mathcal{G}_H \). Since the games are arbitrary the first part will imply that \( \mathcal{N} \perp \mathcal{H} \) and \( \mathcal{N} \perp \mathcal{P} \) and the second part will imply that \( \mathcal{P} \perp \mathcal{H} \) proving the claim.

Note that by definition \( u^m_N \in \ker(D_m) \) for all \( m \in M \) and \( u^m_P, u^m_H \) are in the orthogonal complement of \( \ker(D_m) \) since \( \Pi_m u^m_P = u^m_P \), \( \Pi_m u^m_H = u^m_H \) and \( \Pi_m \) is the projection operator to the orthogonal complement of \( \ker(D_m) \). This implies that \( \langle u^m_P, u^m_H \rangle = \langle u^m_N, u^m_N \rangle = 0 \) for all \( m \in M \) and hence using the inner product introduced in (2.46) it follows that \( \mathcal{G}_N \perp \mathcal{G}_H \) and \( \mathcal{G}_N \perp \mathcal{G}_P \).

Next observe that for all \( m \in M \),

\[
\langle u^m_P, u^m_H \rangle = \langle D_m^* D_m u^m_P, u^m_H \rangle = \frac{1}{h_m} \langle D_m^* D_m \phi, u^m_H \rangle = \frac{1}{h_m} \langle \phi, D_m^* D_m u^m_H \rangle,
\]

where the first equality follows from \( \Pi_m u^m_P = u^m_P \), and the second equality follows from Lemma 2.4.1 and the fact that \( D_m u^m_P = D_m u^m_H \). The third equality uses the properties of the operators \( D_m \) and \( D_m^* \). Therefore,

\[
\langle \mathcal{G}_P, \mathcal{G}_H \rangle_{M, E} = \sum_{m \in M} \langle \phi, D_m^* D_m u^m_H \rangle = \langle \phi, \sum_{m \in M} D_m^* D_m u^m_H \rangle = \langle \phi, \delta_0^* \sum_{m \in M} D_m u^m_H \rangle = 0.
\]

Since \( \delta_0^* \sum_{m \in M} D_m u^m_H = 0 \) by the definition of \( \mathcal{H} \). Here the last equality follows using \( \delta_0^* = \sum_m D_m^* \) and orthogonality of the image spaces of \( D_m \) for \( m \in M \). Therefore, \( \mathcal{G}_H \perp \mathcal{G}_P \) as claimed and the result follows.

The next theorem provides closed form expressions for the closest potential and harmonic games with respect to the norm in (2.47).

**Theorem 2.6.2.** Let \( \mathcal{G} \in \mathcal{G}_{M, E} \) be a game with utilities \( \{u^m\}_{m \in M} \), and let \( \phi = \delta_0^* Du \). With respect to the norm in (2.47),

1. The closest potential game to \( \mathcal{G} \) has utilities \( \Pi_m \phi + (I - \Pi_m)u^m \) for all \( m \in M \),

2. The closest harmonic game to \( \mathcal{G} \) has utilities \( u^m - \Pi_m \phi \) for all \( m \in M \).

**Proof.** By Theorem 2.6.1, the harmonic component of \( \mathcal{G} \) is orthogonal to the space of potential games \( \mathcal{P} \ominus \mathcal{N} \). Thus, the closest potential game to \( \mathcal{G} \) has utilities \( u^m - u^m_H \), where \( \{u^m_H\}_{m \in M} \) is the harmonic component of \( \mathcal{G} \). Similarly, the potential component of \( \mathcal{G} \) is orthogonal to the space of harmonic games \( \mathcal{H} \ominus \mathcal{N} \) and thus the closest harmonic game to \( \mathcal{G} \) has utilities \( u^m - u^m_P \), where \( \{u^m_P\}_{m \in M} \) is the potential component of \( \mathcal{G} \). Using the closed form expressions for \( u^m_P \) and \( u^m_H \) from Theorem 2.4.1, the claim follows.

Note that the utilities in the closest potential game consist of two parts: the term \( \Pi_m \phi \) expresses the preferences that are captured by the potential function \( \phi \), and \( (I - \Pi_m)u^m \).
corresponds to the nonstrategic component of the original game. Similarly, the closest harmonic game differs from the original game by its potential component, and hence has the same nonstrategic and harmonic components with the original game. This implies that the projection decomposes the flows generated by a game to its consistent and inconsistent components and is closely related to the decomposition of flows to the orthogonal subspaces of the space of flows provided in the Helmholtz decomposition.

Analyzing the projection of a game to the space of potential games may provide useful insights for the original game; see Section 2.7 for a description of ongoing and future work on this direction. We conclude this section by relating the approximate equilibria of a game to the equilibria of the closest potential game.

Theorem 2.6.3. Let $G$ be a game, and $\hat{G}$ be its closest potential game. Assume that $h_m$ denotes the number of strategies of player $m$, and define $\alpha \triangleq ||G - \hat{G}||_{M,E}$. Then, every $\epsilon_1$-equilibrium of $\hat{G}$ is an $\epsilon$-equilibrium of $G$ for some $\epsilon \leq \max_m \frac{2\alpha}{\sqrt{h_m}} + \epsilon_1$ (and vice versa).

Proof. By the definition of the norm, it follows that $|u^k(p) - \hat{u}^k(p)| \leq \frac{\alpha}{\sqrt{h_k}} ||G - \hat{G}||_{M,E} \leq \max_m \frac{\alpha}{\sqrt{h_m}}$, for all $k \in M$, $p \in E$. Using Lemma 2.2.1, the result follows. \qed

This result implies that the study and characterization of the structure of approximate equilibria in an arbitrary game can be facilitated by making use of the connection between its $\epsilon$-equilibrium set and the equilibria of its closest potential game.

2.7 Summary

We conclude this chapter with a summary of its main contributions. In this chapter, we introduced a novel and natural direct sum decomposition of the space of games into potential, harmonic and nonstrategic subspaces. We studied the equilibrium properties of the subclasses of games induced by this decomposition, and showed that the potential and harmonic components of games have quite distinct and appealing equilibrium properties. In particular, there is a sharp contrast between potential games, that always have pure Nash equilibria, and harmonic games, that generically never do. Moreover, we have shown that while the nonstrategic component does not affect the equilibrium set of games, it can drastically affect their efficiency properties. Using the decomposition framework, we obtained closed-form expressions for the projections of games to their corresponding components, enabling the approximation of arbitrary games by potential and harmonic games. We established that this approximation allows for a systematic method for characterizing the set of $\epsilon$-equilibria of a given game, by relating it to the equilibria of the closest potential game.

2.8 Appendix: Additional Proofs

In this section we provide proofs to some of the results from Sections 2.4 and 2.5.
Proof of Lemmas 2.4.1 and 2.4.2. The proof relies on the fact that $D_m^* D_m = \Delta_{0,m}$ is a Laplacian operator defined on the graph of $m$-comparable strategy profiles. We show that the kernels of $D_m$ and $\Delta_{0,m}$ coincide, and using the spectral properties of the Laplacian and projection matrices we obtain the desired result.

For a fixed $m$, it can be seen that strategy profile $p = (p^m, p^{-m})$ is comparable to strategy profiles $(q^m, q^{-m})$ for all $q^m \in E^m$, $q^m \neq p^m$ but to none of the strategy profiles $(q^m, q^{-m})$ for $q^{-m} \neq p^{-m}$. This implies that the graph over which $\Delta_{0,m}$ is defined has $|E^{-m}| = \prod_{k \neq m} h_k$ components (each $p^{-m} \in E^{-m}$ creates a different component), each of which has $|E^{-m}| = h_m$ elements. Note that all strategy profiles in a component are $m$-comparable, thus the underlying graph consists of $|E^{-m}|$ components, each of which is a complete graph with $|E^{-m}|$ nodes.

The Laplacian of an unweighted complete graph with $n$ nodes has eigenvalues 0 and $n$, where the multiplicity of nonzero eigenvalues is $n - 1$ (Chung, 1997). Each component of $\Delta_{0,m}$ leads to eigenvalues 0 and $h_m$ with multiplicities 1 and $h_m - 1$ respectively. Therefore, $\Delta_{0,m}$ has eigenvalues 0 and $h_m$ where the multiplicity of nonzero eigenvalues is $(h_m - 1) \prod_{k \neq m} h_k = \prod_{k \in M} h_k - \prod_{k \neq m} h_k$. This suggests that the dimension of the kernel of $\Delta_{0,m}$ is $\prod_{k \neq m} h_k$.

Observe that the kernel of $\Delta_{0,m} = D_m^* D_m$ contains the kernel of $D_m$. For every $q^{-m} \in E^{-m}$ define $\nu_{q^{-m}} \in C_0$ such that

$$\nu_{q^{-m}}(p) = \begin{cases} 1 & \text{if } p^{-m} = q^{-m} \\ 0 & \text{otherwise} \end{cases} \quad (2.48)$$

It is easy to see that $\nu_{p^{-m}} \perp \nu_{q^{-m}}$ for $p^{-m} \neq q^{-m}$ and $D_m \nu_{p^{-m}} = 0$ for all $p^{-m} \in E^{-m}$. Thus, for all $q^{-m}$, $\nu_{q^{-m}}$ belongs to the kernel of $D_m$ and by mutual orthogonality of these functions, the kernel of $D_m$ has dimension at least $|E^{-m}| = \prod_{k \neq m} h_k$. As the dimension of the kernel of $\Delta_{0,m}$ is $\prod_{k \neq m} h_k$ and it contains kernel of $D_m$, this implies that the kernels of $D_m$ and $\Delta_{0,m}$ coincide.

Thus $\Delta_{0,m}$ maps any $\nu \in C_0$ in the kernel of $D_m$ to zero and scales the $\nu$ in the orthogonal complement of the kernel by $h_m$. On the other hand $D_m^\dagger D_m$ is a projection operator and it has eigenvalue 0 for all functions in the kernel of $D_m$ and 1 for the functions in the orthogonal complement of kernel of $D_m$. This implies that

$$\Delta_{0,m} = h_mD_m^\dagger D_m, \quad (2.49)$$

and the kernels of $H_m$, $D_m$ and $\Delta_{0,m}$ coincide as the claim suggests. \qed

Proof of Lemma 2.4.3. For a game, the graph of comparable strategy profiles is connected as can be seen from the definition of the comparable strategy profiles. It is known that for a connected graph, the Laplacian operator has multiplicity 1 for eigenvalue 0 (Chung,
1997). By (2.16) it follows that the function \( f \in C_0 \) satisfying \( f(p) = 1 \) for all \( p \in E \), is an eigenfunction of \( \Delta_0 \) with eigenvalue 0, implying the result.

\[ \square \]

**Proof of Lemma 2.4.4.** For the proof of this lemma, we use the following property of the pseudoinverse

\[ A^\dagger = (A^* A)^\dagger A^*, \quad (2.50) \]

and the orthogonality properties of the \( D_m \) operators: \( D_m^* D_k = 0 \) and \( D_m^T D_k = 0 \) if \( m \neq k \).

**(i)** Using (2.50), with \( A = D_m \) implies that \( D_m^\dagger = (D_m^* D_m)^\dagger D_m^* \). Since for any linear operator \( L , \) \( (L^\dagger)^* = (L^*)^\dagger \), it follows that \( D_m^\dagger = (D_m(D_m^* D_m)^\dagger)^* = (D_m(\Delta_0,m)^\dagger)^* \). Hence, using Lemma 2.4.1 we obtain \( D_m^\dagger = h_m(D_m(\Pi_m)^\dagger)^* \). Since \( \Pi_m \) is a projection operator to the orthogonal complement of the kernel of \( D_m \), we have \( \Pi_m^T = \Pi_m \), and \( D_m \Pi_m = D_m \).

Hence, it follows that \( D_m^\dagger = h_m(D_m(\Pi_m)^\dagger)^* = h_m D_m^* \) as claimed.

**(ii)** The identity in (2.50), implies that

\[ (\sum_{i \in \mathcal{M}} D_i)^\dagger = \left( (\sum_{i \in \mathcal{M}} D_i)^* (\sum_{i \in \mathcal{M}} D_i) \right)^\dagger (\sum_{i \in \mathcal{M}} D_i)^* . \]

By the orthogonality of the image spaces of \( D_i \), it follows that \( (\sum_{i \in \mathcal{M}} D_i)^* (\sum_{i \in \mathcal{M}} D_i) = \sum_{i \in \mathcal{M}} D_i^* D_i \), and hence

\[ (\sum_{i \in \mathcal{M}} D_i)^\dagger = \left( \sum_{i \in \mathcal{M}} D_i^* D_i \right)^\dagger (\sum_{i \in \mathcal{M}} D_i)^* . \]

Right-multiplying the above equation by \( D_j \) and using the orthogonality of the image spaces of \( D_i \) it follows that

\[ (\sum_{i \in \mathcal{M}} D_i)^\dagger D_j = \left( \sum_{i \in \mathcal{M}} D_i^* D_i \right)^\dagger (\sum_{i \in \mathcal{M}} D_i)^* D_j = \left( \sum_{i \in \mathcal{M}} D_i^* D_i \right)^\dagger D_j. \]

**(iii)** From the definition of pseudoinverse, it is sufficient to show the following 4 properties to prove the claim: a) \( (D D^\dagger)^* = D D^\dagger \), b) \( (D^\dagger D)^* = D^\dagger D \), c) \( D D^\dagger D = D \), d) \( D^\dagger D D^\dagger = D^\dagger \).

Using the identity \( D_m^\dagger D_k = 0 \) for \( k \neq m \), it follows that \( D D^\dagger = \sum_{m \in \mathcal{M}} D_m D_m^\dagger \), and \( D^\dagger D = \text{diag} \left( D_1^\dagger D_1, \ldots, D_M^\dagger D_M \right) \). The pseudoinverse of \( D_m \) satisfies the properties \( D_m^\dagger D_m = (D_m^\dagger D_m)^* \) and \( D_m D_m^\dagger = (D_m D_m^\dagger)^* \), and the requirements a) and b) follow immediately using these properties. The identity \( D_m D_k = 0 \) also implies that \( D D^\dagger D = [D_1^\dagger D_1, \ldots, D_M^\dagger D_M] \), and \( D^\dagger D D^\dagger = [D_1^\dagger D_1, \ldots, D_M^\dagger D_M] \). Since the pseudoinverse of \( D_m \) also satisfies \( D_m^\dagger D_m D_m^\dagger = D_m \), and \( D_m D_m^\dagger D_m = D_m \), the requirements c) and d) are satisfied and the claim follows.
Since $H = \text{diag}(H_1, \ldots, H_M)$, and $H_m = D_{t_{mn}}D_m$, it follows that
\[ D^t D = \text{diag}(D_{1}^tD_1, \ldots, D_{M}^tD_M) = \text{diag}(\Pi_1, \ldots, \Pi_M) = \Pi. \]

Using the identities $D_{m}^tD_k = 0$ for $k \neq m$, $\delta_0 = \sum_{m \in M} D_m$, it follows that
\[ DD^t \delta_0 = DD^t \sum_{m \in M} D_m = \sum_{m \in M} D_m D_{m}^tD_m = \sum_{m \in M} D_m = \delta_0. \]

Proof of Proposition 2.4.1. Lemma 2.4.2 provides a basis for kernel of $D_m$ and $\dim(\ker(D_m)) = |E^{-m}|$, i.e., the cardinality of the basis is equal to $|E^{-m}|$. By definition, $N = \ker D = \prod_{m \in M} \ker(D_m)$, hence
\[ \dim(N) = \sum_{m \in M} \dim(\ker(D_m)) = \sum_{m \in M} |E^{-m}| = \sum_{m \in M} \prod_{k \neq m} h_k. \tag{2.51} \]

Next consider the subspace $P$ of normalized potential games. By definition, the games in this set generate globally consistent flows. Moreover, by Lemma 2.4.6 it follows that there is a unique game in $P$, which generates a given gradient flow. Thirdly, note that any globally consistent flow can be obtained as $\delta_{0}\phi$ for some $\phi \in C_0$, and the game $\{\Pi_{m}\phi\}_{m \in M} \in P$ generates the same flows as $\delta_{0}\phi$. These three facts imply that there is a linear bijective mapping between the games in $P$ and the globally consistent flows, and hence the dimension of $P$ is equal to the dimension of the globally consistent flows.

On the other hand, the dimension of the globally consistent flows is equivalent to $\dim(\text{im}(\delta_0))$. Since $A_0 = \delta_0^* \delta_0$ it follows that $\ker(\delta_0) \subset \ker(\Delta_0)$. By Lemma 2.4.3 it follows that $\ker(\Delta_0) = \{f \in C_0 \mid f(p) = c \in \mathbb{R}, \text{ for all } p \in E\}$. It follows from the definition of $\delta_0$ that $\delta_0f = 0$ for all $f \in \ker(\Delta_0)$. These facts imply that $\ker(\delta_0) = \ker(\Delta_0)$ and hence $\dim(\ker(\delta_0)) = 1$. Since $\delta_0$ is a linear operator it follows that $\dim(\text{im}(\delta_0)) = \dim(C_0) - \dim(\ker(\delta_0)) = |E| - 1 = \prod_{m \in M} h_m - 1$.

Finally observe that $\dim(G_{M,E}) = \dim(C_0^M) = M|E| = M \prod_{m \in M} h_m$. Theorem 2.4.1 implies that $\dim(G_{M,E}) = \dim(\mathcal{P}) + \dim(\mathcal{H}) + \dim(\mathcal{N})$. Therefore, it follows that $\dim(\mathcal{H}) = (M - 1) \prod_{m \in M} h_m - \sum_{m \in M} \prod_{k \neq m} h_k + 1$. \hfill \Box

Proof of Lemma 2.5.2. Let $X = D_u$ denote the pairwise comparison function of the harmonic game. By definition, $(\delta_0^* X)(p) = 0$ for all $p \in E$. Thus, for all $r^m \in E^m$, it follows that
\[ 0 = \sum_{p^{-m} \in E^{-m}} (\delta_0^* X)(r^m, p^{-m}) = \sum_{p \in S} (\delta_0^* X)(p) \tag{2.52} \]
where $S = \{(r^m, p^{-m}) | p^{-m} \in E^{-m}\}$. To complete the proof we require the following identity related to the pairwise comparison functions.
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Lemma 2.8.1. For all $\tilde{X} \in C_1$ and set of strategy profiles $\tilde{S} \subset E$, $\sum_{p \in \tilde{S}} (\delta_0^* \tilde{X})(p) = -\sum_{p \in \tilde{S}} \sum_{q \in \tilde{S}^c} \tilde{X}(p, q)$.

Proof. It follows from the definition of $\delta_0^*$ that

$$\sum_{p \in \tilde{S}} (\delta_0^* \tilde{X})(p) = -\sum_{p \in \tilde{S}} \sum_{q \in E} \tilde{X}(p, q) = -\sum_{p \in \tilde{S}} \sum_{q \in \tilde{S}^c} \tilde{X}(p, q) = -\sum_{p \in \tilde{S}} \sum_{q \in \tilde{S}^c} \tilde{X}(p, q).$$

since $\tilde{X}(p, q) + \tilde{X}(q, p) = 0$ for any $p, q$ and thus $\sum_{p \in \tilde{S}} \sum_{q \in \tilde{S}^c} \tilde{X}(p, q) = 0$. $\square$

Using this lemma in (2.52), we obtain

$$0 = -\sum_{p \in \tilde{S}} \sum_{p \in \tilde{S}^c} X(p, \hat{p}) = \sum_{p \in \tilde{S}} \sum_{p \in \tilde{S}^c} u^m(r^m, p^{-m}) - u^m(p^m, p^{-m}).$$

(2.53)

Since $r^m$ is arbitrary, it follows that $\sum_{p \in \tilde{S}^c} \sum_{p \in \tilde{S}^c} u^m(q^m, p^{-m}) - u^m(r^m, p^{-m}) = 0$ for all $q^m, r^m \in E^m$. $\square$

Proof of Theorem 2.5.8. Since $\tilde{Z} \oplus \tilde{T} = G_{M, E}$, the last column immediately follows from Proposition 2.5.1 and Theorem 2.4.1. Below, we present the dimension results for each row of the table, and the corresponding entries in the first two columns.

Throughout the proof we denote by $e$ the $h$ dimensional vector of ones. Since $\tilde{N} = \ker D$, the two-player games in $\tilde{N}$ take the form $(ea^T, be^T)$ for some $a, b \in \mathbb{R}^h$. We shall make use of this fact in the proof.

$\mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N}$: Since $\mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N} = G_{M, E}$, it follows that $\dim(\mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N}) \cap \tilde{Z} = \dim \tilde{Z}$ and $\dim(\mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N}) \cap \tilde{T} = \dim \tilde{T}$. Zero-sum games are games with payoff matrices $(A, -A)$ for some $A \in \mathbb{R}^{h \times h}$. Thus, the dimension of the zero-sum games is equivalent to the dimension of possible $A$ matrices that define zero-sum games and hence $\dim \tilde{Z} = h^2$. Similarly, identical interest games are games with payoff matrices $(A, A)$ for some $A \in \mathbb{R}^{h \times h}$, and hence $\dim \tilde{T} = h^2$.

$\mathcal{P} \oplus \mathcal{N}$: By Theorem 2.5.1, it follows that $\mathcal{P} \oplus \mathcal{N}$ is equivalent to the set of potential games. Observe that all identical interest games are potential games, where the utility functions of players are equal to the potential function of the game. Thus, it follows that $\dim(\mathcal{P} \oplus \mathcal{N}) \cap \tilde{T} = \dim \tilde{T} = h^2$.

Let $\mathcal{G}$ denote a zero-sum game in $\mathcal{P} \oplus \mathcal{N}$, with payoff matrices $(A, -A)$, and denote the matrix corresponding to a potential function of $\mathcal{G}$ by $\phi$. Thus, both the game with payoffs $(A, -A)$ and $(\phi, \phi)$ belong to $\mathcal{N} \oplus \mathcal{P}$, and $(A, -A)$ is different from $(\phi, \phi)$ by its nonstrategic component. Hence, for some $a, b \in \mathbb{R}^h$, $A = \phi + ea^T, -A = \phi + be^T$, for some $a, b \in \mathbb{R}^h$ and

$$A - A = \phi + ea^T + \phi + be^T = 2\phi + ea^T + be^T = 0,$$

thus $-2\phi_{ij} = a_j + b_i$ and $A_{ij} = \phi_{ij} + a_j = \frac{a_i - b_i}{2}$ for all $i, j \in \{1 \ldots n\}$. Hence, $a, b \in \mathbb{R}^h$ characterize the possible payoff matrices $A$, and it can be seen that the set of these matrices
has dimension $2h - 1$. Since these matrices uniquely characterize zero-sum games that are also potential games, it follows that the dimension of $(\mathcal{P} \oplus \mathcal{N}) \cap \mathcal{Z}$ is equal to $2h - 1$.

$\mathcal{H} \oplus \mathcal{N}$: The games in this set do not have potential components. If a game in $\mathcal{H} \oplus \mathcal{N}$ is an identical interest game, then it also belongs to $\mathcal{P} \oplus \mathcal{N}$. Due to the direct sum property of $\mathcal{P} \oplus \mathcal{H} \oplus \mathcal{N}$, it follows that this game can only have nonstrategic component. Therefore, $\dim(\mathcal{H} \oplus \mathcal{N}) \cap \mathcal{I} = \dim \mathcal{N} \cap \mathcal{I}$. Let $\mathcal{G}$ denote a game in $\mathcal{N} \cap \mathcal{I}$. Since $\mathcal{G}$ has only nonstrategic information it follows that its payoffs are given by $(ea^T, be^T)$, for some vectors $a$ and $b$. Then, being an identical interest game implies that $ea^T = be^T$, which requires that all entries of payoff matrices are identical, thus $\dim \mathcal{N} \cap \mathcal{I} = 1$.

Consider a zero-sum game in $\mathcal{H} \oplus \mathcal{N}$, with payoff matrices $(A, -A)$. Since, both players have equal number of strategies, the harmonic component of this game is also zero-sum and the payoff matrices in the harmonic component can be denoted by $(A_H, -A_H)$ for some $A_H \in \mathbb{R}^{h \times h}$. Because the original game is in $\mathcal{H} \oplus \mathcal{N}$, the payoff matrices satisfy $A = A_H + ea^T$, $-A = -A_H + be^T$, where $(ea^T, be^T)$ corresponds to the nonstrategic component of the game. It follows that $ea^T + be^T = 0$, and hence $ea^T$ and $-be^T$ are matrices, which have all of their entries identical. Thus, the nonstrategic component of the games in $(\mathcal{H} \oplus \mathcal{N}) \cap \mathcal{Z}$, forms a 1 dimensional subspace. Since the harmonic component is arbitrary, it follows that $\dim(\mathcal{H} \oplus \mathcal{N}) \cap \mathcal{Z} = \dim \mathcal{H} + 1 = (h - 1)^2 + 1 = h^2 - 2h + 2$.  

**Proof of Proposition 2.5.2.** We prove the claim, by first showing (i) and (ii) are equivalent and then establishing the equivalence (ii) and (iii).

By the definition of correlated equilibrium, (2.36) implies that $x$ is a correlated equilibrium. To see that any correlated equilibrium of $\mathcal{G}$ satisfies (2.36), assume $x \in \Delta E$ is a correlated equilibrium. Since the game is a harmonic game, by definition, the utility functions $u = \{u^m\}$ satisfy the condition $\delta_{G} Du = 0$. Using (2.13) and (2.21), this condition can equivalently be expressed as

$$
\sum_{m \in M} \sum_{q^m \in E^m} u^m(q^m, p^{m'}) - u^m(p^m, p^{m'}) = 0 \quad \text{for all } p \in E. \tag{2.54}
$$

Thus, it follows that

$$
0 = \sum_{p \in E} x(p) \sum_{m \in M} \sum_{q^m \in E^m} u^m(q^m, p^{m'}) - u^m(p^m, p^{m'})
= \sum_{m \in M} \sum_{q^m \in E^m} \sum_{p^m \in E^m} \sum_{p^{m'} \in E^{m'}} x(p^m, p^{m'}) (u^m(q^m, p^{m'}) - u^m(p^m, p^{m'})). \tag{2.55}
$$

Since $x$ is a correlated equilibrium, $\sum_{p^{m} \in E^{-m}} x(p^m, p^{m'}) (u^m(q^m, p^{m'}) - u^m(p^m, p^{m'})) \leq 0$ for all $p^m$, $q^m$ and $m \in M$. Hence, (2.55) implies that

$$
\sum_{p^{m} \in E^{-m}} x(p^m, p^{m'}) (u^m(q^m, p^{m'}) - u^m(p^m, p^{m'})) = 0
$$
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for all $p^m, q^m$ and $m \in M$. Thus, we conclude (i) and (ii) are equivalent.

To see the equivalence of (ii) and (iii), observe that (iii) immediately implies (ii). Assume (ii) holds, then writing (2.36) for two strategies $r^m, q^m \in E^m$, and subtracting these equations from each other, it follows that $\sum_{p^{-m} \in E^{-m}} (u^m(r^m, p^{-m}) - u^m(q^m, p^{-m})) x(p^m, p^{-m}) = 0$. Since $r^m$ and $q^m$ are arbitrary it follows that for all $q^m \in E^m$

$$\sum_{p^{-m} \in E^{-m}} u^m(q^m, p^{-m}) x(p^m, p^{-m}) = c_{p^m},$$

for some $c_{p^m} \in \mathbb{R}$. Since the game is normalized, we have $\sum_{q^m \in E^m} u^m(q^m, p^{-m}) = 0$. Thus summing (2.56) over $q^m \in E^m$ it follows that $c_{p^m} = 0$, and hence (ii) implies (iii).

Therefore we conclude that (i), (ii) and (iii) are equivalent for normalized harmonic games. \hfill \Box

Note that in the above proof, we used the assumption that the game is normalized, only when establishing the equivalence of (ii) and (iii). Therefore, it can be seen that (i) and (ii) are equivalent for all harmonic games.

### 2.8 Appendix: Equilibria in Two Player Harmonic Games

In this section we focus on the equilibrium properties of two player harmonic games. We show that sets of correlated and mixed equilibria are identical in these games.

In the following theorem, we present a basis for two-player normalized harmonic games. The idea behind our construction is to obtain a collection of games, in which both players have “effectively” two strategies (the payoffs are equal to zero, if other strategies are played), and ensure that they are linearly independent normalized harmonic games.

**Theorem 2.9.1.** Consider the set of two-player games where the first player has $h_1$ strategies and the second player has $h_2$ strategies. For any $i \in \{1, \ldots, h_1 - 1\}$ and $j \in \{1, \ldots, h_2 - 1\}$, define bimatrix games $G^{ij}$, with payoff matrices $(h_2 A^{ij}, -h_1 A^{ij})$, where $A^{ij} \in \mathbb{R}^{h_1 \times h_2}$ is such that

$$A^{ij}_{kl} = \begin{cases} 
1 & \text{if } (k, l) = (i, j) \text{ or } (k, l) = (i + 1, j + 1), \\
-1 & \text{if } (k, l) = (i + 1, j) \text{ or } (k, l) = (i, j + 1), \\
0 & \text{otherwise.}
\end{cases}$$

The collection $\{G^{ij}\}$ provides a basis of $H$. \hfill \Box

**Proof.** It can be seen that each $G^{ij}$ is normalized, since row and column sums of $A^{ij}$ is equal to zero. By Theorem 2.5.6 and (2.57), it also follows that $G^{ij}$ belongs to $H$. It can be seen from Proposition 2.4.1 that $\dim H = (h_1 - 1)(h_2 - 1)$, is equal to the cardinality of the
Thus, in order to prove the claim, it is sufficient to prove that
\[
\sum_{i \in \{1, \ldots, h_1-1\}} \sum_{j \in \{1, \ldots, h_2-1\}} \alpha_{ij} A^U = 0, \tag{2.58}
\]
only if \(\alpha_{ij} = 0\) for all \(i, j\).

Note that \(A^{11}\) is the only matrix which has a nonzero entry in the first column and the first row. Thus, (2.58) implies that \(\alpha_{11} = 0\). Similarly it can be seen that \(A^{11}\) and \(A^{12}\) are the only matrices which have nonzero entries in the first row and the second column, thus \(\alpha_{12} = 0\). Proceeding iteratively it follows that if (2.58) holds, then \(\alpha_{ij} = 0\) for all \(i, j\) and the claim follows. \(\square\)

The next example uses the basis introduced above, to show that in harmonic games, the uniformly mixed strategy profile is not necessarily the unique mixed Nash equilibrium.

**Example 2.9.1.** In this example we consider two-player harmonic games, where \(E^1 = \{x, y\}\) and \(E^2 = \{a, b, c\}\). Using Theorem 2.9.1, a basis for normalized two-player harmonic games is given in Tables 2.7a and 2.7b. Thus, any harmonic game with these strategy sets, can be expressed as in Table 2.7c. Consider some fixed \(\alpha\) and \(\beta\). As can be seen from Definition 2.5.1, the mixed equilibria for this game are given by
\[
(\frac{1}{2}, \frac{1}{2}) \times (\theta_1, \theta_2, \theta_3)
\]
where \(\theta_1, \theta_2\) and \(\theta_3\) are scalars that satisfy \(\theta_1 + \theta_2 + \theta_3 = 1\), \(\theta_1, \theta_2, \theta_3 \geq 0\) and \(\theta_1(6\alpha) + \theta_2(-6\alpha + 6\beta) + \theta_3(-6\beta) = 0\). Note that since there are two linear equations in three variables, this system has a continuum of solutions. Moreover, since \((\theta_1, \theta_2, \theta_3) = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\) is a solution, it follows that there is a continuum of solutions for which \(\theta_1, \theta_2, \theta_3 > 0\).

Since this is true for any \(\alpha, \beta\), we conclude that all games in \(H\) have uncountably many mixed equilibria. Additionally, since the nonstrategic component does not affect the equilibrium properties of a game it follows that all harmonic games on \(E^1 \times E^2\) (all games in \(H \oplus N\)) have uncountably many mixed Nash equilibria.

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>3, -2</td>
<td>-3, 2</td>
</tr>
<tr>
<td>(y)</td>
<td>-3, 2</td>
<td>3, -2</td>
</tr>
</tbody>
</table>

(a) Basis element 1

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>0, 0</td>
<td>3, -2</td>
</tr>
<tr>
<td>(y)</td>
<td>0, 0</td>
<td>-3, 2</td>
</tr>
</tbody>
</table>

(b) Basis element 2

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>3\alpha, -2\alpha</td>
<td>-3\alpha + 3\beta, 2\alpha - 2\beta</td>
</tr>
<tr>
<td>(y)</td>
<td>-3\alpha, 2\alpha</td>
<td>3\alpha - 3\beta, -2\alpha + 2\beta</td>
</tr>
</tbody>
</table>

(c) A game in \(H\)

Table 2.7: Basis of \(H\)
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Using this basis, we characterize in the following theorem, the correlated equilibria in two-player harmonic games. Interestingly, our results suggest that in two-player harmonic games, the set of mixed Nash equilibria and correlated equilibria generically coincide.

**Theorem 2.9.2.** Consider the set of two-player harmonic games where the first player has \( h_1 \) strategies and the second player has \( h_2 \) strategies. Without loss of generality assume that \( h_1 \geq h_2 \). Generically,

1. Every correlated equilibrium is a mixed Nash equilibrium, where the player with minimum number of strategies uses the uniformly mixed strategy.

2. The dimension of the set of correlated equilibria is \( h_1 - h_2 \)

**Proof.** As discussed earlier, nonstrategic components of games do not affect the equilibrium sets. Thus, to prove that (i) and (ii) are generically true for harmonic games, it is sufficient to prove that they generically hold for normalized harmonic games.

Consider a two-player normalized harmonic game with payoff matrices \((A, B)\), where \(A, B \in \mathbb{R}^{h_1 \times h_2}\). By Theorem 2.5.6, it follows that \( A = -\frac{h_2}{h_1} B \). Denote by \( e_1 \) (similarly \( e_2 \)), the \( h_1 \) (similarly \( h_2 \)) dimensional vector, all entries of which are identically equal to 1. Since the game is normalized, it follows that \( e_1^T A = 0 \) and \( B e_2 = -\frac{h_1}{h_2} A e_2 = 0 \).

Let \( x \) be a correlated equilibrium of this game. For each \( p^1 \in E^1 \), denote by \( x(p^1, \cdot) \in \mathbb{R}^{h_2} \) the vector of probabilities \([x(p^1, p^2)]_{p^2}\). By Proposition 2.5.2 (iii), it follows that these vectors satisfy the condition

\[
Ax(p^1, \cdot) = 0. \tag{2.59}
\]

Note that we need to characterize the kernel of the payoff matrix \( A \), to identify the correlated equilibria. For that reason, we state the following technical lemma:

**Lemma 2.9.1.** Consider the set of normalized harmonic games in Theorem 2.9.2. Generically, the payoff matrices of players have their row and column ranks equal to \( h_2 - 1 \).

**Proof.** The payoff matrices of the players satisfy \( A = -\frac{h_2}{h_1} B \), so they have the same row and column rank. It follows from Theorem 2.9.1 that the collection of matrices \( \{A^j\} \) span the payoff matrices of harmonic games. It can be seen that the matrices in the span of this collection generically have row and column rank equal to \( h_2 - 1 \), and the claim follows. \( \square \)

Using this lemma, it follows that generically the kernel of \( A \) is 1 dimensional. As shown earlier, \( e_2 \) is in the kernel of \( A \), thus, (2.59), implies that generically \( x(p^1, \cdot) \) has the form \( x(p^1, \cdot) = c_{p^1} e_2 \), for some \( c_{p^1} \in \mathbb{R} \). Since \( x \) is a probability distribution, the definition of \( x(p^1, \cdot) \) implies that \( x(p^1, p^2) = c_{p^1} \geq 0 \), and \( \sum_{p^1 \in E^1, p^2 \in E^2} x(p^1, p^2) = h_2 \sum_{p^1 \in E^1} c_{p^1} = 1 \). Thus, it follows that \( x(p^1, p^2) = c_{p^1} = \frac{\alpha_{p^1}}{h_2} \), for some \( \alpha_{p^1} \geq 0 \) such that \( \sum_{p^1 \in E^1} \alpha_{p^1} = 1 \). It can be seen from this description that generically, the correlated equilibria are mixed equilibria where the first player uses the probability distribution \( x^1 = \alpha \triangleq [\alpha_{p^1}]_{p^1} \in \Delta E^1 \) and the second player uses the distribution \( x^2 = \left[ \frac{1}{h_2} \right]_{p^2} \).
Since the correlated equilibria have this form, it can be seen using Proposition 2.5.2 (iii) for the second player that

\[\sum_{p^1 \in E^1} u^2(p^1, q^2) x(p^1, p^2) = \frac{1}{h_2} \sum_{p^1 \in E^1} u^2(p^1, q^2) \alpha_{p^1} = 0, \quad (2.60)\]

where \(\alpha \in \Delta E^1\). The above condition can be restated using the payoff matrices as follows:

\[\alpha^T B = \frac{h_1}{h_2} \alpha^T A = 0, \quad (2.61)\]

where \(\alpha \in \Delta E^1\). Since, the row rank of \(A\) is \(h_2 - 1\), the dimension of \(\alpha\) that satisfies (2.61) is \(h_1 - h_2 + 1\). Note that since \(\alpha\) is a probability distribution, it also satisfies the condition \(\alpha^T e_1 = 1\). Note that since \(e_1^T A = 0\), this condition is orthogonal to the ones in (2.61). Hence, it follows that the dimension of \(\alpha\) which satisfies the correlated equilibrium conditions in (2.61) (other than the positivity) is \(h_1 - h_2\). On the other hand, \(\alpha = \frac{1}{h_1} e_1\) gives a correlated equilibrium (by Theorem 2.5.5), thus the positivity condition does not change the dimension of the set of correlated equilibria, and the dimension is generically \(h_1 - h_2\). \(\square\)

An immediate implication of this theorem is the following:

**Corollary 2.9.1.** In two-player harmonic games where players have equal number of strategies, the profile of uniformly mixed strategies is generically the unique correlated equilibrium.

Note that Theorem 2.9.2 implies that in two-player harmonic games, generically there are no correlated equilibria that are not mixed equilibria. This statement fails, when the number of players is more than two, as shown in the following theorem.

**Theorem 2.9.3.** Consider a \(M\)-player harmonic game, where \(M > 2\), and in which each player has \(h\) strategies such that \(h^M > M(h^2 - 1) + 1\). The set of correlated equilibria is strictly larger than the set of mixed Nash equilibria: The set of correlated equilibria has dimension at least \(h^M - 1 - Mh(h-1)\), and the set of mixed equilibria has dimension at most \(M(h-1)\).

**Proof.** Since each player has \(h\) strategies, the set of mixed strategies has dimension \(M(h-1)\), and this is a trivial upper bound on the dimension of the set of mixed equilibria. The set of correlated equilibria, on the other hand, is defined by the equalities in Proposition 2.5.2. Note that there are \(Mh(h-1)\) such equalities and the dimension of \(\Delta E\) is \(h^M - 1\), hence the dimension of the correlated equilibria is at least \(h^M - 1 - Mh(h-1)\) (by ignoring possible dependence of the equalities).

The difference in the dimensions implies that the set of correlated equilibria is strictly larger than the set of mixed equilibria. \(\square\)
Note that this theorem can be easily generalized to the case when players have different number of strategies. An interesting problem is to find the exact dimensions of the set of mixed Nash and correlated equilibria when there are more than two players. However, due to complicated dependence relations of the correlated equilibrium conditions in Proposition 2.5.2, we do not pursue this question in this chapter, and leave it as a future problem.
Chapter 3

Dynamics in Near-Potential Games

3.1 Introduction

The study of multi-agent strategic interactions both in economics and engineering mainly relies on the concept of Nash equilibrium. This raises the question whether Nash equilibrium makes approximately accurate predictions of the agent behavior. One possible justification for Nash equilibrium is that it arises as the long run outcome of dynamical processes, in which less than fully rational players search for optimality over time. However, unless the game belongs to special (but restrictive) classes of games, such dynamics do not converge to a Nash equilibrium, and there is no systematic analysis of their limiting behavior (Jordan, 1993; Fudenberg and Levine, 1998; Shapley, 1964).

In potential games, which we discussed in the previous chapter, many of the simple user dynamics, such as best response dynamics and fictitious play, converge to a Nash equilibrium (Monderer and Shapley, 1996b,a; Fudenberg and Levine, 1998; Sandholm, 2010a; Young, 2004). Intuitively, dynamics in potential games and dynamics in games that are “close” (in terms of the payoffs of the players) to potential games should be related. Our goal in this chapter is to make this intuition precise and provide a systematic framework for studying dynamics in finite strategic form games by exploiting their relation to close potential games.

We start by illustrating via examples that general games which are close in terms of payoffs may have significantly different limiting behavior under simple user dynamics. Our first example focuses on better response dynamics in which at each step or strategy profile, a player (chosen consecutively or at random) updates its strategy unilaterally to one that yields a better payoff.¹

¹Consider a game where players are not indifferent between their strategies at any strategy profile. Arbitrarily small payoff perturbations of this game lead to games which have the same better response structure as the original game. Hence, for a given game there may exist a close enough game such that the outcome of the better response dynamics in two games are identical. However, for payoff differences of given size it is always possible to find games with different better response properties as illustrated in Example 3.1.1.
Example 3.1.1. Consider two games with two players and payoffs given in Figure 3-1. The entries of these tables indexed by row X and column Y show payoffs of the players when the first player uses strategy X and the second player uses strategy Y. Let $0 < \theta \ll 1$.

Both games have a unique Nash equilibrium: $(B, B)$ for $G_1$, and the mixed strategy profile \( \left( \frac{2}{3}A + \frac{1}{3}B, \frac{\theta}{1+\theta}A + \frac{1}{1+\theta}B \right) \) for $G_2$.

We consider convergence of the sequence of pure strategy profiles generated by the better response dynamics. In $G_1$, the sequence converges to strategy profile $(B, B)$. In $G_2$, the sequence does not converge (it can be shown that the sequence follows the better response cycle $(A, A), (B, A), (B, B)$ and $(A, B)$). Thus, trajectories are not contained in any $\epsilon$-equilibrium set for $\epsilon < 2$.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0, 1</td>
<td>0, 0</td>
</tr>
<tr>
<td>B</td>
<td>1, \theta</td>
<td>\theta, 2</td>
</tr>
</tbody>
</table>

$G_1$

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0, 1</td>
<td>0, 0</td>
</tr>
<tr>
<td>B</td>
<td>1, \theta</td>
<td>-\theta, 2</td>
</tr>
</tbody>
</table>

$G_2$

Figure 3-1: A small change in payoffs results in significantly different behavior for the pure strategy profiles generated by the better response dynamics.

The second example considers fictitious play dynamics, where at each step, each player maintains an (independent) empirical frequency distribution of other player’s strategies and plays a best response against it.

Example 3.1.2. Consider two games with two players and payoffs given in Figure 3-2. Let $\theta$ be an irrational number such that $0 < \theta \ll 1$. It can be seen that $G_1$ has multiple equilibria (including pure equilibria $(A, A)$, $(B, B)$ and $(C, C)$), whereas $G_2$ has a unique equilibrium given by the mixed strategy profile where both players assign $1/3$ probability to each of its strategies.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$1 + \theta, 1 + \theta$</td>
<td>1, 0</td>
<td>0, 1</td>
</tr>
<tr>
<td>B</td>
<td>0, 1</td>
<td>$1 + \theta, 1 + \theta$</td>
<td>1, 0</td>
</tr>
<tr>
<td>C</td>
<td>1, 0</td>
<td>0, 1</td>
<td>$1 + \theta, 1 + \theta$</td>
</tr>
</tbody>
</table>

$G_1$

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$1 - \theta, 1 - \theta$</td>
<td>1, 0</td>
<td>0, 1</td>
</tr>
<tr>
<td>B</td>
<td>0, 1</td>
<td>$1 - \theta, 1 - \theta$</td>
<td>1, 0</td>
</tr>
<tr>
<td>C</td>
<td>1, 0</td>
<td>0, 1</td>
<td>$1 - \theta, 1 - \theta$</td>
</tr>
</tbody>
</table>

$G_2$

Figure 3-2: A small change in payoffs results in significantly different behavior for the empirical frequencies generated by the fictitious play dynamics.
We focus on the convergence of the sequence of empirical frequencies generated by the fictitious play dynamics (under the assumption that initial empirical frequency distribution assigns probability 1 to a pure strategy profile). In $G_1$, this sequence converges to a pure equilibrium starting from any pure strategy profile. In $G_2$, the sequence displays oscillations similar to those seen in the Shapley game (see Shapley (1964); Fudenberg and Levine (1998)). To see this, assume that the initial empirical frequency distribution assigns probability 1 to the strategy profile $(A, A)$. Observe that since the underlying game is a symmetric game, empirical frequency distribution of each player will be identical at all steps. Starting from $(A, A)$, both players update their strategy to $C$. After sufficiently many updates, the empirical frequency of $A$ falls below $\theta/(1 + \theta)$, and that of $C$ exceeds $1/(1 + \theta)$. Thus, the payoff specifications suggest that both players start using strategy $B$. Similarly, after empirical frequency of $B$ exceeds $1/(1 + \theta)$, and that of $C$ falls below $\theta/(1 + \theta)$, then both players start playing $A$. Observe that update to a new strategy takes place only when one of the strategies is being used with very high probability (recall that $\theta \ll 1$) and this feature of empirical frequencies is preserved throughout. For this reason the sequence of empirical frequencies does not converge to $(1/3, 1/3, 1/3)$, the unique Nash equilibrium of $G_2$.

These examples suggest that in general, it may not be possible to characterize the limiting dynamics in a given game, by using knowledge of the limiting behavior in a nearby game. In this chapter, in contrast with this observation, we will show that games that are close (in terms of payoffs of players) to potential games have similar limiting dynamics to those in potential games. Moreover, it is possible to provide a quantitative measure of the size of the limiting set of dynamics in terms of the ‘distance’ of the game from potential games. Our approach relies on using the potential function of a close potential game for the analysis of commonly studied update rules. We note that our results hold for arbitrary strategic form games, however our characterization of limiting behavior of dynamics is more informative for games that are close to potential games. We therefore focus our investigation to such games in this chapter and refer to them as near-potential games.

We start our analysis by introducing maximum pairwise difference, a measure of “closeness” of games. Let $p$ and $q$ be two strategy profiles, which differ in the strategy of a single player, say player $m$. Recall that we refer to the change in the payoff of player $m$ between these two strategy profiles, as the pairwise comparison of $p$ and $q$ (see Section 2.2.2). Intuitively, this quantity captures how much player $m$ can improve its utility by unilaterally deviating from strategy profile $p$ to strategy profile $q$. For given games, the maximum pairwise difference is defined as the maximum difference between the pairwise comparisons of these games. Thus, the maximum pairwise difference captures how different two games are in terms of the utility improvements due to unilateral deviations. Since equi-

---

3Throughout the chapter, we use the terms learning dynamics and update rules interchangeably.

3Maximum pairwise difference is closely related to the norm we introduced for space of games in Section 2.6. However, it is preferred in this section, since it allows us to focus on the “strategic” difference between games, as we explain in detail in Section 3.2.
libria of games, and strategy updates in various update rules (such as better/best response dynamics) can be expressed in terms of unilateral deviations, maximum pairwise difference provides a measure of strategic similarities of games. As established in Chapter 2 the set of potential games is a subspace of space of games. Using this observation, we show that the closest potential game to a given game, in the sense of maximum pairwise difference, can be obtained by solving a convex optimization problem. This provides an alternative way (that is different than the decomposition approach) of approximating a given game with a potential game that has a similar equilibrium set and dynamic properties, as illustrated in Example 3.1.3.

**Example 3.1.3.** Consider a two-player game $G$, which is not a potential game, and the closest potential game to this game (in terms of maximum pairwise difference), $\tilde{G}$, given in Figure 3-3. The maximum pairwise difference of these games is 2, since the utility improvements in these games due to unilateral deviations differ by at most 2 (For instance consider the deviation of the column player from $(A, A)$ to $(A, B)$. In $G$ this leads to a utility improvement of 6, whereas, in $\tilde{G}$ the improvement amount is 4). It can be seen that for both games $(B, B)$ is the unique equilibrium. Moreover, trajectories of better response dynamics and empirical frequencies of fictitious play dynamics converge to this equilibrium in both games.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8,2</td>
<td>8,8</td>
</tr>
<tr>
<td>B</td>
<td>2,2</td>
<td>12,10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7,3</td>
<td>9,7</td>
</tr>
<tr>
<td>B</td>
<td>3,1</td>
<td>11,11</td>
</tr>
</tbody>
</table>

Figure 3-3: A game ($G$) and a nearby potential game ($\tilde{G}$) share similar equilibrium set and dynamic properties.

We focus on three commonly studied user dynamics: discrete-time better/best response, logit response, and discrete-time fictitious play dynamics, and establish different notions of convergence for each. We first study better/best response dynamics. It is known that the sequence of pure strategy profiles, which we refer to as trajectories, generated by these update rules converge to pure Nash equilibria in potential games (Monderer and Shapley, 1996b; Young, 2004). In near-potential games, a pure Nash equilibrium need not even exist. For this reason we focus on the notion of pure approximate equilibria or $\varepsilon$-equilibria, and show that in near-potential games trajectories of these update rules converge to a pure approximate equilibrium set. The size of this set only depends on the distance from the original game to a potential game, and is independent of the payoffs in the original game. In particular, our result for better/best response dynamics establish a 'Lipschitz-type' property, i.e., we can find a constant $h$ (which is equal to the number of strategy profiles in the game as shown in Theorem 3.3.1) such that in a game that is $\delta$ different (in
terms of maximum pairwise difference) from a potential game the trajectory converges to the \( \delta h \)-equilibrium set.

We then focus on logit response dynamics. With this update rule, agents, when updating their strategies, choose their best responses with high probability, but also explore other strategies with a nonzero probability. Logit response induces a Markov chain on the set of pure strategy profiles. The stationary distribution of this Markov chain is used to explain the limiting behavior of this update rule (Young, 1993; Blume, 1997, 1993; Alós-Ferrer and Netzer, 2010; Marden and Shamma, 2012). In potential games, the stationary distribution can be expressed in closed form in terms of the potential function of the game. Additionally, the stochastically stable strategy profiles, i.e., the strategy profiles which have nonzero stationary distribution as the exploration probability goes to zero, are those that maximize the potential function (Alós-Ferrer and Netzer, 2010; Blume, 1997; Marden and Shamma, 2012). Exploiting their relation to close potential games, we obtain similar results for near-potential games: (i) we obtain an explicit characterization of the stationary distribution in terms of the distance of the game from a close potential game and the corresponding potential function, and (ii) we show that the stochastically stable strategy profiles are the strategy profiles that approximately maximize the potential of a close potential game, implying that they are pure approximate equilibria of the game. Our analysis relies on a novel perturbation result for Markov chains (see Theorem 3.4.1) which provides bounds on deviations from a stationary distribution when transition probabilities of a Markov chain are multiplicatively perturbed, and therefore may be of independent interest.

A summary of our convergence results on better/best response and logit response dynamics can be found in Table 3.1.

<table>
<thead>
<tr>
<th>Update Rule</th>
<th>Convergence Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Better/Best Response Dynamics</td>
<td>(Theorem 3.3.1) Trajectories of dynamics converge to ( \mathcal{X}_{\delta h} ), i.e., the ( \delta h )-equilibrium set of ( \mathcal{G} ).</td>
</tr>
<tr>
<td>Logit Response Dynamics (with parameter ( \tau ))</td>
<td>(Corollary 3.4.2) Stationary distribution ( \mu_\tau ) of logit response dynamics is such that ( \left</td>
</tr>
<tr>
<td>Logit Response Dynamics</td>
<td>(Corollary 3.4.3) Stochastically stable strategy profiles of ( \mathcal{G} ) are (i) contained in ( S = { p</td>
</tr>
</tbody>
</table>

Table 3.1: Convergence properties of better/best response and logit response dynamics in near-potential games. Given a game \( \mathcal{G} \), we use \( \hat{\mathcal{G}} \) to denote a nearby potential game with potential function \( \phi \) such that the distance (in terms of the maximum pairwise difference, defined in Section 3.2) between the two games is \( \delta \). We use the notation \( \mathcal{X}_\epsilon \) to denote the \( \epsilon \)-equilibrium set of the original game, \( h \) to denote the number of strategy profiles, \( \mu_\tau \) and \( \hat{\mu}_\tau \) to denote the stationary distributions of logit response dynamics in \( \mathcal{G} \) and \( \hat{\mathcal{G}} \), respectively.

We finally analyze fictitious play dynamics in near-potential games. In potential games trajectories of fictitious play need not converge to a Nash equilibrium, but the empirical
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frequencies of the played strategies converge to a (mixed) Nash equilibrium (Monderer and Shapley, 1996a; Shamma and Arslan, 2004). In our analysis of fictitious play dynamics, we first show that in near-potential games if the empirical frequencies are outside some \( \epsilon \)-equilibrium set, then the potential of the close potential game (evaluated at the empirical frequency distribution) increases with each strategy update. Using this result we establish convergence of fictitious play dynamics to a set which can be characterized in terms of the \( \epsilon \)-equilibrium set of the game and the level sets of the potential function of a close potential game. This result suggests that in near-potential games, the empirical frequencies of fictitious play converge to a set of mixed strategies that (in the close potential game) have potential almost as large as the potential of Nash equilibria. Moreover, exploiting the property that for small \( \epsilon \), \( \epsilon \)-equilibria are contained in disjoint neighborhoods of equilibria, we strengthen our result and establish that if a game is sufficiently close to a potential game, then empirical frequencies of fictitious play dynamics converge to a small neighborhood of equilibria, whose size is explicitly characterized.\(^4\) Our result recovers as a special case convergence of empirical frequencies to Nash equilibria in potential games.\(^5\)

A summary of our results on convergence of fictitious play dynamics is given in Table 3.2.

The framework provided in this chapter enables us to study the limiting behavior of adaptive user dynamics in arbitrary finite strategic form games. In particular, for a given game we can use either the proposed convex optimization formulation, or the decomposition approach introduced in Chapter 2, to find a nearby potential game and use the distance between these games to obtain a quantitative characterization of the limiting approximate equilibrium set. The characterization this approach provides will be tighter if the original game is closer to a potential game.

### 3.1.1 Related Literature

In potential games, pure Nash equilibria are stable under various learning dynamics such as better/best response dynamics (Monderer and Shapley, 1996b; Fudenberg and Levine, 1998; Young, 2004). Because of these properties, potential games found applications in various control and resource allocation problems (Monderer and Shapley, 1996b; Marden et al., 2009a; Candogan et al., 2010b; Arslan et al., 2007).

---

\(^4\)The bounds we obtain for the limiting behavior of fictitious play dynamics have a different flavor than those for better/best response dynamics, and logit response. While the bounds we obtain for the latter update rules are independent of the payoffs (and a function of only \( \delta \) and the number of strategy profiles in the game), for fictitious play they are not. This is because, fictitious play results exploit the structure of mixed (approximate) equilibrium sets, which rely on the actual payoff parameters, whereas other dynamics results do not involve mixed strategies.

\(^5\)This result also implies that in near-potential games fictitious play dynamics are upper semicontinuous with respect to payoff parameters. This upper semicontinuity result could alternatively be proved by considering differential inclusions that represent the limiting behavior of fictitious play (see Benaim et al. (2005)), together with upper semicontinuity results on differential inclusions (Li and Zhang, 2002). Our result, in addition to upper semicontinuity, provides explicit bounds on the size of the limiting set.
(Corollary 3.5.1) Empirical frequencies of dynamics converge to the set of mixed strategies with large enough potential: \( \{ x \in \prod_{m} \Delta E^m | \phi(x) \geq \min_{y \in \mathcal{X}_m} \phi(y) \} \)

(Theorem 3.5.2) Assume that \( \mathcal{G} \) has finitely many equilibria. There exists some \( \delta > 0 \), and \( \epsilon > 0 \) (which are functions of utilities of \( \mathcal{G} \) but not \( \delta \)) such that if \( \delta < \delta \), then the empirical frequencies of fictitious play converge to

\[
\left\{ x | ||x - x_k|| \leq \frac{4f(M_\delta)ML}{\epsilon} + f(M_\delta + \epsilon), \right. \\
\left. \text{for some equilibrium } x_k \right\},
\]

for any \( \epsilon \) such that \( \epsilon \geq \epsilon > 0 \), where \( f : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) is an upper semicontinuous function that quantifies the size of mixed equilibrium sets (defined explicitly in Section 3.5) such that \( f(x) \rightarrow 0 \) as \( x \rightarrow 0 \).

Table 3.2: Convergence properties of fictitious play dynamics in near-potential games. We denote the number of players in the game by \( M \), set of mixed strategies of player \( m \) by \( \Delta E^m \), and the Lipschitz constant of the mixed extension of \( \phi \) by \( L \). Rest of the notation is the same as in Table 3.1.

There is no systematic framework for analyzing the limiting behavior of many of the adaptive update rules in general games (Jordan, 1993; Fudenberg and Levine, 1998; Shapley, 1964). However, for potential games there is a long line of literature establishing convergence of natural adaptive dynamics such as better/best response dynamics (Monderer and Shapley, 1996b; Young, 2004), fictitious play (Monderer and Shapley, 1996a; Shamma and Arslan, 2004; Marden et al., 2009b; Hofbauer and Sandholm, 2002) and logit response dynamics (Blume, 1993, 1997; Alós-Ferrer and Netzer, 2010; Marden and Shamina, 2012).

Another strand of literature focuses on identifying classes of games with similar properties to potential games. Examples include ordinal potential games (Monderer and Shapley, 1996b), best-response potential games (Voorneveld, 2000), pseudo-potential games (Dubey et al., 2006), and nested potential games (Uno, 2007). Even though these classes of games share similar ordinal properties with potential games, for update processes that involve mixed strategies (such as fictitious play), or that rely on actual payoff values (such as logit response), they do not lead to simple analysis unless further structure is imposed (unlike potential games). For this reason, in this chapter we follow a different approach, and characterize dynamic properties of games, by exploiting their closeness to potential games.

There are also papers in the literature, which identify classes of games that are strategically equivalent to potential games (Morris and Ui, 2004). These equivalence notions can be used to extend the dynamical properties of potential games to their equivalence
classes. However, we want to emphasize that the framework presented in this chapter can be applied for study of dynamics in games that are not strategically equivalent to potential games, thereby providing tools for study of dynamics in arbitrary strategic form games.

3.1.2 Outline

The rest of the chapter is organized as follows. Most of the notation, and game theoretic preliminaries we need for this section are borrowed from Chapter 2. In Section 3.2 we introduce some additional notation, and cover the game theoretic preliminaries that were not discussed in the previous chapter. We present an analysis of better and best response dynamics in near-potential games in Section 3.3. In Section 3.4, we extend our analysis to logit response, and focus on the stationary distribution and stochastically stable states of logit response. We present the results on fictitious play in Section 3.5. We close in Section 3.6 with a summary of the main contributions of this chapter. Some of the proofs are delegated to Section 3.7.

3.2 Preliminaries

In this section, we present the game-theoretic background that is relevant to this chapter. Additionally, we introduce the closeness measure for games, which is used in the rest of the chapter.

Our focus in this chapter is on finite strategic form games. We inherit the notation used in Chapter 2 for such games, and denote them using the tuple \((M, \{E^m\}, \{u^m\})\). In subsequent sections, we characterize the limiting behavior of dynamics in finite games in relation to their equilibria. In particular, we make use of Nash equilibria, and \(\epsilon\)-equilibria (see Section 2.2.1 for definitions). We denote the set of \(\epsilon\)-equilibria in a game \(\mathcal{G}\) by \(X_\epsilon\).

In order to establish our results on dynamics, we exploit the properties of potential games (see Section 2.2.1 for a definition). We next explain an important property of potential games, which plays a key role in our analysis: In potential games the total unilateral utility improvement around a "closed path" is equal to zero. Before we formally state this result, we first provide some necessary definitions, which are also used in Section 3.3 when we analyze better/best response dynamics in near-potential games.

**Definition 3.2.1 (Path – Closed Path – Improvement Path).** A path is a collection of strategy profiles \(\gamma = (p_0, \ldots, p_N)\) such that \(p_i\) and \(p_{i+1}\) differ in the strategy of exactly one player. A path is a closed path (or a cycle) if \(p_0 = p_N\). A path is an improvement path if \(u^m(p_i) \geq u^m(p_{i-1})\) where \(m_i\) is the player who modifies its strategy when the strategy profile is updated from \(p_{i-1}\) to \(p_i\).

The transition from strategy profile \(p_{i-1}\) to \(p_i\) is referred to as step \(i\) of the path. The length of a path is equal to its number of steps, i.e., the length of the path \(\gamma = (p_0, \ldots, p_N)\)
is \( N \). We say that a closed path is \textit{simple} if no strategy profile other than the first and the last strategy profiles is repeated along the path. For any path \( \gamma = (p_0, \ldots, p_N) \) let \( I(\gamma) \) represent the total utility improvement along the path, i.e.,

\[
I(\gamma) = \sum_{i=1}^{N} u^{m_i}(p_i) - u^{m_i}(p_{i-1}),
\]

where \( m_i \) is the index of the player that modifies its strategy in the \( i \)th step of the path. The following proposition provides a necessary and sufficient condition under which a given game is a potential game.

**Proposition 3.2.1** (Monderer and Shapley (1996b)). A game is a potential game if and only if \( I(\gamma) = 0 \) for all simple closed paths \( \gamma \).

We next provide a formal definition of the measure of “closeness” of games, used in the subsequent sections.

**Definition 3.2.2** (Maximum Pairwise Difference). Let \( G \) and \( \hat{G} \) be two games with set of players \( M \), set of strategy profiles \( E \), and collections of utility functions \( \{u^m\}_{m \in M} \) and \( \{\hat{u}^m\}_{m \in M} \) respectively. The maximum pairwise difference (MPD) between these games is defined as

\[
d(G, \hat{G}) \triangleq \max_{p \in E, m \in M, q^m \in E^m} \left| (u^m(q^m, p^{-m}) - u^m(p^m, p^{-m})) - (\hat{u}^m(q^m, p^{-m}) - \hat{u}^m(p^m, p^{-m})) \right|.
\]

Note that the pairwise difference \( u^m(q^m, p^{-m}) - u^m(p^m, p^{-m}) \) quantifies how much player \( m \) can improve its utility by unilaterally deviating from strategy profile \( (p^m, p^{-m}) \) to strategy profile \( (q^m, p^{-m}) \). Thus, the MPD captures how different two games are in terms of the utility improvements due to unilateral deviations.\(^6\) We refer to pairs of games with small MPD as \textit{close games}, and games that have a small MPD to a potential game as \textit{near-potential games}.

The MPD measures the closeness of games in terms of the difference of unilateral deviations, rather than the difference of their utility functions, i.e., quantities of the form

\[
\left| (u^m(q^m, p^{-m}) - u^m(p^m, p^{-m})) - (\hat{u}^m(q^m, p^{-m}) - \hat{u}^m(p^m, p^{-m})) \right|
\]

\(^6\) An alternative distance measure can be given by

\[
d_2(G, \hat{G}) \triangleq \left( \sum_{p \in E} \sum_{m \in M} \sum_{q^m \in E^m} \left( (u^m(q^m, p^{-m}) - u^m(p^m, p^{-m})) - (\hat{u}^m(q^m, p^{-m}) - \hat{u}^m(p^m, p^{-m})) \right)^2 \right)^{\frac{1}{2}},
\]

and this quantity corresponds to the 2-norm of the difference of \( G \) and \( \hat{G} \) in terms of the utility improvements due to unilateral deviations. Our analysis of the limiting behavior of dynamics relies on the maximum of such utility improvement differences between a game and a near-potential game. Thus, the measure in Definition 3.2.2 provides tighter bounds for our dynamics results, and hence is preferred in this chapter.
are used to identify close games, rather than quantities of the form $|u^m(p^m, p^{-m}) - \hat{u}^m(p^m, p^{-m})|$. This is because the difference in unilateral deviations provides a better characterization of the strategic similarities (equilibrium and dynamic properties) between two games than the difference in utility functions, by "quotienting out" the nonstrategic component of games (as discussed in Chapter 2). For this reason, in this chapter we employ MPD to measure closeness of games, as opposed to the norm introduced in Section 2.6.

We conclude this section by presenting a framework for finding the closest potential game to a given game, where the distance between the games is measured in terms of MPD. Theorem 2.5.1 suggests that the set of potential games is convex, i.e., if $G = (\mathcal{M}, E, \{u^m\}_m)$ and $\hat{G} = (\mathcal{M}, E, \{\hat{u}^m\}_m)$ are potential games, then $G_\alpha = (\mathcal{M}, E, \{\alpha u^m + (1 - \alpha)\hat{u}^m\}_m)$, is also a potential game provided that $\alpha \in [0, 1]$. Hence, intuitively, it should suffice to solve a convex optimization problem to find the closest potential game to a given game. We next provide one such convex optimization formulation.

Assume that a game with utility functions $\{u^m\}_m$ is given. The closest potential game (in terms of MPD) to this game, with payoff functions $\{\hat{u}^m\}_m$, and potential function $\phi$ can be obtained by solving the following optimization problem:

$$\min_{\phi, \{\hat{u}^m\}_m} \max_{\forall \mathcal{M}, E, m \in \mathcal{M}, \phi^m \in E^m} \left| (u^m(q^m, p^{-m}) - u^m(p^m, p^{-m})) - (\hat{u}^m(q^m, p^{-m}) - \hat{u}^m(p^m, p^{-m})) \right|$$

subject to

$$\phi(q^m, \hat{p}^{-m}) - \phi(p^m, \hat{p}^{-m}) = \hat{u}^m(q^m, \hat{p}^{-m}) - \hat{u}^m(p^m, \hat{p}^{-m})$$

for all $m \in \mathcal{M}, \hat{p} \in E, q^m \in E^m$.

Note that the difference $(u^m(q^m, p^{-m}) - u^m(p^m, p^{-m})) - (\hat{u}^m(q^m, p^{-m}) - \hat{u}^m(p^m, p^{-m}))$ is linear in $\{\hat{u}^m\}_m$. Thus, the objective function is the maximum of such linear functions, and hence is convex in $\{\hat{u}^m\}_m$. The constraints of this optimization problem guarantee that the game with payoff functions $\{\hat{u}^m\}_m$ is a potential game with potential $\phi$. Note that these constrains are linear. Therefore, it follows that $(P)$ is a convex optimization problem that gives the closest potential game to a given game.

In the rest of the chapter, we do not discuss how a close potential game to a given game is obtained, but we just assume that a close potential game with potential $\phi$ is known and the MPD between this game and the original game is $\delta$. We provide characterization results on limiting dynamics for a given game in terms of $\phi$ and $\delta$.

### 3.3 Better Response and Best Response Dynamics

In this section, we consider better and best response dynamics, and study convergence properties of these update rules in near-potential games. All of the update rules considered in

---

7 A similar framework for finding near-potential (and weighted potential) games (using a different norm) can be found in Candogan et al. (2011a) and Candogan et al. (2010a).
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this section are discrete-time update rules, i.e., players are allowed to update their strategies at time instants \( t \in \mathbb{Z}_+ = \{1, 2, \ldots \} \).

Best response dynamics is an update rule where at each time instant a player chooses its best response to other players' current strategy profile. In better response dynamics, on the other hand, players choose strategies that improve their payoffs, but these strategies need not be their best responses. Formal descriptions of these update rules are given below.

**Definition 3.3.1 (Better and Best Response Dynamics).** At each time instant \( t \in \{1, 2, \ldots \} \), a single player is chosen at random for updating its strategy, using a probability distribution with full support over the set of players. Let \( m \) be the player chosen at some time \( t \), and let \( \mathbf{r} \in E \) denote the strategy profile that is used at time \( t-1 \).

1. Better response dynamics is the update process where player \( m \) does not modify its strategy if \( u^m(\mathbf{r}) = \max_{q^m} u^m(q^m, \mathbf{r}^{-m}) \), and otherwise it updates its strategy to a strategy in \( \{q^m | u^m(q^m, \mathbf{r}^{-m}) > u^m(\mathbf{r})\} \), chosen uniformly at random.

2. Best response dynamics is the update process where player \( m \) does not modify its strategy if \( u^m(\mathbf{r}) = \max_{q} u^m(q^m, \mathbf{r}^{-m}) \), and otherwise it updates its strategy to a strategy in \( \arg \max_{q^m} u^m(q^m, \mathbf{r}^{-m}) \), chosen uniformly at random.

For simplicity of the analysis, we assume here that users are chosen randomly to update their strategy. However, this assumption is not crucial for our results, and can be relaxed.

We refer to strategies in \( \arg \max_{q^m} u^m(q^m, \mathbf{r}^{-m}) \) as best responses of player \( m \) to \( \mathbf{r}^{-m} \). We denote the strategy profile used at time \( t \) by \( \mathbf{p}_t \), and we define the trajectory of the dynamics as the sequence of strategy profiles \( \{\mathbf{p}_t\}_{t=0}^\infty \). In our analysis, we assume that the trajectory is initialized at a strategy profile \( \mathbf{p}_0 \in E \) at time 0 and it evolves according to one of the update rules described above.

The following theorem establishes that in finite games, better and best response dynamics converge to a set of \( \epsilon \)-equilibria, where the size of this set is characterized by the MPD to a close potential game.\(^8\)

**Theorem 3.3.1.** Consider a game \( G \) and let \( \hat{G} \) be a nearby potential game such that \( d(G, \hat{G}) \leq \delta \). Assume that best response or better response dynamics are used in \( G \), and denote the number of strategy profiles in these games by \( |E| = h \).

For both update processes, the trajectories are contained in the \( \delta h \)-equilibrium set of \( G \) after finite time with probability 1, i.e., let \( T \) be a random variable such that \( \mathbf{p}_t \in X_{\delta h} \), for all \( t > T \), then \( P(T < \infty) = 1 \).

**Proof.** We prove the claim by modeling the update process using a Markov chain, and employing the improvement path condition for potential games (cf. Proposition 3.2.1).

\(^8\)The bound of this theorem can be improved by using bounds on the length of utility improvement cycles in games. In particular, for two player games using such a bound due to Ahn (2006), it is possible to establish convergence to a smaller approximate equilibrium set.
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Using Definition 3.3.1, we can represent the strategy updates in best response dynamics as the state transitions in the following Markov chain: (i) Each state corresponds to a strategy profile and, (ii) there is a nonzero transition probability from state \( r \) to state \( q \neq r \), if \( r \) and \( q \) differ in the strategy of a single player, say \( m \), and \( q^m \) is a (strict) best response of player \( m \) to \( r^{-m} \). The probability of transition from state \( r \) to state \( q \) is equal to the probability that at strategy profile \( r \), player \( m \) is chosen for update and it chooses \( q^m \) as its new strategy. In the case of better response dynamics we allow \( q^m \) to be any strategy strictly improving payoff of player \( m \), and a similar Markov chain representation still holds.

Since there are finitely many states, one of the recurrent classes of the Markov chain is reached in finite time (with probability 1). Thus, to prove the claim, it is sufficient to show that any state which belongs to some recurrent class of this Markov chain is contained in the \( \epsilon \)-equilibrium set of \( G \).

It follows from Definition 3.3.1 that a recurrence class is a singleton, only if none of the players can strictly improve its payoff by unilaterally deviating from the corresponding strategy profile. Thus, such a strategy profile is a Nash equilibrium of \( G \) and is contained in the \( \epsilon \)-equilibrium set.

Consider a recurrence class that is not a singleton. Let \( r \) be a strategy profile in this recurrence class. Since the recurrence class is not a singleton, there exists some player \( m \), who can unilaterally deviate from \( r \) by following its best response to another strategy profile \( q \), and increase its payoff by some \( \alpha > 0 \). Since such a transition occurs with nonzero probability, \( r \) and \( q \) are in the same recurrence class, and the process when started from \( r \) visits \( q \) and returns to \( r \) in finitely many updates. Since each transition corresponds to a unilateral deviation that strictly improves the payoff of the deviating player, this constitutes a simple closed improvement path containing \( r \) and \( q \). Let \( y = (p_0, \ldots, p_N) \) be such an improvement path and \( p_0 = p_N = r, p_1 = q \) and \( N \leq |E| = h \). Since \( u^m(q) - u^m(r) = \alpha \), and \( u^m(p_i) - u^m(p_{i-1}) \geq 0 \) at every step \( i \) of the path, this closed improvement path satisfies

\[
\sum_{i=1}^{N} (u^m(p_i) - u^m(p_{i-1})) \geq \alpha. \tag{3.1}
\]

On the other hand it follows by Proposition 3.2.1 that the close potential game satisfies

\[
\sum_{i=1}^{N} (\hat{u}^m(p_i) - \hat{u}^m(p_{i-1})) = 0. \tag{3.2}
\]

Combining (3.1) and (3.2) we conclude that

\[
\alpha \leq \sum_{i=1}^{N} (u^m(p_i) - u^m(p_{i-1})) - (\hat{u}^m(p_i) - \hat{u}^m(p_{i-1})) \\
\leq N \delta.
\]
Since $N \leq |E| = h$, it follows that $\alpha \leq \delta h$. The claim then immediately follows since $r$ and the recurrence class were chosen arbitrarily, and our analysis shows that the payoff improvement of player $m$ (chosen for strategy update using a probability distribution with full support as described in Definition 3.3.1), due to its best response is bounded by $\delta h$. ⊓⊔

As can be seen from the proof of this theorem, extending dynamical properties of potential games to nearby games relies on special structural properties of potential games. As a corollary of the above theorem, we obtain that trajectories generated by better and best response dynamics converge to a Nash equilibrium in potential games, since if $G$ is a potential game, the close potential game $\hat{G}$ can be chosen such that $d(G, \hat{G}) = 0$. Also, it follows from our proof that our result is applicable in cases where the underlying game has better response cycles. Thus, even when the game does not share similar ordinal properties with potential games, our approach can be used to approximately characterize the limiting behavior of dynamics.

3.4 Logit Response Dynamics

In this section we focus on logit response dynamics. Logit response dynamics can be viewed as a smoothened version of the best response dynamics, in which a smoothing parameter determines the frequency with which the best response strategy is picked. The evolution of the pure strategy profiles can be represented in terms of a Markov chain (with state space given by the set of pure strategy profiles). We characterize the stationary distribution and stochastically stable states of this Markov chain (or of the update rule) in near-potential games. Our approach involves identifying a close potential game to a given game, and exploiting features of the corresponding potential function to characterize the limiting behavior of logit response dynamics in the original game.

In Section 3.4.1, we provide a formal definition of logit response dynamics and review some of its properties. We also present some of the mathematical tools used in the literature to study this update rule. In Section 3.4.2, we show that the stationary distribution of logit response dynamics in a near-potential game can be approximately characterized using the potential function of a nearby potential game. We also use this result to show that the stochastically stable strategy profiles are contained in approximate equilibrium sets in near-potential games.

3.4.1 Properties of Logit Response

We start by providing a formal definition of logit response dynamics:

Definition 3.4.1. At each time instant $t \in \{1, 2, \ldots \}$, a single player is chosen at random for updating its strategy, using a probability distribution with full support over the set of
players. Let \( m \) be the player chosen at some time \( t \), and let \( r \in E \) denote the strategy profile that is used at time \( t - 1 \).

Logit response dynamics with parameter \( \tau \) is the update process, where player \( m \) chooses a strategy \( q^m \in E^m \) with probability

\[
P^m_\tau(q^m|r) = \frac{e^{\frac{1}{\tau}u^m(q^m,r^-m)}}{\sum_{p^m \in E^m} e^{\frac{1}{\tau}u^m(p^m,r^-m)}}.
\]

In this definition, \( \tau > 0 \) is a fixed parameter that determines how often players choose their best responses. The probability of not choosing a best response decreases as \( \tau \) decreases, and as \( \tau \to 0 \), players choose their best responses with probability 1. This feature suggests that logit response dynamics can be viewed as a generalization of best response dynamics, where with small but nonzero probability players use a strategy that is not a best response.

For a given \( \tau > 0 \), this update process can be represented by a finite aperiodic and irreducible Markov chain (Marden and Shamma, 2012; Alós-Ferrer and Netzer, 2010). The states of the Markov chain correspond to the strategy profiles in the game. Denoting the probability that player \( m \) is chosen for a strategy update by \( \alpha_m \), transition probability from strategy profile \( p \) to \( q \) can be given by (assuming \( p \neq q \), and denoting the transition from \( p \) to \( q \) by \( p \to q \)):

\[
P_\tau(p \to q) = \begin{cases} 
\alpha_m P^m_\tau(q^m|p) & \text{if } q^{-m} = p^{-m} \text{ for some } m \in \mathcal{M} \\
0 & \text{otherwise.}
\end{cases}
\]

The chain is aperiodic and irreducible since a player updating its strategy can choose any strategy (including the current one) with positive probability. Consequently, it has a unique stationary distribution.

We denote the stationary distribution of this Markov chain by \( \mu_\tau \) and refer to it as the stationary distribution of the logit response dynamics. A strategy profile \( q \) such that \( \lim_{\tau \to 0} \mu_\tau(q) > 0 \) is referred to as a stochastically stable strategy profile of the logit response dynamics. Intuitively, these strategy profiles are the ones that are used with nonzero probability, as players adopt their best responses more and more frequently in their strategy updates.

In potential games, the stationary distribution of the logit response dynamics can be written as an explicit function of the potential. If \( G \) is a potential game with potential function \( \phi \), the stationary distribution of the logit response dynamics is given by the distribution
(Marden and Shamma, 2012; Alós-Ferrer and Netzer, 2010; Blume, 1997):\(^9\)

\[
\mu_r(q) = \frac{e^{\frac{1}{r} \phi(q)}}{\sum_{p \in E} e^{\frac{1}{r} \phi(p)}}. \tag{3.4}
\]

It can be seen from (3.4) that \(\lim_{r \to 0} \mu_r(q) > 0\) if and only if \(q \in \arg \max_{p \in E} \phi(p)\). Thus, in potential games the stochastically stable strategy profiles are those that maximize the potential function.

We next describe a method for obtaining the stationary distribution of Markov chains. This method will be used in the next subsection in characterizing the stationary distribution of logit response. Assume that an irreducible Markov chain over a finite set of states \(S\), with transition probability matrix \(P\) is given. Consider a directed tree, \(T\), with nodes given by the states of the Markov chain, and assume that an edge from node \(q\) to node \(p\) can exist only if there is a nonzero transition probability from \(q\) to \(p\) in the Markov chain. We say that the tree is rooted at state \(p\), if from every state \(q \neq p\) there exists a unique directed path along the tree to \(p\). For each state \(p \in S\), denote by \(T(p)\) the set of all trees rooted at \(p\), and define a weight \(w_p > 0\) such that

\[
w_p = \sum_{T \in T(p)} \prod_{(q \rightarrow r) \in T} P(q \rightarrow r). \tag{3.5}
\]

The following proposition from the Markov Chain literature (Leighton and Rivest (1983); Anantharam and Tsoucas (1989); Freidlin and Wentzell (1998)), known as the Markov chain tree theorem, expresses the stationary distribution of Markov chains in terms of these weights.

**Proposition 3.4.1.** The stationary distribution of the Markov chain defined over set \(S\) is given by \(\mu(p) = \frac{w_p}{\sum_{q \in S} w_q}\).

For any \(T \in T(p)\), intuitively, the quantity \(\prod_{(q \rightarrow r) \in T} P(q \rightarrow r)\) gives a measure of likelihood of the event that node \(p\) is reached when the chain is initiated from the leaves (i.e., nodes with indegree equal to 0) of \(T\). Thus, \(w_p\) captures how likely it is that node \(p\) is visited in this chain, and the normalization in Proposition 3.4.1 gives the stationary distribution. Since for finite games logit response dynamics can be modeled as an irreducible Markov chain, this result can be used to characterize its stationary distribution.

### 3.4.2 Stationary Distribution of Logit Response Dynamics

In this section we show that the stationary distribution of logit response dynamics in near-potential games can be approximated by exploiting the potential function of a close potential

\(^9\)Note that this expression is independent of \(\{\alpha_m\}\), i.e., the probability distribution that is used to choose which player updates its strategy has no effect on the stationary distribution of logit response.
game. We start by showing that in games with small MPD logit response dynamics have similar transition probabilities.

**Lemma 3.4.1.** Consider a game $G$ and let $\hat{G}$ be a nearby potential game such that $d(G, \hat{G}) \leq \delta$. Denote the transition probability matrices of logit response dynamics in $G$ and $\hat{G}$ by $P_\tau$ and $\hat{P}_\tau$ respectively. For all strategy profiles $p$ and $q$ that differ in the strategy of at most one player, we have

$$e^{-2\delta \tau} \leq \hat{P}_\tau(p \to q)/P_\tau(p \to q) \leq e^{2\delta \tau}.$$ 

**Proof.** Assume that $p^{-m} = q^{-m}$. In $G$ the transition probability $P_\tau(p \to q)$ can be expressed by (see (3.3)):

$$P_\tau(p \to q) = \begin{cases} \alpha_m P_m^{\tau}(q^m | p) & \text{if } q^m \neq p^m \\ \sum_{k \in M} \alpha_k P_k^{\tau}(p^k | p) & \text{otherwise.} \end{cases}$$

A similar expression holds for the transition probability $\hat{P}_\tau(p \to q)$ in $\hat{G}$, replacing $P_m^{\tau}$ by $\hat{P}_m^{\tau}$. Thus, it is sufficient prove $e^{-2\delta \tau} \leq \hat{P}_m^{\tau}(q^m | p)/P_m^{\tau}(q^m | p) \leq e^{2\delta \tau}$ for all $p, m, q^m$ to prove the claim.

Observe that by the definition of MPD

$$u^m(r^m, p^{-m}) - u^m(p^m, p^{-m}) - \delta \leq \hat{u}^m(r^m, p^{-m}) - \hat{u}^m(p^m, p^{-m}) \leq u^m(r^m, p^{-m}) - u^m(p^m, p^{-m}) + \delta. \tag{3.6}$$

Definition 3.4.1 suggests that $\hat{P}_m^{\tau}(q^m | p)$ can be written as (by dividing the numerator and the denominator by $e^{\frac{1}{\delta}u^m(p^m, p^{-m})}$):

$$\hat{P}_m^{\tau}(q^m | p) = \frac{e^{\frac{1}{\delta}(\hat{u}^m(r^m, p^{-m}) - \hat{u}^m(p^m, p^{-m}))}}{\sum_{r^m \in E^m} e^{\frac{1}{\delta}(u^m(r^m, p^{-m}) - u^m(p^m, p^{-m}))}}.$$ 

Therefore, using the bounds in (3.6) it follows that

$$\hat{P}_m^{\tau}(q^m | p) \leq \frac{\kappa(q^m)e^{\frac{\delta}{\tau}}}{\kappa(q^m)e^{\frac{\delta}{\tau}} + \sum_{r^m \neq q^m} \kappa(r^m)e^{\frac{-\delta}{\tau}}}.$$ 

where, $\kappa(r^m) = e^{\frac{1}{\delta}(u^m(r^m, p^{-m}) - u^m(p^m, p^{-m})}$ for all $r^m \in E^m$. Dividing both the numerator and the denominator of the right hand side by $\sum_{r^m \in E^m} \kappa(r^m)$ and observing that $P_m^{\tau}(q^m | p) = \sum_{r^m \in E^m} \kappa(q^m)$, we obtain

$$\hat{P}_m^{\tau}(q^m | p) \leq \frac{e^{\frac{\delta}{\tau} P_m^{\tau}(q^m | p)}}{e^{\frac{\delta}{\tau} P_m^{\tau}(q^m | p) + e^{-\frac{\delta}{\tau}} (1 - P_m^{\tau}(q^m | p))},$$
or equivalently

\[ \frac{\hat{P}_m(q^m|p)}{P_m(q^m|p)} \leq \frac{e^{\delta}}{e^{\delta}P_m(q^m|p) + e^{-\delta}(1 - P_m(q^m|p))}. \]

It can be seen that the right hand side is decreasing in \( P_m(q^m|p) \). Thus replacing \( P_m(q^m|p) \) by 0, the right hand side can be upper bounded by \( e^{2\delta} \). Then we obtain \( \hat{P}_m(q^m|p)/P_m(q^m|p) \leq e^{2\delta} \). By symmetry we also conclude that \( P_m(q^m|p)/\hat{P}_m(q^m|p) \leq e^{-2\delta} \), and combining these bounds the claim follows. \( \square \)

Definition 3.4.1 suggests that perturbation of utility functions changes the transition probabilities multiplicatively in logit response. The above lemma supports this intuition: if utility gains due to unilateral deviations are modified by \( \delta \), the ratio of the transition probabilities can change at most by \( e^{2\delta} \). Thus, if two games are close, then the transition probabilities of logit response in these games should be closely related.

This suggests using results from perturbation theory of Markov chains to characterize the stationary distribution of logit response in a near-potential game (Haviv and Van der Heyden, 1984; Cho and Meyer, 2001). However, standard perturbation results characterize changes in the stationary distribution of a Markov chain when the transition probabilities are additively perturbed. These results, when applied to multiplicative perturbations, yield bounds which are uninformative. We therefore first present a result which characterizes deviations from the stationary distribution of a Markov chain when its transition probabilities are multiplicatively perturbed, and therefore may be of independent interest.\(^{10}\)

**Theorem 3.4.1.** Let \( P \) and \( \hat{P} \) denote the probability transition matrices of two finite irreducible Markov chains with the same state space. Denote the stationary distributions of these Markov chains by \( \mu \) and \( \hat{\mu} \) respectively, and let the cardinality of the state space be \( h \). Assume that \( \alpha \geq 1 \) is a given constant and for any two states \( p \) and \( q \), the following inequalities hold

\[ \alpha^{-1}P(p \rightarrow q) \leq \hat{P}(p \rightarrow q) \leq \alpha P(p \rightarrow q). \]

Then, for any state \( p \), we have

\[ (i) \quad \frac{\alpha^{-(h-1)}\mu(p)}{\alpha^{-(h-1)}\mu(p) + \alpha^{-(h-1)}(1 - \mu(p))} \leq \hat{\mu}(p) \leq \frac{\alpha^{h-1}\mu(p)}{\alpha^{h-1}\mu(p) + \alpha^{-(h-1)}(1 - \mu(p))}, \]

\[ (ii) \quad |\mu(p) - \hat{\mu}(p)| \leq \frac{\alpha^{h-1} - 1}{\alpha^{h-1} + 1}. \]

**Proof.** As before, let \( T(p) \) denote the set of directed trees that are rooted at state \( p \). Using the characterization of the stationary distribution in Proposition 3.4.1, for the Markov chain

\(^{10}\)A multiplicative perturbation bound similar to ours, can be found in Freidlin and Wentzell (1998). However, this bound is looser than the one we obtain and it does not provide a good characterization of the stationary distribution in our setting. We provide a tighter bound, and obtain stronger predictions on the stationary distribution of logit response.
with probability transition matrix $P$, we have $\mu(p) = \frac{w_p}{\sum_q w_q}$, where for each state $p$, 

$$w_p = \sum_{T \in T(p)} \prod_{(x \rightarrow y) \in T} P(x \rightarrow y).$$

For the Markov chain with probability transition matrix $\hat{P}$, we define $\hat{w}_p$, by replacing $P$ in the above equation with $\hat{P}$ and $\hat{\mu}(p)$ similarly satisfies $\hat{\mu}(p) = \frac{\hat{w}_p}{\sum_q \hat{w}_q}$.

Since the Markov chain has $h$ states, $|T| = h - 1$ for all $T \in T(p)$. Hence, it follows from the assumption of the theorem and the above definitions of $w_p$ and $\hat{w}_p$ that

$$\alpha^{-(h-1)} w_p = \alpha^{-(h-1)} \sum_{T \in T(p)} \prod_{(x \rightarrow y) \in T} P(x \rightarrow y) \leq \hat{w}_p = \sum_{T \in T(p)} \prod_{(x \rightarrow y) \in T} \hat{P}(x \rightarrow y) \leq \alpha^{h-1} \sum_{T \in T(p)} \prod_{(x \rightarrow y) \in T} P(x \rightarrow y) = \alpha^{h-1} w_p.$$

This inequality implies that for all $q$, $\hat{w}_q$ is upper bounded by $\alpha^{h-1} w_q$ and lower bounded by $\alpha^{-(h-1)} w_q$. Using this observation together with the identity $\hat{\mu}(p) = \frac{\sum_q \hat{w}_q}{\sum_q w_q}$, we obtain

$$\frac{\alpha^{-(h-1)} w_p}{\alpha^{-(h-1)} w_p + \alpha^{h-1} \sum_{q \neq p} w_q} \leq \hat{\mu}(p) = \frac{\hat{w}_p}{\sum_q \hat{w}_q} \leq \frac{\alpha^{h-1} w_p}{\alpha^{h-1} w_p + \alpha^{-(h-1)} \sum_{q \neq p} w_q}.$$

Dividing the numerators and denominators of the left and right hand sides of the inequality by $\sum_q w_q$, using Proposition 3.4.1, and observing that $\sum_{q \neq p} \mu(q) = 1 - \mu(p)$ the first part of the theorem follows.

Consider functions $f$ and $g$ defined on $[0,1]$ such that $f(x) = \frac{\alpha^{h-1} - x}{\alpha^{h-1} x + \alpha^{-(h-1)} (1-x) - x}$ and $g(x) = \frac{\alpha^{-(h-1)} x}{\alpha^{-(h-1)} x + \alpha^{h-1} (1-x)} - x$ for $x \in [0,1]$. Checking the first order optimality conditions, it can be seen that $f(x)$ is maximized at $x = \frac{\alpha^{-(h-1)}}{1 + \alpha^{-(h-1)}}$, and the maximum equals to $\frac{\alpha^{-(h-1)}}{\alpha^{h-1} + 1}$. Similarly, the minimum of $g(x)$ is achieved at $x = \frac{\alpha^{h-1}}{1 + \alpha^{h-1}}$ and is equal to $\frac{1 - \alpha^{h-1}}{1 + \alpha^{h-1}}$. Combining these observations with part (i), we obtain

$$\frac{1 - \alpha^{h-1}}{1 + \alpha^{h-1}} \leq g(\mu(p)) = \frac{\alpha^{-(h-1)} \mu(p)}{\alpha^{-(h-1)} \mu(p) + \alpha^{h-1} (1 - \mu(p))} - \mu(p) \leq \hat{\mu}(p) - \mu(p) \leq \frac{\alpha^{h-1} \mu(p)}{\alpha^{h-1} \mu(p) + \alpha^{-(h-1)} (1 - \mu(p))} - \mu(p) = f(\mu(p)) \leq \frac{\alpha^{h-1} - 1}{\alpha^{h-1} + 1},$$

hence the second part of the claim follows. \qed

Next we use the above theorem to relate the stationary distributions of logit response dynamics in nearby games.
Corollary 3.4.1. Let $G$ and $\hat{G}$ be finite games with number of strategy profiles $|E| = h$, such that $d(G, \hat{G}) \leq \delta$. Denote the stationary distributions of logit response dynamics in these games by $\mu_T$, and $\hat{\mu}_T$ respectively. Then, for any strategy profile $p$ we have

\[
\begin{align*}
(i) & \quad \frac{e^{-\frac{2\delta(h-1)}{\tau}} \mu_T(p)}{e^{-\frac{2\delta(h-1)}{\tau}} \mu_T(p) + e^{-\frac{2\delta(h-1)}{\tau}} (1 - \mu_T(p))} \leq \hat{\mu}_T(p) \leq \frac{e^{-\frac{2\delta(h-1)}{\tau}} \mu_T(p)}{e^{-\frac{2\delta(h-1)}{\tau}} \mu_T(p) + e^{-\frac{2\delta(h-1)}{\tau}} (1 - \mu_T(p))}, \\
(ii) & \quad |\mu_T(p) - \hat{\mu}_T(p)| \leq \frac{e^{-\frac{2\delta(h-1)}{\tau}} - 1}{e^{-\frac{2\delta(h-1)}{\tau}} + 1}.
\end{align*}
\]

Proof. Proof follows from Lemma 3.4.1 and Theorem 3.4.1 by setting $\alpha = e^{\frac{2\delta}{\tau}} \cdot$ □

The above corollary can be adapted to near-potential games, by exploiting the relation of stationary distribution of logit response and potential function in potential games (see (3.4)). We conclude this section by providing such a characterization of the stationary distribution of logit response dynamics in near-potential games.

Corollary 3.4.2. Consider a game $G$ and let $\hat{G}$ be a nearby potential game such that $d(G, \hat{G}) \leq \delta$. Denote the potential function of $\hat{G}$ by $\phi$, and the number of strategy profiles in these games by $|E| = h$. Then, the stationary distribution $\mu_T$ of logit response dynamics in $G$ is such that

\[
\begin{align*}
(i) & \quad \frac{e^{\frac{1}{\tau} (\phi(p) - 2\delta(h-1))}}{\sum_{q \neq p \in E} e^{\frac{1}{\tau} (\phi(q) + 2\delta(h-1))}} \leq \mu_T(p) \leq \frac{e^{\frac{1}{\tau} (\phi(p) + 2\delta(h-1))}}{\sum_{q \neq p \in E} e^{\frac{1}{\tau} (\phi(q) - 2\delta(h-1))}}, \\
(ii) & \quad \left| \frac{\mu_T(p) - e^{\frac{1}{\tau} \phi(p)}}{\sum_{q \in E} e^{\frac{1}{\tau} \phi(q)}} \right| \leq \frac{e^{-\frac{2\delta(h-1)}{\tau}} - 1}{e^{-\frac{2\delta(h-1)}{\tau}} + 1}.
\end{align*}
\]

Proof. Proof follows from Corollary 3.4.1 and (3.4). □

With simple manipulations, it can be shown that $(e^x - 1)/(e^x + 1) \leq x/2$ for $x \geq 0$. Thus, (ii) in the above corollary implies that $\left| \frac{\mu_T(p) - e^{\frac{1}{\tau} \phi(p)}}{\sum_{q \in E} e^{\frac{1}{\tau} \phi(q)}} \right| \leq \frac{\delta(h-1)}{\tau}$. Therefore, the stationary distribution of logit response dynamics in a near-potential game can be characterized in terms of the stationary distribution of this update rule in a close potential game. When $\tau$ is fixed and $\delta \to 0$, i.e., when the original game is arbitrarily close to a potential game, the stationary distribution of logit response is arbitrarily close to the stationary distribution in the potential game. On the other hand, for a fixed $\delta$, as $\tau \to 0$, the upper bound in (ii) becomes uninformative. This is the case since $\tau \to 0$ implies that players adopt their best responses with probability 1, and thus the stationary distribution of the update rule becomes very sensitive to the difference of the game from a potential.
game. In this case we can still characterize the stochastically stable states of logit response using the results of Corollary 3.4.2, as we show in Corollary 3.4.3.

**Corollary 3.4.3.** Consider a game $G$ and let $\hat{G}$ be a nearby potential game with potential function $\phi$ and $d(G, \hat{G}) \leq \delta$. Denote the potential function of $\hat{G}$ by $\phi$, and the number of strategy profiles in these games by $|E| = h$. The stochastically stable strategy profiles of $G$ are (i) contained in $S = \{ p | \phi(p) \geq \max_{q \in E} \phi(q) - 4\delta(h - 1) \}$, (ii) $4\delta h$-equilibria of $G$.

**Proof.** (i) The upper bound in the first part of Corollary 3.4.2 implies that if $p$ is a strategy profile such that $\phi(p) < \max_{q \in E} \phi(q) - 4\delta(h - 1)$, then the stationary distribution of logit response in $G$ is such that $\rho_r(p) \to 0$ as $r \to 0$. Thus, it immediately follows that the stochastically stable states in $\hat{G}$ are contained in $\{ p \in E | \phi(p) \geq \max_{q \in E} \phi(q) - 4\delta(h - 1) \}$.

(ii) From the definition of $S$ it follows that in $\hat{G}$, none of the players can deviate from a strategy profile in $S$ and improve its utility by more than $4\delta(h - 1)$. Since $d(G, \hat{G}) \leq \delta$ it follows from part (i) that in $G$, none of the players can unilaterally deviate from a stochastically stable strategy profile and improve its utility by more than $4\delta(h - 1) + \delta \leq 4\delta h$. Hence stochastically stable strategy profiles of $G$ are $4\delta h$-equilibria.

We conclude that in near-potential games, the stochastically stable states of logit response are the strategy profiles that approximately maximize the potential function of a close potential game. This result enables us to characterize the stochastically stable states of logit response dynamics in near-potential games, without explicitly computing the stationary distribution.

Since it is possible to identify a potential game that is close to a given game (as explained in Section 3.2), Corollaries 3.4.2 and 3.4.3 provide a systematic approach for characterizing the stationary distribution and stochastically stable states of logit response, for general games. The characterization is tighter for near-potential games, but it is still informative for general games.

Moreover, our results enable robust predictions about stochastically stable strategy profiles in potential games. In particular, we can quantify payoff perturbations that maintain stochastically stable states of a game. For instance, consider potential games where the potential $\phi$ has a unique maximizer $q^*$. Corollary 3.4.3 implies that in such games if the payoffs are perturbed by at most $\frac{1}{4h} (\phi(q^*) - \max_{q \neq q^*} \phi(q))$ (so that the MPD between the original game and the game obtained after perturbations satisfies $\delta \leq \frac{1}{4h} (\phi(q^*) - \max_{q \neq q^*} \phi(q)))$ the stochastically stable strategy profiles do not change. Thus, the corollary allows us to bound the magnitude of payoff perturbations that leave the set of stochastically stable strategy profiles intact.
3.5 Fictitious Play

In this section, we investigate the convergence behavior of fictitious play in near-potential games. Unlike better/best response dynamics and logit response, in fictitious play agents maintain an empirical frequency distribution of other players’ strategies and play a best response against it. Thus, analyzing fictitious play dynamics requires the notion of mixed strategies and some additional definitions that are provided in Section 3.5.1. In Section 3.5.2 we show that in finite games the empirical frequencies of fictitious play converge to a set which can be characterized in terms of the approximate equilibrium set of the game and the level sets of the potential function of a close potential game. When the original game is sufficiently close to a potential game, we strengthen this result and establish that the empirical frequencies converge to a small neighborhood of mixed equilibria of the game, and the size of this neighborhood is a function of the distance of the original game from a potential game. As a special case, our result allows us to recover the result of Monderer and Shapley (1996a), which states that in potential games the empirical frequencies of fictitious play converge to the set of mixed Nash equilibria.

3.5.1 Mixed Strategies and Equilibria

In this section, we introduce some additional notation and definitions, which will be used in Section 3.5.2 when studying convergence properties of fictitious play in near-potential games.

As in Section 2.5.2, we use $A_{Em}$ the set of mixed strategies of player $m$, and $\prod_{m \in M} \Delta E^m$ as the set of mixed strategy profiles in the game. For $x \in \prod_{m \in M} \Delta E^m$ we denote by $\{u^m(x)\}$ the mixed extension of the utility of player $m$ (as defined in Section 2.5.2), i.e.,

$$u^m(x) = \sum_{p \in E^m} u^m(p) \prod_{k \in M} x^k(p^k). \quad (3.7)$$

Similarly, we denote the mixed extension of the potential function by $\phi(x)$. We use $|| \cdot ||$ to denote the standard 2-norm on $\prod_m \Delta E^m$, i.e., for $x \in \prod_m \Delta E^m$, we have $||x||^2 = \sum_{m \in M} \sum_{p^m \in E^m} (x^m(p^m))^2$.

A mixed strategy profile $x = \{x^m\}_{m \in M} \in \prod_m \Delta E^m$ is a mixed $\epsilon$-equilibrium if for all $m \in M$ and $p^m \in E^m$,

$$u^m(p^m, x^{-m}) - u^m(x^m, x^{-m}) \leq \epsilon. \quad (3.8)$$

Note that if the inequality holds for $\epsilon = 0$, then $x$ is a mixed Nash equilibrium of the game. In the rest of the chapter, we use the notation $X_\epsilon$ to denote the set of mixed $\epsilon$-equilibria.

Our characterization of the limiting mixed strategy set of fictitious play depends on the number of players in the game. We use $M = |M|$ as a short-hand notation for this number.

We conclude this section with two technical lemmas which summarize some properties of mixed equilibria and mixed extensions of potential and utility functions. Proofs of these
lemmas can be found in (Candogan et al., 2011b).

The first lemma establishes the Lipschitz continuity of the mixed extensions of the payoff functions and the potential function. It also shows a natural implication of continuity: for any \( \epsilon' > \epsilon \), a small enough neighborhood of the \( \epsilon \)-equilibrium set is contained in the \( \epsilon' \)-equilibrium set.

Lemma 3.5.1. (i) Let \( \nu : \prod_{m \in \mathcal{M}} E^m \to \mathbb{R} \) be a mapping from pure strategy profiles to real numbers. Its mixed extension is Lipschitz continuous with a Lipschitz constant of \( M \sum_{p \in E} |\nu(p)| \) over the domain \( \prod_{m \in \mathcal{M}} \Delta E^m \).

(ii) Let \( \alpha > 0 \) and \( \gamma > 0 \) be given. There exists a small enough \( \theta > 0 \) such that for any \( \|x - y\| < \theta \) if \( x \in X_{\alpha} \), then \( y \in X_{\alpha + \gamma} \).

Lipschitz continuity follows from the fact that mixed extensions are multilinear functions (3.7), with bounded domains. The proof of the second part immediately follows from the Lipschitz continuity of mixed extensions of payoff functions and the definition of approximate equilibria (3.8). Note that the second part implies that for any \( \epsilon' > 0 \), there exists a small enough neighborhood of equilibria that is contained in the \( \epsilon' \)-equilibrium set of the game.

We next study the continuity properties of the approximate equilibrium mapping. We first provide the relevant definitions (see Berge (1963); Fudenberg and Tirole (1991)).

Definition 3.5.1 (Upper Semicontinuous Function). A function \( g : X \to Y \subset \mathbb{R} \) is upper semicontinuous at \( x_\star \), if, for each \( \epsilon > 0 \) there exists a neighborhood \( U \) of \( x_\star \), such that \( g(x) < g(x_\star) + \epsilon \) for all \( x \in U \). We say \( g \) is upper semicontinuous, if it is upper semicontinuous at every point in its domain.

Alternatively, \( g \) is upper semicontinuous if \( \limsup_{x_n \to x_\star} g(x_n) \leq g(x_\star) \) for every \( x_\star \) in its domain.

Definition 3.5.2 (Upper Semicontinuous Correspondence). A correspondence \( g : X \rightrightarrows Y \) is upper semicontinuous at \( x_\star \), if for any open neighborhood \( V \) of \( g(x_\star) \) there exists a neighborhood \( U \) of \( x_\star \), such that \( g(x) \subset V \) for all \( x \in U \). We say \( g \) is upper semicontinuous, if it is upper semicontinuous at every point in its domain and \( g(x) \) is a compact set for each \( x \in X \).

Alternatively, when \( Y \) is compact, \( g \) is upper semicontinuous if its graph is closed, i.e., the set \( \{(x, y) | x \in X, y \in g(x)\} \) is closed.

We next establish upper semicontinuity of the approximate equilibrium mapping.\(^{11}\)

---

\(^{11}\) Here we fix the game, and discuss upper semicontinuity with respect to the \( \epsilon \) parameter characterizing the \( \epsilon \)-equilibrium set. We note that this is different than the common results in the literature which discuss upper semicontinuity of the equilibrium set with respect to changes in the utility functions of the underlying game (see Fudenberg and Tirole (1991)).
Lemma 3.5.2. (i) Let $v : \prod_{m \in \mathcal{M}} \Delta E^m \rightarrow \mathbb{R}$ be an upper semicontinuous function. The correspondence $g : \mathbb{R} \rightrightarrows \prod_{m \in \mathcal{M}} \Delta E^m$ such that $g(v) = \{x | v(x) \geq -v\}$ is upper semicontinuous.

(ii) Let $g : \mathbb{R} \rightrightarrows \prod_{m \in \mathcal{M}} \Delta E^m$ be the correspondence such that $g(\alpha) = \mathcal{X}_\alpha$. This correspondence is upper semicontinuous.

Upper semicontinuity of the approximate equilibrium mapping implies that for any given neighborhood of the $\epsilon$-equilibrium set, there exists an $\epsilon' > \epsilon$ such that $\epsilon'$-equilibrium set is contained in this neighborhood. In particular, this implies that every neighborhood of equilibria of the game contains an $\epsilon'$-equilibrium set for some $\epsilon' > 0$. Hence, if disjoint neighborhoods of equilibria are chosen (assuming there are finitely many equilibria), this implies that there exists some $\epsilon' > 0$, such that the $\epsilon'$-equilibrium set is contained in disjoint neighborhoods of equilibria. In the next section, we use this observation to establish convergence of fictitious play to small neighborhoods of equilibria of near-potential games.

3.5.2 Discrete-Time Fictitious Play

Fictitious play is a classical update rule studied in the learning in games literature. In this section, we consider the fictitious play dynamics, proposed in Brown (1951), and explain how the limiting behavior of this dynamical process can be characterized in near-potential games. In particular, we show that the empirical frequencies of fictitious play converge to a set which can be characterized in terms of the $\epsilon$-equilibrium set of the game, and the level sets of the potential function of a close potential game. We also establish that for games sufficiently close to a potential game, the empirical frequencies of fictitious play converge to a neighborhood of the (mixed) equilibrium set. Moreover, the size of this neighborhood depends on the distance of the original game from a nearby potential game. This generalizes the result of Monderer and Shapley (1996a), on convergence of empirical frequencies to mixed Nash equilibria in potential games.

In this chapter, we only consider the discrete-time version of fictitious play, i.e., the update process starts at a given strategy profile at time $t = 0$, and players can update their strategies at discrete time instants $t \in \{1, 2, \ldots \}$. Throughout this subsection we denote the strategy used by player $m$ at time instant $t$ by $p_t^m$, and we denote by $1(p_t^m = p^m)$ the indicator function which equals to 1 if $p_t^m = p^m$, and 0 otherwise. A formal definition of discrete-time fictitious play dynamics is given next.

Definition 3.5.3 (Discrete-Time Fictitious Play). Let $\mu_T^m(q^m) = \frac{1}{t} \sum_{t=0}^{T-1} 1(p_t^m = q^m)$ denote the empirical frequency that player $m$ uses strategy $q^m$ from time instant 0 to time instant $T - 1$, and $\mu_T^{m-}$ denote the collection of empirical frequencies of all players but $m$. A game play, where at each time instant $t$, every player $m$, chooses a strategy $p_t^m$ such that

\[ p_t^m \in \arg \max_{q^m \in \Delta E^m} \mu_t^m(q^m, \mu_t^{m-}) \]
is referred to as discrete-time fictitious play. That is, fictitious play dynamics is the update process, where each player chooses its best response to the empirical frequencies of the actions of other players.

We refer to \( \mu_t^m \) as the distribution of empirical frequencies of player \( m \)’s strategies at time \( t \). Note that \( \mu_t^m \) can be thought of as vector with length \( |E^m| \), whose entries are indexed by strategies of player \( m \), i.e., \( \mu_t^m(p^m) \) denotes the entry of the vector corresponding to the empirical frequency player \( m \) uses strategy \( p^m \) with. Similarly, we define the joint empirical frequency distribution of all players as \( \mu_t = \{\mu_t^m\}_{m \in M} \). Note that \( \mu_t^m \in \Delta E^m \), i.e., empirical frequency distributions are mixed strategies, and similarly \( \mu_t \in \prod_{m \in M} \Delta E^m \).

Observe that the evolution of this empirical frequency distribution can be captured by the following equation:

\[
\mu_{t+1} = \frac{t}{t+1}\mu_t + \frac{1}{t+1}I_t, \tag{3.9}
\]

where \( I_t = \{I_t^m\}_{m \in M} \), and \( I_t^m \) is a vector which has the same size as \( \mu_t^m \) and its entry corresponding to strategy \( p^m \) is given by \( I_t^m(p^m) = 1(p_t^m = p^m) \). Rearranging the terms in (3.9), and observing that \( I_t, \mu_t \in \prod_{m \in M} \Delta E^m \) are vectors with entries in \([0, 1]\) we conclude

\[
\left\| \mu_{t+1} - \mu_t \right\| = \frac{1}{t+1}\left\| I_t - \mu_t \right\| = O\left( \frac{1}{t} \right), \tag{3.10}
\]

where \( O(\cdot) \) stands for the big-O notation, i.e., \( f(x) = O(g(x)) \), implies that there exists some \( x_0 \) and a constant \( c \) such that \( |f(x)| \leq c|g(x)| \) for all \( x \geq x_0 \).

We start analyzing discrete-time fictitious play in near-potential games, by first focusing on the change in the value of the potential function along the fictitious play updates in the original game. In particular, we show that in near-potential games if the empirical frequencies are outside some \( \epsilon \)-equilibrium set, then the potential of the close potential game (evaluated at the empirical frequency distribution) increases by discrete-time fictitious play updates.\(^{12}\)

**Lemma 3.5.3.** Consider a game \( G \) and let \( \hat{G} \) be a close potential game such that \( d(G, \hat{G}) \leq \delta \). Denote the potential function of \( \hat{G} \) by \( \phi \). Assume that in \( G \) players update their strategies according to discrete-time fictitious play dynamics, and at some time instant \( T > 0 \), the empirical frequency distribution \( \mu_T \) is outside an \( \epsilon \)-equilibrium set of \( G \). Then,

\[
\phi(\mu_{T+1}) - \phi(\mu_T) \geq \frac{\epsilon - M\delta}{T+1} + O\left( \frac{1}{T^2} \right).
\]

**Proof.** Consider the mixed extension of the potential function \( \phi(x) = \sum_{p \in E} \phi(p) \prod_{m \in M} x^m(p^m) \), where \( x = \{x^m\}_m \) and \( x^m(p^m) \) denotes the probability player \( m \) plays strategy \( p^m \). The

\(^{12}\)Our approach here is similar to the one used in Monderer and Shapley (1996a) to analyze discrete-time fictitious play in potential games.
expression for $\phi(x)$ implies that Taylor expansion of $\phi$ around $\mu_T$ satisfies

$$\phi(\mu_{T+1}) = \phi(\mu_T) + \sum_{m \in M} \sum_{p^m \in E^m} (\mu_{T+1}^m(p^m) - \mu_T^m(p^m))\phi(p^m, \mu_T^m) + O(||\mu_{T+1} - \mu_T||^2).$$

Observing from (3.9) that $\mu_{t+1} - \mu_t = \frac{1}{T} (I_t - \mu_t)$, and noting from (3.10) that $||\mu_{t+1} - \mu_t|| = O\left(\frac{1}{T}\right)$ the above equality can be rewritten as

$$\phi(\mu_{T+1}) = \phi(\mu_T) + \sum_{m \in M} \sum_{p^m \in E^m} \frac{1}{T + 1} (1(p_T^m = p^m) - \mu_T^m(p^m))\phi(p^m, \mu_T^m) + O\left(\frac{1}{T^2}\right).$$

Rearranging the terms, and noting that $\sum_{p^m \in E^m} \mu_T^m(p^m)\phi(p^m, \mu_T^m) = \phi(\mu_T^m, \mu_T^{-m})$, it follows that

$$\phi(\mu_{T+1}) = \phi(\mu_T) + \frac{1}{T + 1} \sum_{m \in M} \left(\phi(p_T^m, \mu_T^{-m}) - \phi(\mu_T^m, \mu_T^{-m})\right) + O\left(\frac{1}{T^2}\right).$$

Since $d(\mathcal{G}, \hat{\mathcal{G}}) \leq \delta$, the above equality and the definition of MPD imply

$$\phi(\mu_{T+1}) \geq \phi(\mu_T) + \frac{1}{T + 1} \sum_{m \in M} (u^m(p_T^m, \mu_T^{-m}) - u^m(\mu_T^m, \mu_T^{-m}) - \delta) + O\left(\frac{1}{T^2}\right). \quad (3.11)$$

By definition of the fictitious play dynamics, every player $m$ plays its best response to $\mu_T^{-m}$, therefore $u^m(p_T^m, \mu_T^{-m}) - u^m(\mu_T^m, \mu_T^{-m}) \geq 0$ for all $m$. Additionally, if $\mu_T$ is outside the $\epsilon$-equilibrium set, as in the statement of the lemma, then it follows that $u^m(p_T^m, \mu_T^{-m}) - u^m(\mu_T^m, \mu_T^{-m}) \geq \epsilon$ for at least one player. Therefore, (3.11) implies

$$\phi(\mu_{T+1}) \geq \phi(\mu_T) + \frac{\epsilon - M\delta}{T + 1} + O\left(\frac{1}{T^2}\right),$$

hence, the claim follows. \qed

The above theorem implies that if $\mu_T$ is not in the $\epsilon$-equilibrium set for some $\epsilon > M\delta$, and $T$ sufficiently large, then the potential evaluated at empirical frequencies increases when players update their strategies. Since the mixed extension of the potential is a bounded function, the potential cannot increase unboundedly, and this observation suggests that the $\epsilon$-equilibrium set is eventually reached by the empirical frequency distribution. On the other hand, at a later time instant $\mu_T$ can still leave this equilibrium set, and before it does so the potential cannot be lower than the lowest potential in this set (since $\mu_T$ itself belongs to this set). Moreover, after $\mu_T$ leaves the $\epsilon$-equilibrium set the potential keeps increasing. Thus, the empirical frequencies are contained in the set of mixed strategy profiles, which have
potential at least as large as the minimum potential in this approximate equilibrium set. We next make this intuition precise, and characterize the set of limiting mixed strategies for fictitious play in near-potential games. We adopt the following convergence notion: we say that empirical frequencies of fictitious play converge to a set \( S \subseteq \prod_{m \in M} \Delta E^m \), if 
\[
\inf_{x \in S} \| \mu_t - x \| \to 0 \quad \text{as} \quad t \to \infty.
\]

**Theorem 3.5.1.** Consider a game \( G \) and let \( \hat{G} \) be a close potential game such that \( d(G, \hat{G}) \leq \delta \). Denote the potential function of \( \hat{G} \) by \( \phi \). Assume that in \( G \) players update their strategies according to discrete-time fictitious play dynamics, and let \( X_\alpha \) denote the \( \alpha \)-equilibrium set of \( G \). For any \( \epsilon > 0 \), there exists a time instant \( T_\epsilon > 0 \) such that for all \( t > T_\epsilon \)

\[
\mu_t \in C_\epsilon \triangleq \left\{ x \in \prod_{m \in M} \Delta E^m \mid \phi(x) \geq \min_{y \in X_{M^\delta + e'}} \phi(y) \right\}.
\]

**Proof.** Let \( \epsilon' \) be such that \( \epsilon > \epsilon' > 0 \). It can be seen from the definition of \( C_\epsilon \) that \( X_{M^\delta + e'} \subseteq X_{M^\delta + \epsilon} \subseteq C_\epsilon \). We prove the claim in two steps: (i) We first show that in this update process \( X_{M^\delta + \epsilon'} \) is visited infinitely often by \( \mu_t \), i.e., for all \( t' \), there exists \( t > t' \) such that \( \mu_t \in X_{M^\delta + \epsilon'} \), (ii) We prove that there exists a \( T'' \) such that if \( \mu_t \in C_\epsilon \) for some \( t > T'' \), then for all \( t' > t \) we have \( \mu_{t'} \in C_\epsilon \). Thus, the second step guarantees that if \( C_\epsilon \) is visited at a sufficiently later time instant, then \( \mu_t \) remains in \( C_\epsilon \). Since \( X_{M^\delta + \epsilon'} \subseteq C_\epsilon \) the first step ensures that such a time instant exists, and the claim in the theorem immediately follows from (ii). Moreover, this time instant corresponds to \( T_\epsilon \) in the theorem statement.

Proof of both steps rely on the following simple observation: Lemma 3.5.3 implies that there exists a large enough \( T \), such that if the empirical frequencies do not belong to \( X_{M^\delta + \epsilon'} \) at a time instant \( t > T \), then \( \phi \) increases:

\[
\phi(\mu_{t+1}) - \phi(\mu_t) \geq \frac{M^\delta + \epsilon' - M^\delta}{(t + 1)} + O\left(\frac{1}{t^2}\right) \geq \frac{\epsilon'}{2(t + 1)} > 0. \tag{3.12}
\]

We prove (i) by contradiction. Assume that there exists a \( T'' \) such that \( \mu_t \notin X_{M^\delta + \epsilon'} \) for \( t > T'' \), and let \( T_m = \max\{T, T''\} \). Then, (3.12) holds for all \( t = \{T_m + 1, \ldots\} \), and summing both sides of this inequality over this set we obtain

\[
\limsup_{t \to \infty} \phi(\mu_{t+1}) - \phi(\mu_{T_m + 1}) \geq \sum_{t=T_m+1}^{\infty} \frac{\epsilon'}{2(t + 1)}.
\]

Since the mixed extension of the potential is a bounded function, it follows that the left hand side of the above inequality is bounded, but the right hand side grows unboundedly. Hence, we reach a contradiction, and (i) follows.

Lemma 3.5.1 (ii) implies that there exists some \( \theta > 0 \) such that if a strategy profile \( x \) is an \( (M^\delta + \epsilon') \)-equilibrium, then any strategy profile \( y \) that satisfies \( \| x - y \| < \theta \) is an \( (M^\delta + \epsilon) \)-equilibrium (recall that \( \epsilon > \epsilon' > 0 \)). Since \( \| \mu_{t+1} - \mu_t \| = O(1/t) \) by (3.10), this
implies that there exists some $T'' > T$, such that for all $t > T''$ if $\mu_t \in X_{M^{e}+e'}$, then we have

$$\mu_{t+1} \in X_{M^{e}+e'}. \quad (3.13)$$

Let $\mu_t \in C_\epsilon$ for some time instant $t > T''$. If $\mu_t \in X_{M^{e}+e'}$, then by (3.13) $\mu_{t+1} \in X_{M^{e}+e'} \subset C_\epsilon$. If, on the other hand, $\mu_t \in C_\epsilon - X_{M^{e}+e'}$, then by (3.12) and the definition of $C_\epsilon$ we have

$$\phi(\mu_{t+1}) > \phi(\mu_t) \geq \min_{y \in X_{M^{e}+e'}} \phi(y), \quad (3.14)$$

and hence $\mu_{t+1} \in C_\epsilon$. Thus, we have established that there exists some $T''$ such that if $\mu_t \in C_\epsilon$ for some $t > T''$, then $\mu_{t+1} \in C_\epsilon$, and hence (ii) follows.

The above theorem establishes that after finite time $\mu_t$ is contained in the set $C_\epsilon$ for any $\epsilon > 0$. Corollary 3.5.1, establishes that in the limit this result can be strengthened: as $t \to \infty$, $\mu_t$ converges to a set, which is a subset of $C_\epsilon$ for every $\epsilon > 0$. The proof can be found in Section 3.7.

**Corollary 3.5.1.** The empirical frequencies of discrete-time fictitious play converge to

$$C \triangleq \left\{ x \in \prod_{m \in M} \Delta E^m \mid \phi(x) \geq \min_{y \in X_{M^{e}}} \phi(y) \right\}.$$ 

This result suggests that in near-potential games, the empirical frequencies of fictitious play converge to a set where the potential is at least as large as the minimum potential in an approximate equilibrium set. For exact potential games, it is known that the empirical frequencies converge to a Nash equilibrium (Monderer and Shapley, 1996a). It can be seen from Definition 2.2.1 that in potential games, maximizers of the potential function are equilibria of the game. Thus, in potential games with a unique equilibrium the equilibrium is the unique maximizer of the potential function. Hence, for such games, we have $\delta = 0$, $\min_{y \in X_{M^{e}}} \phi(y) = \max_{x \in \prod_{m \in M} \Delta E^m} \phi(x)$, and Corollary 3.5.1 implies that empirical frequencies of fictitious play converge to the unique equilibrium of the game, recovering the convergence result of Monderer and Shapley (1996a). However, when there are multiple equilibria Corollary 3.5.1 suggests that empirical frequencies converge to the set of mixed strategy profiles that have potential weakly larger than the minimum potential attained by the equilibria. While this set contains equilibria, it may contain a continuum of other mixed strategy profiles. This suggests that in games with multiple equilibria our result may provide a loose characterization of the limiting behavior of fictitious play dynamics.

We next show that by exploiting the properties of mixed approximate equilibrium sets, it is possible to obtain a stronger result. Before we present our result, we discuss a feature of mixed equilibrium sets which will be key in our analysis: For small $\epsilon$, the $\epsilon$-equilibrium set is contained in a small neighborhood of equilibria (this statement follows from Lemma 3.5.2 (ii) by considering the upper semicontinuity of the approximate equilibrium correspondence
\( g(\alpha) \) at \( \alpha = 0 \). This property is illustrated in Example 3.5.1.

**Example 3.5.1 (Mixed equilibrium set of Battle of the Sexes).** Consider the two-player battle of the sexes (BoS) game: Each player has two possible actions \( \{O, F\} \), and the payoffs of players are as given in Table 3.3. This game has three equilibria: (i) both players use \( O \), (ii) both players use \( F \), (iii) Row player uses \( O \) with probability 0.6, and column player uses \( O \) with probability 0.4. Note that since this is a game where each player has only two strategies, the probability of using strategy \( O \), in the third case uniquely identifies the corresponding mixed equilibrium. For different values of \( \epsilon \), the set of \( \epsilon \)-equilibria of this game is shown in Figure 3-4. It follows that the set of \( \epsilon \)-equilibria is contained in disjoint neighborhoods of equilibria for small values of \( \epsilon \).

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>3,2</td>
<td>0,0</td>
</tr>
<tr>
<td>F</td>
<td>0,0</td>
<td>2,3</td>
</tr>
</tbody>
</table>

Table 3.3: Payoffs in BoS.

\( O \), (ii) Both players use \( F \), (iii) Row player uses \( O \) with probability 0.6, and column player uses \( O \) with probability 0.4. Note that since this is a game where each player has only two strategies, the probability of using strategy \( O \), in the third case uniquely identifies the corresponding mixed equilibrium. For different values of \( \epsilon \), the set of \( \epsilon \)-equilibria of this game is shown in Figure 3-4. It follows that the set of \( \epsilon \)-equilibria is contained in disjoint neighborhoods of equilibria for small values of \( \epsilon \).

It was established in Lemma 3.5.3 that the potential function of a nearby potential game (with MPD \( \delta \) to the original game), evaluated at the empirical frequency distribution, increases when this distribution is outside the \( M\delta \)-equilibrium set of the original game (where \( M \) is the number of players). If \( \delta \) is sufficiently small, then the \( M\delta \)-equilibria of the game will be contained in a small neighborhood of the equilibria, as illustrated above and shown in Lemma 3.5.2 (ii). Thus, for sufficiently small \( \delta \), it is possible to establish that the potential of a close potential game increases outside a small neighborhood of the equilibria of the game. In Theorem 3.5.2, we use this observation to show that for sufficiently small \( \delta \) the empirical frequencies of fictitious play dynamics converge to a neighborhood of an equilibrium. We state the theorem under the assumption that the original game has finitely many equilibria. This assumption generically holds, i.e., for any game a (nondegenerate) random perturbation of payoffs will lead to such a game with probability one (see Fudenberg and Tirole (1991)).

When stating our result, we make use of the Lipschitz continuity of the mixed extension of the potential function, as established in Lemma 3.5.1. We also make use of a function \( f : \mathbb{R}^+ \to \mathbb{R}^+ \), which quantifies the size of the neighborhood of equilibria which contains the approximate equilibrium sets of games. For a game \( \mathcal{G} \) with \( l \) equilibria, denoted by \( x_1, \ldots, x_l \), this function can be formally defined as follows:

\[
f(\alpha) = \max_{x \in X_\alpha} \min_{k \in \{1, \ldots, l\}} ||x - x_k||, \tag{3.15}
\]

for all \( \alpha \in \mathbb{R}^+ \). Note that \( \min_{k \in \{1, \ldots, l\}} ||x - x_k|| \) is continuous in \( x \), since it is minimum of finitely many continuous functions. Moreover, \( X_\alpha \) is a compact set, since \( \epsilon \)-equilibria
are defined by finitely many inequality constraints of the form (3.8). Therefore, in (3.15) maximum is achieved and $f$ is well-defined for all $\alpha \geq 0$.

Additionally, we define two variables, $(a, d)$, which characterize the approximate equilibrium sets of the underlying game $G$: (i) the minimum pairwise distance between the equilibria is denoted by $d \triangleq \min_{i \neq j} ||x_i - x_j||$ (ii) $a \triangleq \sup\{\alpha | f(\alpha) < d/4\} > 0$, i.e., for every $\alpha < a$, the $\alpha$-equilibrium is at most $d/4$ distant from an equilibrium of $G$. Next, using these definitions, we state an improved convergence result for fictitious play in near-potential games.

**Theorem 3.5.2.** Consider a game $G$ and let $\hat{G}$ be a close potential game such that $d(G, \hat{G}) \leq \delta$. Denote the potential function of $\hat{G}$ by $\phi$, and the Lipschitz constant of the mixed extension of $\phi$ by $L$. Assume that $G$ has finitely many equilibria, and in $G$ players update their strategies according to discrete-time fictitious play dynamics.

(i) There exists some $\delta > 0$, and $\bar{c} > 0$ satisfying

$$M\delta + \bar{c} < a, \quad \text{and} \quad f(M\delta + \bar{c}) < \frac{(a - M\delta)d}{24LM}.$$
(ii) Consider any $\delta > 0$, and $\varepsilon > 0$ satisfying (i). Provided that $\delta \geq \delta > 0$, it can be established that the empirical frequencies of fictitious play converge to

$$\left\{ x \left| \|x - x_k\| \leq \frac{4f(M\delta)ML}{\varepsilon} + f(M\delta + \varepsilon), \text{ for some equilibrium } x_k \right. \right\},$$

(3.16)

for any $\varepsilon$, such that $\varepsilon \geq \varepsilon > 0$.

The proof of this theorem can be found in Section 3.7.\(^{13}\)

The proof has three main steps illustrated in Figures 3-5 and 3-6. As explained earlier, for small $\delta$ and $\varepsilon$, the $M\delta + \varepsilon$-equilibrium set of the game is contained in disjoint neighborhoods of the equilibria of the game. Lemma 3.5.3 implies that potential evaluated at $\mu_t$ increases outside this approximate equilibrium set with strategy updates. In the proof, we first quantify the increase in the potential, when $\mu_t$ leaves this approximate equilibrium set and returns back to it at a later time instant (see Figure 3-5a). Then, using this increase condition we show that for sufficiently large $t$, $\mu_t$ can visit the approximate equilibrium set infinitely often only around one equilibrium, say $x_{k'}$ (see Figure 3-5b). This holds since, the increase condition guarantees that the potential increases significantly when $\mu_t$ leaves the neighborhood of an equilibrium $x_k$, and reaches to that of $x_{k'}$. Finally, using the increase condition one more time, we establish that if after time $T$, $\mu_t$ visits the approximate equilibrium set only in the neighborhood of $x_{k'}$, we can construct a neighborhood of $x_{k'}$, which contains $\mu_t$ for all $t > T$ (see Figure 3-6). In equation (3.16) of Theorem 3.5.2, we provide bounds on this neighborhood, as a function of $\delta$ (that characterizes the “closeness” of the original game to a potential game), and $f$ (that captures how the size of the $\varepsilon$-equilibrium sets increase, as a function of $\varepsilon$).

Observe that if $\delta = 0$, i.e., the original game is a potential game, then $f(M\delta) = 0$, and Theorem 3.5.2 implies that empirical frequencies of fictitious play converge to the $f(\varepsilon)$-neighborhood of equilibria for any $\varepsilon$ such that $\varepsilon \geq \varepsilon > 0$. Thus, choosing $\varepsilon$ arbitrarily small, and observing that $\lim_{x \to 0} f(x) = 0$, our result implies that in potential games, empirical frequencies converge to the set of Nash equilibria. Hence, as a special case of Theorem 3.5.2, we obtain the convergence result of Monderer and Shapley (1996a).

Assume that $\delta \neq 0$ and a small $\varepsilon < \bar{\varepsilon}$ is given. If $\delta$ is sufficiently small then $f(M\delta)/\varepsilon \approx 0$, since $\lim_{x \to 0} f(x) = 0$. Consequently, $\frac{4f(M\delta)ML}{\varepsilon} + f(M\delta + \varepsilon)$ is small, and Theorem 3.5.2 establishes convergence of empirical frequencies to a small neighborhood of equilibria. Thus, we conclude that for games that are close to potential games, i.e., for $\delta \ll 1$, Theorem 3.5.2 establishes convergence of empirical frequencies to a small neighborhood of equilibria.

Corollary 3.5.1 and Theorem 3.5.2 give a systematic framework for approximately characterizing the limiting behavior of fictitious play in arbitrary games. Moreover, such a

\(^{13}\)A strand of the literature characterizes the limiting behavior of discrete time fictitious play by exploiting its relation to a continuous time update rule (see for instance Benaim et al. (2005)). In our proof, we instead follow a direct approach, which exploits Lemma 3.5.3, and provides a quantitative characterization of the limiting behavior of fictitious play dynamics for near-potential games.
(a) If empirical frequencies leave an approximate equilibrium set at time $t$, and return back to it at $t'$, then $\phi(\mu_t) > \phi(\mu_{t'})$.

(b) For sufficiently large $t$, $\mu_t$ visits the component of the approximate equilibrium set contained in the neighborhood of a single equilibrium.

Figure 3-5: For small $\delta$ and $\epsilon$, $M\delta + \epsilon$-equilibrium set (enclosed by solid lines around equilibria $x_{k'}$ and $x_k$) is contained in disjoint neighborhoods of equilibria. If the empirical frequency distribution, $\mu_t$, is outside this approximate equilibrium set, then the potential increases with each strategy update. Assume that empirical frequency distribution leaves an approximate equilibrium set (at time $t$) and returns back to it at a later time instant ($t' > t$). We first quantify the resulting increase in the potential (left). If $\mu_t$ travels from the component of the approximate equilibrium set in the neighborhood of equilibrium $x_k$ to that in the neighborhood of equilibrium $x_{k'}$, then the increase in the potential is significant, and consequently $\mu_t$ cannot visit the approximate equilibrium set in the neighborhood of equilibrium $x_k$ at a later time instant (right).

Figure 3-6: If after time $T$, $\mu_t$ only visits the approximate equilibrium set in the neighborhood of a single equilibrium $x_{k'}$, then we can establish that $\mu_t$ never leaves a neighborhood of this equilibrium for $t > T$. The size of this neighborhood is denoted by $r$ in the figure and can be expressed as in Theorem 3.5.2.
characterization can be obtained even in settings where the underlying game does not share similar ordinal properties to potential games. Following a similar argument as in the case of logit response dynamics, our result also allows for characterizing robustness of convergence results for potential games to payoff perturbations.

3.6 Summary

In this chapter, we presented a framework for studying the limiting behavior of adaptive learning dynamics in finite strategic form games by exploiting their relation to nearby potential games. We restricted our attention to better/best response, logit response and fictitious play dynamics. We showed that for near-potential games trajectories of better/best response dynamics converge to $\epsilon$-equilibrium sets, where $\epsilon$ depends on closeness to a potential game. We studied the stochastically stable strategy profiles of logit response dynamics and proved that they are contained in the set of strategy profiles that approximately maximize the potential function of a nearby potential game. In the case of fictitious play we focused on the empirical frequencies of players' actions, and established that they converge to a small neighborhood of equilibria in near-potential games. Our results suggest that games that are close to a potential game inherit the dynamical properties (such as convergence to approximate equilibrium sets) of potential games. Additionally, since a close potential game to a given game can be found by using the decomposition approach of Chapter 2, or solving a convex optimization problem, as discussed in Section 3.2, this enables us to characterize the dynamical properties of strategic form games by first identifying a nearby potential game to this game, and then studying the dynamical properties of the nearby potential game.

3.7 Appendix: Proofs of Section 3.5

Proof of Corollary 3.5.1: Let $\epsilon_n = M\delta + \frac{1}{n}$ for $n \in \mathbb{Z}_+$. Observe that since the mixed extension of the potential function is continuous, $C$ and $C_{\epsilon_n}$ are closed sets for any $n \in \mathbb{Z}_+$. Since $C$ is closed $\min_{y \in C} ||x - y||$ is well-defined for any $x \in \prod_{m \in \mathcal{M}} \Delta E^m$.

We claim that for any $\theta > 0$ the set

$$
S_\theta = \left\{ x \in \prod_{m \in \mathcal{M}} \Delta E^m \left| \min_{y \in C} ||x - y|| < \theta \right. \right\},
$$

(3.17)
is such that $C_{\epsilon_n} \subset S_\theta$ for some $n$. Note that if this claim holds, then it follows from Theorem 3.5.1 that there exists some $T_\theta$ such that for all $t > T_\theta$ we have $\mu_t \in S_\theta$. Using the definition of $S_\theta$ given in (3.17), this implies

$$
\limsup_{t \to \infty} \min_{x \in C} ||x - \mu_t|| < \theta.
$$

(3.18)
Moreover, since \( \theta > 0 \) is arbitrary, and \( \|x - \mu_t\| \geq 0 \), using (3.18) we obtain
\[
\lim_{t \to \infty} \min_{x \in C} \|x - \mu_t\| = 0.
\]
Thus, if we prove \( C_{c_n} \subset S_\theta \) for some \( n \), it follows that \( \mu_t \) converges to \( C \).

In order to prove \( C_{c_n} \subset S_\theta \) we first obtain a certificate which can be used to guarantee that a mixed strategy profile belongs to \( S_\theta \). Then, we show that for large enough \( n \) any \( z \in C_{c_n} \) satisfies this certificate, and hence belongs to \( S_\theta \).

It follows from Lemma 3.5.2 (i) (by setting \( v = \phi \) and \( v = -\min_{y \in \mathcal{X}_M} \phi(y) \)) and definition of upper semicontinuity (Definition 3.5.2) that there exists \( \gamma > 0 \) such that \( \theta \) neighborhood of \( \{x|\phi(x) \geq \min_{y \in \mathcal{X}_M} \phi(y) \} \) contains \( \{x|\phi(x) \geq \min_{y \in \mathcal{X}_M} \phi(y) - \gamma \} \). Hence, for any \( z \) satisfying \( \phi(z) \geq \min_{y \in \mathcal{X}_M} \phi(y) - \gamma \) there exists some \( x \) satisfying \( \phi(x) \geq \min_{y \in \mathcal{X}_M} \phi(y) \) and \( \|x - z\| < \theta \). Note that the definition of \( S_\theta \) implies that \( z \) for which there exists such \( x \) belongs to \( S_\theta \). Thus, if \( \phi(z) \geq \min_{y \in \mathcal{X}_M} \phi(y) - \gamma \) it follows that \( z \in S_\theta \).

We next show that for large enough \( n \), any \( z \) which belongs to \( C_{c_n} \), satisfies the above certificate and hence belongs to \( S_\theta \). Let \( L \) denote the Lipschitz constant for the mixed extension of \( \phi \), as given in Lemma 3.5.1 (i), and define \( \theta' = \gamma/L > 0 \). Lemma 3.5.2 (ii) and Definition 3.5.2 imply that for large enough \( n \), \( \mathcal{X}_{M+\frac{1}{n}} \) is contained in \( \theta' \) neighborhood of \( \mathcal{X}_{M+\frac{1}{n}} \), i.e., if \( y \in \mathcal{X}_{M+\frac{1}{n}} \) then there exists \( x \in \mathcal{X}_{M+\frac{1}{n}} \) such that \( \|x - y\| < \theta' \). Moreover, by Lemma 3.5.1 (i), it follows that \( \phi(x) \leq \phi(y) - \theta' = \phi(y) - \gamma \). Thus, we conclude that there exists large enough \( n \) such that
\[
\min_{y \in \mathcal{X}_{M+\frac{1}{n}}} \phi(y) \geq \min_{y \in \mathcal{X}_{M+\frac{1}{n}}} \phi(y) - \gamma. \tag{3.19}
\]

Let \( z \in C_{c_n} \) for some \( n \) for which (3.19) holds. By definition of \( C_{c_n} \) it follows that \( \phi(z) \geq \min_{y \in \mathcal{X}_{M+\frac{1}{n}}} \phi(y) \). Thus, (3.19) implies that \( \phi(z) \geq \min_{y \in \mathcal{X}_M} \phi(y) - \gamma \). However, as argued before such \( z \) belong to \( S_\theta \). Hence, we have established that for large enough \( n \), if \( z \in C_{c_n} \) then \( z \in S_\theta \). Therefore, the claim follows.

\[ \square \]

**Proof of Theorem 3.5.2:** From the definition of \( f \), it follows that the union of closed balls of radius \( f(\alpha) \), centered at equilibria, contain \( \alpha \)-equilibrium set of the game. Thus, intuitively, \( f(\alpha) \) captures the size of a closed neighborhood of equilibria, which contains \( \alpha \)-equilibria of the underlying game. This is illustrated in Figure 3-7.

As stated in the theorem statement, we define the minimum pairwise distance between the equilibria as \( d \triangleq \min_{i \neq j} \|x_i - x_j\| \), and \( a = \sup\{\alpha|f(\alpha) < d/4\} \). Lemma 3.5.2 (ii) implies (using upper semicontinuity at 0) that \( \alpha > 0 \) such that \( f(\alpha) < d/4 \) exists and hence \( a > 0 \). Since \( d \) is defined as the minimum pairwise distance between the equilibria, it follows that \( \alpha \)-equilibria of the game are contained in disjoint neighborhoods around equilibria of the game (for \( \alpha < a \), i.e., if \( x \in \mathcal{X}_\alpha \), then \( \|x - x_k\| \leq f(\alpha) \) for exactly one equilibrium \( x_k \). Moreover, for \( \alpha_1 \leq \alpha \), since \( \mathcal{X}_{\alpha_1} \subset \mathcal{X}_\alpha \), it follows that \( \alpha_1 \)-equilibria of the
Figure 3.7: Consider a game with a unique equilibrium $x_k$. The $\alpha$-equilibrium set of the game (enclosed by a solid line around $x_k$) is contained in the $f(\alpha)$ neighborhood of this equilibrium.

Theorem 3.4: The equilibria of the game are contained in disjoint neighborhoods of equilibria.

We prove the theorem in 5 steps summarized below. First two steps explore the properties of function $f$, and establish existence of $\delta$ and $\epsilon$ presented in the theorem statement. Last three steps are the main steps of the proof, where we establish convergence of fictitious play to a neighborhood of equilibria.

- **Step 1:** We first show that $f$ is (i) weakly increasing, (ii) upper semicontinuous, and it satisfies (iii) $f(0) = 0$, (iv) $f(x) \to 0$ as $x \to 0$.

- **Step 2:** We show that there exists some $\delta > 0$ and $\epsilon > 0$ such that the following inequalities hold:

$$M\delta + \epsilon < a, \quad (3.20)$$

and

$$f(M\delta + \epsilon) < \frac{(a - M\delta)d}{2LM}. \quad (3.21)$$

We will prove the statement of the theorem assuming that $0 \leq \delta < \delta$, and establish convergence to the set in (3.16), for any $\epsilon$ such that $0 < \epsilon \leq \delta$. As can be seen from the definition of $a$ and $f$ (see (3.15)), the first inequality guarantees that $M\delta + \delta$-equilibrium set is contained in disjoint neighborhoods of equilibria, and the second one guarantees that these neighborhoods are small. In Step 4, we will exploit this observation, and use the inequalities in (3.20) and (3.21) to establish that the empirical frequency distribution $\mu_t$ can visit the component of $X_{M\delta+\epsilon}$ contained in the neighborhood of only a single equilibrium infinitely often.

- **Step 3:** Let $\epsilon_1, \epsilon_2$ be such that $\epsilon_2 > \epsilon_1 > 0$. Assume that (i) at some time instant $T$, $\mu_t$ is contained in $X_{M\delta+\epsilon_1}$, (ii) at time instants $T_1$ and $T_2$ (such that $T_2 > T_1 > T$) $\mu_t$ leaves $X_{M\delta+\epsilon_1}$ and $X_{M\delta+\epsilon_2}$ respectively and (iii) at time instants $T'_2$ and $T'_1$ (such that
In this step, we provide a lower bound on $\phi(\mu_{T_1'}) - \phi(\mu_{T_1})$, i.e., the increase in the potential when $\mu_t$ follows such a path. This lower bound holds for any $\varepsilon_1$ and $\varepsilon_2$ provided that $\varepsilon_2 > \varepsilon_1 > 0$. We use this result by choosing different values for $\varepsilon_1$ and $\varepsilon_2$ in Steps 4 and 5.

Our lower bound in Step 3 is a function of $\varepsilon_2$. In addition to this lower bound, in Steps 4 and 5, we use the $M\delta + \varepsilon_1$ equilibrium set and Lipschitz continuity of the potential to provide an upper bound on $\phi(\mu_{T_1'}) - \phi(\mu_{T_1})$ as a function of $\varepsilon_1$. Thus, properties of $M\delta + \varepsilon_1$ and $M\delta + \varepsilon_2$ equilibrium sets are exploited for obtaining upper and lower bounds on $\phi(\mu_{T_1'}) - \phi(\mu_{T_1})$ respectively. We establish convergence of fictitious play updates to a neighborhood of an equilibrium by using these bounds together in Steps 4 and 5. We emphasize that allowing for two different approximate equilibrium sets leads to better bounds on $\phi(\mu_{T_1'}) - \phi(\mu_{T_1})$, and a more informative characterization of the limiting behavior of fictitious play, as opposed to using a single approximate equilibrium set, i.e., setting $\varepsilon_1 = \varepsilon_2$.

- **Step 4**: Our objective in this step is to establish that fictitious play can visit the component of an approximate equilibrium set contained in the neighborhood of only one equilibrium infinitely often.

Let $\varepsilon_1 = \varepsilon$ and $\varepsilon_2 = a - M\delta$. By (3.20) we have $\varepsilon_1 < \varepsilon_2$, and using the definition of $a$ we establish that $\mathcal{X}_{M\delta+\varepsilon_1}$ and $\mathcal{X}_{M\delta+\varepsilon_2}$ are contained in disjoint neighborhoods of equilibria. Assume that $\mu_t$ leaves the components of $\mathcal{X}_{M\delta+\varepsilon_1}$ and $\mathcal{X}_{M\delta+\varepsilon_2}$ in the neighborhood of equilibrium $x_k$, and reaches to a similar neighborhood around equilibrium $x_{k'}$. Using Step 3 we establish a lower bound on the increase in the potential when $\mu_t$ follows such a trajectory. We also provide an upper bound, using the Lipschitz continuity of the potential and inequalities (3.20) and (3.21). Comparing these bounds, we establish that the maximum potential in the neighborhood of equilibrium $x_k$ is lower than the minimum potential in the neighborhood of $x_{k'}$. Since, $x_k$ and $x_{k'}$ are arbitrary, this observation implies that $\mu_t$ cannot visit the component of $\mathcal{X}_{M\delta+\varepsilon_1}$ contained in the neighborhood of $x_k$ at a later time instant. Hence, it follows that $\mu_t$ visits only one such component infinitely often.

- **Step 5**: In this step we show that $\mu_t$ converges to the approximate equilibrium set given in the theorem statement.

Let $\varepsilon_1, \varepsilon_2$ be such that $0 < \varepsilon_1 < \varepsilon_2 \leq \varepsilon$. We consider the equilibrium, whose neighborhood is visited infinitely often (as obtained in Step 4), and a trajectory of $\mu_t$ which leaves the components of $\mathcal{X}_{M\delta+\varepsilon_1}$ and $\mathcal{X}_{M\delta+\varepsilon_2}$ contained in the neighborhood of this equilibrium and returns back to these sets at a later time instant (as illustrated in
Figure 3-8). As in Step 4, Lipschitz continuity of $\phi$ is used to obtain an upper bound on the increase in the potential between the end points of this trajectory. Together with the lower bound obtained in Step 3, this provides a bound on how far $\mu_t$ can get from the component of $X_{M\delta+\epsilon_2}$ contained in this neighborhood. Choosing $\epsilon_1$ arbitrarily small (for a fixed $\epsilon_2$) we obtain the tightest such bound. Using this result, we quantify how far $\mu_t$ can get from the equilibrium of the game (after sufficient time) and the theorem follows.

Next we prove each of these steps.

**Step 1:** By definition $X_{\alpha_1} \subset X_{\alpha}$ for any $\alpha_1 \leq \alpha$. Since the feasible set of the maximization problem in (3.15) is given by $X_{\alpha}$, this implies that $f(\alpha_1) \leq f(\alpha)$, i.e., $f$ is a weakly increasing function of its argument. Note that the feasible set of the maximization problem in (3.15) can be given by the correspondence $g(\alpha) = X_{\alpha}$, which is upper semi continuous in $\alpha$ as shown in Lemma 3.5.2 (ii). Since as a function of $x$, $\min_{k \in \{1, \ldots, l\}} \|x - x_k\|$ is continuous it follows from Berge’s maximum theorem (see Berge (1963)) that for $\alpha \geq 0$, $f(\alpha)$ is an upper semicontinuous function.

The set $X_0$ corresponds to the set of equilibria of the game, hence $X_0 = \{x_1, \ldots, x_l\}$. Thus, the definition of $f$ implies that $f(0) = 0$. Moreover, upper semicontinuity of $f$ implies that for any $\epsilon > 0$, there exists some neighborhood $V$ of $0$, such that $f(x) < \epsilon$ for all $x \in V$. Since, $f(x) \geq 0$ by definition, this implies that $\lim_{x \to 0} f(x)$ exists and equals to 0.

**Step 2:** Let $\bar{\delta} > 0$ be small enough such that $M\bar{\delta} < a/2$. Since $\lim_{x \to 0} f(x) = 0$, it follows that for sufficiently small $\bar{\delta}$ and $\bar{\epsilon}$, we obtain $f(M\bar{\delta} + \bar{\epsilon}) < \frac{ad}{48LM} < \frac{(a-M\bar{\delta})d}{24LM}$ and $M\bar{\delta} + \bar{\epsilon} < a$.

**Step 3:** Let $\epsilon_1, \epsilon_2$ be such that $0 < \epsilon_1 < \epsilon_2$. Assume $T > 0$ is large enough so that for $t > T$,

\[
\begin{align*}
\phi(\mu_{t+1}) - \phi(\mu_t) &\geq \frac{2\epsilon_1}{3(t+1)} \text{ if } \mu_t \notin X_{M\delta+\epsilon_1}, \text{ and similarly} \\
\phi(\mu_{t+1}) - \phi(\mu_t) &\geq \frac{2\epsilon_2}{3(t+1)} \text{ if } \mu_t \notin X_{M\delta+\epsilon_2}.
\end{align*}
\]

Existence of $T$ satisfying these inequalities follows from Lemma 3.5.3, since for large $T$ and $t > T$, this lemma implies $\phi(\mu_{t+1}) - \phi(\mu_t) \geq \frac{\epsilon_1}{(t+1)} + O \left( \frac{1}{t^2} \right) \geq \frac{2\epsilon_1}{3(t+1)}$ if $\mu_t \notin X_{M\delta+\epsilon_1}$, and similarly if $\mu_t \notin X_{M\delta+\epsilon_2}$.

Since $\phi(\mu_t)$ increases outside $M\delta + \epsilon_1$-equilibrium set for $t > T$, as (3.22) suggests, it follows that $\mu_t$ visits $X_{M\delta+\epsilon_1}$ (and $X_{M\delta+\epsilon_2}$ since $X_{M\delta+\epsilon_1} \subset X_{M\delta+\epsilon_2}$) infinitely often. Otherwise $\phi(\mu_t)$ increases unboundedly, and we reach a contradiction since mixed extension of the potential is a bounded function.

Assume that at some time after $T$, $\mu_t$ leaves $X_{M\delta+\epsilon_1}$ and $X_{M\delta+\epsilon_2}$ and returns back to $X_{M\delta+\epsilon_1}$ at a later time instant. In this step, we quantify how much the potential increases when $\mu_t$ follows such a path. We first define time instants $T_1$, $T_2$, $T'_1$, and $T'_2$ satisfying $T < T_1 \leq T_2 < T'_2 \leq T'_1$, as follows:
- $T_1$ is a time instant when $\mu_t$ leaves $X_{M\delta+\epsilon_1}$, i.e., $\mu_{t-1} \in X_{M\delta+\epsilon_1}$ and $\mu_t \not\in X_{M\delta+\epsilon_1}$ for $T_1 \leq t < T'_1$.

- $T_2$ is a time instant when $\mu_t$ leaves $X_{M\delta+\epsilon_2}$, i.e., $\mu_{t-1} \in X_{M\delta+\epsilon_2}$ and $\mu_t \not\in X_{M\delta+\epsilon_2}$ for $T_2 \leq t < T'_2$.

- $T'_2$ is the first time instant after $T_2$ when $\mu_t$ returns back to $X_{M\delta+\epsilon_2}$, i.e., $\mu_{T'_2-1} \not\in X_{M\delta+\epsilon_2}$ and $\mu_{T'_2} \in X_{M\delta+\epsilon_2}$.

- $T'_1$ is the first time instant after $T_1$ when $\mu_t$ returns back to $X_{M\delta+\epsilon_1}$, i.e., $\mu_{T'_1-1} \not\in X_{M\delta+\epsilon_1}$ and $\mu_{T'_1} \in X_{M\delta+\epsilon_1}$.

The definitions are illustrated in Figure 3.8. We next provide a lower bound on the quantity $\phi(\mu_{T'_1}) - \phi(\mu_{T_1})$. Note that if there are multiple time instants between $T_1$ and $T'_1$ for which $\mu_t$ leaves $X_{M\delta+\epsilon_2}$ (as in the figure), any of these time instants can be chosen as $T_2$ to obtain a lower bound.

Figure 3.8: Trajectory of $\mu_t$ (initialized at the left end of the dashed line) is illustrated. $T_1$ and $T_2$ correspond to the time instants $\mu_t$ leaves $X_{M\delta+\epsilon_1}$ and $X_{M\delta+\epsilon_2}$ respectively. $T'_1$ and $T'_2$ correspond to the time instants $\mu_t$ enters $X_{M\delta+\epsilon_1}$ and $X_{M\delta+\epsilon_2}$ respectively.

By definition, for $t$ such that $T_2 \leq t < T'_2$, we have $\mu_t \not\in X_{M\delta+\epsilon_2}$, and for $t$ such that $T_1 \leq t < T_2$ or $T'_2 \leq t < T'_1$, we have $\mu_t \not\in X_{M\delta+\epsilon_1}$. Thus, it follows from (3.22) that

$$\phi(\mu_{t+1}) - \phi(\mu_t) \geq \frac{2\epsilon_2}{3(t+1)} \quad \text{for } T_2 \leq t < T'_2,$$

(3.23)

and consequently,

$$\phi(\mu_{T'_2}) - \phi(\mu_{T_2}) = \sum_{t=T_2}^{T'_2-1} \phi(\mu_{t+1}) - \phi(\mu_t) \geq \sum_{t=T_2}^{T'_2-1} \frac{2\epsilon_2}{3(t+1)}.$$  

(3.24)
Similarly, since \( \mu_t \notin X_{M\delta+\epsilon_1} \) for \( t \) such that \( T_1 \leq t < T_2 \) or \( T_2' \leq t < T_1' \), using (3.22) we establish

\[
\phi(\mu_{T_1'}) - \phi(\mu_{T_2'}) = \sum_{t=T_2'}^{T_1'-1} \phi(\mu_{t+1}) - \phi(\mu_t) \geq \sum_{t=T_2'}^{T_1'-1} \frac{2\epsilon_1}{3(t+1)},
\]

(3.25)

\[
\phi(\mu_{T_2}) - \phi(\mu_{T_1}) = \sum_{t=T_1}^{T_2-1} \phi(\mu_{t+1}) - \phi(\mu_t) \geq \sum_{t=T_1}^{T_2-1} \frac{2\epsilon_1}{3(t+1)}.
\]

(3.26)

Since \( \phi(\mu_{T_1'}) - \phi(\mu_{T_1}) = \left( \phi(\mu_{T_1'}) - \phi(\mu_{T_2'}) \right) + \left( \phi(\mu_{T_2}) - \phi(\mu_{T_2'}) \right) + \left( \phi(\mu_{T_2}) - \phi(\mu_{T_1}) \right) \), it follows from (3.24), (3.25) and (3.26) that

\[
\phi(\mu_{T_1'}) - \phi(\mu_{T_1}) \geq \sum_{t=T_2'}^{T_1'-1} \frac{2\epsilon_2}{3(t+1)}.
\]

(3.27)

**Step 4:** Let \( \epsilon_2 = a - M\delta \), and \( \epsilon_1 = \epsilon \). By definition of \( \epsilon \) and \( \delta \) (see Step 2), it follows that \( \epsilon_2 > \epsilon_1 > 0 \). Assume that \( \delta < \delta \). Since \( a = M\delta + \epsilon_2 > M\delta + \epsilon_1 \) we obtain \( X_{M\delta+\epsilon_1} \subset X_{M\delta+\epsilon_2} \subset X_a \). By definition of \( a \), it follows that components of \( X_{M\delta+\epsilon_1} \) and \( X_{M\delta+\epsilon_2} \) are also contained in disjoint neighborhoods of equilibria. Hence, the definition of \( f \) suggests that if \( x \in X_{M\delta+\epsilon_1} \) then \( \|x_k - x\| \leq f(M\delta + \epsilon_1) \) (similarly if \( x \in X_{M\delta+\epsilon_2} \), then \( \|x_k - x\| \leq f(M\delta + \epsilon_2) \)) for exactly one equilibrium \( x_k \).

Let \( T_1, T_2, T_1' \) and \( T_2' \) be defined as in Step 3. In this step, by obtaining an upper bound on \( \phi(\mu_{T_1'}) - \phi(\mu_{T_1}) \) and refining the lower bound obtained in Step 3 for given values of \( \epsilon_1 \) and \( \epsilon_2 \), we prove that after sufficient time \( \mu_t \) can visit the component of \( X_{M\delta+\epsilon_1} \) in the neighborhood of a single equilibrium.

Assume that \( \mu_t \) leaves the component of the \( M\delta + \epsilon_1 \)-equilibrium set in the neighborhood of equilibrium \( x_k \), and it reaches to another component in the neighborhood of equilibrium \( x_{k'} \). Since, by definition \( \mu_{T_1-1}, \mu_{T_1}' \in X_{M\delta+\epsilon_1} \), and \( \mu_{T_2-1}, \mu_{T_2}' \in X_{M\delta+\epsilon_2} \), it follows that \( \mu_{T_1-1} \) and \( \mu_{T_2-1} \) belong to neighborhoods of equilibrium \( x_k \), whereas, \( \mu_{T_1}' \) and \( \mu_{T_2}' \) belong to neighborhoods of \( x_{k'} \), i.e.,

\[
\|x_k - \mu_{T_1-1}\| \leq f(M\delta + \epsilon_1) \quad \text{and} \quad \|x_k - \mu_{T_2-1}\| \leq f(M\delta + \epsilon_2), \text{ whereas,} \quad (3.28)
\]

\[
\|x_{k'} - \mu_{T_1}'\| \leq f(M\delta + \epsilon_1) \quad \text{and} \quad \|x_{k'} - \mu_{T_2}'\| \leq f(M\delta + \epsilon_2). \quad (3.29)
\]

By definition of \( d \) we have \( \|x_k - x_{k'}\| \geq d \). Since \( a > M\delta + \epsilon_2 \), it follows that \( f(M\delta + \epsilon_2) < d/4 \), and hence the second inequalities in (3.28) and (3.29) imply

\[
\|\mu_{T_2} - \mu_{T_2-1}\| > \frac{d}{2}. \quad (3.30)
\]

Using this inequality, we next refine the lower bound on \( \phi(\mu_{T_1'}) - \phi(\mu_{T_1}) \) obtained in Step 3. By (3.9), with an update at time \( t \), the empirical frequency distribution can change
by at most
\[
\|\mu_{t+1} - \mu_t\| = \frac{1}{t+1}\|\mu_t - I_t\| \leq \frac{1}{t+1}(\|\mu_t\| + \|I_t\|) \leq \frac{2M}{t+1}, \tag{3.31}
\]
where the last inequality follows from the fact that \(\mu_t = \{\mu^m_t\}_{m \in \mathcal{M}}, \) and \(I_t = \{I^m_t\}_{m \in \mathcal{M}},\) and \(\|\mu^m_t\|, \|I^m_t\| \leq 1,\) since \(I^m_t, \mu^m_t \in \Delta E^m.\) Hence, if \(T_2\) is sufficiently large, then \(\|\mu_{T_2} - \mu_{T_2-1}\|\) is small enough so that (3.30) implies \(\|\mu_{T_2} - \mu_{T_2}\| > \frac{d}{2}.\) Using this together with (3.31), we conclude
\[
\sum_{t = T_2}^{T_2-1} \frac{2M}{t+1} \geq \sum_{t = T_2}^{T_2-1} \|\mu_{t+1} - \mu_t\| \geq \sum_{t = T_2}^{T_2-1} \mu_{t+1} - \mu_t \| = \|\mu_{T_2} - \mu_{T_2}\| > \frac{d}{2}. \tag{3.32}
\]
Thus, the lower bound on \(\phi(\mu_{T_1'}) - \phi(\mu_{T_1})\) provided in (3.27) takes the following form:
\[
\phi(\mu_{T_1'}) - \phi(\mu_{T_1}) \geq \sum_{t = T_2}^{T_2-1} \frac{2\epsilon_2}{3(t+1)} \geq \frac{\epsilon_2 d}{6M}. \tag{3.33}
\]

Next we provide an upper bound on \(\phi(\mu_{T_1'}) - \phi(\mu_{T_1})\), using Lipschitz continuity of the potential and the properties of the \(M\delta + \epsilon_1\) equilibrium set. Let \(\bar{\phi}_k = \max\{x \mid \|x - x_k\| \leq f(M\delta + \epsilon_1)\} \phi(x),\) and define \(y_k\) as a strategy profile which achieves this maximum. Similarly, let \(\bar{\phi}_{k'} = \min\{x \mid \|x - x_{k'}\| \leq f(M\delta + \epsilon_1)\} \phi(x)\) and define \(y_{k'}\) as a strategy profile which achieves this minimum. Observe that
\[
\bar{\phi}_{k'} - \bar{\phi}_k = \phi(y_{k'}) - \phi(y_k) = \left(\phi(y_{k'}) - \phi(\mu_{T_1'})\right) + \left(\phi(\mu_{T_1'}) - \phi(\mu_{T_1})\right) + (\phi(\mu_{T_1}) - \phi(y_k)). \tag{3.34}
\]
Note that by (3.28) and (3.29), and the definitions of \(y_k\) and \(y_{k'},\) we have \(\mu_{T_1'}, y_{k'} \in \{x \mid \|x - x_{k'}\| \leq f(M\delta + \epsilon_1)\},\) and \(\mu_{T_1-1}, y_k \in \{x \mid \|x - x_k\| \leq f(M\delta + \epsilon_1)\}.\) Hence, using Lipschitz continuity of \(\phi\) (and denoting the Lipschitz constant by \(L\)) it follows that \(\phi(y_{k'}) - \phi(\mu_{T_1'}) \geq -2Lf(M\delta + \epsilon_1),\) and \(\phi(\mu_{T_1-1}) - \phi(y_k) \geq -2Lf(M\delta + \epsilon_1).\) Moreover, (3.31) and Lipschitz continuity of \(\phi\) imply that \(\phi(\mu_{T_1}) - \phi(\mu_{T_1-1}) = O\left(\frac{1}{T_1}\right).\) Thus, using (3.34) we obtain the following upper bound on \(\phi(\mu_{T_1'}) - \phi(\mu_{T_1}):\)
\[
\bar{\phi}_{k'} - \bar{\phi}_k + 4Lf(M\delta + \epsilon_1) + O\left(\frac{1}{T_1}\right) \geq \phi(\mu_{T_1'}) - \phi(\mu_{T_1}). \tag{3.35}
\]
Using the lower and upper bounds we obtained in (3.33) and (3.35), it follows that
\[
\bar{\phi}_{k'} - \bar{\phi}_k + 4Lf(M\delta + \epsilon_1) + O\left(\frac{1}{T_1}\right) \geq \frac{\epsilon_2 d}{6M}. \tag{3.36}
\]
Since \(\epsilon_2 = a - M\bar{\delta},\) and \(\epsilon_1 = \bar{\epsilon},\) using the fact that \(f\) is an increasing function and \(\delta < \bar{\delta},\)
it follows from (3.36) that

$$\phi_{x_k'} - \bar{\phi}_k \geq \frac{(a - M\delta)d}{6M} - 4Lf(M\delta + \bar{\varepsilon}) + O\left(\frac{1}{T_1}\right) \geq \frac{(a - M\delta)d}{6M} - 4Lf(M\delta + \bar{\varepsilon}) + O\left(\frac{1}{T_1}\right)$$

Note that (3.21) implies \(\frac{(a - M\delta)d}{6M} - 4Lf(M\delta + \bar{\varepsilon}) > 0\). Thus, for sufficiently large \(T_1\) we obtain \(\phi_{x_k'} - \bar{\phi}_k > 0\). Therefore, we conclude when \(\mu_t\) leaves the component of \(X_{M\delta + \epsilon_1}\) contained in the neighborhood of some equilibrium \(x_k\), and enters that of another equilibrium \(x_{k'}\), then the minimum potential in the new neighborhood is strictly larger than the maximum potential in the older one (for sufficiently large \(T_1\)). Since this is true for arbitrary equilibria \(x_k\) and \(x_{k'}\), it follows that after entering the component of \(X_{M\delta + \epsilon_1}\) in the neighborhood of \(x_{k'}\), \(\mu_t\) cannot return to the component in the neighborhood of \(x_k\), as doing so contradicts with the relation between the minimum and maximum potentials in these neighborhoods. Thus, after sufficient time, \(\mu_t\) can visit the component of \(X_{M\delta + \epsilon_1}\) (or equivalently \(X_{M\delta + \epsilon_2}\)) in the neighborhood of a single equilibrium.

**Step 5:** Let \(\epsilon_1\) and \(\epsilon_2\) be such that \(0 < \epsilon_1 < \epsilon_2 \leq \bar{\varepsilon}\). As established in Step 4, there exists some \(T\), such that for \(t > T\), \(\mu_t\) visits the component of \(X_{M\delta + \epsilon_1}\), in the neighborhood of a single equilibrium, say \(x_k\).

Assume that \(T_1, T_2, T'_1\) and \(T'_2\) are defined as in Step 3, and let \(T_1 > T + 1\). Since \(\epsilon_1 < \epsilon_2 \leq \bar{\varepsilon}\), we have \(X_{M\delta + \epsilon_1} \subset X_{M\delta + \epsilon_2} \subset X_{M\delta + \bar{\varepsilon}}\), and \(T_1 > T + 1\) implies that \(\mu_t\) can only visit the components of \(X_{M\delta + \epsilon_1}\) and \(X_{M\delta + \epsilon_2}\) contained in the neighborhood of \(x_k\). Following a similar approach to Step 4, we next obtain upper and lower bounds on \(\phi(\mu_t) - \phi(\mu_{T_1})\), and use these bounds to establish convergence to the mixed equilibrium set given in the theorem statement.

Define \(d^*\) as the maximum distance of \(\mu_t\) from \(X_{M\delta + \epsilon_2}\) for \(t\) such that \(T + 1 < T_2 \leq t \leq T'_2 - 1\), i.e.,

$$d^* = \max_{\{t|T_2 \leq t \leq T'_2 - 1\}} \min_{x \in X_{M\delta + \epsilon_2}} ||\mu_t - x||.$$ 

Since \(\mu_{T_2 - 1}, \mu_{T'_2} \in X_{M\delta + \epsilon_2}\) by definition, the total length of the trajectory between \(T_2 - 1\) and \(T'_2\) is an upper bound on \(2d^*\), i.e.,

$$2d^* \leq \sum_{t=T_2-1}^{T'_2-1} ||\mu_{t+1} - \mu_t||.$$ 

As explained in (3.31), \(||\mu_{t+1} - \mu_t|| \leq \frac{2M}{t+1}\), thus the above inequality implies

$$2d^* \leq \sum_{t=T_2-1}^{T'_2-1} \frac{2M}{t+1} = \sum_{t=T_2}^{T'_2-1} \frac{2M}{t+1} + \frac{2M}{T'_2}. \quad (3.37)$$
Using this inequality, the lower bound in (3.27) implies

\[ \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \geq \sum_{t=T_2}^{T_2-1} \frac{2\epsilon_2}{3(t+1)} \geq \left( d^* - \frac{M}{T_2} \right) \frac{2\epsilon_2}{3M} \]  

(3.38)

We next obtain an upper bound on \( \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \). By definition of \( f \), \( \mathcal{X}_{M\delta+\epsilon_1} \) is contained in \( f(M\delta + \epsilon_1) \) neighborhoods of equilibria. For \( T_1 > T + 1 \), \( \mu_t \) can only visit the component of \( \mathcal{X}_{M\delta+\epsilon_1} \) in the neighborhood of \( x_k \), as can be seen from the definition of \( T \). Thus, since \( \mu_{T_1-1}, \mu_{T_1} \in \mathcal{X}_{M\delta+\epsilon_1} \), it follows that \( \mu_{T_1-1}, \mu_{T_1} \in \{ x | ||x - x_k|| \leq f(M\delta + \epsilon_1) \} \). By Lipschitz continuity of the potential function it follows that \( \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \leq 2f(M\delta + \epsilon_1)L \). Additionally, by (3.31) Lipschitz continuity also implies that \( \phi(\mu_{T_1}) - \phi(\mu_{T_1-1}) \leq \frac{2ML}{T_1} \). Combining these we obtain the following upper bound on \( \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \):

\[ \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \leq 2f(M\delta + \epsilon_1)L + \frac{2ML}{T_1}. \]  

(3.39)

It follows from the upper and lower bounds on \( \phi(\mu_{T_1}) - \phi(\mu_{T_1}) \) given in (3.38) and (3.39) that

\[ \left( d^* - \frac{M}{T_2} \right) \frac{2\epsilon_2}{3M} \leq 2f(M\delta + \epsilon_1)L + \frac{2ML}{T_1} \]

Thus, for sufficiently large \( T_1 \) (and hence \( T_2 \)), we obtain

\[ d^* \leq \frac{3f(M\delta + \epsilon_1)ML}{\epsilon_2} + \frac{3M^2L}{\epsilon_2} + \frac{M}{T_2} \leq \frac{4f(M\delta + \epsilon_1)ML}{\epsilon_2}. \]  

(3.40)

Note that in the above derivation \( \epsilon_1 \) is an arbitrary number that satisfies \( 0 < \epsilon_1 < \epsilon_2 \). Thus, (3.40) implies that

\[ d^* \leq \limsup_{\epsilon_1 \to 0} \frac{4f(M\delta + \epsilon_1)ML}{\epsilon_2} \leq \frac{4f(M\delta)ML}{\epsilon_2}, \]  

(3.41)

where the last inequality follows by upper semicontinuity of \( f \). Thus, by definition of \( d^* \), we conclude that \( \mu_t \) converges \( d^* \) neighborhood of \( \mathcal{X}_{M\delta+\epsilon_2} \). Hence, using (3.41), we can establish convergence of \( \mu_t \) to

\[ \left\{ x \mid ||x - y|| \leq \frac{4f(M\delta)ML}{\epsilon_2}, \text{ for some } y \in \mathcal{X}_{M\delta+\epsilon_2} \right\}. \]  

(3.42)

Observe that definition of \( f \) implies if \( y \in \mathcal{X}_{M\delta+\epsilon_2} \), then for some equilibrium \( x_k \) we have \( ||x_k - y|| \leq f(M\delta + \epsilon_2) \). Thus, using (3.42) and triangle inequality, we conclude that \( \mu_t \) converges to

\[ \left\{ x \mid ||x - x_k|| \leq \frac{4f(M\delta)ML}{\epsilon_2} + f(M\delta + \epsilon_2), \text{ for some equilibrium } x_k \right\}. \]  

(3.43)
Noting that in (3.43) $e_2$ is an arbitrary number satisfying $0 < e_2 \leq \tilde{r}$, the theorem follows. \qed
Part II

Iterative Auction Design for Graphical Valuations
Chapter 4

Tree Valuations

4.1 Introduction and Background

Iterative auctions are a class of mechanisms that are commonly employed in practice. In these auctions, the auctioneer sets prices for the items she is selling, bidders report which items they are interested in at the given prices, and in response to these reports the auctioneer updates the prices. This process terminates when the auctioneer determines a final allocation of items to the bidders. Examples of iterative auctions include the auctions used for selling art, antiquities, wine, jewelry, electricity, natural resources, bus routes, spectrum, and the auctions used for procurement.¹

The well-known English and Dutch auctions can be viewed as examples of single-item iterative auctions. When bidders have independent private values, these auctions allocate the item efficiently, i.e., the bidder with the highest value receives the item. On the other hand, in more general multi-item settings (such as spectrum or procurement auctions) the iterative auctions that are present in the literature do not always have similar efficiency guarantees. More precisely, they either implement the efficient outcome under restrictive assumptions (such as the gross substitutes assumption (Gul and Stacchetti, 2000; Ausubel, 2006)), or they require complicated pricing structures that involve a different price for each bundle of items (Ausubel and Milgrom, 2002; Bikhchandani et al., 2002; Vohra, 2011). The auction formats in the first category do not allow for value complementarity between different items, which is commonly observed in various practical auction environments. Those in the second category may not be practical since they require the number of different prices that are reported to the bidders at each stage of the auction to be exponential in the number of items.

Motivated by these considerations, in this part of the thesis, we study the question of

¹For specific practical examples of these auctions, see the websites of auction houses such as Sotheby's (http://www.sothebys.com/) and Christie's (http://www.christies.com/), online retailers such as eBay (http://www.ebay.com/), and auction service providers such as Power Auctions LLC (http://www.powerauctions.com/).
iterative auction design for multi-item environments. Our main contribution is to develop simple iterative auction formats for settings that involve both value complementarity and substitutability. In the auction formats we provide, bidders dynamically update their bids in the course of the auction. Following a similar approach to that of the first part of this thesis, we establish that the strategy updates of bidders converge to the efficient outcome. Moreover, the auction formats we provide rely on a simple pricing rule.

We obtain our results by focusing on a special class of valuation functions, which we refer to as graphical valuations. Graphical valuations allow for a compact representation of the value functions of the bidders. In particular, value functions that belong to this class are associated with a value graph, nodes of which correspond to the items that are being sold by the auctioneer. There are edges between items that can exhibit value complementarity or substitutability. We associate weights with the nodes and edges of the underlying graph. Positive weights associated with an edge capture value complementarity between the nodes (items) at the end points of this edge, and negative weights capture substitutability. The value a player has for a set of items is equal to the sum of the node weights and the edge weights of the subgraph obtained by restricting the original value graph to this set of nodes (items).

It can be seen that graphical valuations are not fully general, i.e., there are value functions that cannot be represented as a graphical valuation. On the other hand, we believe that this class captures the value complementarity/substitutability in many practical auction settings reasonably well. For instance, consider the spectrum auctions, where the items that are auctioned correspond to spectrum bands at different regions, and there is value complementarity/substitutability between adjacent regions. In this setting, the values of bidders can naturally be captured with graphical valuations, using a graph that has a node for each region. There are edges in this graph between nodes representing adjacent regions, and the associated weights capture the value complementarity/substitutability between these regions.

The standard approach in the literature (see Vohra (2011)) for developing iterative auctions involves three main steps. Efficient iterative auctions implicitly solve an optimization problem, and find the welfare maximizing allocation. Before we develop iterative auctions for graphical valuations, we first focus on this optimization problem, and formulate it as a linear program. Second, we consider iterative algorithms that can be used for solving linear programs, and apply these to the solution of the linear programming formulation of the efficient allocation problem. Finally, we establish that these algorithms suggest natural iterative auction formats that converge to the efficient outcome, when bidders truthfully reveal their demand. By charging bidders appropriate final payments, we show that it is an equilibrium for bidders to truthfully reveal their demand in these auctions.

The existing iterative auction formats that follow this approach and allow for complementarity in valuations, rely on exponentially many prices for implementing the efficient
outcome (Bikhchandani et al., 2002; De Vries et al., 2007; Mishra and Parkes, 2007; Vohra, 2011). In contrast, our main contribution in this part of the thesis is to develop efficient iterative auction formats that rely on simple pricing rules. In order to accomplish this, we follow the above outlined approach, and by exploiting the structure of graphical valuations, we first obtain simpler linear optimization formulations for the efficient allocation problem than the ones present in the literature. Then, using iterative solutions of these new formulations, we develop novel iterative auction formats that rely on simple pricing rules, and guarantee efficiency for graphical valuations.

In this chapter and Chapter 5 we focus on the first component of the iterative auction design framework, and provide linear programming formulations that can be solved to identify the efficient outcome. We defer the question of iterative auction design using these LP formulations to Chapter 6. Additionally, in Chapter 6, we also address how to design payment schemes that guarantee that the efficient outcome is implemented at an (ex-post perfect) equilibrium of our auctions.

We start our exposition in this chapter by formally introducing our valuation model, and discussing some structural properties of iterative auctions. An important component of iterative auction design is the choice of the pricing rule used for running auctions. In this chapter, we present an important pricing rule, anonymous item pricing, that is commonly used in the literature for the design of iterative auctions (Ausubel, 2006). We also discuss a natural termination condition for iterative auctions that rely on this pricing rule: the auctioneer terminates the auction when a “market clearance” condition holds, i.e., when all bidders demand disjoint sets of items, and all items are demanded by some bidder. At such an outcome, no bidder needs not compete with the remaining bidders to acquire the set of items that she demands (since the demand sets are disjoint), thereby making this outcome a natural termination point for the auction. Moreover, this termination condition is equivalent to convergence of the iterative auction to a Walrasian equilibrium. Hence, it is possible to design iterative auction formats that rely on anonymous item pricing and the aforementioned termination condition if and only if a Walrasian equilibrium exists.

The main contribution of this chapter is to establish that when the underlying value graph is a tree, and satisfies an additional technical (sign consistency) condition, a Walrasian equilibrium exists. Intuitively, the sign consistency condition suggests that if a bidder views two items as complements (substitutes), so do the remaining bidders. It is known that the existence of a Walrasian equilibrium is equivalent to existence of integral optimal solutions to a linear programming formulation of the efficient allocation problem. Thus, our result immediately leads to a linear program that can be solved to identify the efficient allocation for sign-consistent tree valuations. Moreover, as we demonstrate in Chapter 6, iterative solutions of this LP formulation can be used to obtain iterative auction formats that terminate when a Walrasian equilibrium is identified, and allocates items to bidders efficiently, when the underlying valuations are sign-consistent tree valuations.
We also demonstrate that if we relax the sign consistency assumption, or the tree assumption, solving this linear programming formulation no longer gives the efficient outcome and a Walrasian equilibrium does not exist. This suggests that for more general graphical valuations, it is not possible to implement the efficient outcome using iterative auction formats that rely on anonymous item pricing, and terminate when a market clearance condition holds. Interestingly, by considering more general pricing rules and linear programming formulations, the efficient allocation can be implemented using iterative auction formats that rely on a similar termination condition. We defer the discussion of such general pricing rules and linear programming formulations to Chapter 5.

4.1.1 Related literature

In standard multi-item auction settings, the VCG mechanism can be used to implement the efficient outcome in dominant strategy equilibria. Despite this desirable strategic feature, VCG mechanisms are rarely used in practice. On the other hand, iterative auction formats which share similar equilibrium properties to VCG mechanisms are prevalent (see for instance Ausubel and Milgrom (2006); Rothkopf et al. (1990); Engelbrecht-Wiggans and Kahn (1991)), and have found applications in spectrum auctions, electricity auctions, online markets (such as eBay) (McAfee et al., 2010; Ausubel and Cramton, 2004; Ausubel, 2004), as well as procurement settings (Hohner et al., 2003; Cramton et al., 2006). This has stimulated significant interest in recent literature, and led to development of a number of novel multi-item iterative auction formats. Examples include the package bidding auction (Ausubel and Milgrom, 2002), clinching auction and its variants (Ausubel, 2004, 2006), auctions that rely on universally competitive equilibria (UCE) (Mishra and Parkes, 2007), and best response auction of Nisan et al. (2011a).

Many of the iterative auctions present in the literature implement the efficient outcome under the restrictive gross substitutes assumptions. Intuitively, gross substitute valuations suggest that if a bidder demands a set of items at given prices, and the price of one of these items increases, the demand for the remaining items cannot decrease (Kelso and Crawford, 1982; Gul and Stacchetti, 1999). Under the gross substitutes property, a Walrasian equilibrium exists and the prices that support it have a lattice structure. These results can be exploited to define simple tâtonnement processes (and auction formats) that converge to a Walrasian equilibrium and an efficient allocation (Gul and Stacchetti, 2000; Ausubel, 2006). The gross substitutes property, on the other hand, does not allow for any value complementarity between different items, which is a key feature of important combinatorial auction settings. A generalization of this class, which allows for a very specific value complementarity structure, is the class of gross substitutes and complements (GSC), see Sun and Yang (2006, 2009). The GSC structure suggests that items can be grouped into two sets so that all items in a given set are gross substitutes, and items that belong to different sets are complements. It is possible to establish the existence of a Walrasian equilibrium
and provide simple iterative auctions (Sun and Yang, 2006, 2009) for such valuations. However, these results are limited to the particular complementarity structure imposed by the GSC valuations, and do not overlap with our contributions (see Section 4.6 for a detailed discussion).

The problem of finding the efficient outcome in a combinatorial setting is hard both from a computational complexity and a communication complexity point of view (Lehmann et al., 2006; Nisan and Segal, 2006; Cramton et al., 2006; Blumrosen and Nisan, 2010). This motivated considering classes of valuation functions with additional structure (Blumrosen and Nisan, 2010; Cramton et al., 2006). Recently, Zhou et al. (2009) and Abraham et al. (2012) considered graphical valuation structures that are similar to those we consider in this thesis. In these papers, authors characterize the complexity of auction design for (hyper) graphical valuations, and develop approximately efficient auctions for settings that do not exhibit substitutabilities. In contrast, in this part of the thesis, we adopt a similar value model to the one present in these papers, but develop efficient iterative auctions for valuations that allow for both complementarities and substitutabilities.

Efficient iterative auctions implicitly solve an optimization problem: they find a welfare-maximizing allocation of goods to bidders. In many settings, it is possible to formulate the underlying efficient allocation problem as a linear program (with possibly exponentially many variables) (Bikhchandani and Mamer, 1997; Bikhchandani and Ostroy, 2002). Bikhchandani and Mamer (1997) establish that a particular linear programming formulation, which we also employ in this work, has optimal solutions that are integral, and can be used to find the efficient allocation, if and only if a Walrasian equilibrium exists. However, the associated integrality results present in the literature are restricted to settings, where the gross substitutes condition holds. Interestingly, our results suggest that for sign-consistent tree valuations, this LP formulation has an optimal solution that is integral, this solution corresponds to an efficient allocation, and a Walrasian equilibrium exists.

The idea of developing iterative auctions by (i) first formulating the efficient allocation problem as a linear program, (ii) then obtaining iterative algorithms for solutions of these problems, and interpreting them as iterative auction formats, and (iii) guaranteeing incentive compatibility by complementing these algorithms with appropriate payment schemes is present in the earlier literature (Parkes, 1999; Bikhchandani et al., 2002; De Vries and Vohra, 2003; Parkes, 2006; De Vries et al., 2007; Vohra, 2011). In the auctions present in these papers, the auctioneer searches for the efficient outcome by modifying the price or a temporary allocation of goods to bidders over time. In response to the price/allocation change, bidders update their demand. When bidders truthfully reveal their demand, such procedures correspond to applications of certain iterative algorithms to the solution of the linear programming formulation of the efficient allocation problem. In order to guarantee incentive compatibility and truthful demand revelation, the auctioneer uses the information revealed in the course of the auction and computes final payments for bidders (that are of-
ten equal to the VCG payments). Some of the auction formats that rely on this approach implement the efficient allocation in settings that are more general than the gross substitutes case, e.g., (Bikhchandani et al., 2002; De Vries et al., 2007; Ausubel and Milgrom, 2002; Mishra and Parkes, 2007; Vohra, 2011). However, the iterative algorithms (and the corresponding iterative auctions) present in these papers rely on using exponentially many prices at each step, as the underlying LP formulations do not admit a simple structure. This leads to a serious drawback for implementation, since at each step the number of prices the auctioneer needs to communicate to the bidders is exponential in the number of the items. Consequently, this pricing rule is prohibitive in multi-item environments where more than a few items are auctioned together. In contrast, our objective in this work is to develop efficient iterative auction formats that rely on simple pricing rules. We accomplish this by following a similar approach to the one outlined above in the context of graphical valuations. Importantly, by exploiting the special structure of graphical valuations, we obtain simpler linear programming formulations of the efficient allocation problem than the ones present in the literature (that lead to offering exponentially many prices to bidders), and novel efficient iterative auction formats that rely on simple pricing rules.

Finally, a related focus to ours is present in Bikhchandani et al. (2011), where an iterative auction format that employs only a single price, and guarantees efficiency in settings with an additional combinatorial structure (a matroid structure) is provided. We note that these results are not directly applicable in our setting, since the valuations we consider do not exhibit the required structure.

4.1.2 Outline

The rest of this chapter is organized as follows: In Section 4.2, we introduce the model and notation that will be used in this part of the thesis. Additionally, we discuss the Walrasian equilibrium concept and provide a condition for its existence. In Section 4.3, we focus on cases where the underlying value graph is a (sign-consistent) tree graph. We show that a Walrasian equilibrium exists for this class of valuation functions, and this leads to a linear programming formulation for obtaining the efficient allocation. In Section 4.4, we show that the solution of this LP formulation does not give the efficient outcome, if we relax the sign consistency or tree valuation assumptions. This suggests that for general graphical valuations more complex LP formulations may be necessary for obtaining the efficient outcome. We defer the discussion of these more general LP formulations and the iterative auctions that rely on iterative solutions of these LPs to Chapters 5 and 6. A brief summary of the main contributions of this chapter is provided in Section 4.5. We provide a comparison of our results with a well-studied class of valuation functions that have a Walrasian equilibrium, and exhibit both value complementarity and substitutability in Section 4.6. Some of the technical proofs are delegated to Section 4.7.
4.2 Model and Preliminaries

In this section we first describe the valuation model that we focus on in this part of the thesis (Section 4.2.1). Then, in Section 4.2.2 we discuss pricing rules and termination conditions that can be used for the design of iterative auctions. In particular, we focus on a natural termination condition that closely relates to the Walrasian equilibrium concept. Additionally, we present necessary and sufficient conditions for the existence of a Walrasian equilibrium.

4.2.1 Graphical Valuations

In this part of the thesis, we focus on settings where an auctioneer sells a number of (heterogeneous) items to a finite set of bidders. In particular, our setting involves

- A finite set of items $\mathcal{N}$, such that $|\mathcal{N}| = N$,
- A finite set of bidders $\mathcal{M}$, such that $|\mathcal{M}| = M$,
- Value functions $v^m : 2^\mathcal{N} \rightarrow \mathbb{R}^+$ for each player $m$, such that for a given set of items $S \subset \mathcal{N}$, $v^m(S) \geq 0$ captures the value of player $m \in \mathcal{M}$.

We make two standard assumptions about the valuation functions: bidders have zero value for receiving no items, and bidders have weakly larger valuations for larger bundles.

**Assumption 4.2.1.** We assume that $v^m(\emptyset) = 0$, i.e., bidders have value zero, for not receiving any items. Additionally, we assume that bidders have monotone increasing valuations, i.e., $v^m(S_1) \leq v^m(S_2)$ if $S_1 \subseteq S_2$.

The value a player has for a set $S$ need not be additive. That is, it may be the case that $v^m(S) \neq \sum_{i \in S} v^m(\{i\})$. If items $i$ and $j$ are such that $v^m(\{ij\}) \geq v^m(\{i\}) + v^m(\{j\})$, then we say that these items are *pairwise complementary*. On the other hand, if $i$ and $j$ are such that $v^m(\{ij\}) \leq v^m(\{i\}) + v^m(\{j\})$, we refer to them as *pairwise substitutes*. In this work we are mainly interested in pairwise complementarity/substitutability, and unless noted otherwise, we refer to pairwise complementarity/substitutability simply as complementarity/substitutability. We provide a discussion of the differences between graphical valuations and other related special valuation classes such as gross substitutes, gross substitutes and complements (Kelso and Crawford, 1982; Gul and Stacchetti, 1999; Sun and Yang, 2006); sub/superadditive valuations, and sub/supermodular valuations (Blumrosen and Nisan, 2010) in Section 4.6.

In this thesis, we impose additional structure on the valuation functions. In particular, we assume that the value functions admit a compact graphical representation. Before, we explain this additional structure, we introduce the notion of *value graph*.
Definition 4.2.1 (Value Graph). Let $G = (N, E)$ be a graph such that the set of nodes corresponds to the set of items $N$ and there are edges between nodes (items) that may exhibit value complementarity and substitutability. We refer to $G$ as a value graph for set of items $N$.

We next use the notion of value graph to introduce the notion of graphical valuations.

Definition 4.2.2 (Graphical Valuations). Let $G = (N, E)$ be a given value graph. We say that the value function $v: \mathcal{P}(N) \rightarrow \mathbb{R}^+$ is a graphical valuation (with respect to $G$) if:

- there exist positive node weights $w_i \geq 0$ for each $i \in N$
- there exist (positive or negative) edge weights $w_{ij}$ for each $(i, j) \in E$
- $v$ is such that $v(S) = \sum_{i \in S} w_i + \sum_{(i,j) \in E, i,j \in S} w_{ij}$.

We refer to the weights $\{w_{ij}\} \cup \{w_i\}$ as weights consistent with $G$.

This definition implies that a valuation function is graphical, if there exists node and edge weights associated with the underlying value graph, such that the value of any bundle $S$ equals to the sum of the node weights and edge weights, for nodes and edges contained in an induced subgraph of $G$ with set of nodes $S$. For an example see Figure 4-1.

![Figure 4-1](image-url)

Figure 4-1: For a graphical valuation $v$, the value of bundle $S = \{a, b, c\}$ can be given as $v(S) = w_a + w_b + w_c + w_{ab} + w_{ac} + w_{bc}$.

Not all valuation functions are graphical valuations. In full generality, a value function associates a value with each bundle of items, and hence can be thought of as a vector of length $2^N$. On the other hand, the definition of graphical valuations suggest that these valuations can be uniquely defined by specifying $N$ node weights and at most $N^2$ edge weights. This implies that the set of graphical valuations has smaller dimension than the set of general valuation functions, and hence is not fully general. On the other hand, graphical valuations can be compactly represented by specifying the edge/node weights for the corresponding value graph.
Despite not being fully general, the graphical valuations can naturally capture the pairwise complementarity and substitutability in valuations. For instance, assume that $i$ and $j$ are two items such that for graphical valuation $v$ we have $w_{ij} \geq 0$. Then it can be seen that $v(\{i\}) + v(\{j\}) = w_i + w_j \leq w_i + w_j + w_{ij} = v(\{i, j\})$, and hence $i, j$ are pairwise complementary items. Conversely, if $w_{ij} \leq 0$, then $v(\{i\}) + v(\{j\}) = w_i + w_j \geq w_i + w_j + w_{ij} = v(\{i, j\})$ and $i, j$ are pairwise substitutes.

In this work, we assume that all players have graphical valuations:

**Assumption 4.2.2.** There exists a value graph $G = (\mathcal{N}, E)$ such that the valuation function of each player is a graphical valuation with respect to $G$. That is, for each player $m \in \mathcal{M}$, there exists weights

- $w_i^m$ for each node $i \in \mathcal{N}$, and
- $w_{ij}^m$ for each edge $(i, j) \in E$,

such that $v^m(S) = \sum_{i \in S} w_i^m + \sum_{(i,j) \in E \cap \{i,j \in S\}} w_{ij}^m$.

Observe that in the above definition, the assumption that the valuation functions of all players are with respect to the same value graph is without loss of generality. To see this, assume that the valuation function of each player $m \in \mathcal{M}$ is consistent with some value graph $G^m = (\mathcal{N}, E^m)$. It follows from Definition 4.2.2 that the value function of each player is also consistent with the graph $G = (\mathcal{N}, \cup_{m \in \mathcal{M}} E^m)$, and a set of weights $\hat{w}^m$ such that

$$\hat{w}_{ij}^m = \begin{cases} w_{ij}^m & \text{if } (i, j) \in E^m \\ 0 & \text{otherwise.} \end{cases}$$

Thus, even if the valuation function of each bidder is derived from a different value graph, it is possible to find a value graph and (bidder-specific) weights such that the valuation functions are also consistent with this value graph.

We believe that graphical valuations appropriately capture the value complementarity/substitutability in many practical auction settings, such as spectrum auctions, truck route auctions, and real estate auctions. In these settings, the items that are auctioned correspond to different geographical regions, and complementarities and substitutabilities are between neighboring geographical regions. For instance, for spectrum auctions, complementarities between adjacent geographical regions are present (Cramton et al., 1997; Moreton and Spiller, 1998), due to considerations such as roaming and interference. Similarly, different bands in the same geographical region can be viewed as substitutes, as the bidders may only have limited demand for spectrum in each geographical region. Such complementarities and substitutabilities can naturally be captured by graphical valuations by associating a node with each spectrum band - geographical region pair, and an edge with pairs of spectrum bands in adjacent (or the same) geographical regions (see Figure 4-2).
When the true value structure cannot be captured by graphical valuations, it is possible to consider their generalizations. In particular, assume that we associate a weight with each $k$-clique of the underlying value graph for $k \in \{1, \ldots, r\}$, and the value a player has for a bundle $S$ is given by the sum of the weights of all $k$-cliques ($k \in \{1, \ldots, r\}$), nodes of which are contained in $S$. It can be seen that the graphical valuations defined above correspond to the case of $r = 2$. Choosing larger values of $r$ allows for generalizing graphical valuations, and capturing more complicated structures of value complementarity and substitutability.\footnote{In (Abraham et al., 2012), motivated by similar considerations, authors focus on hyper-graph valuations, characterize the computational complexity of auction design, and provide approximately efficient sealed bid auctions for hyper-graph valuations that exhibit only complementarities.}

In particular, it can be shown that it is possible to represent any valuation function using generalized graphical valuations, by choosing the underlying value graph as a complete graph, and associating a weight with all cliques of the underlying graph (i.e., the $r = N$ case). For simplicity, in this chapter we focus on graphical valuations (i.e., the $r = 2$ case). In the next chapter, we will also discuss how our approach extends to the more general setting where $r > 2$ (see Section 5.5).

We close this section by formally defining the objective of our iterative auctions. We first introduce some relevant definitions.

\textbf{Definition 4.2.3 (Feasible allocation).} Given sets $S^m \subset \mathcal{N}$, for all $m \in \mathcal{M}$, we say that $\{S^m\}_{m \in \mathcal{M}}$ is a feasible allocation if

- Each player $m \in \mathcal{M}$ receives a set of items $S^m \subset \mathcal{N}$,

- Each item is assigned to at most one player, and hence $S^m \cap S^l = \emptyset$ for $m \neq l$, and $m, l \in \mathcal{M}$. 

Figure 4-2: Consider a spectrum auction where two bands (A & B), over six geographical regions are sold. Agents view the bands in neighboring geographical regions as complements, while they view different bands in the same geographical region as substitutes. This can be captured using the graphical model in the above figure, and assigning positive weights to the solid lines, and negative weights to the dashed ones.
We say that a feasible allocation is complete if for every item \( i \), there exists a bidder \( m \) such that \( i \in S^m \). We denote the set of complete feasible allocations by \( \chi \).

An efficient allocation is a feasible allocation \( \{S^m\}_{m \in \mathcal{M}} \) that maximizes the total value, i.e.,

\[
\sum_m v^m(S^m) = \max_{\{Z^m\}_m} \sum_m v^m(Z^m)
\]

\[
\text{s.t. } Z^m \subseteq \mathcal{N}, \text{ for all } m \in \mathcal{M}
\]

\[
Z^m \cap Z^l = \emptyset, \text{ for all } m, l \in \mathcal{M}, m \neq l.
\]

Note that under Assumption 4.2.1 there exists an efficient allocation that is also complete.

In this work, our objective is to obtain iterative auctions that allocate items to bidders according to an optimal solution of the above optimization problem. In the subsequent sections, we provide alternative (linear) optimization formulations for the efficient allocation problem, and discuss how we can use those to develop iterative auctions for graphical valuations.

### 4.2.2 Anonymous Item Pricing and Walrasian Equilibrium

In iterative auctions the auctioneer sets prices for the (subsets of) items she is offering, collects demand reports from bidders, and adjusts the prices. Before we discuss the details of the iterative auction design problem, a fundamental question to answer is the choice of the pricing rule for these auctions.

An important pricing rule that can be used for iterative auction design is the anonymous pricing rule, where the auctioneer offers the price \( p_i \) for each item \( i \in \mathcal{N} \), which is the same for all bidders. Due to its simplicity, this pricing rule is commonly used in practice, and various theoretical works develop iterative auctions based on it (Ausubel, 2004, 2006; Gul and Stacchetti, 1999, 2000).

At given anonymous item prices, we say that a bundle \( S^* \) is demanded by bidder \( m \), if maximum surplus is achieved for this bundle, i.e.,

\[
v^m(S^*) - \sum_{i \in S^*} p_i = \max_S v^m(S) - \sum_{i \in S} p_i.
\]

We denote the set of bundles a bidder demands by \( D^m \), i.e.,

\[
D^m = \arg \max_S v^m(S) - \sum_{i \in S} p_i.
\]

A natural termination condition for iterative auctions that rely on anonymous item pricing rule is “market clearance”. In particular, the auctioneer can terminate the auction if bidders demand disjoint sets of items, and every item is demanded by a bidder. Observe that in such an outcome, since demand sets are disjoint, bidders do not compete with the remaining bidders for the items that they demand. Hence, the auctioneer can terminate the auction by assigning each bidder the set of items she demands.

This outcome coincides with the well-known Walrasian equilibrium concept which we discuss next:
Definition 4.2.4 (Walrasian equilibrium). Let $p_i$ denote the price of item $i$, and $S^m$ denote the set of items assigned to player $m$. The tuple $(\{p_i\}_i, \{S^m\}_m)$ is a Walrasian equilibrium if:

- $p_1, \ldots, p_N \geq 0$,
- $S^1, \ldots, S^M$ is a feasible allocation, i.e., $S^k \cap S^m = \emptyset$,
- $v^m(S^m) - \sum_{i \in S^m} p_i \geq v^m(S) - \sum_{i \in S} p_i$ for any $S \subset N$,
- $p_i = 0$ if $i \notin \cup_m S^m$.

Observe that at a Walrasian equilibrium, $S^m$ corresponds to a set of items bidder $m$ demands. By Assumption 4.2.1, it follows that if a Walrasian equilibrium exists, then there exists one where $\{S^m\}$ is a complete feasible allocation. This suggests that in such an allocation, $\{S^m\}$ clears the market by assigning each bidder a set of items she demands. Additionally, it is known that if a Walrasian equilibrium exists the allocation $\{S^m\}$ is efficient (Gul and Stacchetti, 1999).

The above discussion and Definition 4.2.4 imply that iterative auctions that rely on anonymous item pricing can naturally be terminated when a Walrasian equilibrium is reached. Moreover, simple price update processes (such as tâtonnement) converge to a Walrasian equilibrium and the efficient allocation. This observation was used in the existing literature (Ausubel, 2006) for iterative auction design.

On the other hand, in an economy with indivisibilities a Walrasian equilibrium need not always exist. An important case, where it is known to exist, is the case of gross substitutes (Gul and Stacchetti, 1999). However, valuation functions satisfying the gross substitutes condition can only exhibit substitutability in valuations, and not complementarity.

A necessary and sufficient condition is present in the literature for testing the existence of Walrasian equilibrium. In particular, in Bikhchandani and Mamer (1997) authors establish that a Walrasian equilibrium exists if and only if the following linear program has optimal solutions that are integral:

$$ \begin{align*}
\max & \quad \sum_m \sum_S x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_S x^m(S) \leq 1 \quad \text{for all } m \\
& \quad \sum_m \sum_{S|i \in S} x^m(S) \leq 1 \quad \text{for all } i \\
& \quad x^m(S) \geq 0.
\end{align*} \tag{LP1} \quad (4.1) $$

At a feasible integral solution of this optimization problem, $x^m(S) = 1$ captures assignment of bundle $S$ to bidder $m$. The first constraint suggests that each bidder receives at most one bundle. The second constraint, on the other hand, suggests that each item $i$ can be
present in at most one bidder's bundle. The objective value is the welfare generated by the allocation suggested by \( \{x_m(\cdot)\}_m \).

The corresponding dual program (D1) is stated below:

\[
\begin{align*}
\min & \quad \sum_i p_i + \sum_m \pi^m \\
\text{s.t.} & \quad \pi^m \geq v^m(S) - \sum_{i \in S} p_i \quad \forall \ S, m \\
\text{and} & \quad p_i, \pi^m \geq 0.
\end{align*}
\]

Observe that in the dual LP, we have a variable \( p_i \) for each item \( i \). This variable can be interpreted as the price the auctioneer offers for the relevant item. We also have a variable \( \pi^m \) for each bidder \( m \). The constraints in the dual problem suggest that for any bundle \( S \), \( \pi^m \) is an upper bound on \( v^m(S) - \sum_{i \in S} p_i \), i.e., the surplus bidder \( m \) associates with acquiring bundle \( S \) at the given prices. Moreover, at optimality, it can be seen that \( \pi^m \) will be equal to the maximum surplus that can be associated with the bundle bidder \( m \) demands. This suggests that \( \pi^m \) can be interpreted as the surplus of bidder \( m \). The results of Bikhchandani and Mamer (1997) imply that when a Walrasian equilibrium exists the \( \{p_i\} \) variables at an optimal solution of D1, together with the allocation \( \{S^m\} \) obtained at an optimal solution of LP1 (such that \( x^m(S^m) = 1 \) for all \( m \)) constitute a Walrasian equilibrium.

In Chapter 6, we develop iterative auctions by obtaining solutions of the above primal-dual LP pair (as well as a more general pair that we provide in Chapter 5) using iterative algorithms. These algorithms start with a dual feasible solution, and iteratively adjust this solution until optimal solutions to both LPs are found (hence a Walrasian equilibrium is identified). They can be interpreted as setting prices \( \{p_i\} \) for the items in the auction, and collecting bidders' demand at these prices, and adjusting the prices appropriately at each step of the auction. The corresponding auction formats rely on an anonymous item pricing rule, where the auctioneer offers a price \( (p_i) \) for each item \( i \), and this price is the same for all bidders.

4.3 Walrasian Equilibrium and Tree Valuations

In the rest of this chapter, we assume that the value functions are not arbitrary graphical valuations, but they have additional structure. In particular, we assume that the underlying value graph is a tree graph, i.e., it contains no cycles. Additionally we assume that if two items are complements (substitutes) for a given player, they are complements (substitutes) for all players. In this setting, we establish that a Walrasian equilibrium exists. This result implies that LP1 of Section 4.2 can be used to identify the efficient allocation for sign-consistent tree valuations.
We start by formally stating the additional structure we impose on the valuation functions in the rest of the section:

**Assumption 4.3.1** (Tree valuation). Let $G = (N, E)$ be the value graph associated with the graphical valuations of bidders. We assume that $G$ is a tree graph, i.e., it contains no cycles.

**Assumption 4.3.2** (Sign Consistency). The graphical valuations are sign-consistent. That is, for some $(i, j) \in E$ and $m \in M$, if $w_{ij}^m > 0$, then $w_{ij}^k \geq 0$ for all $k \in M$, and similarly if $w_{ij}^m < 0$, then $w_{ij}^k \leq 0$ for all $k \in M$.

The tree graph assumption, given in Assumption 4.3.1, imposes additional restrictions on the complementarity and substitutability structure. In particular, it disallows for complementarity and substitutability cycles. This structure may be reasonable in some auction settings. For instance, consider a spectrum auction, where one of the items correspond to a band in a central region, and the remaining correspond to bands in peripheral regions that are close to the central one. If the interference between the peripheral regions is negligible, and the interference between the central region and the remaining ones is relatively strong, then the corresponding value structure can naturally be represented as a tree graph.

The sign consistency requirement suggests that two items $i$ and $j$ are either substitutes or complements for all players. Note that this assumption still allows for presence of both complementary and substitutable items in the set of items, but it disallows having two items as substitutes for some players and complements for the remaining ones. More formally, the above assumption allows for positive and negative weights on different edges, but it requires that all players have same sign weight on a given edge. Observe that this assumption can also be satisfied by the spectrum auction example described above. For instance, if two bands are complementary for a player (due to reduced interference), we expect them to be complementary for all players.

We next show that under these assumptions a Walrasian equilibrium exists, or equivalently LP1 has optimal solutions that are integral and that correspond to the efficient allocation. In order to establish this result, in Section 4.3.1, we first consider a related LP formulation, which more clearly makes use of the structure of graphical valuations, and establish that this LP has integral optimal solutions for sign-consistent tree valuations. Then, in Section 4.3.2, we show that this result implies the existence of an integral solution of LP1 for the aforementioned class of valuation functions.

### 4.3.1 An Alternative LP Formulation

If the valuation functions of bidders were public knowledge, the efficient allocation could be found by solving an integer program. One possible integer programming formulation that can be used when the valuations of players are represented by graphical valuations is
provided below:

\[
\begin{align*}
\text{max} & \quad \sum_m \sum_{i \in N} x_{i}^{m} w_{i}^{m} + \sum_{m} \sum_{ij \in E} y_{ij}^{m} w_{ij}^{m} \\
\text{s.t.} & \quad \sum_{m} x_{i}^{m} \leq 1 \quad i \in N, \\
& \quad y_{ij}^{m} \leq x_{i}^{m}, \quad i \in E, \quad ij \in E, \\
& \quad y_{ij}^{m} \leq x_{j}^{m}, \quad i \in E, \quad ij \in E, \\
& \quad x_{i}^{m} + x_{j}^{m} - 1 \leq y_{ij}^{m}, \quad i \in E, \quad ij \in E, \\
& \quad x_{i}^{m} \in \{0, 1\}, y_{ij}^{m} \in \{0, 1\}, \quad i \in N, ij \in E
\end{align*}
\]

We use the shorthand notation \((x, y)\) to denote a feasible solution of this problem given by 
\(\{x_{i}^{m}\}_{m \in M, i \in N}, \{y_{ij}^{m}\}_{m \in M, ij \in E}\).

In this formulation, \(x_{i}^{m} = 1\) captures assigning item \(i\) to player \(m\). We set \(y_{ij}^{m} = 1\) if both item \(i\) and item \(j\) are assigned to player \(m\), and the corresponding edge weight needs to be taken into account, when computing the total value of player \(m\) for her bundle. The first constraint guarantees that each item is assigned to at most one player. The second and third constraints guarantee that if \(y_{ij}^{m} = 1\), then \(x_{i}^{m} = x_{j}^{m} = 1\), i.e., if the weight of edge \((i, j)\) is taken into account when computing the value of player \(m\) for her bundle, then it should be the case that this player receives both item \(i\) and item \(j\). The fourth constraint states that if \(x_{i}^{m} = x_{j}^{m} = 1\), then \(y_{ij}^{m} = 1\), i.e., if player \(m\) receives both item \(i\) and item \(j\) then the value of edge \((i, j)\) should be taken into account when computing the total value she has for her bundle. We next establish that the optimization formulation \((IP)\) can be used to find the efficient allocation.

**Lemma 4.3.1.**

(i) Every feasible allocation \(\{S^{m}\}_{m}\) corresponds to a unique feasible solution of \((IP)\), denoted by \((x, y)\), and vice versa. Moreover, \((x, y)\) is such that \(x_{i}^{m} = 1\) if \(i \in S^{m}\), and \(x_{i}^{m} = 0\) otherwise.

(ii) Additionally, the objective value of \((IP)\) for the feasible solution \((x, y)\) equals to \(\sum_{m} v^{m}(S^{m})\).

(iii) If \((x, y)\) is an optimal solution of \((IP)\), then the corresponding allocation \(\{S^{m}\}_{m}\) is efficient.

**Proof.** (i) Observe that given \(x\) (such that \(x_{i}^{m} \in \{0, 1\}\) for all \(m, i\)), there is a unique \(y\) such that \((x, y)\) is feasible in \((IP)\). To see this focus on edge \((i, j)\) and consider the following three cases: (a) \(x_{i}^{m} = x_{j}^{m} = 0\), (b) \(x_{i}^{m} = x_{j}^{m} = 1\), (c) \(x_{i}^{m} = 0, x_{j}^{m} = 1\). In cases (a) and (c) the (second and third) constraints of \((IP)\) indicate that \(y_{ij}^{m} = 0\) in a feasible solution. Similarly, in case (b) the fourth constraint of \((IP)\) indicates that \(y_{ij}^{m} = 1\) in a feasible solution. Thus, in all cases, specifying \(x\) uniquely identifies the corresponding \(y\) in a feasible solution.
Consider a feasible allocation \( \{S^m\}_m \), and define \( x \) such that \( x_i^m = 1 \) if \( i \in S^m \), and \( x_i^m = 0 \) otherwise. Clearly the above mapping between the set of feasible allocations \( \{S^m\}_m \), and \( x \) (such that \( x_i^m \in \{0, 1\} \) for all \( m, i \)) is a bijection. Since, specifying such an \( x \) uniquely identifies the corresponding \( y \) in the feasible solution, it follows that there is a bijection between the set of feasible allocations and the feasible solutions of \( (IP) \), and the claim follows.

(ii) Using the definition of graphical valuations, the total value corresponding to a feasible allocation can be given as

\[
\sum_m v_m(S^m) = \sum_m \left( \sum_{i \in S^m} w_i^m + \sum_{i,j \in S^m, (i,j) \in E} w_{ij}^m \right).
\] (4.3)

It follows from our construction in part (i) that \( x_i^m = 1 \) if and only if \( i \in S^m \), in the solution \((x, y)\) corresponding to \( \{S^m\} \). This implies that \( \sum_{i \in S^m} w_i^m = \sum_{i \in N} x_i^m w_i^m \).

Analogously, our construction suggests that \( i, j \in S^m \) if and only if \( x_i^m = x_j^m = 1 \). Moreover, the constraints of \( (IP) \) imply that this is the case if and only if \( y_{ij}^m = 1 \) (assuming \( (i, j) \in E \)). Thus, \( \sum_{i,j \in S^m, (i,j) \in E} w_{ij}^m = \sum_{(i,j) \in E} w_{ij}^m y_{ij}^m \). These observations together with (4.3) imply that the objective value of \( (IP) \) for the feasible solution \((x, y)\) equals to \( \sum_m v_m(S^m) \).

(iii) Let \((x, y)\) be an optimal solution of \( (IP) \), and \( \{S^m\} \) be the corresponding feasible allocation. Consider any other feasible allocation \( \{Z^m\} \), and the corresponding feasible solution of \( (IP) \). It follows from optimality of \((x, y)\) that the solution corresponding to \( \{Z^m\} \) leads to (weakly) lower objective value in \( (IP) \), when compared to \((x, y)\).

On the other hand, by (ii) this implies that the corresponding feasible allocations are such that \( \sum_m v_m(S^m) \geq \sum_m v_m(Z^m) \). Since this is true for any feasible allocation \( \{Z^m\} \), it follows that \( \{S^m\} \) is efficient.

We next focus on the LP relaxation of the problem \((IP)\):

\[
\max \quad \sum_m \sum_{i \in N} x_i^m w_i^m + \sum_m \sum_{ij \in E} y_{ij}^m w_{ij}^m
\]

\[
\text{s.t.} \quad \sum_m x_i^m \leq 1, \quad i \in N,
\]

\[
y_{ij}^m \leq x_i^m, \quad i \in N,
\]

\[
y_{ij}^m \leq x_j^m, \quad i \in N,
\]

\[
x_i^m + x_j^m - 1 \leq y_{ij}^m, \quad i \in N,
\]

\[
0 \leq x_i^m \leq 1, \quad i \in N,
\]

\[
0 \leq y_{ij}^m \leq 1, \quad i \in N.
\]

\[\Box\]
In general this LP relaxation is not exact, i.e., the relaxation may have non-integral solutions and lead to a higher objective value than the optimal objective value of (IP). We provide examples for this in Section 4.4. Interestingly, when Assumptions 4.3.1 and 4.3.2 hold, we can establish that this LP relaxation always has optimal solutions that are integral. This claim is formalized in the next theorem.

**Theorem 4.3.1.** Assume that valuation functions of bidders are graphical and Assumptions 4.3.1 and 4.3.2 hold. Then, LP2 always has an optimal solution, which is also optimal for (IP).

**Proof.** We prove the claim by first considering a relaxation of LP2, and showing that this problem has an optimal solution when Assumption 4.3.2 holds. Then, we show that the extreme points of the feasible region of this new problem are integral, and they are also feasible in LP2. The claim then follows from the linear structure of the problem.

Observe that by Assumption 4.3.2, it follows that for a given edge, either all players have positive weights, or all players have negative weights. Let $E^+ \subset E$ denote the subset of edges, for which player weights are nonnegative ($w_{ij}^m \geq 0$), and $E^- \subset E$ denote the subset, for which the weights are nonpositive ($w_{ij}^m \leq 0$).

We consider a new optimization problem, LP2b, that is obtained by relaxing some of the constraints in LP2:

$$\text{max} \quad \sum_m \sum_{i \in \mathcal{N}} x_i^m + \sum_m \sum_{ij \in E} y_{ij}^m,$$

s.t. $$\begin{align*}
\sum_m x_i^m &\leq 1, & i \in \mathcal{N}, \\
y_{ij}^m &\leq x_i^m, & ij \in E^+, \\
y_{ij}^m &\leq x_j^m, & ij \in E^+, \\
x_i^m + x_j^m - 1 &\leq y_{ij}^m, & ij \in E^-, \\
0 &\leq x_i^m, & i \in \mathcal{N}, \\
0 &\leq y_{ij}^m & ij \in E^-. \\
\end{align*}$$

(LP2b)

Observe that LP2b is obtained from LP2 by relaxing (i) the constraint $y_{ij}^m \leq 1$ for all edges $(i, j)$, (ii) the constraints $x_i^m \leq 1$ for all nodes $i$, (iii) the upper bound constraints $y_{ij}^m \leq x_i^m, x_j^m$ for edges $(i, j) \in E^-$, and (iv) the lower bound constraints $x_i^m + x_j^m - 1 \leq y_{ij}^m$ for edges $(i, j) \in E^+$. It can be seen that the constraints (i) and (ii) can be omitted without changing the feasible region, as the constraints $x_i^m \geq 0$, $\sum_m x_i^m \leq 1$ and $y_{ij}^m \leq x_i^m$ imply these constraints. Omitting the constraints in (iii) and (iv), on the other hand, changes the feasible region. In particular, it can be seen that in LP2b, the feasible region is unbounded, whereas the feasible region of LP2 is bounded. For instance, it can be seen that in LP2b we can have $y_{ij}^m \gg 1$ for $(i, j) \in E^-$ at a feasible solution.

We next establish that LP2b always has an optimal solution (see Section 4.7 for a proof).
Lemma 4.3.2. Let Assumption 4.3.2 hold. Then LP2 has an optimal solution.

If LP2 has an optimal solution, it should be at one of the extreme points of its feasible region. We next establish that the extreme points of this problem are all integral. The following lemma, proof of which can be found in Section 4.7, allows us to characterize the extreme points of the feasible region of LP2:

**Lemma 4.3.3.** Let Assumptions 4.3.1 and 4.3.2 hold. Then, all extreme points of LP2 are such that \( x_i^m \in \{0, 1\} \) for all \( m \) and \( i \).

It also follows from this lemma that at an extreme point of LP2, \( y_{ij}^m = \min\{x_i^m, x_j^m\} \in \{0, 1\} \) for \( ij \in E^+ \). Assume that this is not the case, then no constraint that involves \( y_{ij}^m \) is binding and we obtain other feasible solutions by just considering \( y_{ij}^m + \epsilon, y_{ij}^m - \epsilon \) instead of \( y_{ij}^m \) and keeping the remaining elements of the feasible solution \((x, y)\) intact. Thus, we obtain a contradiction and at an extreme point \( y_{ij}^m = \min\{x_i^m, x_j^m\} \in \{0, 1\} \) for \( ij \in E^+ \). Similarly, it follows that \( y_{ij}^m = \max\{x_i^m + x_j^m - 1, 0\} \in \{0, 1\} \) for \( ij \in E^- \) at an extreme point of LP2.

We next show that any extreme point of LP2 is feasible in LP2 when Assumptions 4.3.1 and 4.3.2 hold. To establish this, note that it is sufficient to check that the extreme points satisfy the relaxed constraints (i)-(iv) of LP2 (stated after (4.5)), as the remaining constraints are already satisfied by feasibility in LP2. As explained above, when the assumptions hold, the extreme points are such that (a) \( x_i^m \in \{0, 1\} \), (b) \( y_{ij}^m = \max\{x_i^m + x_j^m - 1, 0\} \in \{0, 1\} \) for \( ij \in E^- \), and (c) \( y_{ij}^m = \min\{x_i^m, x_j^m\} \in \{0, 1\} \) for \( ij \in E^+ \), is feasible for LP2. Any such point immediately satisfies \( y_{ij}^m \leq 1 \) for all edges \((i, j)\), and \( x_i^m \leq 1 \) for all nodes \( i \) (i.e., constraints (i) and (ii)). The upper bound constraints \( y_{ij}^m \leq x_i^m, x_j^m \) for edges \((i, j) \in E^- \) (i.e., constraint (iii)), hold since \( y_{ij}^m = 1 \) only when \( x_i^m = x_j^m = 1 \) (recall that for \((i, j) \in E^- \), we have \( y_{ij}^m = \max\{x_i^m + x_j^m - 1, 0\} \)). The lower bound constraints \( x_i^m + x_j^m - 1 \leq y_{ij}^m \) for edges \((i, j) \in E^+ \) (i.e., constraint (iv)), hold since \( y_{ij}^m = 0 \) only when \( x_i^m = 0 \) or \( x_j^m = 0 \) (recall that for \((i, j) \in E^+ \), we have \( y_{ij}^m = \min\{x_i^m, x_j^m\} \)).

Summarizing, using Lemma 4.3.3 we conclude that when Assumptions 4.3.1 and 4.3.2 hold, any extreme point of LP2 is a feasible integral solution of LP2. In addition, when Assumption 4.3.2 holds, an optimal solution to LP2 exists and is one of these extreme points (Lemma 4.3.2). Hence, we conclude that when both assumptions hold the optimal solution of LP2 is a feasible integer solution of LP2. Since LP2 is obtained by relaxing some constraints of LP2, this solution is also optimal in LP2. Hence, we conclude that LP2 has an optimal integer solution under Assumptions 4.3.1 and 4.3.2.

This result suggests that when Assumptions 4.3.1 and 4.3.2 hold, the efficient allocation can be found by solving the linear optimization problem LP2. In Section 4.2.2, we establish that this result also implies that LP1 has integral optimal solutions under these assumptions.
4.3.2 Existence of a Walrasian Equilibrium

We next establish a relation between LP1 and LP2, and subsequently use this to conclude that a Walrasian equilibrium exists, when Assumptions 4.3.1 and 4.3.2 hold.

**Theorem 4.3.2.** *If LP2 has an optimal solution that is integral, then so does LP1.*

The proof of this theorem can be found in Section 4.7. The main idea behind the proof is to establish that for any feasible solution of LP1, it is possible to construct a feasible solution of LP2 with the same objective value, and conversely for any feasible integral solution of LP2, it is possible to construct a feasible integral solution of LP1 again with the same objective value (see Figure 4-3). These two facts immediately imply that when LP2 has an optimal solution that is integral, this solution leads to a (weakly) larger objective value than all feasible solutions of LP1. Moreover, there exists a feasible integral solution of LP1 with the same objective value. Thus, this solution is an optimal solution of LP1.

![Figure 4-3: A feasible solution \( \{x_i^m, y_{ij}^m\} \) to LP2 can be constructed from a feasible solution \( \{x^m(S)\} \) of LP1 (by setting \( x_i^m = \sum_{S \in \mathcal{S}} x^m(S), y_{ij}^m = \sum_{S \in \mathcal{S}} x^m(S) \)). These solutions have the same objective values in the corresponding optimization problems. Additionally, the feasible integer points of LP2 correspond to the feasible integer points of LP1. Thus, if LP2 admits an optimal solution that is integral, then so does LP1.*

An immediate consequence of this result is that a Walrasian equilibrium exists for tree valuations that satisfy the sign consistency condition.

**Corollary 4.3.1.** *Let Assumptions 4.3.1 and 4.3.2 hold. Then, LP1 has an integral optimal solution and a Walrasian equilibrium exists.*

**Proof.** It was established in Theorem 4.3.1 that under these assumptions LP2 has an integral optimal solution. Theorem 4.3.2, implies that in this case LP1 also has an integral optimal solution. However, as stated above this is a necessary and sufficient condition for existence of a Walrasian equilibrium. \( \square \)
Since graphical valuations can capture both value complementarity and substitutability, this result implies that a Walrasian equilibrium exists in settings where both are present, provided that the value structure satisfies Assumption 4.3.1 and Assumption 4.3.2.3 As we demonstrate in Chapter 6, this result can be used to obtain iterative auction formats that rely on anonymous item pricing, terminate at a Walrasian equilibrium, and guarantee efficiency for sign-consistent tree valuations.

4.4 Relaxing the Assumptions

In the previous section, under Assumptions 4.3.1 and 4.3.2, we provided LP formulations that can be used to find the efficient outcome, and established the existence of Walrasian equilibrium. In this section, we show that if we relax these assumptions, then a Walrasian equilibrium need not exist, and the LP formulations LP1 and LP2 need not have optimal solutions that are integral.

4.4.1 Sign Consistency

We first focus on the sign consistency condition of Assumption 4.3.2, and show that if players have edge weights with different signs, the LP formulations do not lead to integral solutions.

Consider a setting with two bidders $m, k$ and two items $i, j$. Assume that the valuations of bidders are represented with graphical valuations (see Figure 4-4), such that

- $w^m_i = w^m_j = w^m_{ij} = 5$.
- $w^k_i = w^k_j = 10, w^k_{ij} = -10$.

Observe that the graphical valuation in this example satisfies Assumption 4.3.1 but not Assumption 4.3.2.

Note that the optimal integral solutions of LP1 result in a total welfare of 15 (this can be obtained either by assigning both items to player $m$, i.e., $x^m(\{i, j\}) = x^k(\emptyset) = 1$, and

---

3 Another class of valuations for which a Walrasian equilibrium exists, and valuations can exhibit both complementarity and substitutability, is the class of gross substitutes and complements (Sun and Yang, 2006). The class of valuations that satisfy Assumptions 4.3.1 and 4.3.2, on the other hand, is not contained in this class, as explained in Section 4.6. Thus, our result here establishes existence of a Walrasian equilibrium for a distinct and important class of valuations.
\[ x^l(S) = 0, \text{ for remaining } S \text{ and } l \in \{m, k\}; \] or assigning one item to \( m \) and the other one to \( k \), i.e., \( x^m(\{i\}) = x^k(\{j\}) = 1 \) and \( x^j(S) = 0, \text{ for remaining } S \text{ and } l \in \{m, k\} \).

On the other hand, consider the following solution of LP1: \( x^m(\{i, j\}) = x^m(\emptyset) = 1/2, x^k(\{i\}) = x^k(\{j\}) = 1/2, \) and \( x^m(\{i\}) = x^m(\{j\}) = x^k(\{i, j\}) = x^k(\emptyset) = 0 \). Feasibility of this solution can be immediately checked. The objective value associated with this solution equals to

\[
x^m(\{i, j\})v^m(\{i, j\}) + x^m(\emptyset)v^m(\emptyset) + x^k(\{i\})v^k(\{i\}) + x^k(\{j\})v^k(\{j\})
\]

\[
= \frac{1}{2} (15 + 0 + 10 + 10) = 17.5.
\]

Note that the objective value associated with this solution is larger than the objective of the optimal integral solution of LP1. Thus, LP1 does not have an optimal solution that is integral. This implies that a Walrasian equilibrium does not exist for the given valuations. Additionally, by Theorem 4.3.2, we conclude that for this example LP2 cannot have an optimal solution that is integral.

Observe that the fact that the LP formulations do not have optimal integral solutions imply that the underlying polytopes are not integral, and they have extreme points with nonintegral coordinates. Remarkably, despite presence of such extreme points, Theorem 4.3.1 and Corollary 4.3.1 establish that LP2 and LP1 have optimal solutions that are integral when Assumptions 4.3.1 and 4.3.2 hold (observe that Assumption 4.3.2 has no impact on the underlying feasible region, hence extreme points with nonintegral coordinates exist even when this assumption holds).

### 4.4.2 Value Graphs with Cycles

Next, we establish that if the underlying graph has a \( k \)-cycle (i.e., a cycle that involves \( k \) nodes, where \( k > 2 \)), then the LP formulations can have optimal solutions that are not integral.

Assume that there are \( N \) nodes (items), and the nodes \( 1, \ldots, k \) of the underlying graph are in the form of a cycle.

We first consider the case where \( k \) is odd. Let there be \( M = k \) players. Further assume that all players have weights equal to zero for all nodes. We associate nonzero edge weights only with the edges contained in the cycle, i.e., edges \((i, j)\) such that \( 1 \leq i, j \leq k, j = i + 1 \) in mod \( k \). In particular,

- For players \( m \in \{1, \ldots, k - 1\} \), we assume that \( w^m_{ij} = \epsilon > 0 \) if \( i = m, j = m + 1 \) and \( w^m_{ij} = 0 \) otherwise.

- For player \( m = k \), we assume that \( w^m_{ij} = \epsilon > 0 \) if \( i = m, j = 1 \) and \( w^m_{ij} = 0 \) otherwise.

Observe that the value of the optimal integral solution of LP1 is upper bounded by \( c \lfloor \frac{k}{2} \rfloor \). This is because if the weight of edge \((i, i + 1)\) contributes to the objective by \( \epsilon \), it
should be that player \( i \) (who is the only player with positive value for this edge) receives the items at its end points. However, this implies that the weights of the neighboring edges \((i - 1, i)\) and \((i, i + 1)\) do not contribute to the objective (since player \( i \) has value equal to 0 for these edges, but she acquires nodes \( i \) and \( i + 1 \), no other player can benefit from the edge value of these edges). Thus, at most half of the edges can contribute to the welfare, and the resulting welfare is bounded by \( \epsilon \lfloor \frac{k}{2} \rfloor \) (where floor operation is present, since at an integral solution the total welfare will always be an integer multiple of \( \epsilon \)).

On the other hand, consider the following solution of LP1:

- For players \( m \in \{1, \ldots, k - 1\} \) we assume that \( x^m({m, m + 1}) = x^m(\emptyset) = 1/2 \) and \( x^m(S) = 0 \) for the remaining bundles \( S \).

- For player \( m = k \), we assume that \( x^m({m, 1}) = x^m(\emptyset) = 1/2 \) and \( x^m(S) = 0 \) for the remaining bundles \( S \).

The feasibility of this solution in LP1 can immediately be checked. Observe that the objective value of LP1 associated with this solution is

\[
\sum_{m} \sum_{S} x^m(S)v^m(S) = \frac{1}{2} \sum_{m} \epsilon = \epsilon k/2.
\]

Thus, when \( k \) is odd, we observe that the optimal value of LP1 is larger than the value of the optimal integral solution. Thus, LP1 does not have an optimal solution that is integral. This implies that (i) LP2 does not have an optimal solution that is integral (from Theorem 4.3.2), (ii) a Walrasian equilibrium does not exist.

If \( k \) is even, we slightly modify the above construction. In this case, we assume that there are \( m = k - 1 \) players. As before, players have zero weights for all nodes, and the edge weights are such that

- For players \( m \in \{1, \ldots, k - 2\} \), we assume that \( w^m_{ij} = \epsilon > 0 \) if \( i = m, j = m + 1 \) or \( i = m + 1, j = m + 2 \) and \( w^m_{ij} = 0 \) otherwise.

- For player \( m = k - 1 \), we assume that \( w^m_{ij} = \epsilon > 0 \) if \( i = k, j = 1 \) and \( w^m_{ij} = 0 \) otherwise.

It can be shown that the value of the objective at an integral solution of LP1 is upper bounded by \( \epsilon(k - 2) \). In particular, there are two cases to consider: (i) player \( k - 1 \) receives a bundle containing edge \((k, 1)\), (ii) player \( k - 1 \) does not receive a bundle containing this edge. In case (i), it can be seen that the contribution of edges \((1, 2)\) and \((k - 1, k)\) to the objective function is equal to zero (since at least one end point of these edges is assigned to player \( k \) who has no value for the corresponding edges). Consequently, the maximum welfare is bounded by \( \epsilon(k - 2) \). In case (ii), it can be seen that the total welfare is immediately bounded by \( \epsilon(k - 1) \), since none of the other players other than \( k - 1 \) have a positive value.
for edge \((k, 1)\). On the other hand, for total welfare to be equal to \(\epsilon(k - 1)\), we need all remaining edges to have a contribution of \(\epsilon\) to the objective. This requires assigning all edges to a single bidder (otherwise, weights associated with some edges do not contribute to the objective, since the end points of some edges are not assigned to a single bidder). However, no single bidder has a strictly positive weight for more than 2 edges. Thus, it follows that in this case the welfare is strictly less than \(\epsilon(k - 1)\). Since for integral solutions, welfare is a multiple of \(\epsilon\), it follows that in case (ii) the total welfare is bounded by \(\epsilon(k - 2)\).

We consider the following feasible solution of LP1:

- For players \(m \in \{1, \ldots, k - 2\}\) we assume that \(x^m(\{m, m + 1, m + 2\}) = \frac{1}{2}\) and \(x^m(S) = 0\) for the remaining bundles \(S\).
- For player \(m = k - 1\), we assume that \(x^m(\{k, 1\}) = \frac{1}{2}\) and \(x^m(S) = 0\) for the remaining bundles \(S\).

It can be checked that this solution is feasible in LP1. Moreover, the corresponding objective value is given by

\[
\sum_m \sum_S x^m(S)v^m(S) = \frac{1}{2} \sum_{m=1}^{k-2} 2\epsilon + \frac{1}{2}(\epsilon) = \epsilon \left(k - 2 + \frac{1}{2}\right).
\]

As before, the optimal solution of LP1 leads to a larger objective value than the optimal integral solution. Hence, LP1 does not have an optimal solution that is integral. Thus, a Walrasian equilibrium does not exist, and LP2 cannot have an optimal solution that is integral.

For \(k = 3\) and \(k = 4\), the above constructions are illustrated in Figures 4-5 and 4-6. To simplify the figures, the nodes 1, 2, \ldots in our construction are relabeled as \(A, B, \ldots\) in the figures.

We conclude that both the tree graph assumption, and the sign consistency condition are critical for the existence of a Walrasian equilibrium, and the existence of optimal solutions to LP formulations LP1 and LP2 that are integral. Hence, when these assumptions are relaxed, it may not be possible to implement the efficient outcome using iterative auction formats that rely on anonymous item pricing rule, and terminate when a market clearance condition holds. In the next chapter, we establish that in those cases efficient iterative auctions can still be developed by considering more general pricing rules.

### 4.5 Summary

In this chapter, we focused on a special class of graphical valuations, where the underlying value graph is a tree, and edge weights satisfy a sign consistency condition. We established that under these assumptions, a Walrasian equilibrium always exists. Additionally, the existence of a Walrasian equilibrium immediately suggests a linear programming formulation
Figure 4-5: Value graphs for $k$-cycles (left $k = 3$, right $k = 4$). We assume there are three players, and node weights are equal to zero for all players. The labels associated with the edges designate the edge weights for players (scaled by $1/\epsilon$). In particular, if the edge label is the triple $w_1, w_2, w_3$, this implies that each player $i$ has weight $w_i\epsilon$ associated with edge $i$. For the figure on the left, the optimal integral solution of LP1 results in an objective value of $\epsilon$, whereas for the figure on the right, this value is $2\epsilon$.

Figure 4-6: For the valuations given in Figure 4-5, the optimal solution of LP1 is not integral. It can be seen that the fractional assignments given above lead to larger objective values than the integral solutions provided in Figure 4-5. The solution given on the left suggests setting $x^1(\{AB\}) = x^2(\{BC\}) = x^3(\{CA\}) = 1/2$ and $x^1(\emptyset) = x^2(\emptyset) = x^3(\emptyset) = 1/2$. The solution on the right suggests, setting $x^1(\{ABC\}) = x^2(\{BCD\}) = x^3(\{DA\}) = 1/2$ and $x^1(\emptyset) = x^2(\emptyset) = x^3(\emptyset) = 1/2$. The objective value corresponding to the solution on the left is $3\epsilon$, the optimal value corresponding to the solution on the right is $5\epsilon$. Observe that in both cases the obtained solutions result in strictly larger objective value than the corresponding optimal integer solution.
that can be used to identify the efficient allocation. We also demonstrated that if the tree, or the sign consistency assumption is relaxed, then the LP formulations that we provide in this section may not allow for finding the efficient outcome, and a Walrasian equilibrium need not exist. This suggests that in order to identify the efficient outcome for more general graphical valuations, a different and more complex LP formulation may be necessary. We provide such LP formulations in Chapter 5.

4.6 Appendix: Gross Substitutes and Complements Condition and Graphical Valuations

In this section, we explain how graphical valuations and tree valuations are different from other well-studied classes of valuation functions in the literature. In particular, we focus on the classes of gross substitutes and complements, gross substitutes, sub/superadditive, sub/supermodular valuation functions, and compare those with graphical valuations.

It was established in Section 4.3 that when the underlying value graph has a tree structure, and the valuations satisfy sign consistency, a Walrasian equilibrium exists. This result allows us to identify a class of valuation functions which exhibit both value complementarity and substitutability, and for which a Walrasian equilibrium exists. Gross substitutes and complements (Sun and Yang, 2006, 2009), defined below, is another class of valuation functions that satisfies a similar property.

**Definition 4.6.1 (Gross Substitutes and Complements (GSC)).** Assume that the set of items is partitioned into two sets $S_1, S_2$ such that $S_1 \cap S_2 = \emptyset$, $S_1 \cup S_2 = \mathcal{N}$. Consider the valuation function $v : \mathcal{N} \rightarrow \mathbb{R}$. Denote by $e(k)$ the $k$th unit vector, and $D(p)$ the demand function associated with price vector $p \in \mathbb{R}^N$, i.e., $D(p) \triangleq \arg \max_{S \subseteq \mathcal{N}} v(S) - \sum_{i \in S} p_i$.

We say that $v$ has the gross substitutes and complements property if for $j \in \{1, 2\}$, any price vector $p \in \mathbb{R}^N$, $k \in S_j$, $\delta \geq 0$, and $D_1 \in D(p)$, there exists $D_2 \in D(p + \delta e(k))$ such that (a) $[D_1 \cap S_j] - \{k\} \subset D_2$ and (b) $D_1^\top \cap S_j^\top \subset D_2^\top$.

Intuitively, this definition suggests that the items in sets $S_1$ and $S_2$ are substitutes among themselves (in the sense that if the price of a demanded item in one of these sets increases, the demand for the other demanded items in the same set does not decrease, $[D_1 \cap S_j] - \{k\} \subset D_2$). Additionally items are complements across $S_1$ and $S_2$ (in the sense that if the price of a demanded item in set $S_1$ increases, then fewer items are demanded in set $S_2$, $D_1^\top \cap S_j^\top \subset D_2^\top$).

We next illustrate that tree (and hence graphical) valuations need not satisfy the GSC property, by considering the tree valuation provided in Figure 4-7. Assume that this valuation satisfies the GSC property. There are three different ways of choosing sets $S_1$ and $S_2$ (due to symmetry all other cases follow from the analysis here): (i) $S_1 = \{A, B, C\}$, $S_2 = \emptyset$, (ii) $S_1 = \{A\}$, $S_2 = \{B, C\}$, (iii) $S_1 = \{A, C\}$, $S_2 = \{B\}$.
We will show that the GSC property fails in all of these cases, and hence the value function given in Figure 4-7 does not exhibit the GSC property for any choice of \( \{S_j\} \).

Assume that

- Initially, the prices are \( p_1(A) = 0.1, p_1(B) = 0.5, p_1(C) = 0.1 \), and the corresponding demand is \( D(p_1) = \{A, C\} \).

- Then, the price of the first item is increased, and the new prices are \( p_2(A) = 1, p_2(B) = 0.5, p_2(C) = 0.1 \). It follows that the demand is \( D(p_2) = \{B\} \).

This implies that the GSC property fails whenever \( A \) and \( C \) belong to the same \( S_j \) (note that by choosing \( D_1 = \{A, C\}, D_2 = \{B\}, k = A \), the condition \( D_1 \cap S_j - \{k\} \subset D_2 \) fails).

Thus, to check the GSC property it is sufficient to focus on case (ii). On the other hand, if \( S_1 = \{A\}, S_2 = \{B, C\} \) then the condition \( D_1^c \cap S_j^c \subset D_2^c \) fails (this can be seen by choosing \( j = 1, D_1 = \{A, C\}, D_2 = \{B\}, k = A \)). This implies that the GSC property fails in case (ii) as well.

Hence, we conclude that for any choice of the \( \{S_j\} \) sets, the GSC property fails for the value function in Figure 4-7. Thus, it follows that tree valuations are not contained in the class of GSC valuations. GSC generalizes the well-known gross substitutes class (Gul and Stacchetti, 1999), where Definition 4.6.1 holds with \( S_2 = \emptyset \). Thus, our results also imply that tree valuations do not satisfy the gross substitutes property.

We emphasize that this conclusion still holds, if edge weights are not restricted to be negative as in the example, and allowed to be positive or negative. For instance, consider the tree valuation provided in Figure 4-8. Observe that this graph is obtained from Figure 4-7 after relabeling the nodes, and setting a positive edge weight to edge \((A, C)\). Here, the nodes are relabeled in order to have the same demand sets as in the previous example (Figure 4-7).

![Figure 4-8](image)

**Figure 4-8:** A tree valuation that violates the GSC property, and has edge weights with mixed signs.

Similar to the previous example assume that
Initially, the prices are $p_1(A) = 0.1$, $p_1(C) = 1.5$, $p_1(B) = 0.1$, and the corresponding demand is $D(p_1) = \{A, C\}$.

Then, the price of the first item is increased, and the new prices are $p_2(A) = 4$, $p_2(C) = 1.5$, $p_2(B) = 0.1$. It follows that the demand is $D(p_2) = \{B\}$.

Since demand sets are identical to those in the previous example (and only the price of the same item is increased), using similar arguments as before it follows that GSC condition does not hold for the example in Figure 4-8.\(^4\)

We next investigate the additional structural assumptions under which graphical valuations exhibit the GSC property. Assume that the underlying value graph consists of connected components of size at most two. Note that in this case, valuations are additive over different connected components, and hence in order to test the GSC condition it suffices to restrict attention to subsets of the demand set that are contained in a given connected component of the graph.

Consider a pair of nodes $(i, j)$ connected with an edge. Assume that $w_{ij}^m \leq 0$ and at a given price vector $p$ item $j$ belongs to a demand set $D_1$. We claim that if the price of item $i$ increases, then the demand for item $j$ cannot decrease. The claim is immediate if $i \notin D_1$, i.e., $i$ is not demanded at the original prices. Assume that $i \in D_1$. Observe that this implies that $w_{ij}^m + w_{ij}^m - p_j \geq 0$, since otherwise bidder $m$ can improve her payoff by not receiving item $j$ at the price vector $p$, and hence $j \notin D_1$. On the other hand, since $w_{ij}^m \leq 0$, it follows that $w_{ij}^m - p_j \geq w_{ij}^m + w_{ij}^m - p_j \geq 0$. Thus, at the updated prices bidder $m$ still maximizes her surplus by either receiving item $j$ together with $i$ or in isolation. Hence, item $j$ belongs to a demand set after the price update, and condition (a) of Definition 4.6.1 holds by assigning items $(i, j)$ to the same set $S_1$ or $S_2$.

Conversely, assume that $w_{ij}^m \geq 0$ and at price vector $p$, item $j$ does not belong to a demand set $D_1$. We claim that if the price of item $i$ increases, then the demand for item $j$ cannot increase. As before, the claim is immediate if $i \notin D_1$. If $i \in D_1$, and $j \notin D_1$, then it should be the case that $w_{ij}^m + w_{ij}^m - p_j \leq 0$. Moreover, since $w_{ij}^m \geq 0$, this implies that $w_{ij}^m - p_j \leq w_{ij}^m + w_{ij}^m - p_j \leq 0$. Note that after the price update this inequality continues to hold. Thus, it should be the case that there is a demand set to which item $j$ does not belong after the price update. Hence, condition (b) of Definition 4.6.1 holds, by assigning items $(i, j)$ to different sets $S_1$ and $S_2$.

These observations imply that if the underlying graph consists of components of size at most two, the GSC condition holds, by assigning items that are connected with a positive weight to different sets $S_1$ and $S_2$ (see Definition 4.6.1), and items that are connected with

\(^4\)Note that in this example, unlike the one in Figure 4-7, the case $S_1 = \{A, B\}$, $S_2 = \{C\}$ needs to be handled separately, as the edge weights are no longer symmetric. However, it immediately follows that in this case the GSC condition cannot hold. To see this consider increasing the price of item $C$ (significantly), as opposed to $A$, in the example. After the price update the demand set becomes $\{A, B\}$, violating the GSC condition associated with this choice of the sets $S_1, S_2$. 
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a negative edge to the same set. Since our examples indicate that even for trees with three nodes the GSC property can fail, this result suggests that only a restrictive subclass of tree valuations (that consist of connected components of size at most two) satisfies the GSC condition.

We close this section by discussing the relation of graphical valuations to subadditive/superadditive and submodular/supermodular valuations. A valuation function is subadditive if for any sets \( A, B \in \mathcal{N} \), it satisfies \( v(A \cup B) \leq v(A) + v(B) \), and superadditive, if for disjoint \( A, B \), it satisfies \( v(A \cup B) \geq v(A) + v(B) \). Similarly a valuation function is submodular if for any sets \( A, B \) it satisfies \( v(A \cup B) + v(A \cap B) \leq v(A) + v(B) \), and supermodular if \( v(A \cup B) + v(A \cap B) \geq v(A) + v(B) \). These inequalities imply that for nonnegative valuation functions, submodularity implies subadditivity.

It can be easily checked that if all edge weights are positive (negative), graphical valuations are superadditive and supermodular (subadditive and submodular). On the other hand, if there is an edge with negative (positive) weight, the supermodularity/superadditivity (submodularity/subadditivity) condition cannot hold (consider \( A, B \) as singletons corresponding to the end points of this edge). Since the weights of different edges in our model can be positive or negative, it follows that even for the case of trees, graphical valuations are not contained in these classes. Hence, we conclude that the results presented in this chapter do not immediately follow from the known results for the aforementioned classes of valuation functions.

### 4.7 Appendix: Proofs and Additional Results

**Proof of Lemma 4.3.2:** Note that due to the linear structure of the problem (and nonemptiness of the feasible region), it is sufficient to prove that the objective value of this problem is bounded, to establish that the problem has an optimal solution.

Consider any feasible solution \((x, y)\) of \(LP2b\). Observe that \(\sum_m x_{i}^{m} \leq 1\) and \(x_{i}^{m} \geq 0\) implies that \(x_{i}^{m} \leq 1\). Since \(w_{ij}^{m} \leq 0\) for \((i, j) \in E^{-}\), \(w_{ij}^{m} \geq 0\) for \((i, j) \in E^{+}\); and \(y_{ij}^{m} \geq 0\) for \((i, j) \in E^{-}\), \(y_{ij}^{m} \leq x_{i}^{m}, x_{j}^{m} \leq 1\) for \((i, j) \in E^{+}\) it follows that the objective value for \((x, y)\) satisfies:

\[
\sum_{m} \sum_{i \in N} x_{i}^{m} w_{i}^{m} + \sum_{m} \sum_{ij \in E} y_{ij}^{m} w_{ij}^{m} = \sum_{m} \sum_{i \in N} x_{i}^{m} w_{i}^{m} + \sum_{m} \sum_{ij \in E^{+}} y_{ij}^{m} w_{ij}^{m} + \sum_{m} \sum_{ij \in E^{+}} y_{ij}^{m} w_{ij}^{m} \\
\leq \sum_{m} \sum_{i \in N} w_{i}^{m} + \sum_{m} \sum_{ij \in E^{+}} w_{ij}^{m}.
\]

Thus, the objective value is bounded for any feasible solution of \(LP2b\), and it follows that this problem has an optimal solution.

---

\(^{5}\)A similar conclusion holds for gross substitute valuations: a graphical valuation satisfies the gross substitutes condition, if the graph consists of connected components of size at most two, and the edge weights are negative.
**Proof of Lemma 4.3.3:** We make use the following claim, to establish the lemma.

**Claim 1.** Assume that there are at least two bidders, and Assumptions 4.3.1 and 4.3.2 hold. Let \((x, y)\) be a feasible solution of (LP2b) such that for some node \(i\), and player \(m\), \(x_i^m \in (0, 1)\); and \(\sum_j x_j^m = 1\) for all \(j\).

For any player \(k \neq m\) such that \(x_k^k > 0\), and sufficiently small \(\epsilon > 0\), there exist two feasible solutions \((x, y)\) and \((\tilde{x}, \tilde{y})\) to (LP2b) such that:

- \(\tilde{x}_i^m = x_i^m + \epsilon, \tilde{x}_i^k = x_i^k - \epsilon\)
- \(\tilde{x}_i^m = x_i^m - \epsilon, \tilde{x}_i^k = x_i^k + \epsilon\)
- \(\tilde{x}_i^l = x_i^l\) for \(l \neq m, k\)
- \((x, y) = \frac{1}{2}(\tilde{x}, \tilde{y}) + \frac{1}{2}(\tilde{x}, \tilde{y})\).

We will prove this claim, but first we show how this claim implies the lemma.

Observe that this claim immediately implies that the feasible solutions of LP2b for which (i) \(x_i^{m*} \in (0, 1)\) for some node \(i\), and player \(m^*\), (ii) \(\sum_{m \in M} x_j^m = 1\) for all \(j\), cannot be an extreme point. This is because, at any such solution there are at least two bidders (for the second condition to hold at node \(i\)), and by the claim this solution can be expressed as a convex combination of two other feasible solutions \((\tilde{x}, \tilde{y})\) and \((\tilde{x}, \tilde{y})\).

Consider an instance of LP2b with a set of agents \(M\), and a feasible solution of this problem for which (i) \(x_i^{m*} \in (0, 1)\) for some node \(i\), and player \(m^*\), (ii) \(\sum_{m \in M} x_j^m < 1\) for some \(j\). We next construct a relevant problem instance, and applying the claim to this problem instance, establish that the original solution to LP2b, denoted by \((x, y)\), cannot be an extreme point.

For each node \(j\) for which \(\sum_{m \in M} x_j^m < 1\), we define a fictitious agent \(s_j\), and consider LP2b with the addition of these new agents. We define a new solution for this problem \((z, \zeta)\) such that \(z_j^m = x_j^m\), \(\zeta_{jk}^m = y_{jk}^m\) for all nodes \(j, k\) and agents \(m \in M\) present in the original problem. For each fictitious agent \(s_j\) we set \(x_i^{s_j} = 1 - \sum_{m \in M} x_j^m\), and \(x_i^{s_j'} = 0\) for nodes \(i' \neq j\). \(\zeta_{ij}^{s_j} = 0\) for all edges \((i', j') \in E\). Observe that this solution is feasible in the new instance of LP2b with fictitious agents. This is because, the new solution is identical to the original solution for all agents but the fictitious ones. The variables corresponding to fictitious agents, on the other hand, are set such that sum of \(x_i^m\) variables over all players \(m\) (\(m \in M\), or \(m\) is a fictitious agent) is equal to 1 at all nodes. Since every fictitious agent \(m\) has nonzero \(x_i^m\) exactly at one node \(i\) (by construction), it follows that setting \(\zeta\) equal to zero for all edges of fictitious agents does not violate any constraints associated with edges (i.e., constraints 2–4 in LP2b). These facts imply feasibility of \((z, \zeta)\) in the new formulation with fictitious agents.

Since \(x_i^{m*} \in (0, 1)\) in the original formulation, it follows that \(z_i^{m*} \in (0, 1)\) in our new formulation. Note that Claim 1 implies that there are feasible solutions \((\tilde{z}, \tilde{\zeta})\) and \((\tilde{z}, \tilde{\zeta})\) to LP2b with fictitious agents, such that \((z, \zeta) = \frac{1}{2}(\tilde{z}, \tilde{\zeta}) + \frac{1}{2}(\tilde{z}, \tilde{\zeta})\), such that \(z_i^{m*} = z_i^{m*} - \epsilon = \frac{1}{2}(\tilde{z}_i^{m*} + \tilde{z}_i^{m*}) - \epsilon = \)
$x^m_i - \epsilon$ and $\bar{z}^m_i = z^m_i + \epsilon = x^m_i + \epsilon$. Let $(\bar{x}, \bar{y})$ and $(\hat{x}, \hat{y})$, respectively denote the restriction of $(\bar{z}, \bar{c})$ and $(\hat{z}, \hat{c})$ to agents other than the fictitious agents (i.e., $\bar{x}, \hat{x}$, correspond to the component of $\bar{z}, \hat{z}$ associated with bidders $m \in \mathcal{M}$, and similarly for $\bar{y}, \hat{y}$).

Observe that these solutions are feasible in LP2b with set of agents $\mathcal{M}$. To show this, we only need to establish feasibility of constraints $\sum_{m \in \mathcal{M}} \bar{x}^m_j \leq 1$ and $\sum_{m \in \mathcal{M}} \hat{x}^m_j \leq 1$ for every node $j$, since feasibility of the remaining constraints follow from feasibility of $(\bar{z}, \bar{c})$ and $(\hat{z}, \hat{c})$ in the formulation with fictitious agents. On the other hand, the feasibility of $\sum_{m \in \mathcal{M}} \bar{x}^m_j \leq 1$ when the set of agents is $\mathcal{M}$ follows because feasibility of $(\bar{z}, \bar{c})$ in the formulation with fictitious agents implies that

$$\sum_{m \in \mathcal{M}} \bar{x}^m_j + \bar{z}^s_j = \sum_{m \in \mathcal{M}} \bar{x}^m_j + z^s_j = 1,$$

and hence $\sum_{m \in \mathcal{M}} \bar{x}^m_j = 1 - \bar{z}^s_j \leq 1$. Similarly, feasibility of $\sum_{m \in \mathcal{M}} \hat{x}^m_j \leq 1$ follows from the feasibility of $(\hat{z}, \hat{c})$ in the formulation with fictitious agents.

Thus, we conclude that $(\bar{x}, \bar{y})$ and $(\hat{x}, \hat{y})$ are feasible solutions of LP2b when the set of agents is equal to $\mathcal{M}$. Since, $(\bar{z}, \bar{c}) = \frac{1}{2}(\bar{z}, \bar{c}) + \frac{1}{2}(\hat{z}, \hat{c})$; and $(\bar{x}, \bar{y})$, and $(\hat{x}, \hat{y})$ are obtained by restricting $(\bar{z}, \bar{c})$ and $(\hat{z}, \hat{c})$ to the set of agents $\mathcal{M}$, it follows that

$$(x, y) = \frac{1}{2}(\bar{x}, \bar{y}) + \frac{1}{2}(\hat{x}, \hat{y}). \quad (4.7)$$

Finally, since $\bar{x}^m_i - \epsilon = z^m_i = x^m_i - \epsilon$ and $\hat{x}^m_i = z^m_i + \epsilon = x^m_i + \epsilon$, it follows that $(\bar{x}, \bar{y})$ and $(\hat{x}, \hat{y})$ are feasible solutions that are different than $(x, y)$. Equation (4.7) implies that $(x, y)$ can be expressed as a convex combination of two feasible solutions. Hence, we conclude that $(x, y)$ cannot be an extreme point of the feasible region of LP2b.

Thus, it follows that if Claim 1 holds, $(x, y)$ such that $x^m_i \in (0, 1)$ for some $m^*$ and $i$, cannot be an extreme point of the feasible region of LP2b. We next complete the proof of Lemma 4.3.3, by proving Claim 1.

\textbf{Proof of Claim 1:} We will prove the claim via induction over the number of nodes $N$ of the tree. Observe that for $N = 1$, the claim trivially holds by considering solutions $\bar{x}$ and $\hat{x}$ described in the statement of the claim, since when there is only a single node, there are no constraints associated with the edges, and feasibility in LP2b directly follows by observing $\sum_m \hat{x}^m_i = \sum_m \bar{x}^m_i = 1$.

Assume the claim holds for a tree with at most $N$ nodes. We next prove that it holds for $N + 1$ node trees as well. The intuition behind the proof for $N + 1$ node trees can be explained as follows: Assume that for some players $m, k$, and node $i$, in the $N + 1$ node tree we have $x^m_i, x^k_i \in (0, 1)$. We consider some node $j$ adjacent to $i$ and modify the initial feasible solution $(x, y)$ by perturbing $\bar{x}^m_i, \bar{x}^m_j, \bar{x}^k_i$ and $\bar{x}^k_j$ such that the feasibility conditions related to edge $(i, j)$ (i.e., constraints involving variables $y^m_{ij}$) are satisfied. We consider the tree graphs induced by cutting the original tree graph at this edge. For each of these tree
graphs, the induction hypothesis suggests that it is possible to find solutions that satisfy the claim, and that are consistent with the perturbed values of $x_i^m$, $x_j^m$, $x_i^k$ and $x_j^k$ variables. These feasible solutions can be used to construct feasible solutions to the problem for the $N + 1$ node tree, and establish the result. Thus, the main idea behind the proof can be summarized as follows: If the claim holds for tree graphs with at most $N$ nodes, then the claim for any $N + 1$ node tree graph can be established, by adjusting the feasible solution at the end points of an edge, and reducing the problem to constructing new feasible solutions for tree graphs with fewer number of nodes. The induction hypothesis can be used to construct such solutions for tree graphs with fewer number of nodes. Using these, we can construct solutions for the $N + 1$ node tree, satisfying the conditions stated in the statement of the Claim. The proof idea is also illustrated in Figure 4-9.

![Figure 4-9: Assume that we can perturb the $x_i^m$, $x_j^m$, $x_i^k$ and $x_j^k$ variables in two nodes, $i$ and $j$, such that feasibility conditions on the edge $(i,j)$, and its end points are satisfied. Consider the tree graphs induced after deletion of edge $(i,j)$. For each of the induced subgraphs, a solution that satisfies the feasibility conditions can be constructed using the induction hypothesis. A feasible solution for the $N + 1$ node graph can be constructed using the feasible solutions for these subgraphs.](image)

We next formally prove the claim. Let $i$ be a node chosen as in the statement of the claim. Denote a neighbor of $i$ by $j$. Consider the subtrees $T_1$ (containing $i$), and $T_2$ (containing $j$) that can be obtained by deleting edge $(i,j)$. These trees have fewer than $N + 1$ nodes. Observe that restriction of $(x, y)$ to these subtrees, denoted by $(x, y)_{T_1}$ and $(x, y)_{T_2}$ satisfy the feasibility conditions in LP2b, for these trees.

To prove the claim we make use of Lemma 4.7.1, (proof of this lemma is given after the proof of the claim):

**Lemma 4.7.1.** Let $\{x_i^l\}_l$, $\{x_j^l\}_l$ and $\{y_{ij}^l\}_l$ be a restriction of a solution $(x, y)$ of LP2b to the induced subgraph of nodes $\{i, j\}$ such that

(i) $\sum_l x_i^l = 1$, and $\sum_l x_j^l = 1$,

(ii) For node $i$, there are at least two players $m, k$, such that $x_i^m, x_i^k \in (0, 1)$,
(iii) \((\{y_{ij}^l\}_l, \{x_i^l\}_l, \{x_j^l\}_l)\) is such that the feasibility conditions associated with edge \((i, j)\) and nodes \(i\) and \(j\), are satisfied (i.e., \(y_{ij}^l \leq x_i^l, x_j^l\) if \((i, j) \in E^+\) and \(0, x_i^l + x_j^l - 1 \leq y_{ij}^l\) if \((i, j) \in E^-\), \(x_i^l, x_j^l \geq 0\)).

For some players \(b, c \in M\), constants \(\alpha \in [0, 1], z_{ij}^l \in \mathbb{R}\) (for all \(l\)), there exists another solution \(\{\hat{x}_i^l\}_l, \{\hat{x}_j^l\}_l\) and \(\{\hat{y}_{ij}^l\}_l\) such that for any \(\varepsilon\) where \(|\varepsilon| > 0\) is sufficiently small, this solution satisfies conditions (i)-(iii), and

1. \(\hat{x}_i^m = x_i^m + \varepsilon, \hat{x}_i^k = x_i^k - \varepsilon, \hat{x}_i^l = x_i^l\) for \(l \neq k, m\),

2. \(\hat{x}_j^b = x_j^b + \alpha\varepsilon, \hat{x}_j^c = x_j^c - \alpha\varepsilon\) (where potentially \(\{k, m\} \cap \{b, c\} \neq \emptyset\) ), \(\hat{x}_j^l = x_j^l\) for \(l \neq b, c\)

3. \(\hat{y}_{ij}^l = y_{ij}^l + z_{ij}^l\varepsilon\).

Consider bidders \(m, k\), node \(i\), and feasible solution \((x, y)\) given in the statement of Claim 1. Observe that for a node \(j\) adjacent to \(i\), the feasible solution \((x, y)\) is such that \(\{x_i^l\}_l, \{x_j^l\}_l, \{y_{ij}^l\}_l\) satisfy the conditions of Lemma 4.7.1. Thus, using this lemma, for sufficiently small \(\varepsilon\), we can obtain \(\{\hat{x}_i^l\}_l, \{\hat{x}_j^l\}_l, \{\hat{y}_{ij}^l\}_l\), satisfying conditions 1-3 given in the statement of the Lemma. Similarly, replacing \(\varepsilon\) by \(-\varepsilon\), we can construct \(\{\hat{x}_i^l\}_l, \{\hat{x}_j^l\}_l, \{\hat{y}_{ij}^l\}_l\) that satisfy the conditions 1-3 for \(-\varepsilon\).

Focus on the constructed \(\{\hat{x}_i^l\}_l\) and \(\{\hat{x}_j^l\}_l\). The induction hypothesis suggests that when \(\varepsilon\) is sufficiently small, there exists two feasible solutions associated with the tree \(T_1\), denoted by \((\hat{x}, \hat{y})_T_1\), and \((\hat{x}, \hat{y})_T_1\), that are consistent with the constructed \(\{\hat{x}_i^l\}_l\) and \(\{\hat{x}_j^l\}_l\). In particular, these solutions are such that

- \(\hat{x}_i^m = x_i^m + \varepsilon, \hat{x}_i^k = x_i^k - \varepsilon\)
- \(\hat{x}_i^m = x_i^m - \varepsilon, \hat{x}_i^k = x_i^k + \varepsilon\)
- \(\hat{x}_i^l = x_i^l\) for \(l \neq m, k\)
- \((x, y)_T_1 = \frac{1}{2}(\hat{x}, \hat{y})_T_1 + \frac{1}{2}(\hat{x}, \hat{y})_T_1\).

Similarly, using the constructed \(\{\hat{x}_j^l\}_l\) and \(\{\hat{x}_j^l\}_l\), and the induction hypothesis, we conclude that there exists two feasible solutions associated with the tree \(T_2\), denoted by \((\hat{x}, \hat{y})_T_2\), and \((\hat{x}, \hat{y})_T_2\) that satisfies (where if \(\alpha = 0\), we have \(\hat{x} = \hat{x} = x\) and \(\hat{y} = \hat{y} = y\))

- \(\hat{x}_j^b = x_j^b + \alpha\varepsilon, \hat{x}_j^c = x_j^c - \alpha\varepsilon\)
- \(\hat{x}_j^b = x_j^b - \alpha\varepsilon, \hat{x}_j^c = x_j^c + \alpha\varepsilon\)
- \(\hat{x}_j^l = x_j^l\) for \(l \neq b, c\)
- \((x, y)_T_2 = \frac{1}{2}(\hat{x}, \hat{y})_T_2 + \frac{1}{2}(\hat{x}, \hat{y})_T_2\).

Let \((\hat{x}, \hat{y})\) be a solution to the original problem such that
(i) it agrees with \((\hat{x}, \hat{y})_{T_1}\) on nodes/edges of \(T_1\), i.e., for any nodes \(n_1, n_2 \in T_1\) and player \(I\), the variables \(x^I_{n_1}\) and \(y^I_{n_1, n_2}\) have identical values in \((\hat{x}, \hat{y})\) and \((\hat{x}, \hat{y})_{T_1}\).

(ii) it agrees with \((\hat{x}, \hat{y})_{T_2}\) on nodes/edges of \(T_2\),

(iii) \(\{y^I_{i,j}\}_I\) is as given above. It is constructed using Lemma 4.7.1, i.e., \(y^I_{i,j} = y^I_{i,j} + z^I_{i,j} \epsilon\).

Lemma 4.7.1 suggests that \((\hat{x}, \hat{y})\) is a feasible solution of LP2b (for the original graph). Feasibility of constraints, associated with nodes/edges of \(T_1\) follow since \((\hat{x}, \hat{y})_{T_1}\) over \(T_1\). Similarly, feasibility of constraints, associated with nodes/edges of \(T_2\) also follow. Finally, feasibility of the constraints involving edge \((i, j)\) follow, since \(\{y^I_{i,j}\}_I\) are constructed using Lemma 4.7.1, and hence satisfy the feasibility constraints.

Similarly, we denote by \((\hat{x}, \hat{y})\) a feasible solution to the original problem such that it agrees with \((\hat{x}, \hat{y})_{T_1}\) on nodes of \(T_1\), it agrees with \((\hat{x}, \hat{y})_{T_2}\) on nodes of \(T_2\), and \(\{y^I_{i,j}\}_I\) is constructed using Lemma 4.7.1 (i.e., \(y^I_{i,j} = y^I_{i,j} + z^I_{i,j} \epsilon\)).

We claim that \((\hat{x}, \hat{y})\) and \((\hat{x}, \hat{y})\) are not only feasible, but also by construction they satisfy the conditions of Claim 1. In particular, \((x, y) = \frac{1}{2}(\hat{x}, \hat{y}) + \frac{1}{2}(\hat{x}, \hat{y})\). This is the case since by construction \((x, y)_{T_1}\) and \((x, y)_{T_2}\) also satisfy a similar condition, and hence for \((x, y)\) this condition immediately holds for all nodes and edges except for \((i, j)\). For edge \((i, j)\), on the other hand, this condition follows from Lemma 4.7.1, and the fact that \(y^I_{i,j} = y^I_{i,j} + z^I_{i,j} \epsilon\) and \(y^I_{i,j} = y^I_{i,j} - z^I_{i,j} \epsilon\). The first three conditions of the Claim also immediately follow since, by construction \((x, y)_{T_1}\) and \((x, y)_{T_2}\) also satisfy similar conditions. Thus, we establish that for \(N + 1\) node graphs, the claim still holds. Therefore, by induction, the claim follows for any tree graph.

**Proof of Lemma 4.7.1**: We prove the lemma by focusing on two main cases: \((i, j) \in E^+\) and \((i, j) \in E^-\). In both cases, we specify \(\alpha\) and \(\{z^I_{i,j}\}\) and use conditions 1-3 of the Lemma to construct the new solutions. Consequently, the solutions we obtain immediately satisfy conditions 1-3, and hence it is sufficient to show that the constructed solutions satisfy conditions (i)-(iii) of the lemma to complete the proof. Note that the conditions 1 and 2 of the construction and the fact that \(\sum_l x^l_i = \sum_l x^l_j = 1\), immediately imply that \(\sum_l x^l_i = \sum_l x^l_j = 1\), i.e., requirement (i) is satisfied by the construction. Similarly since \(x^m_i, x^k_i \in (0, 1)\), and \(|x^m_i - x^m_i|, |x^k_i - x^k_i| \leq |\epsilon|\) as a consequence of condition 1 in the construction, it follows that for sufficiently small \(|\epsilon|\), \(x^m_i, x^k_i \in (0, 1)\). That is, requirement (ii) is always satisfied. Thus, at each case we consider below, we only need to show that the constructed solution satisfies condition (iii) of the lemma.

**Case A**: \((i, j) \in E^+\)  In this case, we need to choose \(\alpha, \beta, \gamma, \{z^I_{i,j}\}\) so that \(y^I_{i,j} \leq x^I_i, x^I_j\) for all \(l\). We complete the proof by focusing on three subcases:

A1: \(x^m_i \neq x^m_j, x^k_i \neq x^k_j\):
Let \( \gamma^m = \arg \min_{n \in \{i,j\}} x_m^m \), and \( \gamma^k = \arg \min_{n \in \{i,j\}} x_n^k \). In this case we choose \( \alpha = 0 \) (so choice of \( b, c \) does not matter), \( z_{ij}^m = 1 \) if \( \gamma^m = i \), \( z_{ij}^k = -1 \) if \( \gamma^k = i \), and \( z_{ij}^l = 0 \) otherwise. Note that if \( \gamma^m = j \), then \( x_j^m < x_i^m \), and hence for sufficiently small \( \epsilon \)

\[
\hat{y}_{ij}^m = y_{ij}^m \leq \hat{x}_{ij}^m = x_j^m \leq \hat{x}_{ij}^m = x_i^m + \epsilon.
\]

On the other hand if \( \gamma^m = i \), then \( x_i^m < x_j^m \), and hence for sufficiently small \( \epsilon \)

\[
\hat{y}_{ij}^m = y_{ij}^m + \epsilon \leq \hat{x}_{ij}^m = x_i^m + \epsilon \leq \hat{x}_{ij}^m = x_j^m.
\]

By symmetry it also follows that \( \hat{y}_{ij}^k \leq \hat{x}_{ij}^k \). These inequalities imply (iii) for \( l \in \{m, k\} \). This condition also trivially follows for \( l \neq \{m, k\} \), since for these bidders \( \hat{x}_i^l = x_i^l \), \( \hat{x}_j^l = x_j^l \), and \( \hat{y}_{ij}^l = y_{ij}^l \) by construction.

A2: \( x_i^m = x_j^m \), \( x_i^k = x_j^k \).

In this case, we let \( \alpha = 1 \), \( b = m \), \( c = k \), and \( z_{ij}^m = 1 \), \( z_{ij}^k = -1 \), and \( z_{ij}^l = 0 \) for \( l \neq \{m, k\} \). This construction suggests that

\[
\hat{y}_{ij}^m = y_{ij}^m + \epsilon \leq x_i^m + \epsilon = x_j^m + \epsilon \leq \hat{x}_{ij}^m = \hat{x}_{ij}^m.
\]

By symmetry, the above inequality holds for \( m \) by replacing \( \epsilon \) by \( -\epsilon \). These inequalities imply (iii) for \( l \in \{m, k\} \). This condition also trivially follows for \( l \neq \{m, k\} \), since for these bidders \( \hat{x}_i^l = x_i^l \), \( \hat{x}_j^l = x_j^l \), and \( \hat{y}_{ij}^l = y_{ij}^l \) by construction.

A3: \( x_i^m \neq x_j^m \), \( x_i^k \neq x_j^k \) or \( x_i^m = x_j^m \), \( x_i^k = x_j^k \).

Without loss of generality assume that \( x_i^m = x_j^m \), \( x_i^k \neq x_j^k \). The other case follows by symmetry.

First assume that \( x_i^k < x_j^k \). In this case we choose \( \alpha = 1 \), \( b = m \), \( c = k \), and \( z_{ij}^m = 1 \), \( z_{ij}^k = -1 \), and \( z_{ij}^l = 0 \) for \( l \neq \{m, k\} \). This construction implies that (4.8) holds for bidder \( m \). On the other hand, for bidder \( k \), we have

\[
\hat{y}_{ij}^k = y_{ij}^k - \epsilon \leq x_i^k - \epsilon = x_j^k - \epsilon = \hat{x}_{ij}^k,
\]

where the last inequality follows that \( \epsilon \) is sufficiently small and \( x_i^k < x_j^k \). Thus, we obtain (iii) for \( l \in \{m, k\} \). This condition also trivially follows for \( l \neq \{m, k\} \), since for these bidders \( \hat{x}_i^l = x_i^l \), \( \hat{x}_j^l = x_j^l \), and \( \hat{y}_{ij}^l = y_{ij}^l \) by construction.

Next assume that \( x_i^k > x_j^k \). In this case, since \( \sum_i x_i^l = \sum_i x_j^l = 1 \), there exists some bidder \( r \) such that \( x_i^r < x_j^r \). We choose \( \alpha = 1 \), \( b = m \), \( c = r \), and \( z_{ij}^m = 1 \), \( z_{ij}^l = 0 \) for \( l \neq \{m, k\} \). As before, this construction implies that (4.8) holds for bidder \( m \). On
the other hand, for bidder $k$ we have

$$\hat{y}_{ij}^k = y_{ij}^k \leq \hat{x}_i^k = x_i^k \leq x_i^k - \epsilon = x_i^k,$$

where the second inequality holds for sufficiently small $\epsilon$, since $\hat{x}_i^k > \hat{x}_j^k$. By symmetry it follows that $\hat{y}_{ij}^r \leq \hat{x}_i^r, \hat{x}_j^r$ as well. Thus, we obtain (iii) for $l \in \{m, k, r\}$. This condition also trivially follows for $l \notin \{m, k, r\}$, since for these bidders $\hat{x}_i^l = x_i^l, \hat{x}_j^l = x_j^l$, and $\hat{y}_{ij}^l = y_{ij}^l$ by construction.

Case B: $(i, j) \in E^-$ In this case, we need to choose $a, b, c,$ and $\{z_{ij}\}$ so that $\hat{x}_i^l + \hat{x}_j^l - 1 \leq \hat{y}_{ij}^l$ and $0 \leq \hat{y}_{ij}^l$ for all $l$. Once again, we obtain the proof by focusing on three subcases:

B1: $x_i^m + x_j^m \neq 1, x_i^k + x_j^k \neq 1$.

In this case, we choose $\alpha = 0, z_{ij}^m = 1$ if $y_{ij}^m > 0, z_{ij}^k = -1$ if $y_{ij}^k > 0,$ and $z_{ij}^l = 0$ otherwise.

Note that this construction implies that for sufficiently small $\epsilon$, $\hat{y}_{ij}^m \geq 0$. Thus, we only need to establish the constraint $\hat{x}_i^l + \hat{x}_j^l - 1 \leq \hat{y}_{ij}^l$.

Note that if $x_i^m + x_j^m - 1 < 0$, for sufficiently small $\epsilon$, we have $\hat{x}_i^m + \hat{x}_j^m - 1 \leq \hat{y}_{ij}^m$. On the other hand, if $x_i^m + x_j^m - 1 > 0$ (recall that $x_i^m + x_j^m \neq 1$), then it follows from feasibility of $(x, y)$ that $y_{ij}^m > 0$. In this case we have

$$\hat{x}_i^m + \hat{x}_j^m - 1 = x_i^m + x_j^m - 1 + \epsilon \leq y_{ij}^m + \epsilon = y_{ij}^m.$$

Thus, for bidder $m$ we have $\hat{x}_i^m + \hat{x}_j^m - 1 \leq \hat{y}_{ij}^m$. Note that by symmetry we also have $\hat{x}_i^k + \hat{x}_j^k - 1 \leq \hat{y}_{ij}^k$, and hence condition (iii) follows for bidders $\{m, k\}$. Finally, since for $l \notin \{m, k\}$ we have $\hat{x}_i^l = x_i^l, \hat{x}_j^l = x_j^l$, and $\hat{y}_{ij}^l = y_{ij}^l$ condition (iii) trivially follows for these bidders as well.

B2: $x_i^m + x_j^m = 1, x_i^k + x_j^k = 1$.

Since $x_i^m, x_j^k \in (0, 1)$, in this case we have $x_i^m, x_j^k \in (0, 1)$. Let $\alpha = 1, b = k, c = m,$ and $z_{ij}^l = 0$ for all $l$. Observe that this construction guarantees that for all $l,$ $\hat{x}_i^l + \hat{x}_j^l = x_i^l + x_j^l$, and $\hat{y}_{ij}^l = y_{ij}^l$. Thus, the conditions of (iii) trivially hold for all $l$.

B3: $x_i^m + x_j^m = 1, x_i^k + x_j^k \neq 1, x_i^k + x_j^k = 1$.

Without loss of generality, we will assume that $x_i^m + x_j^m = 1, x_i^k + x_j^k \neq 1$. The other case follows by symmetry.

Note that $x_i^m + x_j^m = 1, x_i^k + x_j^k \neq 1$ implies that $x_i^k + x_j^k < 1$ since $\sum_l x_i^l = \sum_l x_j^l = 1$. Additionally, this suggests that for some $r \neq m$ (and possibly $r = k$), we have $x_j^r > 0$, and $x_i^r + x_j^r < 1$. 
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We let \( \alpha = 1, b = r, c = m, \) and \( z_{ij}^l = 0 \) for all \( l \). Note that this construction immediately implies \( \hat{y}_{ij}^l = y_{ij}^l \geq 0 \) for all \( l \). Thus, we only need to establish the constraint \( \hat{x}_i^l + \hat{x}_j^l - 1 \leq \hat{y}_{ij}^l \).

Observe that for \( l \neq m \), we have \( x_i^l + x_j^l < 1 \). Thus, for sufficiently small \( \epsilon \), we obtain \( \hat{x}_i^l + \hat{x}_j^l - 1 \leq 0 \leq \hat{y}_{ij}^l \). On the other hand, for player \( m \), we have \( \hat{x}_i^m + \hat{x}_j^m = x_i^m + x_j^m \) and \( \hat{y}_{ij}^m = y_{ij}^m \) by construction. Thus, the constraint follows trivially. Thus, we conclude that the conditions of (iii) hold for all \( l \).

These two cases cover all possible scenarios. Thus, we conclude that the conditions stated in the lemma can always be satisfied for appropriate choice of \( \alpha, b, c, \) and \( \{z_{ij}^l\} \). \( \square \)

**Proof of Theorem 4.3.2.** Denote the objective value at an optimal solution of LP2 by \( \text{OP}_2 \), and the value at an optimal integral solution of LP2 by \( \text{OP}_{I2} \). Similarly, denote by \( \text{OP}_1 \) and \( \text{OP}_{I1} \) the objective values of an optimal solution of LP1 and an optimal integral solution of LP1. If LP2 has an optimal solution that is integral, we know that \( \text{OP}_2 = \text{OP}_{I2} \). Also, since the optimal objective value cannot be larger after imposing the integrality condition, we have \( \text{OP}_1 \geq \text{OP}_{I1} \). We next show that \( \text{OP}_1 \leq \text{OP}_2 \) and \( \text{OP}_{I2} \leq \text{OP}_{I1} \) to establish that \( \text{OP}_1 = \text{OP}_{I1} \). Note that this immediately implies that LP1 has an optimal solution that is integral.

**OP1 \leq OP2:** Consider a feasible solution \( \{x^m(S)\} \) of LP1. We will show that it is possible to construct a feasible solution of LP2 with the same objective value.

In particular, let \( x_i^m = \sum_{S | i \in S} x^m(S) \) for all \( m \) and \( S \), and let \( y_{ij}^m = \sum_{S | i, j \in S} x^m(S) \). Since the feasible solution of LP1 satisfies \( \sum_m \sum_{S | i \in S} x^m(S) \leq 1 \), we conclude that

\[
\sum_m x_i^m = \sum_m \sum_{S | i \in S} x^m(S) \leq 1.
\]

Additionally, since \( x^m(S) \geq 0 \), we obtain

\[
y_{ij}^m = \sum_{S | i, j \in S} x^m(S) \leq \sum_{S | i \in S} x^m(S) \leq x_i^m.
\]

Thus, it follows that the constructed solution also satisfies \( y_{ij}^m \leq x_i^m, x_j^m \). Finally, for any \( ij \in E \) we have

\[
x_i^m + x_j^m - y_{ij}^m = \sum_{S | i \in S} x^m(S) + \sum_{S | j \in S} x^m(S) - \sum_{S | i, j \in S} x^m(S)
\]
\[
\leq \sum_{S | i \in S} x^m(S) + \sum_{S | j \in S, i \notin S} x^m(S)
\]
\[
\leq \sum_{S | i \in S} x^m(S) + \sum_{S | j \notin S} x^m(S) \leq 1,
\]
where the last inequality follows since $\sum_S x^m(S) \leq 1$.

Summarizing, we established that the constructed $x^m_i$, $y^m_{ij}$ is such that it satisfies: (i) $\sum_m x^m_i \leq 1$, (ii) $y^m_{ij} \leq x^m_i x^m_j$, (iii) $x^m_i + x^m_j - y^m_{ij} \leq 1$. Additionally, since $x^m(S) \geq 0$, we have $x^m_i, y^m_{ij} \geq 0$. Finally, since $\sum_m x^m_i \leq 1$ and $x^m_i \geq 0$, we have $x^m_i \leq 1$, and since $y^m_{ij} \leq x^m_i$ we have $y^m_{ij} \leq 1$. These together imply that $\{x^m_i, y^m_{ij}\}$ is a feasible solution of LP2.

We next show that the optimal objective values of LP1 and LP2 for the solutions $\{x^m(S)\}$ and $\{x^m_i, y^m_{ij}\}$ coincide. Observe that

$$
\sum_{m,S} x^m(S)v^m(S) = \sum_{m,S} x^m(S) \left( \sum_{i \in S} w^m_i + \sum_{i,j \in E} u^m_{ij} \right)
= \sum_m \left( \sum_i w^m_i \sum_{i \in S} x^m(S) + \sum_{i,j \in E} u^m_{ij} \sum_{S \ni i,j \in S} x^m(S) \right) \quad (4.9)
= \sum_m \left( \sum_i w^m_i x^m_i + \sum_{i,j \in E} u^m_{ij} y^m_{ij} \right),
$$

Hence, $\sum_{m,S} x^m(S)v^m(S)$, the objective value of LP1 corresponding to $\{x^m(S)\}$, is equal to $\sum_m \left( \sum_i v^m_i x^m_i + \sum_{i,j \in E} v^m_{ij} y^m_{ij} \right)$, the objective value of LP2 corresponding to $\{x^m_i, y^m_{ij}\}$. That is, given a feasible solution of LP1, there exists a corresponding feasible solution of LP2, with the same objective value. Since this is true for the optimal solution of LP1 as well, we conclude $OPI1 \leq OPI2$.

$OPI2 \leq OPI1$: Consider a feasible integral solution $\{x^m_i, y^m_{ij}\}$ of LP2. Let $S^m = \{i | x^m_i = 1\}$. Since $\sum_m x^m_i \leq 1$, it follows that if $x^m_i = 1$ then $x^k_i = 0$ for all $k \neq m$. Hence, $S^m \cap S^k = \emptyset$ for all $k \neq m$.

Define $\{x^m(S)\}$ such that for all $m$, $x^m(S^m) = 1$, and $x^m(S) = 0$ for $S \neq S^m$. Observe that such a solution satisfies $\sum_S x^m(S) \leq 1$, and $\sum_m \sum_{S \ni i \in S} x^m(S) = \sum_{m \ni i \in S^m} x^m(S^m) \leq 1$ (where the latter inequality follows since $S^m \cap S^k = \emptyset$). Thus, it follows that $\{x^m(S)\}$ is a feasible integral solution to LP1.

Note that feasibility of $\{x^m_i, y^m_{ij}\}$ in LP2 implies that if $x^m_i, x^m_j \in \{0,1\}$, then $y^m_{ij} \in \{0,1\}$. More precisely for $ij \in E$, if $x^m_i = x^m_j = 1$ then $y^m_{ij} = 1$ (since $x^m_i + x^m_j - 1 \leq y^m_{ij}$). Similarly, if $x^m_i = 0$ then $y^m_{ij} = 0$ (since $y^m_{ij} \leq x^m_i$). This implies that $y^m_{ij} = 1$ if and only if $x^m_i = x^m_j = 1$.

Observe that the construction of $\{x^m(S)\}$ implies that $x^m_i = \sum_{S \ni i \in S} x^m(S)$. This is because, if $x^m_i = 0$, then $x^m(S) = 0$ for all $S$ containing $i$, and if $x^m_i = 1$, there exists exactly one $S$ (denoted by $S^m$) for which $i \in S^m$ and $x^m(S^m) = 1$. Similarly, our construction implies that $y^m_{ij} = \sum_{S \ni i,j \in S} x^m(S)$. To see this, note that $x^m_i = x^m_j = 1$ if and only if $\sum_{S \ni i,j \in S} x^m(S) = 1$ (as before if $x^m_i = 0$, then $x^m(S) = 0$ for all $i \in S$, and if $x^m_i = x^m_j = 1$ then there exists exactly one $S$, denoted by $S^m$ such that $i, j \in S^m$ and $x^m(S^m) = 1$).
the other hand, it was established before that for \( ij \in E \), we have \( y_{ij}^m = 1 \) if and only if \( x_i^m \delta_{L} = x_j^m \delta_{L} = 1 \). These imply that \( y_{ij}^m = \sum_{S \in E} m(S) \).

Using \( x_i^m = \sum_{S \in E} m(S) \) and \( y_{ij}^m = \sum_{S \in E} m(S) \), the objective value corresponding to \( \{x_i^m, y_{ij}^m\} \) in LP2 (given by \( \sum_m \left( \sum_i w_i^m x_i^m + \sum_{ij \in E} w_{ij}^m y_{ij}^m \right) \)) and that corresponding to \( \{x^m(S)\} \) in LP1 (given by \( \sum_{m,S} m(S) v^m(S) \)) can be related as follows:

\[
\sum_m \left( \sum_i w_i^m x_i^m + \sum_{ij \in E} w_{ij}^m y_{ij}^m \right) = \sum_m \left( \sum_i w_i^m \sum_{S \in E} m(S) + \sum_{ij \in E} w_{ij}^m \sum_{S \in S} m(S) \right) = \sum_m \left( \sum_{S \in E} m(S) \sum_i w_i^m + \sum_{S \in E} m(S) \sum_{ij \in E} w_{ij}^m \right) = \sum_{m,S} m(S) v^m(S). \tag{4.10}
\]

Thus, we conclude that given a feasible integral solution of LP2, there exists a corresponding feasible integral solution of LP1, with the same objective value. Since this is true for the optimal integral solution of LP2 as well, we conclude \( OPI_2 \leq OPI_1 \).

Summarizing, we have \( OPI_1 \leq OPI_2 \), and \( OPI_2 \leq OPI_1 \). Additionally, optimal value is weakly higher without the integrality requirement (i.e., \( OPI_2 \leq OPI_1 \leq OPI_1 \) and if LP2 has an optimal integral solution, then \( OPI_2 = OPI_2 \), These imply that

\[
OPI_1 \leq OPI_2 = OPI_1 \leq OPI_1 \leq OPI_1 \leq OPI_1,
\]

and hence \( OPI_1 = OPI_1 \). That is, when LP2 has an optimal solution that is integral, then so does LP1. \( \Box \)
Chapter 5

General Graphical Valuations

5.1 Introduction and Organization

In the previous chapter, we established the existence of a Walrasian equilibrium, when the underlying value graph is a tree, and the weights bidders associate with the edges of this graph are sign-consistent. We also provided a linear programming formulation that can be used to identify the efficient allocation for such value graphs. Moreover, we established that when we relax the tree graph assumption, or the sign consistency assumption a Walrasian equilibrium need not exist, and the linear programming formulation may have nonintegral solutions. This suggests that if these assumptions do not hold, it may not be possible to design an efficient iterative auction format that relies on anonymous item pricing, and terminates when a “market clearing” condition holds (or a Walrasian equilibrium is reached).

This observation motivates considering more general pricing rules, and iterative auction formats that rely on these pricing rules and terminate when a generalization of the market clearance condition holds. In this chapter, we focus on progressively more general pricing rules, and discuss generalizations of the Walrasian equilibrium (hereafter referred to as pricing equilibria) concept, to settings where such pricing rules are employed. Additionally, we provide linear programming formulations of the efficient allocation problem that have integral optimal solutions, if and only if pricing equilibria with a given pricing rule exist. The LP formulations we obtain in this chapter are stronger than LP1 of Chapter 4. Consequently, one of the LP formulations we provide, has integral optimal solutions (and hence can be used to identify the efficient allocation) for all graphical valuations. This allows for developing efficient iterative auction formats that rely on simple pricing rules, as we discuss in detail in Chapter 6.

More precisely, in this chapter we focus on three new pricing rules that generalize anonymous item pricing of Chapter 4. Recall the definition of anonymous item pricing:

- **Anonymous item pricing** \( \{p_i\}_{i \in N} \): the auctioneer offers a price \( p_i \) for every item \( i \in N \), which is the same for all bidders.
In this chapter, we focus on the following generalizations of this pricing rule:

- **Anonymous graphical pricing** \( \{p_i, p_{ij}\}_{i \in \mathcal{N}, (i,j) \in E} \): the auctioneer offers a price \( p_i \) for every item \( i \in \mathcal{N} \), and a discount/markup term \( (p_{ij}) \) for every pair of items \( i, j \) that are connected by an edge, i.e., \( (i, j) \in E \). These prices are the same for all bidders.

- **Bidder-specific item pricing** \( \{p_i^m\}_{m \in \mathcal{M}, i \in \mathcal{N}} \): the auctioneer offers a price \( p_i^m \) for every item \( i \in \mathcal{N} \), and bidder \( m \).

- **Bidder-specific graphical pricing** \( \{p_i^m, p_{ij}^m\}_{m \in \mathcal{M}, i \in \mathcal{N}, (i,j) \in E} \): the auctioneer offers a price \( p_i^m \) for every item \( i \in \mathcal{N} \) and bidder \( m \), and a discount/markup term \( (p_{ij}^m) \) for every pair of items \( i, j \) that are connected by an edge, and bidder \( m \).

Given these pricing rules, we use \( p^m(S^m) \) as a short hand notation for the total price bidder \( m \) needs to pay for acquiring bundle \( S^m \) of items. For instance for anonymous graphical pricing, this quantity can more explicitly be stated as
\[
p^m(S^m) = \sum_{i \in S^m} p_i + \sum_{ij \in S^m | (i,j) \in E} p_{ij},
\]
and for other pricing rules it can be defined similarly. We refer to \( \{p^m(\cdot)\} \) as the total price function.

We focus on the following generalization of the Walrasian equilibrium (see Definition 4.2.4) concept to these pricing rules.\(^1\)

**Definition 5.1.1 (Pricing equilibrium).** Let \( \{p^m(\cdot)\} \) denote the total price function associated with a pricing rule, and \( S^m \) denote the set of items assigned to player \( m \). The tuple \( \{(p^m(\cdot))_m, \{S^m\}_m\} \) is a pricing equilibrium with the given pricing rule if:

- \( p^m(\{i\}) \geq 0 \) for every item \( i \in \mathcal{N} \), and bidder \( m \in \mathcal{M} \),

- \( S^1, \ldots, S^M \) is a feasible allocation, i.e., \( S^k \cap S^m = \emptyset \),

- \( v^m(S^m) - p^m(S^m) \geq v^m(S) - p^m(S) \) for every \( S \subset \mathcal{N} \),

- \( \sum_m p^m(S^m) \geq \sum_m p^m(Z^m) \) for every feasible allocation \( \{Z^m\} \).

Observe that for a given pricing rule, the set of items a bidder demands can be stated as \( D^m = \arg \max_S v^m(S) - p^m(S) \). This suggests that at a pricing equilibrium the auctioneer can assign every bidder a set of items she demands (hence a market clearance condition holds).

We begin this chapter by studying the pricing equilibrium associated with the anonymous graphical pricing rule in Section 5.2. We provide an LP formulation of the efficient allocation problem, which has an optimal solution that is integral, if and only if a pricing equilibrium with this pricing rule exists. This LP formulation is similar to LP1, and can be used to find the efficient allocation when it has optimal solutions that are integral. On the

---

\(^1\)See (Bikhchandani and Ostroy, 2002) for definition and properties of more general pricing equilibria that potentially rely on offering a different price for every bundle of items.
other hand, it is stronger, in the sense that it has constraints associated not only with the nodes of the underlying value graph, but also with its edges. We show that when the underlying value graph has a 5-clique (as a minor), an optimal solution of this LP formulation may give the efficient outcome, while optimal solutions of LP1 fail to do so. Conversely, we establish that if the underlying graph does not have a 4-clique (as a minor), an optimal solution of this LP formulation gives the efficient outcome if and only if an optimal solution of the LP formulation associated with anonymous item pricing does so. These results suggest that this LP formulation cannot be used to identify the efficient outcome, even for simple examples provided in Section 4.4, and a pricing equilibrium with this pricing rule may not exist. Thus, it is necessary to focus on more general pricing rules and pricing equilibria, for the design of iterative auctions that guarantee efficiency for general graphical valuations.

This motivates us to consider the bidder-specific generalizations of the anonymous item/graphical pricing rules. In Section 5.3, we focus on the pricing equilibrium associated with the bidder-specific item pricing rule, and provide an LP formulation that has integral optimal solutions when pricing equilibrium with this pricing rule exists. We establish that this LP formulation can find the efficient outcome if and only if LP1 can. That is, considering this LP (and the associated more complex pricing rule) does not allow us to identify the efficient outcome for a larger class of graphical valuations. In contrast, in Section 5.4, we establish that a pricing equilibrium associated with the bidder-specific graphical pricing rule always exists. We also provide an LP formulation associated with this pricing rule, and show that this formulation has integral optimal solutions (and identifies the efficient outcome) for all graphical valuations.

Importantly, in Section 5.5, we establish that the structure of the LP formulation introduced in Section 5.4 can be systematically generalized to provide LP formulations that obtain the efficient outcome for a generalization of graphical valuations, namely additively decomposable valuations. Additively decomposable valuations allow for complementarity/substitutability not only between pairs but also among larger subsets of items as well. The LP formulation (and the associated pricing rule) we provide in this section becomes progressively stronger as the underlying additively decomposable valuation functions become more general.

The results of this chapter provide a way of systematically obtaining LP formulations that can find the efficient allocation for all graphical valuations (and additively decomposable valuations). Additionally, these results suggest that efficient iterative auction formats that rely on bidder-specific graphical pricing, and terminate at a pricing equilibrium can be used to implement the efficient outcome for general graphical valuations. We provide such an iterative auction format in Chapter 6.

We close this chapter with a summary of its main contributions in Section 5.6. Some of the proofs are delegated to Section 5.7, in order to simplify the exposition.
5.2 Anonymous Graphical Pricing

In this section, we focus on pricing equilibria with the anonymous graphical pricing rule, and characterize its properties. We start this section by providing an LP formulation of the efficient allocation problem, whose dual suggests this pricing rule. We state our formulation by making use of the notion of complete feasible allocation introduced in Definition 4.2.3. Recall that the set of complete feasible allocations is denoted by $\chi$. Using this notation, the LP formulation that we focus on in this section is stated below:

$$\begin{align*}
\max & \sum_m \sum_S x^m(S)v^m(S) \\
\text{s.t.} & \sum_S x^m(S) \leq 1 \quad \forall m \\
\text{LP3:} & \sum_m \sum_{ji \in S} x^m(S) \leq \sum_m \sum_{\mu \in \chi \mid i \in \mu^m} \delta_\mu \quad \forall i \\
& \sum_m \sum_{ji \in S} x^m(S) = \sum_m \sum_{\mu \in \chi \mid ij \in \mu^m} \delta_\mu \quad \forall ij \in E \\
& \sum_{\mu \in \chi} \delta_\mu = 1 \\
& \delta_\mu \geq 0, x^m(S) \geq 0.
\end{align*}$$

In this LP formulation, similarly to LP1 of Chapter 4, the variable $x^m(S)$ captures an assignment of bundle $S$ to bidder $m$. On the other hand, unlike LP1, in LP3 we have a variable $\delta_\mu$ for every complete allocation $\mu \in \chi$. The variable $\delta_\mu$ captures the allocation that is preferred by the auctioneer, i.e., $\delta_\mu = 1$ if the auctioneer would like to assign bundle $\mu^m$ to bidder $m$, for every $m \in M$.

Intuitively, the first constraint in LP3 suggests that each bidder $m$ receives at most one bundle $S$. The second constraint suggests that an item $i$ is assigned to some bidder if it belongs to a complete allocation that is preferred by the auctioneer. Observe that by definition, for any complete allocation $\mu$, every item $i$ is such that $i \in \mu^m$ for some bidder $m$. Since $\sum_{\mu \in \chi} \delta_\mu = 1$, this implies that $\sum_m \sum_{\mu \in \chi \mid i \in \mu^m} \delta_\mu = 1$. That is, the second constraint is equivalent to $\sum_m \sum_{ji \in S} x^m(S) \leq 1$, which is also present in LP1. The third constraint implies that if the auctioneer prefers to assign a pair of items $(ij)$ together, then the assignment of items ($\{x^m(S)\}$) should be consistent with this preference.

Observe that the objective of this LP formulation is exactly the same as in LP1, i.e., maximizing efficiency. LP3 is closely related to LP1 but it is stronger, in the sense that the projection of the set of feasible solutions of LP3 to the space of variables $\{x^m(S)\}$ is a subset of the feasible set of LP1. On the other hand, any complete feasible allocation still corresponds to a feasible solution of LP3, as we formalize in the next Lemma.

**Lemma 5.2.1.** (i) Let ($\{x^m(S)\}_{m,S}, \{\delta_\mu\}_\mu$) be a feasible solution of LP3, then $\{x^m(S)\}$ is a feasible solution of LP1.
(ii) Let $\hat{\mu}$ be a complete feasible allocation, then $x^m(S) = 0$ if $S \neq \hat{\mu}^m$, $x^m(\hat{\mu}^m) = 1$ and $
abla_{\hat{\mu}} = 0$ if $\mu \neq \hat{\mu}$, $\nabla_{\hat{\mu}} = 1$ is a feasible solution of LP3.

**Proof.** The feasibility of $(\{x^m(S)\}_{m,S}, \{\nabla_{\mu}\}_{\mu \in \chi})$ in LP3 implies that $\sum_m \sum_{\mu \in \chi} |i\in \mu| \nabla_{\mu} \leq 1$. Consequently, it follows that $\sum_S x^m(S) \leq 1$ for all $m$, and $\sum_m \sum_{S \in S} x^m(S) \leq 1$ for all $i$. Together with nonnegativity constraints, this implies that $\{x^m(S)\}_{m,S}$ is feasible in LP1, and the first part of the lemma follows. The second part can be immediately verified from LP3.

Note that under Assumption 4.2.1, there exists an efficient allocation that is also complete. Together with the above lemma, this observation suggests that if LP3 has an optimal solution that is integral, then in this solution $\nabla_{\hat{\mu}} = 1$ for some $\hat{\mu}$, and the corresponding allocation $\hat{\mu}$ is efficient. These imply that for classes of valuation functions for which LP3 has optimal solutions that are integral, this LP formulation can be used to identify the efficient outcome. Moreover, the first part of the lemma implies that the optimal objective value of LP3 is weakly lower than that of LP1. Hence, there may be classes of valuation functions, where LP3 can be used to identify the efficient allocation, while LP1 cannot.

We next provide the dual of LP3:

$$\begin{align*}
\min \pi^s + \sum_m \pi^m \\
\text{s.t. } \pi^m &\geq v^m(S) - \sum_{i \in S} p_i - \sum_{i,j \in S | ij \in E} p_{ij} \quad \forall S, m \\
D3: &\pi^s \geq \sum_m \left( \sum_{i \in \mu^m} p_i + \sum_{i \in \mu^m} p_{ij} \right) \quad \forall \mu \in \chi \\
p_i, \pi^m &\geq 0.
\end{align*}$$

Observe that in the dual problem we have a price variable for each node (item) $i$, and edge (pair of items) $ij \in E$. The quantity $\sum_{i \in S} p_i + \sum_{i,j \in S | ij \in E} p_{ij}$ can be interpreted as the price a bidder needs to pay for acquiring a bundle $S$ of items at the given node and edge prices. Intuitively, this corresponds to offering prices for each item, and complementing these prices with additional discounts/markups for pairs of items. The variable $\pi^m$ is an upper bound on the surplus $(v^m(S) - \sum_{i \in S} p_i - \sum_{i,j \in S | ij \in E} p_{ij})$ a bidder can raise by acquiring the bundle $S$ of items at the given prices. Thus, in a similar fashion to D1, it can be interpreted as the surplus of bidder $m$. The variable $\pi^s$, on the other hand, is an upper bound on the quantity $\sum_m \left( \sum_{i \in \mu^m} p_i + \sum_{i \in \mu^m} p_{ij} \right)$ for all complete allocations $\mu$. The latter quantity is the revenue the auctioneer can raise by assigning items according to allocation $\mu$ at the given prices. At optimality $\pi^s$ is equal to the maximum revenue the auctioneer can raise at those prices. This implies that this variable can be interpreted as the revenue of the auctioneer.
By Assumption 4.2.1, it follows that LP3 has an optimal solution that is integral if and only if it has such a solution that also corresponds to a complete feasible allocation. Note that LP3 has such an optimal solution if and only if there exists some allocation \( \{S^m\} \) such that (i) \( x^m(S^m) = 1 \) and \( x^m(S) = 0 \) for \( S \neq S^m \), (ii) \( \delta_\mu = 1 \) for \( \mu = \{S^m\} \) and \( \delta_\mu = 0 \) for \( \mu \neq \{S^m\} \). However by complementary slackness this is equivalent to the existence of a dual feasible solution such that \( \pi^m = v^m(S^m) - p^m(S^m) \) for all \( m \), and \( \pi^* = \sum_m \sum_{i \in S^m} p^m(S^m) \). On the other hand, this immediately implies that LP3 has an integral optimal solution if and only if a pricing equilibrium with anonymous graphical pricing rule exists. This suggests that by using iterative algorithms for the solutions of LP3 and D3, it is possible to develop new iterative auctions that rely on anonymous graphical pricing rule, and terminate when a pricing equilibrium with this pricing rule is identified.

We next characterize the class of valuation functions for which LP3 has optimal solutions that are integral, while LP1 does not. Before we state our result we introduce some necessary definitions.

**Definition 5.2.1 (Forest).** An undirected graph is a forest if its connected components are trees.

**Definition 5.2.2 (Series-Parallel Graph (Chopra (1994))).** A graph is a series-parallel graph if it can be obtained from a forest by repeatedly adding an edge in parallel to an existing one or by replacing an edge by a path.

Observe that this definition allows the graph to have multiple edges between two nodes. Such graphs are sometimes referred to as multigraphs. Graphs that are not multigraphs are referred to as simple graphs. In this thesis we restrict attention only to simple graphs (even when we focus on series-parallel graphs).

**Definition 5.2.3 (Minor).** An undirected graph \( G_m \) is called a minor of the graph \( G \) if \( G_m \) can be obtained from \( G \) by deletion of edges, vertices, and contraction of edges.

**Definition 5.2.4 (Complete Graph).** A graph is a complete graph if there is an edge between any two pair of vertices. A complete graph with \( n \) nodes is denoted by \( K_n \).

In our exposition \( K_4 \) and \( K_5 \) play a key role. It is known that these graphs are closely related to series-parallel graphs. In particular, series-parallel graphs are equivalent to graphs that do not contain \( K_4 \) as a minor (Chopra, 1994; Diestel, 2005; Duffin, 1965).

We start our analysis of LP3 by providing an example where LP3 has optimal solutions that are integral, but LP1 does not. That is, for this example the efficient allocation can be found by using the stronger formulation in LP3, but not the one in LP1.

**Example 5.2.1.** Let the underlying value graph be \( K_5 \), and assume that there are 3 bidders. We assume that all players have the same set of weights, and these weights are as given in Figure 5-1.
In this example, the efficient allocation is obtained by assigning item A to the first bidder, items B and E to the second one, and items C and D to the third one. The total welfare corresponding to this allocation is 525. On the other hand, LP1 has a feasible solution with higher objective value. Namely: $x^1({\{A, B}\}) = x^1({\{A}\}) = 1/2$, $x^2({\{B, E, C}\}) = x^2(\emptyset) = 1/2$, $x^3({\{E, D}\}) = x^3({\{D, C]\}) = 1/2$ and the remaining $x^m(S)$ variables are equal to zero. It can be checked that the objective value of LP1 associated with this solution is 527. Thus, LP1 does not have an integral optimal solution for this example.

On the other hand, a feasible solution to D3 is obtained by setting $p_i = w_i^m$, and $p_{ij} = w_{ij}^m$ for all nodes $i$ and edges $ij$, $\pi^m = 0$ for all $m$. It can be immediately checked from D3 that by setting $\pi^*$ equal to the maximum welfare that can be associated with this example (525), the feasibility of the constructed dual solution follows. Hence, we have a dual feasible solution with objective value 525. This suggests that the maximum objective value of LP3 is bounded by the value of the dual feasible solution, 525. On the other hand, Lemma 5.2.1 suggests that the efficient allocation corresponds to a feasible solution of LP3 with this objective value. Thus, it follows that LP3 has an optimal solution that is integral.

Note that in this example we chose the node weights large, in order to assure that monotonicity of valuation functions (Assumption 4.2.1) holds. However, it is possible to choose smaller node weights to construct examples where the gap between the optimal objective values of LP1 and LP3 is larger.

This example shows that by employing LP3 it may be possible to find the efficient outcome in cases where using LP1 does not suffice. Our next result provides general conditions, under which this might be the case.

**Theorem 5.2.1.** (i) Assume that there are at least three bidders. For value graphs that are series-parallel (or that exclude a $K_4$ as a minor) LP3 has an optimal solution that is integral if and only if LP1 does.
(ii) For value graphs that have a $K_5$ minor, for some choice of weights, LP3 has an optimal solution that is integral, whereas LP1 does not.

The proof of this theorem is provided in Section 5.7. Since integral feasible solutions of LP1 and LP3 correspond to feasible allocations, this result implies that, for graphs that include $K_5$ as a minor, using LP3 may allow for finding the efficient outcome, even when using LP1 does not. On the other hand, it also suggests that for graphs that have a simple structure, such as series-parallel graphs (or graphs that do not include $K_4$ as a minor), using the more complex LP formulation (LP3) is not valuable, in the sense that this does not allow us to find the efficient outcome for a larger class of graphical valuation functions. Importantly, this implies that LP3 is not sufficient to find the efficient outcome, even for the simple examples provided in Section 4.4, as the value graphs in these examples do not have $K_4$ as a minor, and in these examples LP1 cannot find the efficient outcome. Since a pricing equilibrium with anonymous graphical pricing exists only when LP3 has optimal solutions that are integral, it follows that for the aforementioned examples a pricing equilibrium with this pricing rule cannot exist. Thus, in order to be able to develop efficient iterative auctions that terminate when a pricing equilibrium is reached, we need to consider more general pricing rules. We explore such pricing rules in the subsequent sections.

### 5.3 Bidder-Specific Item Pricing

In this section, we focus on the bidder-specific item pricing rule, and provide an LP formulation of the efficient allocation problem that has integral optimal solutions if and only if a pricing equilibrium with this pricing rule exists. The main result of this section suggests that the LP formulation associated with bidder-specific item prices can find the efficient outcome if and only if the formulation associated with anonymous item prices can. This suggests that a more general pricing rule may be necessary for the existence of a pricing equilibrium, and LP formulations that identify the efficient allocation for general graphical valuations.

The LP formulation that we focus on in this section (LP4), and its dual (D4) are presented below:

\[
\begin{align*}
\text{max} & \quad \sum_m \sum_S x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_S x^m(S) \leq 1 \quad \forall m \\
\text{LP4 :} & \quad \sum_{S|\mu \in S} x^m(S) \leq \sum_{\mu \in \chi} \sum_{i \in \mu} \delta_{\mu} \quad \forall i, m \\
& \quad \sum_{\mu \in \chi} \delta_{\mu} = 1 \\
& \quad \delta_{\mu} \geq 0, x^m(S) \geq 0.
\end{align*}
\]
\[ \min \pi^s + \sum_m \pi^m \]

s.t. \( \pi^m \geq v^m(S) - \sum_{i \in S} p^m_i \quad \forall S, m \)

\( D4: \)

\[ \pi^s \geq \sum_m \left( \sum_{i \in \mu^m} p^m_i \right) \quad \forall \mu \in \chi \]

\[ p^m_i, \pi^m \geq 0. \]

Observe that LP4 is similar to LP3 in that it relies on \( \{\delta_m\} \) variables that capture the allocation preferred by the auctioneer. On the other hand, it imposes the second constraint for all players \( m \) separately (as opposed to imposing a single constraint after summation over all \( m \), as LP3 does). Additionally, it does not impose constraints for the edges of the underlying graph. Consequently, D4 has bidder-specific price \( (p^m_i) \), and bidder surplus \( (\pi^m) \) variables, and a seller revenue variable \( \pi^s \). However, it does not associate any dual variables with the edges of the underlying value graph.

By Assumption 4.2.1, it follows that if LP4 has an optimal solution that is integral, it also has such a solution that corresponds to a complete allocation. It can be seen that LP4 has such a solution if and only if there exists some allocation \( \{S^m\} \) such that (i) \( x^m(S^m) = 1 \) and \( x^m(S) = 0 \) for \( S \neq S^m \), (ii) \( \delta_m = 1 \) for \( \mu = \{S^m\} \) and \( \delta_m = 0 \) for \( \mu \neq \{S^m\} \). However by complementary slackness this is equivalent to existence of a dual feasible solution to D4 such that \( \pi^m = v^m(S^m) - p^m(S^m) \), and \( \pi^s = \sum_m \sum_{i \in S^m} p^m(S^m) \). On the other hand, this immediately implies that LP4 has an optimal solution that is integral if and only if a pricing equilibrium with bidder-specific item pricing rule exists.

We next establish that LP4 is also closely related to LP1. In particular, we show that LP4 has optimal solutions that are integral if and only if LP1 does.

**Theorem 5.3.1.** LP4 has optimal solutions that are integral if and only if LP1 does.

**Proof.** Consider any feasible solution \( \{x^m(S), \delta_m\} \) of LP4. Observe that

\[ \sum_m \sum_{S \ni i \in S} x^m(S) \leq \sum_m \sum_{\mu \in \chi \ni i \in \mu^m} \delta_m \leq \sum_{\mu \in \chi} \delta_m \leq 1. \]

Thus, it follows that \( \{x^m(S)\} \) is feasible in LP1. Moreover, since LP1 and LP4 have the same objective function, this implies that the optimal objective value of LP4 (denoted by OPT4) is weakly lower than that of LP1 (denoted by OPT1),

\[ OPT4 \leq OPT1. \quad (5.1) \]

Consider the dual optimal solution \( \{\pi^m, \pi^s, p^m_i\} \) of D4. Observe that if \( p^m_i \geq p^k_i \), then for any \( \mu \in \chi \) such that \( i \notin \mu^k \), we have \( \sum_{i \in \mu^k} p^m_i \leq \sum_{i \in \mu^k} p^k_i \), where \( \mu \in \chi \) is such that \( \mu^k = \mu^k - \{i\} \), \( \mu^m = \mu^m \cup \{i\} \), and \( \mu^l = \mu^l \) for \( l \neq k, m \). This observation suggests that the
constraint involving $\pi^s$ is active for $\mu$ such that for all items $i \in \mu^m$ and bidders $k$ we have $p_i^m \geq p_k^k$. Thus, we obtain $\pi^s = \sum_i \max_k p_i^k$. We construct another dual feasible solution $(\hat{\pi}^m, \hat{\pi}^s, \hat{p}_i^m)$ by setting $\hat{p}_i^m = \max_k p_i^k$, $\hat{\pi}^s = \pi^s$, and $\pi^m = \pi^m$. The solution satisfies the first constraint of D4, since in our construction, we weakly increase $p_i^k$, while keeping $\pi^m$ intact. The feasibility of the second constraint follows since, by dual optimality of the original solution we have $\pi^s = \sum_i \max_k p_i^k$. Observe that since $\pi^s = \pi^s$, and $\pi^m = \pi^m$ the new solution has the same objective value as the original one, and hence is also optimal in D4. In addition, the solution $\hat{\pi}^m = \pi^m$, $\hat{p}_i = \hat{p}_i^m$ is a feasible solution of D1 with the same objective value. Thus, given an optimal solution of D4, we can construct a feasible solution of D1 with the same objective value. This suggests that the optimal objective value of LP1 is weakly lower than that of LP4.

$$OPT1 \leq OPT4.$$ (5.2)

It follows from (5.1) and (5.2) that LP1 and LP4 have the same optimal objective value. Assume that one of them has an integral solution that is optimal. Note that there exists an allocation associated with this solution (obtained in particular by assigning bundle $S$ to bidder $m$ if and only if $x_m^m(S) = 1$), and the optimal objective value of this problem is equal to the welfare associated with this allocation. Moreover, Assumption 4.2.1 implies that there also exists a complete feasible allocation $\{S^m\}$ that leads to the same welfare. The solution $x_m^m(S) = 1$ for $S = S^m$ and $x_m^m(S) = 0$ otherwise is a feasible solution of LP1 that achieves the optimal welfare. Similarly, complementing this solution with $\delta_\mu = 0$ if $\mu \neq \{S^m\}$ and $\delta_\mu = 1$ otherwise we obtain a feasible solution of LP4 achieving the same welfare. Thus, we conclude that if one problem has an optimal solution that is integral, then we can construct a feasible solution to the other that achieves the same objective value. By (5.1) and (5.2) we conclude that this is an optimal solution of the latter problem, and the claim follows.

$\square$

Note that nonintegral solutions of LP4 do not correspond to feasible allocations of items. Thus, our result implies that LP4 cannot be used to find the efficient allocation in cases where LP1 fails to do so. Additionally, a pricing equilibrium with this pricing rule exists, only when a Walrasian equilibrium exists (and hence LP1 has optimal solutions that are integral). Therefore, in order to be able to find the efficient outcome for general classes of graphical valuations, we need more general pricing rules, and LP formulations. We provide one such formulation in the next section.
5.4 Bidder-Specific Graphical Pricing

In this section, we focus on bidder-specific graphical pricing, and provide an LP formulation that has integral optimal solutions if and only if a pricing equilibrium with this pricing rule exists. This LP formulation is stronger than all of the LP formulations we discussed so far in this chapter. We establish that for all graphical valuations, this LP formulation has an optimal solution that is integral, and hence can be used to identify the efficient outcome. Our result also implies that for graphical valuations a pricing equilibrium with this pricing rule always exists.

We start this section by providing the LP formulation \((LP5)\) that we focus on in the rest of this section, and its dual \((D5)\).

\[
\begin{align*}
\text{max} & \quad \sum_{m} \sum_{S} x_{m}(S)v_{m}(S) \\
\text{s.t.} & \quad \sum_{S} x_{m}(S) \leq 1 \quad \forall m \\
& \quad \sum_{S|i \in S} x_{m}(S) \leq \sum_{\mu \in \chi \mid i \in \mu^{m}} \delta_{\mu} \quad \forall i, m \\
& \quad \sum_{S|ij \in S} x_{m}(S) = \sum_{\mu \in \chi \mid ij \in \mu^{m}} \delta_{\mu} \quad \forall ij \in E, m \\
& \quad \sum_{\mu \in \chi} \delta_{\mu} = 1 \\
& \quad \delta_{\mu} \geq 0, x_{m}(S) \geq 0.
\end{align*}
\]

\[
\begin{align*}
\text{min} & \quad \pi^{s} + \sum_{m} \pi^{m} \\
\text{s.t.} & \quad \pi^{m} \geq v^{m}(S) - \sum_{i \in S} p_{i}^{m} - \sum_{i,j \in S|ij \in E} p_{ij}^{m} \quad \forall S, m \\
& \quad \pi^{s} \geq \sum_{m} \left( \sum_{i \in \mu^{m}} p_{i}^{m} + \sum_{i,j \in \mu^{m}} p_{ij}^{m} \right) \quad \forall \mu \in \chi \\
& \quad p_{i}^{m}, p_{ij}^{m} \geq 0.
\end{align*}
\]

Observe that the main difference between \(LP5\) and \(LP3\), is that the node and edge constraints (the second and third constraints) are imposed for every bidder \(m\) separately in \(LP5\), whereas they are aggregated over different bidders in \(LP3\). This implies that every feasible solution of \(LP5\) is a feasible solution of \(LP3\), i.e., \(LP5\) is a stronger formulation. The presence of different node/edge constraint for each bidder, on the other hand, leads to bidder-specific price variables \(p_{i}^{m}\) and \(p_{ij}^{m}\) in the dual problem.

Similar to \(LP3\), \(LP5\) is closely related to the existence of a pricing equilibrium. As before, if \(LP5\) has an optimal solution that is integral, then (by Assumption 4.2.1) it has an optimal solution that corresponds to a complete allocation. That is, there exists some allocation
corresponding to an optimal solution such that (i) $x^m(S^m) = 1$ and $x^m(S) = 0$ for $S \neq S^m$, (ii) $\delta_\mu = 1$ for $\mu = \{S^m\}$ and $\delta_\mu = 0$ for $\mu \neq \{S^m\}$. Moreover, due to complementary slackness, in this setting a dual feasible solution such that $\pi^m = v^m(S^m) - p^m(S^m)$, and $\pi^* = \sum_m \sum_{i \in S^m} p^m(S^m)$ always exists. Note that this is equivalent to existence of a pricing equilibrium. Hence, we conclude that the existence of a pricing equilibrium with bidder-specific graphical pricing is equivalent to the presence of integral optimal solutions in LP5.

We next establish that provided that the valuations are graphical, this stronger formulation has optimal solutions that are integral.

**Theorem 5.4.1.** Assume that bidders have graphical valuations. Then, LP5 has an optimal solution that is integral.

**Proof.** Assume that a complete feasible allocation $\hat{\mu}$ is given. Consider the corresponding feasible integral solution of LP5 that is obtained by choosing $\delta_\hat{\mu} = 1$, and $x^m(\hat{\mu}^m) = 1$ for all $m$, and setting $\delta_\mu = x^m(S) = 0$ for $\mu \neq \hat{\mu}, S \neq \hat{\mu}^m$. Observe that the objective value of LP5 at this solution is equal to the welfare associated with feasible allocation $\hat{\mu}$. Since this observation holds for any complete feasible allocation, it follows that the optimal objective value of LP5 is at least the maximum welfare obtained by an allocation. Denote the maximum welfare by $W^*$. Consider the following dual solution: $p_i^m = w_i^m, p_{ij}^m = w_{ij}^m, \pi^m = 0$, and $\pi^* = W^*$. By construction this solution suggests $v^m(S) - \sum_{i \in S} p_i^m - \sum_{i,j \in S, i,j \in E} p_{ij}^m = 0$, thus the first constraint of D5 is immediately satisfied. Additionally, the construction also implies that $W^* \geq \sum_m \left( \sum_{i \in \mu^m} p_i^m + \sum_{i \in \mu^m} p_{ij}^m \right)$ for all complete feasible allocations $\mu$. Thus, we conclude that $\pi^* = W^*$ satisfies the second constraint, and feasibility of the suggested solution follows.

Observe that the objective value associated with the feasible dual solution we constructed is $W^*$. However, as we established earlier, the optimal objective value of LP5 is at least $W^*$. Thus, it follows that the dual feasible solution we constructed is optimal, and the feasible integral solution of LP5 that corresponds to the welfare maximizing allocation is optimal in the primal problem. $\square$

Note that any complete feasible allocation $\hat{\mu}$ corresponds to a feasible integral solution of LP5 (where $x^m(\hat{\mu}^m) = 1$ for all $m, \delta_\hat{\mu} = 1$, and $x^m(S) = \delta_\mu = 0$ for remaining variables). Thus, Theorem 5.4.1 implies that the efficient allocation can always be found by solving LP5. Moreover, for graphical valuations a pricing equilibrium with bidder-specific graphical pricing always exists. Interestingly, this result relies on having a dual problem which suggests a pricing rule that has the same structure as the graphical valuations themselves, i.e., a pricing rule that involves a bidder-specific price variable for each node/edge of the underlying value graph. As we discuss in Section 5.5, this observation is more general, and often it is the case that the efficient outcome can be found by solving a linear program, whose dual suggests the same pricing "structure" as the valuation functions.
5.5 Additively Decomposable Valuations

In this section, we extend the results of Section 5.4 to additively decomposable valuations, which is a class of valuation functions that generalize graphical valuations. The valuations in this class allow for complementarity/substitutability not only for pairs, but also for larger sets of items. Moreover, they exhibit an additive structure over subsets of items. We establish that in order to find the efficient outcome for additively decomposable valuation functions, it is sufficient to solve an LP formulation whose dual suggests a pricing rule with the same additively decomposable structure. Our result allows for systematically formulating the efficient allocation problem as a linear program that has a simple structure, whenever the underlying valuation functions exhibit a simple structure.

We start our analysis by formally defining additively decomposable valuations. Consider a collection of subsets of items \( \mathcal{B} \), i.e., \( B \in \mathcal{B} \) is such that \( B \subseteq \mathcal{N} \). Assume that the valuations of bidders can be additively decomposed over these subsets as follows:

\[
v^m(S) = \sum_{B \in \mathcal{B}} w^m_B(S \cap B),
\]

where \( w^m_B : 2^B \to \mathbb{R} \), captures the component of the valuation of bidder \( m \) associated with subset \( B \). We refer to such valuations as *additively decomposable valuations* with collection \( \mathcal{B} \).

We note that any valuation function can be represented using additively decomposable valuations, by considering a collection \( \mathcal{B} \) such that \( \mathcal{N} \in \mathcal{B} \). On the other hand, if \( \mathcal{B} \) consists of few sets of small cardinality, then the valuation functions can be compactly represented by specifying their components \( \{w^m_B\} \). For instance, graphical valuations are a special class of additively decomposable valuations, where

- \( \mathcal{B} \) consists of singletons, and pairs of items that correspond to the edges of the underlying value graph,
- \( w^m_i(S) = 0 \) if \( S \neq \{i\} \), and it equals to the weight associated with node \( i \) otherwise,
- \( w^m_{ij}(S) = 0 \) if \( S \neq \{i, j\} \), and it equals to the edge weight for edge \( (i, j) \) otherwise.

Observe that in graphical valuations node weights are nonnegative, whereas edge weights can be negative or positive. In order to capture a similar structure in additively decomposable valuations, we let \( \mathcal{B} = \mathcal{B}_+ \cup \mathcal{B}_0 \cup \mathcal{B}_- \), where \( \mathcal{B}_+, \mathcal{B}_0, \mathcal{B}_- \) are mutually exclusive sets such that \( w^m_B(\cdot) \geq 0 \) for \( B \in \mathcal{B}_+ \), \( w^m_B(\cdot) \leq 0 \) for \( B \in \mathcal{B}_- \) and \( w^m_B(\cdot) \) can be positive or negative for \( B \in \mathcal{B}_0 \).

We next provide a generalization of LP5 (denoted by LP5G) that allows for finding the
efficient allocation for additively decomposable valuations, as we establish subsequently.

\[
\begin{align*}
\text{max} & \quad \sum_m \sum_S x^m(S) v^m(S) \\
\text{s.t.} & \quad \sum_S x^m(S) \leq 1 \quad \forall m \\
L P 5 G : & \quad \sum_{S \mid S' = S \cap B} x^m(S) = \sum_{\mu \in \chi | \mu m \cap B = S'} \delta_\mu \quad \forall m, B \in B_0, S' \subset B \\
& \quad \sum_{S \mid S' = S \cap B} x^m(S) \leq \sum_{\mu \in \chi | \mu m \cap B = S'} \delta_\mu \quad \forall m, B \in B_+, S' \subset B \\
& \quad \sum_{S \mid S' = S \cap B} x^m(S) \geq \sum_{\mu \in \chi | \mu m \cap B = S'} \delta_\mu \quad \forall m, B \in B_-, S' \subset B \\
& \quad \sum_{\mu \in \chi} \delta_\mu \leq 1 \\
& \quad x^m(S), \delta_\mu \geq 0 \quad \forall m, S, \mu.
\end{align*}
\]

The corresponding dual LP (D5G) is given as follows:

\[
\begin{align*}
\text{min} & \quad \pi^s + \sum_m \pi^m \\
\text{s.t.} & \quad \pi^s \geq \sum_m \sum_B p^m_B(S^m \cap B) \quad \forall \{S^m\} \\
D 5 G : & \quad \pi^m \geq v^m(S) - \sum_B p^m_B(S \cap B) \quad \forall m, S \\
& \quad \pi^m \geq 0 \quad \forall m \\
& \quad p^m_B(\cdot) \geq 0 \text{ for } B \in B_+, p^m_B(\cdot) \leq 0 \text{ for } B \in B_-.
\end{align*}
\]

As mentioned earlier, for graphical valuations, we can focus on a collection \( B \) that consists only of singletons, and pairs of items that are connected with an edge in the underlying value graph. Moreover, the node weights are nonnegative, whereas edge weights can be negative or positive. Thus, the components of the valuation function that are associated with node weights belong to \( B_+ \), whereas the components associated with edge weights belong to \( B_0 \). These observations suggest that LP5G reduces to LP5 for graphical valuations.

Our next theorem establishes that the primal LP (D5G) always has integral optimal solutions, and can be used to identify the efficient outcome for additively decomposable valuations.

**Theorem 5.5.1.** Assume that bidders have additively decomposable valuations. LP5G has an optimal solution that is integral.

**Proof.** The proof is analogous to that of Theorem 5.4.1. It immediately follows by (i) establishing the feasibility of the dual solution \( p^m_B = w^m_B, \pi^m = 0, \pi^s = W^* \) (where \( W^* \) denotes the maximum welfare that can be associated with a feasible allocation), and (ii)
showing that there exists an integral primal feasible solution (that coincides with the efficient allocation) which also achieves \( W^* \). Note that in establishing dual feasibility, the sign constraints do not play a role, since by construction \( p_B^m = w_B^m \leq 0 \) for \( B \in B_- \), and \( p_B^m = w_B^m \geq 0 \) for \( B \in B_+ \).

We conclude this section by noting an interesting implication of the above theorem: If the valuations exhibit an additive structure over certain subsets of items, the auctioneer can find the efficient outcome by using an LP formulation whose dual suggests a pricing rule that also decomposes over these subsets. Moreover, using complementary slackness for LP5G and D5G, it can be established that a pricing equilibrium that relies on a pricing rule with this structure always exists. Thus, when valuations are additively decomposable over a few sets with small cardinality (as in the case of graphical valuations), a simple pricing rule can be used for iterative auction design.

### 5.6 Summary

In this chapter, we focused on various pricing rules, and investigated the existence of pricing equilibria with these pricing rules. Additionally, we provided LP formulations of the efficient allocation problem that have integral optimal solutions (and can find the efficient allocation), if and only if such equilibria exist. More precisely, we first focused on the anonymous graphical pricing rule. We established that for series-parallel graphs (or graphs that do not contain a 4-clique as a minor) the corresponding LP formulation is equivalent to the anonymous item pricing LP (considered in Chapter 4), in the sense that the former identifies the efficient allocation if and only if the latter does. On the other hand, we showed that if the underlying graph has a 5-clique as a minor, for some choice of weights, this LP formulation can identify the efficient allocation, while anonymous item pricing LP cannot. We then considered LP formulations associated with bidder-specific pricing rules. We showed that in the context of item pricing, allowing for bidder-specific prices is not useful in the sense that the LP formulation associated with bidder-specific pricing rule can identify the efficient outcome, if and only if that associated with anonymous pricing does. On the other hand, the LP formulation associated with bidder-specific graphical prices can find the efficient outcome for all graphical valuations. This result implies that a pricing equilibrium with bidder-specific graphical prices always exist. Hence, efficient iterative auction formats that terminate at such an equilibrium can be developed. We also extended our results to settings where valuation functions admit a general additively decomposable structure, and provided LP formulations that can be used to identify the efficient allocation for such valuation functions. This formulation can be used to develop iterative auction formats that implement the efficient outcome for more general classes of valuation functions.

In Table 5.1, we provide a brief summary of various pricing rules (discussed in this and the previous chapters), and classes of valuations for which the associated LPs can find the
<table>
<thead>
<tr>
<th></th>
<th>Anonymous Bidder-specific</th>
<th>Bidder-specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item pricing</td>
<td>Sign-consistent tree valuations</td>
<td>Equivalent to anonymous item pricing</td>
</tr>
<tr>
<td>Graphical pricing</td>
<td>Equivalent to anonymous item pricing for series-parallel graphs</td>
<td>All Graphical Valuations</td>
</tr>
</tbody>
</table>

Table 5.1: A summary of classes of valuation functions and different pricing rules, for which the associated LPs can find the efficient outcome.

An efficient outcome. In this table, by “equivalent” we mean that the LP formulation associated with one pricing rule can find the efficient outcome (as an integral optimal solution) if and only if that associated with another can also do so. In Chapter 6, we discuss iterative solutions of these LP formulations, and explain how they can be used to design iterative auction formats that rely on simple pricing rules and implement the efficient outcome for graphical valuations.

5.7 Appendix: Proof of Theorem 5.2.1

Before we prove Theorem 5.2.1, we cover some graph-theoretic preliminaries that will be used in the proof, and establish an auxiliary result.

We start by defining a partition of a graph. Formally, a collection \( \pi = \{A^m\}_{m \in \mathcal{A}} \) is a partition if (i) \(|A^m| \geq 1\), (ii) \(A^m \cap A^k = \emptyset\) for all \(m, k \in \mathcal{A}\), (iii) \(\cup_m A^m\) gives the set of all nodes. We denote the set of all partitions associated with a graph \(G\) as \(\Pi\). Note that when defining \(\Pi\), we do not restrict the cardinality of \(\mathcal{A}\). A partition where \(|\mathcal{A}| = k\), is referred to as a \(k\)-partition of \(G\).

Some of the edges of the graph can be cut by a given partition, i.e., the end points of an edge may belong to different subsets of the partition. We denote the set of edges that are cut by a partition \(\pi\) by \(E(\pi)\), i.e., \(E(\pi) = \{(i, j) | i, j \notin A^m \text{ for any } m \in \mathcal{M}\}\). We can associate each partition \(\pi\) with an incidence vector \(z(\pi)\) that captures the edges that are cut by the given partition, i.e.,

\[
z_e(\pi) = \begin{cases} 1 & \text{for } e \in E(\pi) \\ 0 & \text{otherwise.} \end{cases}
\] (5.4)

The graph partitioning polytope \(P(G)\) is the polytope associated with these incidence vectors. In particular, for a given graph \(G\), \(P(G)\) is the convex hull of the incidence vectors, i.e., \(P(G) = \text{conv}\{z(\pi) | \pi \in \Pi\}\).

For series-parallel graphs, this polytope admits an alternative characterization. Consider a cycle \(C = (V_c, E_c)\) in a given graph. With any edge \(e^* \in E_c\), we can associate the following cycle inequality,

\[
\sum_{e \in E_c - e^*} z_e - z_{e^*} \geq 0.
\] (5.5)
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The set of all such inequalities defines a polytope,

\[ LP(G) = \{ z \in \mathbb{R}^{|E|} | z \text{ satisfies (5.5) for all cycles } C; 0 \leq z_e \leq 1 \text{ for } e \in E \}. \] (5.6)

An interesting result due to (Chopra, 1994) suggests that for series-parallel graphs

\[ P(G) = LP(G), \] (5.7)

e.g., the cycle inequalities fully characterize the partitioning polytope for this class of graphs.

We next establish that for series-parallel graphs, the incidence vectors of partitions can be characterized by restricting attention to 3-partitions.

**Lemma 5.7.1.** Let \( G \) be a series-parallel graph, and \( z^* \) be an incidence vector associated with a \( k \)-partition of \( G \), where \( k > 3 \). Then, there exists a 3-partition of \( G \) with the same incidence vector.

**Proof.** Consider a given partition \( \{S^m\} \) of \( G \) with more than 3 sets, and the associated incidence vector \( z^* \). Obtain another graph \( \tilde{G} \) by contracting every connected subset of nodes of \( G \) that belong to the same \( S^m \) (for some \( m \)). For each node \( \tilde{i} \) of \( \tilde{G} \), denote the set of nodes of \( G \) that are contracted to \( \tilde{i} \) by \( \beta(\tilde{i}) \). Note that \( \tilde{G} \) is a minor of \( G \). Since \( G \) is a series-parallel graph, and series-parallel graphs are equivalent to graphs that do not include 4-clique as a minor, it follows that \( \tilde{G} \) does not have a 4-clique as a minor, and is a series-parallel graph. Series-parallel graphs have a chromatic number of at most three (Jensen and Toft, 1995). Thus it follows that nodes of \( \tilde{G} \) admit a 3-coloring. Consider a 3-coloring of \( \tilde{G} \), and the associated 3-partition \( \{\tilde{S}^1, \tilde{S}^2, \tilde{S}^3\} \) of \( \tilde{G} \) where nodes of same color are assigned to the same set. A corresponding partition \( \{\tilde{S}^1, \tilde{S}^2, \tilde{S}^3\} \) of \( G \) can be obtained by defining \( \tilde{S}^k = \bigcup_{\tilde{j} \in \tilde{S}^k} \beta(\tilde{j}) \) for \( k \in \{1, 2, 3\} \). We claim that the incidence vector associated with this partition is also \( z^* \). To see this note that if \( z^* \) is 1, then it should be the case that \( i \) and \( j \) belong to different sets in the original partition \( \{S^m\} \). Consequently, in \( \tilde{G} \) they correspond to adjacent nodes. Thus in the coloring, they have different colors, and hence, they belong to different sets of partitions \( \{\tilde{S}^m\} \). Thus, in the final partition \( \{\tilde{S}^k\} \) the nodes \( i \) and \( j \) belong to different sets, and hence the incidence vector associated with this partition satisfies \( z_{ij} = 1 \). Conversely, if \( z^* \) is 0, then nodes \( i \) and \( j \) belong to the same set in the original partition \( \{S^m\} \). Consequently, in \( \tilde{G} \) they are represented by the same node and in the final partition \( \{\tilde{S}^k\} \) they belong to the same set. Thus, the incidence vector associated with \( \{\tilde{S}^k\} \) also satisfies \( z_{ij} = 0 \). Therefore, we conclude that it is possible to construct a 3-partition of \( G \) that has the same incidence vector \( z^* \) as the original partition, and the claim follows.

Using Lemma 5.7.1 we next establish Theorem 5.2.1.

**Proof of Theorem 5.2.1 (i).** Assume that LP1 has an optimal solution that is integral. Consider the associated feasible allocation, whose welfare is equal to the optimal objective value.
of LP1. Lemma 5.2.1 (ii) implies that in LP3 there exists a feasible solution that corresponds to this allocation. Moreover, the objective value associated with this solution is equal to the total welfare that can be raised by the aforementioned allocation. Note that this solution is optimal in LP3, since Lemma 5.2.1 (i) implies that no feasible solution of LP3 can have larger objective value than the optimal solution of LP1. Thus, it follows that LP3 also has an optimal integral solution.

Conversely assume that LP3 has an optimal solution that is integral. We next show that there exists an optimal solution in LP1 that is integral.

First, observe that if LP3 has an optimal solution that is integral, then due to Assumption 4.2.1 it has another optimal solution that is integral and satisfies \( \sum_{m} \sum_{S|i \in S} x^m(S) = 1 \) for all nodes \( i \). This suggests that if LP3 has an optimal integral solution, then the following LP also has an optimal integral solution, with the same objective value:

\[
\begin{align*}
\max & \quad \sum_{m} \sum_{S} x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_{S} x^m(S) \leq 1 \quad \forall m \\
& \quad \sum_{m} \sum_{S|i \in S} x^m(S) = 1 \quad \forall i \\
& \quad \sum_{m} \sum_{\mu \in \chi|ij \in \mu} \delta_{\mu} \quad \forall i,j \in E \\
& \quad \sum_{\mu \in \chi} \delta_{\mu} = 1 \\
& \quad \delta_{\mu} \geq 0, x^m(S) \geq 0
\end{align*}
\]

Thus, in order to prove the claim it suffices to prove that if LP3b has optimal integral solutions, then so does LP1.

We next show that it is possible to reformulate LP3b, in terms of the partition polytope associated with the underlying value graph. This new formulation does not rely on the \( \{\delta_{\mu}\} \) variables, and allows us to exploit the properties of the partition polytope (in particular (5.7)) for the proof. In particular, we focus on LP3c given below:

\[
\begin{align*}
\max & \quad \sum_{m} \sum_{S} x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_{S} x^m(S) \leq 1 \quad \forall m \\
& \quad \sum_{m} \sum_{S|i \in S} x^m(S) = 1 \quad \forall i \\
& \quad \{1 - \sum_{m} \sum_{S|ij \in S} x^m(S)\}_{ij} \in P(G) \\
& \quad x^m(S) \geq 0.
\end{align*}
\]
Our next lemma establishes the equivalence of LP3c and LP3b.

**Lemma 5.7.2.** Assume that there are at least three bidders. Then, LP3b and LP3c equivalent, i.e., if \( \{x^m(S)\} \) is feasible in LP3c, then for some \( \{\delta_\mu\} \), \( \{x^m(S),\delta_\mu\} \) is feasible in LP3b, and conversely if \( \{x^m(S),\delta_\mu\} \) is feasible in LP3b, then \( \{x^m(S)\} \) is feasible in LP3c.

**Proof.** Consider any feasible solution of LP3b. We claim that

\[
\{h_{ij}\}_{ij \in E} = \left\{ 1 - \sum_{m} \sum_{\mu \in \chi|ij \in \mu^m} \delta_\mu \right\}_{ij \in E},
\]

belongs to \( P(G) \). To see this observe that a complete feasible allocation \( \mu \) induces a partition of items to \( k \) different sets, where \( k \) is the number of nonempty components of \( \{\mu^m\} \). Assume that \( \delta_\mu = 1 \) for some \( \mu \). The definition of \( h_{ij} \) suggests that \( h_{ij} = 0 \) if \( i, j \in \mu^m \) for some \( m \), and \( h_{ij} = 1 \) if \( i \in \mu^m, j \notin \mu^m \). This suggests that \( \{h_{ij}\} \) is an incidence vector associated with \( \mu \). For arbitrary \( \{\delta_\mu\} \), since \( \sum_\mu \delta_\mu = 1 \), it follows that \( \{h_{ij}\}_{ij} \) belongs to the convex hull of these incidence vectors, and hence is in \( P(G) \). This suggests that if \( \{x^m(S),\delta_\mu\} \) is feasible in LP3b, then \( \{x^m(S)\} \) is feasible in LP3c.

Conversely, consider some \( z \in P(G) \). Observe that by definition of \( P(G) \), we have \( z = \sum_k \alpha_k z^k \), where \( \alpha_k \in [0,1], \sum_k \alpha_k = 1 \), and each \( z^k \) is an incidence vector that corresponds to a partition of \( G \). Lemma 5.7.1 implies that each \( z^k \) can be associated with a 3-partition. Since there are at least three players, this observation implies that for some choice of \( \{\delta_\mu\} \), \( z^k_{ij} = 1 - \sum_m \sum_{\mu \in \chi|ij \in \mu^m} \delta_\mu \). Since this is true for any \( z^k \), and \( z \) is a convex combination of \( \{z^k\} \), it follows that for some choice of \( \delta_\mu \), we have

\[
z_{ij} = 1 - \sum_m \sum_{\mu \in \chi|ij \in \mu^m} \delta_\mu, \quad \text{for all } ij.
\]

Consider a feasible solution \( \{x^m(S)\} \) of LP3c. It follows from (5.8) that there exists some \( \{\delta_\mu\} \) such that \( \{1 - \sum_m \sum_{S,|ij \in S} x^m(S)\}_{ij} = 1 - \sum_m \sum_{\mu \in \chi |ij \in \mu^m} \delta_\mu \) for all edges \((i,j)\). This implies that \( \{x^m(S),\delta_\mu\} \) is feasible in LP3b.

These observations suggest that for any feasible solution \( \{x^m(S)\} \) of LP3c we have a feasible solution \( \{x^m(S),\delta_\mu\} \) of LP3b and vice versa. Thus, the claim follows.

This lemma implies that the projection of the feasible sets of these optimization problems onto \( \{x^m(S)\} \) variables coincide. Since the objective is only a function of \( \{x^m(S)\} \), it also suggests that they have the same objective value. Additionally, the lemma suggests that in order to prove the claim it is sufficient to show that if LP3c has an optimal solution that is integral, then so does LP1. We next establish this, by exploiting the properties of the partition polytope.

It follows from (5.7) that when \( G \) is a series-parallel graph, we can replace the constraint \( \{1 - \sum_m \sum_{S,|ij \in S} x^m(S)\}_{ij} \in P(G) \) with \( \{1 - \sum_m \sum_{S,|ij \in S} x^m(S)\}_{ij} \in LP(G) \). The
next lemma suggests that the latter constraint immediately follows from the constraints
\[ \sum_S x^m(S) \leq 1 \text{ and } \sum_m \sum_{S|i \in S} x^m(S) = 1 \text{ in } LP_3c, \]
and hence can be omitted.

**Lemma 5.7.3.** Assume that \( \sum_S x^m(S) \leq 1 \) and \( \sum_m \sum_{S|i \in S} x^m(S) = 1 \) for all \( i \). Then,
\[ \{1 - \sum_m \sum_{S|i \in S} x^m(S)\}_{ij} \in LP(G). \]

**Proof.** Note that it immediately follows from \( \sum_m \sum_{S|i \in S} x^m(S) = 1 \) that
\[ 1 - \sum_m \sum_{S|i \in S} x^m(S) \geq 1 - \sum_m \sum_{S|i \in S} x^m(S) \geq 0. \]
That is \( x_e \in [0,1] \) for all edges \( e \in E \). Thus, in order to establish the claim it suffices to establish that \( \{1 - \sum_m \sum_{S|i \in S} x^m(S)\}_{ij} \) satisfies the cycle inequalities (5.5).

Consider any cycle \( C \) and \( e^* \in C \). The cycle constraint associated with \( \{1 - \sum_m \sum_{S|i \in S} x^m(S)\}_{ij} \) is given below:
\[ \sum_{e \in E \in C - e^*} \left(1 - \sum_m \sum_{S|i \in S} x^m(S)\right) \geq 1 - \sum_m \sum_{S|i \in S} x^m(S). \]

Rearranging the terms, we need to show
\[ |C| - 2 \geq \sum_{e \in E \in C - e^*} \sum_m \sum_{S|i \in S} x^m(S) - \sum_m \sum_{S|i \in S} x^m(S). \]  
(5.9)

Let \( \sum_m \sum_{S|i \in S} x^m(S) = b \) for some real number \( b \), and denote by \( e^* \) the edge \((i, j)\). Note that
\[ \sum_m \sum_{S|i \in S} x^m(S) = 1 = \sum_m \sum_{S|e \in S} x^m(S) + \sum_m \sum_{S|S \notin \{e \in S} x^m(S). \]  
(5.10)

This suggests that
\[ \sum_m \sum_{S|i \in S} x^m(S) = 1 - b. \]  
(5.11)

On the other hand, a similar expression to (5.10) can be obtained for edge \((i', j') \in E_c\), implying \( \sum_m \sum_{S|(i', j') \in S} x^m(S) = 1 - \sum_m \sum_{S|(i', j') \notin S} x^m(S) \). Thus, we have
\[ \sum_{e \in E \in C - e^*} \sum_m \sum_{S|i \in S} x^m(S) = |C| - 1 - \sum_{(i', j') \in E \in C - e^*} \sum_m \sum_{S|(i', j') \notin S} x^m(S). \]  
(5.12)

Observe that
\[ \sum_{(i', j') \in E \in C - e^*} \sum_m \sum_{S|(i', j') \notin S} x^m(S) \geq \sum_m \sum_{S|i \in S} x^m(S) = 1 - b. \]  
(5.13)

Here the equality follows from (5.11). On the other hand, the inequality follows from the fact that any set that contains \( i \) but not \( j \), cuts the cycle at edge \((i, j)\) and at another edge,
i.e., if \( i \in S, \ j \notin S \), then there exists an edge \((i', j') \in E_c\) such that \((i, j) \neq (i', j')\), and \(i' \in S, \ j' \notin S\). Together with (5.12) this implies that

\[
\sum_{e \in E_c - e^*} \sum_{m} \sum_{S \in \epsilon S} x^m(S) \leq |C| - 1 - (1 - b).
\]

Hence, we conclude

\[
\sum_{e \in E_c - e^*} \sum_{m} \sum_{S \in \epsilon S} x^m(S) - \sum_{m} \sum_{S \in \epsilon S} x^m(S) \leq |C| - 1 - (1 - b) - b = |C| - 2. \tag{5.14}
\]

Thus, (5.9) holds, and the claim follows. \( \square \)

Thus, the constraint \(1 - \sum_{m} \sum_{S \in \epsilon S} x^m(S))_{ij} \in P(G)\) or equivalently (for series-parallel graphs) \(1 - \sum_{m} \sum_{S \in \epsilon S} x^m(S))_{ij} \in LP(G)\) in LP3c can be omitted. After omitting the aforementioned constraint, LP3c becomes equivalent to LP1.

Summarizing if LP3 has integral optimal solutions, then LP3b has optimal solutions that are integral as well. This optimization formulation, on the other hand, is equivalent to LP3c. Thus, it follows that LP3c also has optimal solutions that are integral. On the other hand, for series-parallel graphs, Lemma 5.7.3 suggests that some constraints of LP3c can be omitted, without affecting the optimality of this solution. However, after omitting these constraints we observe that LP3c is equivalent to LP1, and hence the integral solution we have is also optimal in LP1. Therefore, we conclude that if LP3 has optimal solutions that are integral, then so does LP1, and the claim follows. \( \square \)

Proof of Theorem 5.2.1 (ii). We establish the result by showing that Example 5.2.1 can be "embedded" into any graph that includes \(K_5\) as a minor. The proof follows by an explicit construction of weights for a given graph.

Assume that \(G\) has \(K_5\) as a minor. This implies that initially some nodes and edges of \(G\) can be deleted, then some of the remaining edges can be contracted to obtain \(K_5\) from \(G\) (Diestel, 2005).

We assume that there are three bidders, and all bidders have same weights at the nodes/edges of the underlying graph \(G\). We assign these weights as follows:

- Every node that is initially deleted has weight zero. Additionally, edges that are adjacent to such nodes also have weight zero.

- Every edge that is initially deleted has weight zero.

- Assume that the set of nodes \(V_i\) are contracted to a single node in \(K_5\). All edges (that are not initially deleted) between the nodes in \(V_i\) are assigned a large weight \(L\).

- Assume that nodes \(i\) and \(j\) of \(K_5\), are obtained via contraction of sets \(V_i\) and \(V_j\) respectively. Assume that there are \(K_{ij}\) edges between \(V_i\) and \(V_j\) that are not initially
deleted. Assume that in Example 5.2.1 the weight on edge \((i,j)\) is \(w_{ij}\). Assign each of the edges between \(V_i\) and \(V_j\) weights that are equal to \(w_{ij}/K_{i_j}\).

- Set the node weight of one node in \(V_i\) equal to 100, and the remaining node weights to 0.

Observe that for sufficiently large \(L\), at the efficient allocation, all nodes in \(V_i\) will be assigned to a single bidder, for all \(i\). This implies that an efficient allocation can be obtained by assigning \(\{V_i\}\) according to the efficient allocation in Example 5.2.1 to the bidders. Moreover, since all bidders have same weights, by choosing the price variables in D3 equal to node/edge weights we obtain a dual feasible solution with objective value equal to the welfare generated by the efficient allocation. Thus, (as in Example 5.2.1), it follows that LP3 has an integral optimal solution for this problem instance. By construction, the corresponding objective value is 525 (the optimal objective value in Example 5.2.1) + \(L \times \sum_i \rho_i\), where \(\rho_i\) denotes the number of undeleted edges of \(G\) between the nodes in \(V_i\).

On the other hand, there exists a feasible solution of LP1 with higher objective value, obtained by choosing \(x^m(S)\) in a similar fashion to Example 5.2.1. In particular, if \(x^m(S) > 0\) for some \(S\) and player \(m\) in this example, we construct a feasible solution \(\{\tilde{x}^m(S)\}\) to LP1 (formulated over \(G\)), by setting \(\tilde{x}^m(\cup_{i \in S} V_i) = x^m(S)\). Observe that by construction the corresponding objective value in LP1 is equal to 527 (the optimal objective value in Example 5.2.1) + \(L \times \sum_i \rho_i\). Since a feasible solution of LP1 has higher objective value than the welfare associated with the efficient allocation, we conclude that this problem does not have optimal solutions that are integral.

Thus, it follows that for the above choice of weights, while LP3 has an integral solution, LP1 does not. Since, \(G\) is an arbitrary graph that has \(K_5\) as a minor the result follows. \(\square\)
Chapter 6

Iterative Algorithms and Auction Design

6.1 Introduction and Organization

In this chapter, we focus on iterative algorithms that can be used for solving two of the LP formulations, LP1 and LP5, introduced in Chapters 4 and 5. Employing these iterative algorithms, we design new iterative auctions where,

- The auctioneer sets prices for the items she sells,
- Bidders respond to the prices chosen by the auctioneer by revealing their demand,
- The auctioneer either terminates the auction with a final allocation, or updates the prices.

The auction formats we obtain terminate when a Walrasian equilibrium or a pricing equilibrium is identified, and implement the efficient allocation for graphical valuations. Importantly, they do so while relying on simple pricing rules (anonymous item pricing or bidder-specific graphical pricing).

Given LP formulations of the efficient allocation problem, our approach for developing iterative auctions has two main components. First we focus on iterative algorithms (such as the primal-dual algorithm) for solving the linear programming formulations of the efficient allocation problem introduced in the previous chapters, and use them to develop new iterative auction formats. Importantly, since bidders' valuations are private knowledge, the convergence of these iterative auctions to the efficient outcome relies on bidders' revelation of their demand truthfully. Secondly, we show that it is possible to guarantee that bidders reveal their demand truthfully at an ex-post perfect equilibrium of these iterative auctions, by charging final payments to bidders that are related to the prices that emerge at the end of this iterative process. This approach for iterative auction design is also employed in the existing literature (see Vohra (2011)). However, majority of the existing iterative
auction formats rely on exponentially many prices for implementing the efficient outcome (Bikhchandani et al., 2002; De Vries et al., 2007; Ausubel and Milgrom, 2002; Mishra and Parkes, 2007; Vohra, 2011). In contrast, in our work, we follow a similar approach, but by exploiting the properties of graphical valuations, we obtain iterative auction formats that rely on simple pricing rules, and guarantee efficiency for all graphical valuations (including those that exhibit complementarity).

For simplicity, we establish our results under an additional assumption which we impose throughout the chapter: Value functions of bidders are integer-valued.\footnote{This assumption is commonly made in the context of iterative auctions and it usually leads to auction formats with unit price increments, see for instance (De Vries and Vohra, 2003; Ausubel, 2004; Mishra and Parkes, 2007; Bikhchandani et al., 2011; Vohra, 2011).} We start presenting our approach, by briefly summarizing primal-dual algorithms in Section 6.2, in a general abstract setup. The results and insights we discuss in this section, are used in subsequent sections to establish convergence of iterative auctions we design to the efficient outcome.

In Section 6.3, we introduce the solution concept we use for analyzing the outcome of iterative auctions. In particular, in this section we discuss the ex-post perfect equilibrium concept. Additionally, we provide a sufficient condition, which can be checked to determine if a given strategy profile is an ex-post perfect equilibrium. The results of this section are applicable in general iterative auction environments, and do not rely on the graphical valuation structure.

In Section 6.4, we focus on sign-consistent tree valuations, and LP1, which can be used to find the efficient outcome for this class of valuation functions. We show that iterative solutions of LP1 using primal-dual algorithms, suggest an iterative auction format where the auctioneer offers an anonymous price for each item she is selling, and players report the bundles that they demand at the prices set by the auctioneer. If an efficient allocation is not found, the auctioneer decreases the prices of the "underdemanded" items, and increases the prices of the "overdemanded" ones. This iterative process converges to a Walrasian equilibrium and can be used to implement the efficient outcome when bidders reveal their demand truthfully at each stage of the iterative auction. In order to guarantee truthful bidding, we propose running a series of iterative auctions. In the serial auction setup, the auctioneer uses the first auction to identify an efficient allocation of items to bidders, and the subsequent auctions to find final payments that ensure that bidders have incentive to truthfully reveal their demand. Our results suggest that by running serial auctions that rely on anonymous item pricing, the efficient outcome can be guaranteed to emerge at an ex-post perfect equilibrium for sign-consistent tree valuations.\footnote{In various iterative auction settings (such as Ausubel (2006)) in order to guarantee truthful bidding by bidders, it is necessary to either run multiple iterative auctions (in series or parallel), or use a payment scheme that potentially leads to negative payoffs for some bidders at the end of the auction (thereby deterring entry to the auctions). While this feature is present in the iterative auctions we discuss in Section 6.4, in Section 6.5 we establish that when the auctioneer relies on bidder-specific graphical pricing, it is possible to implement the efficient outcome by running only a single iterative auction.} Additionally, we discuss the problem of iterative auction design with anonymous item pricing, in settings where the
auctioneer can run only a single iterative auction.

In Section 6.5, we consider general graphical valuations, and LP5 that can be used to find the efficient outcome for all such valuations. By studying the solution of LP5 using iterative algorithms we obtain iterative auction formats where truthful bids of agents converge to a pricing equilibrium, and implement the efficient outcome. The prices that are employed in the resulting iterative auction are bidder-specific graphical prices. In order to guarantee that bidders participate in this auction truthfully, it is possible to run a series of auctions as we suggest in Section 6.4. On the other hand, we show that when the auctioneer employs bidder-specific graphical prices, there exists a price (or dual variable) update rule that the auctioneer can use to solve LP5, such that at the end of the auction the prices converge to a pricing equilibrium (with bidder-specific graphical prices) that reveals (i) the efficient outcome, and (ii) the final payments which guarantee that bidders truthfully reveal their information at each stage of the iterative auction. This price update rule closely relates to primal-dual algorithms, as we explain in detail in Section 6.5. Using this price update rule for the solution of LP5, eliminates the need to run a series of auctions for implementing the efficient outcome. Consequently, in this section we obtain an iterative auction format that relies on bidder-specific graphical pricing, and implements the efficient outcome for general graphical valuations without running a series of auctions. The iterative auction formats that we obtain in Sections 6.4 and 6.5 can be viewed as multi-item generalizations of single-item efficient iterative auctions (e.g., English and Dutch auctions).

In Section 6.5, we are able to obtain iterative auctions that implement the efficient outcome without employing a series of auctions, since the dual of LP5 (D5) has multiple optimal solutions, some of which can be used to compute final payments that guarantee truthful demand reports. On the other hand, there may be optimal solutions to D5, that do not have this property. Hence, a special price update rule that converges to a particular dual optimal solution is necessary in order to implement the efficient outcome. We provide, in Section 6.6, a similar LP formulation, whose corresponding dual optimal solutions always allow for computation of final payments that guarantee truthful bidding. Thus, solution of this LP formulation with any primal-dual algorithm can be used to develop iterative auction formats that implement the efficient allocation. Moreover, in Section 6.6, we show that our final formulation can be generalized to obtain iterative auctions that implement the efficient outcome for valuation functions that are not necessarily graphical. In particular, in this section, we outline a framework that allows for implementing the efficient outcome for general additively decomposable valuations.

We close the chapter in Section 6.7, with a brief summary of its contributions. Some of the proofs are presented in Section 6.8 to simplify the exposition.
6.2 Iterative Algorithms for Linear Programs

In this section, we focus on a generic linear program:

$$\max \quad d^T y$$

$$\text{s.t.} \quad Ay \leq b$$

$$y \geq 0,$$  \hspace{1cm} (6.1)

where $b \in \mathbb{R}^m$, $d \in \mathbb{R}^n$ and $A \in \mathbb{R}^{m \times n}$ are given, and $y \in \mathbb{R}^n$ is the vector of decision variables for this problem. We denote the element in the $i$th row and $j$th column of matrix $A$ by $A_{ij}$, and the $i$th element of a given vector $y$ by $y_i$. Observe that the linear programs that we presented for finding the efficient allocation (in particular LP1 and LP5) are special cases of (6.1).

We next explain how this problem can be iteratively solved by using a primal-dual algorithm. The results of this subsection are already present in the literature (for instance see Papadimitriou and Steiglitz (1998); Bertsimas and Tsitsiklis (1997)), and our presentation here closely follows that of Vohra (2011). The results of this section are used in subsequent sections for developing iterative auction formats that implement the efficient outcome.

The dual of the linear program in (6.1) can be given as follows:

$$\min \quad b^T \lambda$$

$$\text{s.t.} \quad A^T \lambda \geq d$$

$$\lambda \geq 0,$$  \hspace{1cm} (6.2)

where $\lambda \in \mathbb{R}^m$ is the vector of dual variables.

Assume that $\lambda^*$ is dual feasible, $y^*$ is primal feasible, and these vectors satisfy complementary slackness conditions, i.e.,

$$\lambda^*_i > 0 \rightarrow \sum_j A_{ij} y^*_j = b_j$$

$$y^*_j > 0 \rightarrow \sum_i A_{ij} \lambda^*_i = d_j,$$ \hspace{1cm} (6.3)

Then, it follows that $y^*$ is optimal for the primal problem, and $\lambda^*$ is optimal for the dual problem (Bertsimas and Tsitsiklis, 1997).

The high-level idea behind primal-dual algorithms is to start with a dual feasible solution, and check if there exists a primal feasible solution that satisfies the complementary slackness condition with the given dual solution. If this is the case, optimal solutions to both problems are found, otherwise, another dual feasible solution with improved objective value can be obtained. The primal-dual algorithm iteratively updates the dual solution, when there is no primal feasible solution satisfying the complementary slackness condition.
with the current dual solution, and terminates when such a primal feasible solution can be found.

More precisely, let $\lambda^*$ denote the dual feasible solution at a given iteration. In order to see if there exists a primal feasible solution satisfying the complementary slackness conditions with $\lambda^*$, we consider the following set of constraints:

$$
\sum_j A_{ij} y_j = b_i \quad \text{for all } i \text{ such that } \lambda_i^* > 0
$$

$$
y_j = 0 \quad \text{for all } j \text{ such that } \sum_i A_{ij} \lambda_i^* > d_j
$$

$$
Ay \leq b
$$

$$
y \geq 0.
$$

The first two constraints in the above system are obtained from (6.3) (by taking the complement of the second statement), and the last two are the primal feasibility constraints. If there exists a $y^*$ satisfying this system, then $\lambda^*$ and $y^*$ are respectively dual and primal optimal.

If this is not the case, we conclude that there does not exist $y \geq 0, z \geq 0$ such that

$$
\sum_j A_{ij} y_j = b_i \quad \text{for all } i \text{ such that } \lambda_i^* > 0
$$

$$
y_j = 0 \quad \text{for all } j \text{ such that } \sum_i A_{ij} \lambda_i^* > d_j
$$

$$
\sum_j A_{ij} y_j + z_i = b_i \quad \text{for all } i \text{ such that } \lambda_i^* = 0
$$

$$
y, z \geq 0,
$$

where $z$ is a vector of slack variables. In this case, the Farkas lemma implies that there exists some $\tilde{\lambda}, \mu \in \mathbb{R}^m$ such that

- $A^T \tilde{\lambda} + \mu \geq 0$, where $\mu_j = 0$ except for $j$ satisfying $\sum_i A_{ij} \lambda_i^* > d_j$,
- $\tilde{\lambda}_i \geq 0$ for all $i$ satisfying $\lambda_i^* = 0$, and
- $\tilde{\lambda}^T b < 0$.

Let $\epsilon > 0$ be a small enough constant. Consider updating the original dual feasible solution $\lambda^*$ to $\lambda^* + \epsilon \tilde{\lambda}$. Here, we refer to $\tilde{\lambda}$ as the dual update direction, and $\epsilon > 0$ as the dual update step size. Observe that for $j$ satisfying $\sum_i A_{ij} \lambda_i^* > d_j$, we have $\sum_i A_{ij} (\lambda_i^* + \epsilon \tilde{\lambda}_i) > d_j$. On the other hand, for $j$ satisfying $\sum_i A_{ij} \lambda_i^* = d_j$, $\mu_j = 0$, and hence the equation $A^T \tilde{\lambda} + \mu \geq 0$ implies that $\sum_i A_{ij} \tilde{\lambda}_i \geq 0$. This suggests that $\sum_i A_{ij} (\lambda_i^* + \epsilon \tilde{\lambda}_i) \geq d_j$ for such $j$ as well. Additionally, since $\tilde{\lambda}_i \geq 0$ for all $i$ satisfying $\lambda_i^* = 0$, it also follows that $\lambda^* + \epsilon \tilde{\lambda} \geq 0$. Thus, it follows that $\lambda^* + \epsilon \tilde{\lambda}$ is dual feasible. Moreover, since $b^T \tilde{\lambda} < 0$, we obtain

$$
b^T (\lambda^* + \epsilon \tilde{\lambda}) = b^T \lambda^* + \epsilon b^T \tilde{\lambda} < b^T \lambda^*.
$$
That is $\lambda^* + \epsilon \tilde{\lambda}$ is a dual feasible solution with strictly better objective value than $\lambda^*$.

Summarizing, for a given dual feasible solution $\lambda^*$, either a solution of (6.4) exists and $\lambda^*$ together with this solution yield optimal primal and dual solutions, or we can construct another dual feasible solution $\lambda^* + \epsilon \tilde{\lambda}$ with strictly better cost (where $\epsilon > 0$, and $b^T \tilde{\lambda} < 0$). Updating the dual solution to such a feasible solution (whenever a solution to (6.4) does not exist), this process converges to optimal primal and dual solutions. Moreover, choosing $\epsilon$ appropriately, convergence takes place in finite time (Papadimitriou and Steiglitz, 1998). We refer to such iterative algorithms as primal-dual algorithms. We note that in primal-dual algorithms there are multiple ways of choosing the update direction $\tilde{\lambda}$ for the dual feasible solution.\(^3\)

Applications of primal-dual algorithms to auction design appeared in the existing literature Vohra (2011), De Vries et al. (2007), and Bikhchandani et al. (2002). In these works, authors model the problem of finding the efficient allocation as a linear program, in settings where (i) valuations do not exhibit a special structure, or (ii) they satisfy a gross substitutes condition (and hence do not allow for value complementarities). In these settings, they develop iterative auction formats by considering iterative solutions of these linear programs via iterative algorithms, such as primal-dual methods. The auction formats obtained in the first setting rely on complex bundle pricing rules (where the auctioneer offers a price for each bundle of items), whereas those in the second setting, do not guarantee efficiency when valuations exhibit complementarities. In subsequent sections, we use primal-dual algorithms to develop new iterative auction formats that guarantee efficiency in settings where valuations of bidders can exhibit complementarities. In doing so, we exploit the structure of graphical valuations, and the associated LP formulations (LP1 and LP5) developed in Chapters 4 and 5. This enables us to have iterative auction formats that rely on simpler pricing rules than the bundle pricing rule.

### 6.3 Ex-post Perfect Equilibrium

In this section, we introduce the solution concept that we use in our study of iterative auctions. In particular, we discuss ex-post perfect equilibrium. We also provide sufficient conditions for characterizing the ex-post perfect equilibria of iterative auctions. We start by providing some necessary notation and definitions.

In iterative auctions, bidders participate in a multi-stage game. Let $H_t$ denote the history of the bidding process until time instant $t$. We denote the (behavior) strategy of player $m$ whose valuation is $v^m$ by $s^m(v^m)$. This strategy maps every history to an action. More precisely, with a slight abuse of notation, we denote by $s^m(H_t|v^m) \in \Sigma^m(H_t)$ the action player $m$, whose valuation is $v^m$, uses at time $t$, after observing history $H_t$. Here, $\Sigma^m(H_t)$ denotes the set of actions player $m$ can use after history $H_t$.

\(^3\)A systematic approach for obtaining a direction involves formulating the "restricted primal" problem, and considering its dual. See Papadimitriou and Steiglitz (1998), and Vohra (2011).
Consider a strategy profile \( \{s^m\}_m \). For a realization of valuations of bidders \( \{v^k\}_k \), the payoff bidder \( m \) receives at the end of the auction game is denoted by \( u^m(s^m(v^m), s^{-m}(v^{-m})|v^m) \), where \( s^{-m}(v^{-m}) \) denotes the strategies of all players but \( m \). Similarly, denote by

\[
u^m(s^m(v^m), s^{-m}(v^{-m})|H_t, v^m),\]

the payoff bidder \( m \), who is of type \( v^m \), receives by using strategy \( s^m(v^m) \), after history \( H_t \), given her opponents use strategies \( s^{-m}(v^{-m}) \).

Using this notation we next define two closely related solution concepts:

**Definition 6.3.1** (Ex-post equilibrium). A strategy profile \( s = \{s^m\} \) is an ex-post equilibrium if it satisfies

\[
u^m(s^m(v^m), s^{-m}(v^{-m})|v^m) \geq u^m(z^m, s^{-m}(v^{-m})|v^m),\]

(6.6)

for any realization \( \{v^m\} \) of valuations of bidders, player \( m \), and strategy \( z^m \).

This definition suggests that a strategy profile is an ex-post equilibrium, if for any realization of types (or valuations \( \{v^m\} \)), given strategies of her opponents, no agent has incentive to deviate. In other words, the given strategy profile is a Nash equilibrium of the game, where types are public knowledge. The second solution concept is a refinement of ex-post equilibrium that ensures that players have no incentive to deviate from their strategy, after any realization of the history.

**Definition 6.3.2** (Ex-post perfect equilibrium). A strategy profile \( s = \{s^m\} \) is an ex-post perfect equilibrium if after any history \( H_t \), it satisfies

\[
u^m(s^m(v^m), s^{-m}(v^{-m})|H_t, v^m) \geq u^m(z^m, s^{-m}(v^{-m})|H_t, v^m),\]

(6.7)

for any realization \( \{v^m\} \) of valuations of bidders, player \( m \), and any strategy \( z^m \).

This definition suggests that a strategy profile is an ex-post perfect equilibrium, if after any history, for any realization of valuations, given strategies of her opponents, no agent has incentive to deviate from her strategy. In other words, after any realization of the history and payoffs, the given strategy profile remains to be a Nash equilibrium of the induced subgame, where types of agents are public knowledge.

We next provide a sufficient condition for a strategy profile to be an ex-post perfect equilibrium in an iterative auction game. Before we state our result, we need one more definition (Nisan et al., 2007):

**Definition 6.3.3** (VCG Mechanism). Consider a collection of valuation functions \( \{v^m\} \). A mechanism is called a VCG (Vickrey - Clarke - Groves) mechanism if it

- chooses an efficient allocation, i.e., \( \{S^m\} \in \arg \max_{\{z^m\}|Z^k \cap Z^l = \emptyset} \sum_m v^m(Z^m) \)
assigns each agent $m$ a payment

$$\gamma^m(\{S^m\}, \{v^k\}_{k \neq m}) = h^m(v^{-m}) - \sum_{k \neq m} v^k(S^k),$$

where $h^m$ is any real-valued function.

If $h^m$ is such that

$$h^m(v^{-m}) = \max_{\{Z^k\}: Z^k \cap Z^l = \emptyset} \sum_{k \neq m} v^k(Z^k),$$

then, we say that payments of bidders ($\gamma^m(\{S^m\}, \{v^k\}_{k \neq m}) = \max_{\{Z^k\}: Z^k \cap Z^l = \emptyset} \sum_{k \neq m} v^k(Z^k) - \sum_{k \neq m} v^k(S^k)$) are VCG payments with the Clarke pivot rule. Intuitively, for a given agent, the VCG payment with the Clarke pivot rule captures the opportunity cost she creates in the system, i.e., the difference between the maximum welfare that can be achieved by the remaining agents and the total welfare those agents have at the efficient allocation. In this thesis we will only employ VCG payments with the Clarke pivot rule. For simplicity, we refer to these payments as VCG payments. It is known that in sealed bid auctions, charging bidders VCG payments guarantees that the efficient outcome can be implemented in ex-post equilibrium (Nisan et al., 2007; Krishna, 2009).4

Consider any realization of valuations $\{v^k\}$, where bidder $m$ receives a set of items $S^m$ in the efficient allocation. Observe that efficiency requires allocating the remaining items to bidders $k \neq m$ according to

$$\arg \max_{\{Z^k\}_{k \neq m} | Z^k \cap Z^l = \emptyset, Z^k \cap S^m = \emptyset} \sum_{k \neq m} v^k(Z^k).$$

This suggests that for any realization $\{v^k\}$ where bidder $m$ receives a set of items $S^m$ in the efficient allocation, her VCG payment can alternatively be expressed as

$$\gamma^m(\{S^k\}_k, \{v^k\}_{k \neq m}) = \hat{\gamma}^m(S^m, \{v^k\}_{k \neq m}),$$

where

$$\hat{\gamma}^m(S^m, \{v^k\}_{k \neq m}) \triangleq \max_{\{Z^k\}: Z^k \cap Z^l = \emptyset} \sum_{k \neq m} v^k(Z^k) - \max_{\{Z^k\}: Z^k \cap Z^l = \emptyset, Z^k \cap S^m = \emptyset} \sum_{k \neq m} v^k(Z^k).$$

Thus, under the Clarke pivot rule the VCG payment of an agent can be expressed only as a function of her opponents' valuations, and the set of items she acquires in the auction. We make this dependence explicit using the function $\hat{\gamma}^m$.

The main result of this section makes use of the VCG payments to obtain a sufficient condition for a strategy profile to be an ex-post perfect equilibrium in an iterative auction.

**Theorem 6.3.1.** Consider a strategy profile $\{s^k\}$, and let $\{v^k\}$ denote the realization of payoffs of bidders. Assume that after any history $H_t$, if bidders $k \neq m$ follow strategies

---

4 In fact, under this payment rule, in sealed bid auctions it is also a dominant strategy equilibrium for bidders to bid truthfully, as explained in the aforementioned references.
If bidder \( m \) uses strategy \( s^m(\hat{v}^m) \), then the auction terminates with the efficient allocation.

If bidder \( m \) uses a strategy \( z^m \) (possibly identical to \( s^m(\hat{v}^m) \)), such that the auction terminates with bidder \( m \) receiving a set of items \( S^m \), then the corresponding payment of bidder \( m \) is equal to \( \gamma^m(S^m, \{\hat{v}^k\}_{k \neq m}) \).

If the auction does not terminate, then bidders do not make payments or receive items.

The strategy profile \( \{s^m\} \) is an ex-post perfect equilibrium.

**Proof.** Let \( \{\hat{S}^k\} \) denote the efficient allocation associated with valuations \( \{\hat{v}^k\} \). From the first and second conditions of the theorem it follows that for agent \( m \), the payoff the strategy profile \( \{s^k(\hat{v}^k)\} \) leads to (after history \( H_t \)), is given by

\[
u^m(s^m(\hat{v}^m), s^m(\hat{v}^-m)|H_t, \hat{v}^m) = \hat{v}^m(\hat{S}^m) - \gamma^m(\hat{S}^m, \{s^k\}_{k \neq m}) = \sum_k \hat{v}^k(\hat{S}^k) - \max_{\{Z^k\}|Z^k \cap Z'^I = \emptyset} \sum_{k \neq m} \hat{v}^k(Z^k)
\]

(6.8)

Since \( \{\hat{S}^k\} \) is the efficient allocation we have \( \sum_k \hat{v}^k(\hat{S}^k) - \max_{\{Z^k\}|Z^k \cap Z'^I = \emptyset} \sum_{k \neq m} \hat{v}^k(Z^k) \geq 0 \), and hence (6.8) implies that \( u^m(s^m(\hat{v}^m), s^m(\hat{v}^-m)|H_t, \hat{v}^m) \geq 0 \). Thus, after history \( H_t \), bidder \( m \) has no incentive to use a strategy that prevents the auction from terminating.

Assume that after history \( H_t \) bidder \( m \) can use a strategy \( z^m \) so that the auction terminates with allocation \( \{S^m\} \). The second condition of the theorem together with (6.8) implies that

\[
u^m(s^m(\hat{v}^m), s^m(\hat{v}^-m)|H_t, \hat{v}^m) = \sum_k \hat{v}^k(\hat{S}^k) - \max_{\{Z^k\}|Z^k \cap Z'^I = \emptyset} \sum_{k \neq m} \hat{v}^k(Z^k)
\]

\[
\geq \hat{v}^m(S^m) + \max_{\{Z^k\}|Z^k \cap S^m = \emptyset} \sum_{k \neq m} \hat{v}^k(Z^k)
\]

\[
= \nu^m(S^m) = \gamma^m(S^m, \{s^k\}_{k \neq m}) = u^m(z^m, s^m(\hat{v}^-m)|H_t, \hat{v}^m),
\]

where the inequality follows from the fact that \( \{\hat{S}^k\} \) is the efficient allocation, and the last equality follows from the second condition of the theorem. Thus, we conclude that bidder \( m \) cannot improve her payoff by deviating from \( s^m(\hat{v}^m) \) to another strategy that leads the auction to terminate. Since bidder \( m \), history \( H_t \), strategy \( z^m \), and payoff realization \( \{\hat{v}^k\} \) are arbitrary, the claim follows from Definition 6.3.2.

This theorem suggests that if a strategy profile leads to the efficient outcome, and is such that (i) when her opponents follow their strategies, the payment of an agent is only a
function of her opponents’ true valuations, and the final bundle of items she receives, and (ii) corresponds to VCG payments specified by this bundle and the opponents’ valuations, then it is an ex-post perfect equilibrium. In Sections 6.5, we propose iterative auction formats where the conditions of the above theorem are satisfied, and the efficient outcome emerges at an ex-post perfect equilibrium.

6.4 Iterative Auctions for Tree Valuations

Corollary 4.3.1 suggests that an optimal solution of the optimization problem LP1 of Chapter 4 provides the efficient allocation when the underlying valuation functions satisfy Assumptions 4.3.1 and 4.3.2, i.e., when the valuations are sign-consistent tree valuations. In this section, we first explain how the primal-dual algorithm presented in Section 6.2, can be used to solve this optimization problem (Section 6.4.1). We then use the resulting algorithm to design an iterative auction format that implements the efficient outcome for sign-consistent tree valuations (Section 6.4.2). In order to simplify exposition, throughout this section, we assume that valuation functions are integer-valued.

6.4.1 An Iterative Algorithm for LP1

Recall that LP1 and its dual, which were introduced in Chapter 4, are as given below:

\[
\begin{align*}
\text{(LP1)} & \quad \max \sum_m \sum_S x^m(S) v^m(S) \\
& \text{s.t. } \sum_S x^m(S) \leq 1 \quad \forall m \\
& \quad \sum_m \sum_{S \ni i} x^m(S) \leq 1 \quad \forall i \\
& \quad x^m(S) \geq 0.
\end{align*}
\]

In this section, we provide a primal-dual algorithm for solutions of these LPs. We adopt the shorthand notations \( \pi \) and \( p \) to denote the vectors of \( \{\pi^m\}_m \) and \( \{p_i\}_i \) of variables.

The primal-dual algorithm, presented in Section 6.2, involves a dual feasible solution at each step of the algorithm. Observe that at an optimal solution of D1, the dual variable \( \pi^m \) is such that \( \pi^m = \max_{S \subseteq N} v^m(S) - \sum_{i \in S} p_i \) for all \( m \in \mathcal{M} \). Motivated by this observation, at each step of our primal-dual algorithm, we will choose the \( \pi \) vector so that \( \pi^m = \max_{S \subseteq N} v^m(S) - \sum_{i \in S} p_i \) for all \( m \in \mathcal{M} \). Observe that this construction satisfies the first constraint of D1 trivially.

As explained in Chapter 4, the variable \( p_i \) can be thought of as the price of item \( i \), and \( \pi^m \) can be thought of as the maximum surplus of player \( m \), at the given prices. Also recall that we say that a bundle \( S^* \) is demanded by player \( m \) if \( \pi^m = v^m(S^*) - \sum_{i \in S^*} p_i \), and the set of items a bidder demands is denoted by \( D^m \), i.e., \( D^m = \{ S \mid \pi^m = v^m(S) - \sum_{i \in S} p_i \} \).
Given a dual feasible solution \((p, \pi)\) of \(D_1\), the primal-dual algorithm first checks if a primal feasible solution that satisfies the complementary slackness conditions with \((p, \pi)\) exists. In particular, following (6.4), we check whether a solution \(\{x^m(S)\}\) to the following system of equations exist:

\[
\begin{align*}
\sum_S x^m(S) &= 1 \quad \text{for all } m \text{ such that } \pi^m > 0, \\
\sum_m \sum_{S \in \mathcal{I}_m} x^m(S) &= 1 \quad \text{for all } i \text{ such that } p_i > 0, \\
x^m(S) &= 0 \quad \text{for all } m, S \text{ such that } S \notin D^m, \\
\sum_S x^m(S) &\leq 1 \quad \text{for all } m \text{ such that } \pi^m = 0, \\
\sum_m \sum_{S \in \mathcal{I}_m} x^m(S) &\leq 1 \quad \text{for all } i \text{ such that } p_i = 0, \\
x^m(S) &\geq 0 \quad \text{for all } m, S \text{ such that } S \in D^m.
\end{align*}
\] (6.9)

As explained earlier, if this system of equations has a solution, then it is an optimal solution of the primal problem \(LP_1\). Observe that in this formulation, we omit the primal feasibility constraints \(\sum_S x^m(S) \leq 1\) for \(m\) such that \(\pi^m > 0\), and \(\sum_m \sum_{S \in \mathcal{I}_m} x^m(S) \leq 1\) for \(i\) such that \(p_i = 0\), since these constraints are implied by the equality constraints in (6.9) for such \(i\) and \(m\) (see the first two lines of (6.9)).

By exploiting the structure of the optimization problems \(LP_1\) and \(D_1\), it is possible to obtain additional properties for the solution of the system of equations (6.9). The following lemma (which is proved in Section 6.8) states some of these properties.

**Lemma 6.4.1.** Let Assumptions 4.3.1 and 4.3.2 hold. Assume that for a feasible solution \((p, \pi)\) of \(D_1\), \(\{x^m(S)\}\) is a solution to (6.9). Then, there exists another solution \(\{\hat{x}^m(S)\}\) to (6.9), such that (i) \(\sum_S \hat{x}^m(S) = 1\) for all \(m\), (ii) \(\sum_m \sum_{S \in \mathcal{I}_m} \hat{x}^m(S) = 1\) for all \(i\), (iii) \(\hat{x}^m(S) \in \{0, 1\}\) for all \(m, S\).

This lemma suggests that at a given dual feasible solution, if there exists a feasible solution of (6.9), then there also exists a feasible integral solution such that \(\sum_S \hat{x}^m(S) = 1\) for all \(m\). Consider such a solution of (6.9) (assuming it exists). Observe that at this solution, every bidder \(m\) has \(x^m(S) = 1\), for a bundle she demands (since by the third constraint \(x^m(S) = 0\) for bundles that are not demanded), and the resulting allocation is complete and feasible. This implies that finding an integral solution of (6.9) (and hence an efficient allocation) is equivalent to finding a complete feasible allocation, which assigns each bidder a set of items that she demands at the given prices.

Assume that a solution of (6.9) does not exist. Then, the primal-dual algorithm suggests updating the dual variables to a dual feasible solution \((\bar{p}, \bar{\pi}) + \epsilon(\bar{p}, \bar{\pi})\) using some step size \(\epsilon > 0\), and dual update direction \((\bar{p}, \bar{\pi})\) such that \(\sum_i \bar{p}_i + \sum_m \bar{\pi}^m < 0\). Existence of such a
dual feasible solution is guaranteed by Farkas lemma, as explained in Section 6.2. We next show how an improvement direction can systematically be obtained.

Consider the following optimization problem:

\[
\begin{align*}
\min & \quad \sum_{i \mid p_i > 0} \gamma_i + \sum_i h_i \\
\text{s.t.} & \quad \sum_S x^m(S) = 1 \quad \text{for all } m \\
& \quad \sum_m \sum_{S \mid i \in S} x^m(S) + \gamma_i - h_i = 1 \quad \text{for all } i \text{ such that } p_i > 0 \\
& \quad \sum_m \sum_{S \mid i \in S} x^m(S) - h_i \leq 1 \quad \text{for all } i \text{ such that } p_i = 0 \\
& \quad x^m(S) = 0 \quad \text{for all } m, S \text{ such that } S \notin D^m \\
& \quad x^m(S), \gamma_i, h_i \geq 0 \quad \text{for all } m, S, i.
\end{align*}
\]

Lemma 6.4.1 suggests that if a solution to (6.9) exists, then there exists a solution for which \(\sum_S x^m(S) = 1\) for all \(m\). This implies that if the system in (6.9) has a solution, then the optimal value of (6.10) is zero. Conversely, if (6.9) does not have a solution, then the objective value of the above problem is strictly positive (otherwise an optimal solution of (6.10) gives a solution of (6.9)). Intuitively, the parameters \(\gamma_i\) and \(h_i\) measure how much the constraints for item \(i\) present in (6.9) are violated, and the objective of the above problem is to minimize the total violation of the constraints. This problem is sometimes referred to as the restricted primal problem (Papadimitriou and Steiglitz, 1998).

Note that in (6.10) some \(x^m(S)\) variables are set equal to zero (see the fourth constraint), and this problem can be reformulated omitting these variables. The dual of the resulting problem (also known as the restricted dual problem) can be given as follows:

\[
\begin{align*}
\max & \quad -\sum_m \bar{\pi}^m - \sum_i \bar{p}_i \\
\text{s.t.} & \quad \bar{\pi}^m + \sum_{i \in S} \bar{p}_i \geq 0 \quad \text{for } m, S \text{ such that } S \in D^m \\
& \quad \bar{p}_i \leq 1 \quad \text{for all } i \\
& \quad -\bar{p}_i \leq 1 \quad \text{for all } i \text{ such that } p_i > 0, \\
& \quad \bar{p}_i \geq 0 \quad \text{for all } i \text{ such that } p_i = 0.
\end{align*}
\]

Here \(\bar{\pi}^m\) is the dual variable corresponding to the first constraint of (6.10), and \(\bar{p}_i\) is the dual variable corresponding to the second and third constraints. In (6.10), \(\gamma_i\) is the variable corresponding to the dual constraint \(-\bar{p}_i \leq 1\) and \(h_i\) is the variable corresponding to the constraint \(\bar{p}_i \leq 1\).

If at an optimal solution of (6.10), \(h_i > 0\), then we will say that item \(i\) is overdemanded. Similarly, if at an optimal solution \(\gamma_i > 0\), we will say that \(i\) is underdemanded. Intuitively,
overdemanded items are demanded by more than one bidder, whereas the converse is true for the underdemanded items. Note that (6.10) may have multiple optimal solutions, but it is never the case that for some item \(i\), \(h_i > 0\) in some optimal solutions, and \(\gamma_i > 0\) in the others. This is because, when \(h_i > 0\) at an optimal solution, the complementary slackness conditions suggest that in the dual optimal solutions the constraint \(\bar{p}_i \leq 1\) is active. Conversely if \(\gamma_i > 0\) at an optimal solution, then the constraint \(\bar{p}_i \geq -1\) is active. The claim follows, since, at a given dual optimal solution, at most one of these inequalities can be active. This suggests that an item can be either overdemanded or underdemanded but not both.

Assume that (6.9) has no feasible solution. Then the optimal value of (6.10) is positive. Additionally, by strong duality, (6.11) has an optimal solution \((\bar{p}, \bar{\pi})\) that leads to a positive objective value that is equal to the optimal value of (6.10).

We next establish that \((\bar{p}, \bar{\pi})\) obtained by solving (6.11), is a valid dual update direction for our primal-dual algorithm, i.e., it is such that \(\sum_i \bar{p}_i + \sum_m \bar{\pi}_m < 0\) and for small enough \(\epsilon > 0\), \((p, \pi) + \epsilon(\bar{p}, \bar{\pi})\) is dual feasible. Moreover, this dual update direction leads to an intuitive price update structure: the auctioneer increases the prices of overdemanded items, and decreases the prices of the underdemanded ones.

**Lemma 6.4.2.** Let \((p, \pi)\) be a dual feasible solution of \(D1\) such that (6.9) has no solution corresponding to it. Consider an optimal solution \((\{x^m(S)\}, \{\gamma_i\}, \{h_i\})\) of (6.10) and an optimal solution \((\bar{p}, \bar{\pi})\) of (6.11). The solution \((\bar{p}, \bar{\pi})\) is a valid dual update direction. Moreover, \((\bar{p}, \bar{\pi})\) satisfies the following conditions:

(i) If \(i\) is overdemanded, then \(\bar{\pi}_i > 0\).

(ii) If \(i\) is underdemanded then \(\bar{\pi}_i < 0\).

(iii) Assume that \(\pi^m = \max_S v^m(S) - \sum_{i \in S} p_i\) for some player \(m\). There exists some set \(S^*\) such that \(\pi^m = v^m(S^*) - \sum_{i \in S^*} \bar{p}_i\), and \(\pi^m + \epsilon\pi^m = v^m(S^*) - \sum_{i \in S^*} (p_i + \epsilon\bar{p}_i)\), for any \(\epsilon > 0\) such that \((p, \pi) + \epsilon(\bar{p}, \bar{\pi})\) is feasible in \(D1\).

This lemma (proof of which can be found in Section 6.8) implies that for solving \(LP1\) using a primal-dual algorithm, a valid dual update direction can be found by solving (6.11). Additionally, it suggests that for each player \(m\) there exists some set \(S\) that is demanded both at the original prices, and the updated prices. Another implication of the third part of the lemma is that if at the initial dual feasible solution, we have \(\pi^m = \max_S v^m(S) - \sum_{i \in S} p_i\), then provided that the dual update direction is computed using (6.11) (and a sufficiently small step size is chosen), this equality holds at all steps of the iterative algorithm.

The only unspecified step in our primal-dual algorithm is the choice of \(\epsilon\), the step size of the dual update. In general, in primal-dual algorithms, \(\epsilon\) is chosen as the largest step size that does not violate the dual feasibility constraint (Papadimitriou and Steiglitz, 1998). In our case this translates to choosing \(\epsilon\) equal to the largest \(\theta\) satisfying \(p_i + \theta\bar{p}_i \geq 0\), and
\[ \pi^m + \theta \bar{\pi}^m \geq v^m(S) - \sum_{i \in S} (\pi_i + \theta \bar{\pi}_i) \text{ for all } i, m, S. \]

Denote such a \( \theta \) by \( \theta^* \). Observe that computing \( \theta^* \) requires knowledge of valuation functions. Our next result establishes that when valuation functions are integer-valued, it is possible to choose a step size that is only as a function of \( p \) and \( \bar{p} \) and that preserves dual feasibility.

**Lemma 6.4.3.** Assume valuation functions are integer-valued. There exists some function \( \phi : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^+ \), such that for any dual feasible solution \((p, \pi)\) of \( D1 \) that is not optimal, and the corresponding update direction \((\bar{p}, \bar{\pi})\),

(i) A dual feasible solution with improved objective is given by \((\hat{p}, \hat{\pi}) = (p, \pi) + \phi(p, \bar{p}) (\bar{p}, \bar{\pi})\).

(ii) Either \( \phi(p, \bar{p}) = \theta^* \), or \((\bar{p}, \bar{\pi})\) is an optimal solution of \((6.11)\) at the updated dual solution \((\bar{p}, \bar{\pi})\) as well.

(iii) If \( \phi(p, \bar{p}) \neq \theta^* \), after finitely many dual variable updates (using the update direction \((\bar{p}, \bar{\pi})\), and choosing the step size according to \( \phi \)), the dual solution \((p, \pi) + \theta^*(\bar{p}, \bar{\pi})\) is reached.

A proof of this lemma is provided in Section 6.8. This lemma implies that the primal-dual algorithm can be implemented by choosing a step size that does not depend on the valuation functions.

Using the results obtained in this section, we next state a primal-dual algorithm (see Algorithm 1) for solving LP1. We conclude this section by proving that Algorithm 1 can be used to obtain an optimal solution of LP1 that is integral.

**Algorithm 1** A primal-dual algorithm for solving LP1/D1.

\begin{itemize}
  \item S1: Start at a dual feasible solution, \( p_i = 0 \) for all \( i \), and \( \pi^m = \max_S v^m(S) - \sum_{i \in S} \pi_i \).
  \item S2: Given a dual feasible solution, construct sets \( D^m = \{ S | \pi^m = v^m(S) - \sum_{i \in S} \pi_i \} \).
  \item S3: Solve \((6.10)\). If this problem has objective value 0, the solution \((p, \pi)\) is optimal in \( D1 \). Moreover, there also exists an optimal solution of \((6.10)\) that is integral. Go to step S5.
    Otherwise, go to step S4.
  \item S4: Find a dual variable update direction \((\bar{p}, \bar{\pi})\) by solving \((6.11)\). Update dual solution to \((p, \pi) + \phi(p, \bar{p}) (\bar{p}, \bar{\pi})\), go to step S2.
  \item S5: Terminate returning the allocation of items, suggested by the optimal integral solution of \((6.10)\), and the dual solution \((p, \pi)\).
\end{itemize}

**Lemma 6.4.4.** Algorithm 1 terminates in finitely many steps with an optimal solution of \( D1 \) and an optimal integral solution of LP1.
Proof. Since at the initial dual feasible solution we have \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \), it follows from Lemma 6.4.2 that the dual feasible solution satisfies this equality at each iteration, and thus \( D^m \neq \emptyset \).

It can be seen that if the objective value of (6.10) is equal to zero, then the solution satisfies the complementary slackness conditions in (6.9). Moreover, Lemma 6.4.1 suggests that there exists an integral solution of (6.9) as well, which also leads to an objective value of zero at (6.10). Thus, we conclude that if the objective value of (6.10) is equal to zero, then there exists an optimal solution, that is integral, and that satisfies the complementary slackness conditions in (6.9). Since, it satisfies the complementary slackness conditions, it follows that it is optimal in LP1 and the corresponding dual solution is optimal in D1. Thus, Step S5 of the algorithm implies that if the algorithm terminates, the corresponding primal and dual solutions are optimal.

If the objective value of (6.10) is not equal to zero, then as Lemmas 6.4.2 and 6.4.3 suggest the solution in Step S4 is dual feasible, and has a lower objective value. Moreover, Lemma 6.4.3 implies that starting from a dual feasible solution \((p, \pi)\), in finitely many steps a dual feasible solution \((p, \pi) + \theta^* (\bar{p}, \bar{\pi})\) is reached. On the other hand, it is known that using step-size \( \theta^* \) primal-dual algorithms converge in finitely many steps (Papadimitriou and Steiglitz, 1998). Thus, it follows that the algorithm terminates in finitely many steps, and the claim follows.

\[ \square \]

6.4.2 An Efficient Iterative Auction

In the previous section, we provided a primal-dual algorithm that can be used for solving LP1/D1. In this section, we employ this algorithm to design iterative auctions that implement the efficient outcome for sign-consistent tree valuations. In particular, we first show that the auctioneer can simply run Algorithm 1 by asking bidders the set of items that they demand at the given prices (i.e., the sets \( D^m \) in Algorithm 1), and adjusting prices accordingly. This process can be interpreted as an iterative auction, which we refer to as the one-stage auction game. We show that if bidders truthfully reveal their demand this iterative auction converges to a Walrasian equilibrium and implements the efficient outcome. On the other hand, bidders may have incentive to misreport their demand, if the auctioneer charges final payments to bidders that are equal to the prices that emerge at the end of the auction. In order to resolve this issue, we propose another related auction, which we refer to as the serial auction. This auction relies on running a series of one-stage auctions to find the efficient outcome, as well as the payments that guarantee truthful revelation of bidders' demand at each step of the auctions. We show that this iterative auction implements the efficient outcome at an ex-post perfect equilibrium, for sign-consistent tree valuations.

In Section 6.4.1, Algorithm 1 implicitly makes use of the value functions \( \{v^m\} \). In particular, in the first stage of the algorithm, we define \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \).
Additionally, in Step S2 of the algorithm we construct sets \( D' \), which can be used to formulate optimization problems (6.10) and (6.11). Note that Steps S1 and S2 are the only steps of the algorithm, where information about payoffs is necessary.

We claim that in order to run this algorithm, it is not necessary to explicitly use variables \( \{\pi^m\} \). In particular, assume that initially \( \pi^m \) is defined as in Step S1. Lemma 6.4.2 suggests that after each dual variable update these variables satisfy \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \). Moreover, the algorithm does not make use of these variables except for identifying sets for which the aforementioned equality holds. These observations imply that the algorithm can be run by implicitly defining \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \) for all bidders \( m \) and bundles \( S \) at every stage of the algorithm, and constructing sets \( D^m = \arg \max_S v^m(S) - \sum_{i \in S} p_i \). Note that this choice of \( \pi^m \) ensures that \( D^m = \{S | \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \} \), i.e., the set of items each bidder \( m \) demands at the current prices.

Thus, it follows that Algorithm 1 can be reformulated by eliminating the \( \pi \) variables, and and using the sets \( D^m = \arg \max_S v^m(S) - \sum_{i \in S} p_i \) for formulating optimization problems (6.10) and (6.11). This suggests a natural iterative auction format, which we refer to as the one-stage auction:

**One-stage auction.**

S1: Start with prices \( p_i = 0 \) for all \( i \).

S2: Ask each bidder \( m \) the set of items she demands \( D^m = \arg \max_S v^m(S) - \sum_{i \in S} p_i \).

S3: Solve (6.10). If this problem has objective value 0, then there exists an optimal solution of (6.10) that is integral. Go to step S5. Otherwise, go to step S4.

S4: Update the prices using \( \tilde{p} \) obtained by solving (6.11) to \( p + \phi(p, \tilde{p}) \tilde{p} \). Go to step S2.

S5: Terminate returning the allocation of items, suggested by the optimal integer solution of (6.10). Assign each bidder \( m \) who receives a set of items \( S^m \), a payment that is equal to \( \sum_{i \in S^m} p_i \).

Observe that in the above iterative process, the auctioneer, who does not know the value functions of bidders, sets prices, and bidders respond to these prices with their demand sets. In response to these demand sets, the auctioneer adjusts the prices, until a final allocation is obtained. Note that the price updates have an intuitive interpretation. The auctioneer increases the prices of overdemanded items, and decreases the prices of the underdemanded items as suggested by Step S4, and Lemma 6.4.2. The auction terminates, if the condition in Step S3 holds, i.e., none of the items is under/over demanded (and hence (6.10) has objective value zero).

We next use Lemma 6.4.4 to show that if bidders truthfully report their demand sets, i.e., reveal sets \( D^m = \arg \max_S v^m(S) - \sum_{i \in S} p_i \) at each step of the auction, then the one-stage auction terminates with an efficient allocation. In fact, we establish a stronger result: If a subset \( \mathcal{M}_0 \) of bidders reveal their demand truthfully, after some history \( H_t \), and
the auction terminates with an assignment of items \{S^m\}, then \{S^m\}_{m \in M_0} is an efficient assignment of items \bigcup_{m \in M_0} S^m to bidders in \mathcal{M}_0.

**Lemma 6.4.5.** (i) After any history \(H_t\), assume that bidders in \(M_0 \subset M\) reveal their demand truthfully at the one-stage auction game, and the auction terminates with a final allocation \{S^m\}. Then \{S^m\}_{m \in M_0} is an efficient assignment of items \bigcup_{m \in M_0} S^m to bidders in \mathcal{M}_0.

(ii) After any history \(H_t\), if all bidders reveal their demand truthfully, the one-stage auction game terminates with an efficient allocation of items.

A proof of this Lemma can be found in Section 6.8.

Observe that Step S2 of the one-step auction game implies that if bidders truthfully reveal their demand, then the allocation and prices obtained at the end of the iterative auction constitute a Walrasian equilibrium. Thus, we conclude that this iterative auction terminates when a natural market clearance condition holds.

Despite the fact that the one-stage auction game converges to the efficient allocation, when agents reveal their demand truthfully, the prices that emerge at the end of this iterative auction may not guarantee truthful demand revelation. We next introduce an extension of this iterative auction, which we refer to as the serial auction game. In this game, bidders compete not in one but multiple one-stage auctions auctions, conducted in series. At the end of this sequence of auctions, we guarantee that the auctioneer finds the efficient outcome, as well as the payments that guarantee truthful revelation of demand sets at an equilibrium. Before we explain our approach in detail, we introduce some additional notation.

Consider the one-stage auction game introduced above. Denote by \(p(t, S)\) the total price of items in bundle \(S\), at step \(t \in \mathbb{Z}_+\) of this auction, i.e., \(p(t, S) = \sum_{i \in S} p_i(t)\), where \(p(t)\) is the price vector at step \(t\). Let \(D^m(t)\) be the set of items bidder \(m\) reports as her demand at time \(t\), in response to prices \(p(t)\). For each bidder \(m\), and \(t \geq 1\), we define

\[
q^m(t) = \max_{S \in D^m(t) \cap D^m(t+1)} \left( p(t+1, S) - p(t, S) \right) \quad \text{if } D^m(t) \cap D^m(t+1) \neq \emptyset
\]

\[
L \quad \text{otherwise},
\]

where \(L\) is a large constant. Observe that if bidders reveal their demand sets truthfully, and \(D^m(t) \cap D^m(t+1) \neq \emptyset\), we have \(v^m(S) - p(t, S) = v^m(\hat{S}) - p(t, \hat{S})\) and \(v^m(S) - p(t+1, S) = v^m(\hat{S}) - p(t+1, \hat{S})\) for any \(S, \hat{S} \in D^m(t) \cap D^m(t+1)\). These equalities imply that if bidders are truthful, then \(p(t+1, S) - p(t, S) = p(t+1, \hat{S}) - p(t, \hat{S})\) for any \(S, \hat{S} \in D^m(t) \cap D^m(t+1)\). Hence, in this case maximization in (6.12) is unnecessary.

We denote by \(Q^m\) the sum of \(q^m(t)\) in the course of the auction, i.e., \(Q^m = \sum_{t=1}^{T-1} q^m(t)\), where \(T\) denotes the step at which the auction terminates. We next show that \(Q^m\) reveals useful information about valuations of bidders, when they bid truthfully. A proof of this

\[\text{A similar result (with a slightly different definition for the quantity } Q^m \text{) that requires having piecewise...}\]
Lemma can be found in Section 6.8.

**Lemma 6.4.6.** Assume that bidder $m$ bids truthfully in the one-stage auction game, and the auction terminates assigning bundle $S^m$ to bidder $m$. Then, $Q^m = v^m(N) - v^m(S^m) + p^m(S^m)$, where $p^m(S^m)$ stands for the price associated with this bundle at the end of the auction.

We next introduce the serial auction game. Let $M = \{1, \ldots, M\}$ denote the set of all bidders. The serial auction game involves:

- At stage zero, running a one-stage auction with bidders $M$ (referred to as auction 0),
- At stage $k$ running a one-stage auction with bidders $M - \{k\}$ (referred to as auction $k$).

Let $Q^m_k$ denote the $Q^m$ value associated with bidder $m$ in auction $k$. Denote the assignment obtained at the end of stage $k$ by $\{S^m_k\}$, and the corresponding prices for these bundles at the end of the auction by $\{p^m_k(S^m_k)\}$. If the serial auction game terminates, then

- Items are assigned according to the allocation that emerges at the end of stage 0, i.e. $\{S^0\}$.
- Final payment of each bidder $m$ is equal to $\sum_{k \neq m} (Q^k_0 - p^k_0(S^k_0)) - (Q^k_m - p^k_m(S^k_m))$.

Observe that the final allocation of items to bidders is determined at the end of stage 0. The subsequent stages are present to compute the final payments of the bidders.

A complete description of the game requires specifying payments of bidders for cases where the auction does not terminate. If auction $l$ does not terminate ($l > 0$), then each bidder $m < l$ receives items as identified at the end of stage 0 ($\{S^m_0\}$), and has a final payment of $\sum_{k \neq m} (Q^k_0 - p^k_0(S^k_0)) - (Q^k_m - p^k_m(S^k_m))$. Each bidder $m \geq l$, on the other hand, receives no items and has a payment equal to $\sum_{k \neq m} (Q^k_0 - p^k_0(S^k_0))$. If auction 0 does not terminate, then no item is assigned, and the final payment of each bidder is equal to $\sup_T \sum_{k \neq m} \sum_{t=1}^T q^k(t)$.

We conclude this section by showing that it is an ex-post perfect equilibrium for bidders to bid truthfully in the serial auction game. Moreover, truthful bidding leads to an efficient allocation of items to bidders.

**Theorem 6.4.1.** It is an ex-post perfect equilibrium for bidders to bid truthfully in the serial auction game. Moreover, the corresponding final allocation is efficient, and payments are the associated VCG payments.

The proof of this theorem is provided in Section 6.8. Running a series of auctions may pose difficulties in practice. On the other hand, we demonstrate in Section 6.5 that when bidder-specific graphical pricing is used, the efficient outcome can be implemented by running a single iterative auction.
Remark: Recall that the VCG payment of agent $m$ acquiring bundle $S_m$ of items is given by $\hat{v}(S_m, \{v^k\}_{k \neq m}) = \max_{\{z^k\} | z^k \cap z^l = \emptyset} \sum_{k \neq m} v^k(Z^k) - \max_{\{z^k\} | z^k \cap z^l = \emptyset} \sum_{k \neq m} v^k(Z^k)$. It follows from Lemma 6.4.6 that when agents $k \neq m$ bid truthfully in the one stage auction game, the auctioneer can compute the quantity $Q^k - p^k(S_m) = v^k(N) - v^k(S^k)$ for all $k \neq m$. Since when bidders $k \neq m$ bid truthfully $\{S^k\}_{k \neq m}$ is an efficient allocation of items $N - S_m$ to bidders $k \neq m$ (see Lemma 6.4.5), it follows that $\sum_{k \neq m} Q^k - p^k(S_m) = \sum_{k \neq m} v^k(N) - v^k(S^k) = \sum_{k \neq m} v^k(N) - \max_{\{z^k\} | z^k \cap z^l = \emptyset} \sum_{k \neq m} v^k(Z^k)$. This implies that $\hat{v}(S_m, \{v^k\}_{k \neq m}) = \kappa^m + \sum_{k \neq m} (Q^k - p^k(S_m))$, where $\kappa^m$ is a function of true valuations of bidders $k \neq m$. Thus, by running a single iterative auction, the auctioneer can learn the VCG payment of each agent (whose opponents truthfully bid) up to an additive function of her opponents’ valuations. It can be shown that if this quantity is charged to bidders, as their final payments, then bidders still have no incentive to deviate from the truthful bidding strategy. However, some bidders may have negative payoffs at the end of the auction, and this may deter them from participating in the auction. Thus, if we allow outcomes where some bidders have negative payoffs, it may be possible to implement the efficient outcome by using a single iterative auction that relies on anonymous item-pricing.

An alternative approach involves running a single iterative auction, but not immediately terminating the auction when a Walrasian equilibrium is identified. In particular, the auctioneer can continue running the auction until she acquires sufficient information to compute the VCG payments (or identifies the efficient allocation for sets of bidders $\mathcal{M}$ and $\mathcal{M} - \{k\}$ for all $k \in \mathcal{M}$). The iterative auction format we present in the next section makes use of this idea to implement the efficient auction by running a single iterative auction.

6.5 Iterative Auctions for General Graphical Valuations

In this section, we focus on solutions of LP5/D5 using iterative algorithms, and employ these to develop new iterative auction formats that rely on bidder-specific graphical pricing. The iterative auctions we develop in this section, have an ex-post perfect equilibrium that implements the efficient outcome for all graphical valuations. Importantly, unlike the auctions in Section 6.4, in these auctions, the auctioneer can compute the final payments that guarantee truthful bidding, by conducting only a single auction (as opposed to a series of auctions). Thus, our results imply that it suffices to run a single iterative auction which relies on bidder-specific graphical prices to implement the efficient outcome for graphical valuations.

An algorithm similar to that of Section 6.4 can be used for iteratively solving LP5 and finding the efficient allocation for graphical valuations. That is, we can start with a feasible dual solution, and check if there exists a primal feasible solution satisfying the complementary slackness condition with this dual solution. If such a solution exists, then we identify a primal-dual optimal pair. Otherwise, we can focus on a restricted primal problem.
(similar to (6.10)), and the corresponding dual, and update the dual prices in accord with the solution of these optimization problems. Since, primal-dual algorithms converge to the optimal solution of the underlying optimization problem, and in LP5 there exists an optimal solution that coincides with the efficient allocation, the approach we outline above guarantees convergence to the efficient outcome.

Note that this approach requires solving the restricted primal/dual problems in order to identify the dual variable update directions. On the other hand, the dual space of LP5 (or the feasible set of D5) exhibits a special structure that allows for convergence to the optimal solution, by updating the dual variables using a simple update rule that does not require solving the restricted primal/dual problems. Before we explain this approach, we introduce some necessary definitions, and present important properties of the optimal solutions of D5.

We define a restriction of a feasible solution \( \{(p^m_i, p^m_{ij})_{m \in M_0}, \{r^m_i, r^m_{ij}\}_{m \in M_0}, \pi_s\} \) of D5 to a set of bidders \( M_0 \subset M \) as the tuple \( \{(p^m_i, p^m_{ij})_{m \in M_0}, \{r^m_i, r^m_{ij}\}_{m \in M_0}, \pi_s\} \). Similarly, we refer to the tuple \( \{p^m_i, p^m_{ij}, r^m\}_{m \in M_0} \) as the restriction of prices and bidder surpluses to a set of bidders \( M_0 \subset M \). Additionally, we say that D5 is formulated with subset \( M_0 \) of bidders, if (i) it has \( p^m_i, p^m_{ij}, r^m \) variables only for \( m \in M_0 \), (ii) the first constraint is imposed only for \( m \in M_0 \), and (iii) the second constraint is present only for allocations \( \mu \), where bidders \( m \notin M_0 \) do not receive any items, i.e., \( \mu^m = \emptyset \).

We next show that there exists an optimal solution of D5, whose restriction to any subset of bidders gives prices and bidder surpluses that appear at an optimal solution of a formulation of D5, for this set of bidders.

**Lemma 6.5.1.** (i) Assume that there are at least two bidders and one item, and the efficient allocation is unique. Then, the prices that are part of an optimal solution of D5 are not unique.

(ii) There exists an optimal solution of D5, such that for any \( M_0 \subset M \), the restriction of prices and bidder surpluses of this optimal solution to \( M_0 \) agrees with prices and bidder surpluses at an optimal solution of a formulation of D5 with set of bidders \( M_0 \).

**Proof.** (i) Denote the unique efficient allocation by \( \{\hat{S}_m\} \). Consider a solution of D5, where \( p^m_i = w^m_i, p^m_{ij} = w^m_{ij}, \pi^m = 0 \), for \( m \in M \), and \( \pi_s \) equals to the maximum welfare, i.e., \( \pi_s = W^* \triangleq \max_{\{S^m\}} \sum_k v^k(S^k) \). It can be immediately checked that this solution is feasible in D5. Additionally, the corresponding objective value is equal to \( W^* \). However, LP5 has a feasible solution, associated with the efficient allocation, which has the same objective value. This implies that the constructed dual feasible solution is also optimal.

Since the efficient allocation is unique, it follows that

\[
\pi_s = \sum_m \sum_{i \in S^m} p^m_i + \sum_{ij \in S^m} p^m_{ij} > \sum_m \sum_{i \in S^m} p^m_i + \sum_{ij \in S^m} p^m_{ij} \tag{6.13}
\]

for any other allocation \( \{S^m\} \neq \{\hat{S}_m\} \). For some player \( k \), we have \( S^k - \hat{S}_k \neq \emptyset \). Let item \( j \)
belong to this set. For sufficiently small $c$, consider the following solution of $D5$: $\tilde{p}^k_j = p^k_j + c$, $\tilde{p}^m_i = p^m_i$ for all $(m, i) \neq (k, j)$, $\tilde{p}^m_{ir} = p^m_{ir}$ for all $(i, r) \in E$, $\tilde{p}^m = p^m$ for all $m$, $\tilde{\pi}^s = \pi^s$. Note that this solution is feasible since (weakly) increasing $\{p^m_i, p^m_{ir}\}$ does not violate the constraints involving $\pi^m$. Additionally, the constraint involving $\pi^s$ is not violated since this constraint is strict except for allocation $\{\tilde{S}^m\}$, $j \in S^m - \tilde{S}^m$, and $c$ is sufficiently small. On the other hand, it can be seen that the new solution achieves the same objective value as the original solution, hence it is optimal, and the first part of the claim follows.

(ii) In order to prove the second part, consider the initial dual optimal solution we constructed for the first part, i.e., $p^m_i = w^m_i$, $p^m_{ir} = w^m_{ir}$, $\pi^s = \max_{\{S^m\}} \sum_k v^k(S^k)$, $\pi^m = 0$ for all players $m$, nodes $i$ and edges $(i, j) \in E$. Observe that after restricting this solution to a set of bidders $M_0$, and replacing $\pi^s$ with $\pi^s = \max_{\{S^m\}|S^m \neq \emptyset \forall m \notin M_0} \sum_k v^k(S^k)$, we obtain a solution for $D5$ formulated with bidders $M_0$. Feasibility of this solution can immediately be checked. Note that the objective value of $D5$ associated with this solution, is equal to the maximum welfare that can be raised with set of bidders $M_0$. On the other hand, when $D5$ is formulated with set of bidders $M_0$, the corresponding LP5 has a feasible solution associated with the efficient allocation to set of bidders $M_0$, and the objective value of this solution is equal to the maximum welfare $\max_{\{S^m\}|S^m \neq \emptyset \forall m \notin M_0} \sum_k v^k(S^k)$. Thus, it follows that the solution we constructed is also optimal in a formulation of $D5$, with set of bidders $M_0$. We conclude that the restriction of prices and bidder surpluses of the optimal solution obtained in the first part to set $M_0$, agrees with an optimal solution to $D5$, formulated with set of bidders $M_0$, and the claim follows.

Since generically (i.e., except for possibly a measure zero set of node/edge weights) there is a unique efficient allocation, the above lemma suggests that $D5$ almost always has multiple optimal solutions. Moreover, it has an optimal solution whose prices and bidder surpluses also appear in an optimal solution of $D5$ formulated with fewer bidders.

Consider an optimal solution of $D5$, such that for all $m \in M$, the prices and bidder surpluses of this solution agree with the prices and bidder surpluses at an optimal solution of $D5$, formulated with bidders $M - \{m\}$. We refer to such a solution of $D5$ as a special optimal solution.\footnote{Special optimal solutions are closely related to the universal competitive equilibrium (UCE) price concept of Mishra and Parkes (2007, 2009). In particular, UCE prices correspond to “competitive equilibrium” prices for sets of bidders $M$ and $M - \{k\}$ (for every $k$). Moreover, they can be used for computing the VCG payments of agents. On the other hand, UCE prices associate a bidder-specific price with every bundle of items, and hence potentially consist of $M2^N$ distinct parameters. In contrast, the special optimal solutions we focus on here, associate a bidder-specific price with each node and edge of the underlying graph (hence consist of $O(MN^2)$ parameters). Moreover, when valuations are graphical, as we establish in this section, they are sufficient for the computation of VCG payments.} Intuitively, the dual prices and bidder surpluses in this solution remain to be optimal, after removing at most one bidder from the formulation. Lemma 6.5.1 implies that special optimal solutions exist.

Let $\{(p^m_i), (p^m_{ir}), (\pi^m), \pi^s\}$ be a special optimal solution of $D5$. By Theorem 5.4.1 it follows that LP5 has an associated integral optimal solution. Moreover, this solution
suggests an efficient allocation of items to bidders. We denote this efficient allocation by \( \{S^m_{0}\}_{m \in \mathcal{M}} \), and note that the optimal solution of LP5 has \( x^m(S^m_{0}) = 1 \) for all \( m \). Similarly, when D5 is formulated with a set of bidders \( \mathcal{M} - \{k\} \), the corresponding LP5 has an integral optimal solution that identifies an efficient allocation for these bidders. For every \( k \in \mathcal{M} \), denote this allocation by \( \{S^m_{k}\}_{m \in \mathcal{M} - \{k\}} \), and note that the associated optimal solution of LP5 has \( x^m(S^m_{k}) = 1 \) for all \( m \neq k \). Since \( \{p^m_i\}, \{p^m_{ij}\}, \{\pi^m\}, \pi^s \) is a special optimal solution, then by complementary slackness in LP5 and D5, it follows that

\[
\pi^m = v^m(S^m_{0}) - p^m(S^m_{0}) = v^m(S^m_{k}) - p^m(S^m_{k}),
\]

where we use the shorthand notation \( p^m(S) = \sum_{i \in S} p^m_i + \sum_{i,j \in S} p^m_{ij} \). This suggests that at a special optimal solution we have:

\[
v^m(S^m_{k}) - v^m(S^m_{0}) = p^m(S^m_{k}) - p^m(S^m_{0}). \tag{6.14}
\]

Since by definition \( \{S^m_k\} \) is an efficient allocation for a set of bidders \( \mathcal{M} - \{k\} \), it follows that VCG payment (see Definition 6.3.3) for bidder \( k \) is given by:

\[
\sum_{m \neq k} p^m(S^m_{k}) - p^m(S^m_{0}) = \sum_{m \neq k} p^m(S^m_{k}) - p^m(S^m_{0}).
\]

We next propose an iterative auction format (see the table below) that implements the efficient allocation for all graphical valuations. The prices in this auction are updated so that when bidders reveal their demand truthfully, they converge to prices that are a part of a special optimal solution of D5. This allows for charging bidders final payments that are VCG payments, and guarantees that truthful demand revelation is an ex-post perfect equilibrium.

We make two assumptions before we state our auction format: (i) the valuation functions are integer-valued, (ii) there exists some integer \( \bar{w} \) such that \( \bar{w} \geq w^m_{ij}, w^m_i \) for all \( m, i \), and \( (i, j) \in E \). Observe that the first assumption also implies that the node and edge weights are integers for all bidders. The second assumption simply suggests that an upper bound on node/edge weights is known.

This auction starts with high prices, at which bidders who bid truthfully do not demand any items. Intuitively, the auctioneer decreases the prices of items that are not demanded in isolation (i.e., \( \{i\} \notin D^k \)), until bidders start demanding them. Once a bidder demands such an item \( i \), it is added to set \( \Psi^k \). If two end points of an edge belong to this set (they are demanded at some point), and the bundle \( \{i, j\} \) is not demanded, then the auctioneer decreases the price associated with this edge. If the termination condition in Step S2 holds, then the auction terminates with a final allocation, and payments that are only a function
An iterative auction for general graphical valuations.

S1: Set \( p^m_i = p^m_{ij} = \bar{w} \) for all \( m, i \) and \( ij \). Set \( \Psi^m = \emptyset \) for all \( m \).

S2: Ask every bidder \( m \) the sets she demands at the current prices, i.e., \( D^m = \arg \max_S v^m(S) - \sum_{i \in S} p^m_i - \sum_{ij \in S} p^m_{ij} \).

If there exists an allocation \( \{S^m_0\} \) such that

- \( S^m_0 \in D^m \)
- \( \sum_m p^m(S^m_0) \geq \sum_m p^m(S^m) \) for any other allocation \( \{S^m\} \)

and allocations \( \{S^m_k\}_{m \neq k} \) for every bidder \( k \) such that

- \( S^m_k \in D^m \)
- \( \sum_{m \neq k} p^m(S^m_k) \geq \sum_{m \neq k} p^m(S^m) \) for any other allocation \( \{S^m\} \)

then go to step S5. Otherwise go to step S3.

S3: For every bidder \( m \), and item \( i \), if \( \{i\} \in D^m \), then do not update \( p^m_i \), and set \( \Psi^m := \Psi^m \cup \{i\} \). Otherwise decrement \( p^m_i \) by one.

For every bidder \( m \), and edge \((i,j) \in E \), if \( i, j \in \Psi^m \), and \( \{i,j\} \notin D^m \), then decrement \( p^m_{ij} \) by one. Otherwise do not update \( p^m_{ij} \).

S4: For every bidder \( m \), if (i) \( p^m_i < 0 \) for some \( i \in N \), or (ii) \( S \in D^m \) but \( S' \subset S \) is such that \( S' \notin D^m \), then set \( p^m_i = p^m_{ij} = \bar{w} \) for all \( i \in N \), \( (i,j) \in E \), and \( \Psi^m = \emptyset \).

Go to Step S2.

S5: Terminate, by allocating items according to \( \{S^m_0\} \), and assigning a final payment for each bidder \( k \) that is equal to \( \sum_{m \neq k} p^m(S^m_k) - p^m(S^m_0) \).

of the prices that emerge in the last stage of the auction. The final payment of each bidder \( k \) is the difference between the revenue the auctioneer can raise at the final prices, if this bidder is not present \( (\sum_{m \neq k} p^m(S^m_k)) \) and the revenue the auctioneer can raise from the remaining bidders, when she is present \( (\sum_{m \neq k} p^m(S^m_0)) \). Finally, if a bidder \( m \) does not bid truthfully, then the conditions of Step S4 may hold, and the auctioneer “resets” the prices for bidder \( m \), i.e., they are updated to the levels in Step S1. Note that if the auction does not terminate, the auctioneer does not allocate any items, and bidders do not make any payments. Hence, in this case we assume that bidders receive a payoff of zero.

An iterative solution of LP5/D5 using a primal-dual algorithm requires keeping a dual feasible solution at each stage, checking if there exists a primal feasible solutions that satisfies the complementary slackness conditions with the given dual feasible solution, and updating the dual variables to obtain a dual feasible solution with an improved objective. Additionally, as in Section 6.4, it is possible to implicitly define \( \{\pi^m, \pi^s\} \) variables at each stage of this iterative algorithm, by setting \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p^m_i - \sum_{ij \in S} p^m_{ij} \), and \( \pi^s = \max_{\mu \in \chi} \sum_m \sum_{i \in \mu^m} p^m_i + \sum_{ij \in \mu} p^m_{ij} \). Note that this choice of dual variables guarantees
dual feasibility at each stage, and allows expressing dual variable updates, only in terms of the updates of the price variables.

The steps of the above iterative auction are similar to a primal-dual algorithm, when bidders truthfully reveal their demand. In particular, defining \( \pi^m \) and \( \pi^s \) variables implicitly, as given above, dual feasibility in \( D_5 \) is always guaranteed. Additionally, the first set of termination conditions in Step S2 (those involving \( S^m_0 \)), correspond to checking if there exists a primal feasible solution satisfying complementary slackness conditions with the given dual feasible solution. More precisely, it can be seen that if these conditions hold, the primal feasible solution \( x^m(S^m_0) = 1 \) for all \( m \), \( \delta_{S^m_0} = 1 \), and \( x^m(S) = \delta_\mu = 0 \) for remaining \( m \) and \( (m, S) \), satisfies complementary slackness conditions with the aforementioned dual feasible solution. Additionally, this solution is feasible in the primal, implying that the given primal and dual feasible solutions are optimal, and \( \{ S^m_0 \} \) is efficient.

On the other hand, the iterative auction proposed above is different than a primal-dual algorithm in two aspects. First, even after an optimal solution is found the auction may not terminate. This can be seen by observing that if the first set of conditions in Step S2 hold, but the second set of conditions do not, the price updates continue. This feature of the auction guarantees that price updates terminate only when a special optimal solution is found (and possibly after an optimal solution is found). Secondly, unlike primal-dual algorithms, the dual updates need not strictly improve the objective. This can be seen by noting that even after an optimal solution is found, price updates continue. Moreover, price updates do not require explicitly formulating and solving restricted primal/dual problems.

Thus, we conclude that when bidders reveal their demand truthfully, the above iterative auction imitates a primal-dual algorithm. However, it is slightly different from a primal-dual algorithm, as it searches for a special optimal solution of \( D_5 \) (as opposed to any optimal solution).

We next show that when bidders truthfully reveal their demand this iterative auction converges to a special outcome of \( D_5 \). Additionally, when final allocation and payments are chosen as in step S5, it is an equilibrium for bidders to reveal their demand truthfully.

**Theorem 6.5.1.** (i) Let \( \{ v^m \} \) denote the valuations of bidders. Assume that the above iterative auction terminates with prices \( \{ p^m \}, \{ p^s \}_j \), and at the last step of the auction, bidders' demand reports are truthful. The solution of \( D_5 \) obtained by setting \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p^m_i - \sum_{i,j \in S} p^m_{ij} \), and \( \pi^s = \max_{\mu \in \chi} \sum_m \sum_{i \in \mu} p^m_i + \sum_{i,j \in \mu} p^m_{ij} \), is a special optimal solution.

(ii) In this auction, it is an ex-post perfect equilibrium for bidders to reveal their demand truthfully. Moreover, the corresponding final allocation is efficient, and payments are the associated VCG payments.

We conclude that the iterative auction format that is defined in this section guarantees that the efficient outcome emerges at an ex-post perfect equilibrium. Additionally, it does
so without running a series of auctions, and by relying on a simple pricing rule: bidder-specific graphical pricing. In particular, this auction terminates at a pricing equilibrium (with bidder-specific pricing rule), which also is a special optimal solution of D5. The allocation at this solution is efficient, and the prices allow for the computation of the VCG payments. These final payments ensure that bidders have no incentive to deviate from truthful bidding, at any stage of the iterative auction.

The key enabler of our result is the special structure of graphical valuation functions, and the existence of an LP formulation (LP5), which has a simple dual space, and can be used to find the efficient allocation for all graphical valuations. In the next section, we provide a generalization of our results and auction format to additively decomposable valuations, and discuss how the “complexity” of the auction format changes, as we consider more and more general valuation functions.

6.6 Generalization: An Alternative LP and Additively Decomposable Valuations

In the previous section we showed that D5 has some optimal solutions, which allow for computing the VCG payments. We designed an efficient iterative auction by ensuring convergence of prices to this special optimal solution. However, we also established that the optimal solution is not unique. Hence, the iterative auction we developed relied on convergence to the “right” optimal solution of D5.

In this section, we provide an alternative LP formulation of the efficient allocation problem, whose dual both suggests a bidder-specific graphical pricing rule, and reveals enough information at all of its optimal solutions to compute VCG payments. Iterative solutions of this LP formulation provide an alternative approach for designing iterative auctions systematically. Additionally, we show that it is possible to extend this approach to additively decomposable valuation functions introduced in Section 5.5.

Before presenting the alternative formulation, we introduce some new notation. We denote by $\chi_k$ all complete allocations where bidder $k$ does not receive any items, i.e., if $\mu_k \in \chi_k$ then $\mu_k^k = \emptyset$. We use the variables $\{d_k^{\mu_k}\}_{\mu_k \in \chi_k}$ such that $\sum_{\mu_k \in \chi_k} d_k^{\mu_k} = 1$, $d_k^{\mu_k} \geq 0$, to denote a distribution over these allocations.
Using this notation, the primal LP (LP6) we focus on in this section is provided next:

$$\begin{align*}
\text{max} & \quad \sum_{m} \sum_{S} x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_{S} x^m(S) \leq M \quad \forall m \\
& \quad \sum_{S \mid i \in S} x^m(S) \leq \sum_{\mu \in \chi \mid i \in \mu^m} \delta_{\mu} + \sum_{k \neq m} \sum_{\mu_k \in \chi_k \mid i \in \mu_k^m} \delta_{\mu_k} \quad \forall i, m \\
\text{LP6 :} & \quad \sum_{S \mid ij \in S} x^m(S) = \sum_{\mu \in \chi \mid ij \in \mu^m} \delta_{\mu} + \sum_{k \neq m} \sum_{\mu_k \in \chi_k \mid ij \in \mu_k^m} \delta_{\mu_k} \quad \forall ij \in E, m \\
& \quad \sum_{\mu \in \chi} \delta_{\mu} = 1 \\
& \quad \sum_{\mu_m \in \chi_m} \delta_{\mu_m} = 1 \quad \forall m \\
& \quad \delta_{\mu} \geq 0, x^m(S) \geq 0.
\end{align*}$$

In this optimization problem, we jointly solve for the efficient allocation for bidders in $\mathcal{M}$, and for bidders in $\mathcal{M} - \{k\}$ for all $k \in \mathcal{M}$. We could formulate separate optimization problems to compute these efficient allocations: (i) for the case involving all players in $\mathcal{M}$, we could use variables $(x^m(S), \delta_{\mu})$ and formulate LP5, (ii) for bidders in $\mathcal{M} - \{k\}$ we could use variables $(x^m(S), \delta_{\mu_k})$ and appropriately reformulate LP5 for bidders in $\mathcal{M} - \{k\}$. Instead, LP6 solves all of these optimization problems jointly, by aggregating their constraints and coupling them. For instance, as opposed to imposing $\sum_{S} x^m(S) \leq 1$ as in the $M$ separate formulations of LP5 involving bidder $m$ (mentioned above), LP6 imposes a single constraint $\sum_{S} x^m(S) \leq M$. Consequently, in LP6 we have a single constraint for each bidder-item or bidder-edge pair. This ensures that the corresponding dual optimization problem (D6), presented next, leads to a graphical pricing rule.

$$\begin{align*}
\text{min} & \quad \pi^s + \sum_{m} \pi^s_m + M \sum_{m} \pi^m \\
\text{s.t.} & \quad \pi^m \geq v^m(S) - \sum_{i \in S} p_i^m - \sum_{ij \in S \mid ij \in E} p_{ij}^m \quad \forall S, m \\
\text{D6 :} & \quad \pi^s \geq \sum_{\mu \in \chi} \left( \sum_{i \in \mu^m} p_i^m + \sum_{ij \in \mu} p_{ij}^m \right) \quad \forall \mu \in \chi \\
& \quad \pi^s_m \geq \sum_{k \neq m} \left( \sum_{i \in \mu_k^m} p_i^k + \sum_{ij \in \mu_k} p_{ij}^k \right) \quad \forall \mu_m \in \chi_m \\
& \quad p_i^m, \pi^m \geq 0.
\end{align*}$$

Similar to our interpretation for $\pi^s$, in the dual problem, the variable $\pi^s_m$ can be interpreted as the revenue of the auctioneer when bidder $m$ does not receive any items. The
interpretation of the remaining variables/constraints is exactly the same as in D5.

We next show that for graphical valuations LP6 can always be used to jointly identify the efficient outcome in problem instances with bidders \( \mathcal{M} \) as well as \( \mathcal{M} - \{k\} \). Additionally, the corresponding dual optimal solution of D6 can always be used to identify the VCG payments.

**Theorem 6.6.1.** Assume that bidders have graphical valuations. Let \( \{ S^m \}_m \) and \( \{ S^m_k \}_m \neq k \) (for all \( k \in \mathcal{M} \)) denote the efficient allocation for set of bidders \( \mathcal{M} \) and \( \mathcal{M} - \{k\} \) respectively.

(i) LP6 always has an optimal solution that is integral. In this solution, we have \( \delta_{\{S^m\}} = 1 \) for all \( k \in \mathcal{M} \), and \( \delta_{\mu} = \delta_{\mu_m} = 0 \) for the remaining \( \mu, \mu_m, m \); and \( x^m(S) = \| \{k \in \mathcal{M} | S = S^m_k \} \| + 1_{S = S^m} \) for all \( m, S \), where \( 1_{S = S^m} \) is an indicator variable that is equal to 1 if \( S = S^m \), and 0 otherwise.

(ii) At any dual optimal solution of D5, for any bidders \( m, k \), we have

\[
\pi^m = v^m(S^m) - \sum_{i \in S^m} p^m_i - \sum_{ij \in S^m} p^m_{ij} = v^m(S^m_k) - \sum_{i \in S^m_k} p^m_i - \sum_{ij \in S^m_k} p^m_{ij},
\]

\[
\pi^s = \sum_{m} \left( \sum_{i \in S^m} p^m_i + \sum_{ij \in S^m} p^m_{ij} \right),
\]

\[
\pi^k = \sum_{m \neq k} \left( \sum_{i \in S^m_k} p^m_i + \sum_{ij \in S^m_k} p^m_{ij} \right). \tag{6.15}
\]

(iii) At any dual optimal solution, for any bidder \( m \), the quantity

\[
\sum_{k \neq m} \left( \left( \sum_{i \in S^m_k} p^k_i + \sum_{ij \in S^m_k} p^k_{ij} \right) - \left( \sum_{i \in S^k} p^k_i + \sum_{ij \in S^k} p^k_{ij} \right) \right) \tag{6.16}
\]

is equal to the VCG payment of bidder \( m \), for acquiring bundle \( S^m \) of items.

**Proof.** (i) Denote by \( W^* \) and \( W^*_k \) the total value generated by the allocations \( \{ S^m \} \) and \( \{ S^m_k \} \) respectively. It can be immediately checked that the solution specified in the theorem statement is feasible, and the associated objective value is equal to \( W^* + \sum_k W^*_k \). This suggests that the optimal solution of LP6 is lower bounded by \( W^* + \sum_k W^*_k \).

Consider the dual solution \( p^m_i = w^m_i, p^m_{ij} = w^m_{ij}, \pi^m = 0 \), for all \( m, i \in \mathcal{N}, (i, j) \in E \), and

\[
\pi^s = \max_{\mu \in \mathcal{M}} \sum_{m} \left( \sum_{i \in \mu^m} p^m_i + \sum_{ij \in \mu^m} p^m_{ij} \right)
\]

\[
\pi^k = \max_{\mu \in \mathcal{M}_k} \sum_{m \neq k} \left( \sum_{i \in \mu^m_k} p^m_i + \sum_{ij \in \mu^m_k} p^m_{ij} \right).
\]
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It follows from D6 that this solution is feasible. Moreover, by construction the corresponding dual objective value is equal to $W^* + \sum_k W_k^*$. Thus, the optimal objective of the dual problem is upper bounded by $W^* + \sum_k W_k^*$.

By strong duality it follows that the primal and dual feasible solutions we construct above are optimal for LP6 and D6 respectively. Hence, the first part of the theorem follows.

(ii) Consider the optimal solution to LP6 given in part (i) of the theorem. Complementary slackness suggests that any dual optimal solution satisfies the conditions in the second part of the theorem. Hence, the claim immediately follows.

(iii) It follows from part (ii) that \( \left( \sum_{i \in S^k_m} p_i^k + \sum_{ij \in S^k_m} p_{ij}^k \right) = v^k(S^k_m) - \pi^k \), and similarly \( \left( \sum_{i \in S^k} p_i^k + \sum_{ij \in S^k} p_{ij}^k \right) = v^k(S^k) - \pi^k \). Thus, the quantity in (6.16) is equivalent to

\[
\sum_{k \neq m} (v^k(S^k_m) - \pi^k) - (v^k(S^k) - \pi^k) = \sum_{k \neq m} (v^k(S^k_m) - v^k(S^k)).
\]

Since allocations \( \{S^m\} \) and \( \{S^k\} \) are efficient (for set of bidders \( M \) and \( M - \{k\} \) respectively), the quantity in the right hand side is equal to the VCG payment of bidder \( m \), and the claim follows. \( \square \)

This theorem suggests that iterative solutions of LP6/D6 via primal-dual algorithms can be used to identify the efficient outcome, and VCG payments at the same time. Moreover, solution of these LPs using primal-dual algorithms lead to natural iterative auction formats. In these auctions, the auctioneer sets bidder-specific graphical prices, and the bidders report the set of items that they demand, exactly as in Section 6.5. Given demand reports the auctioneer can solve restricted primal/dual problems associated with LP6/D6 to find a dual update direction (assuming \( \pi^m, \pi^s, \pi^m_s \) variables are implicitly defined, analogously to our approach in Sections 6.4, 6.5). When the complementary slackness conditions associated with these LPs hold (or restricted problems have objective value zero), the auctioneer terminates the auction by assigning the allocation \( \{S^m\} \) (as defined in Theorem 6.6.1(i)) and final payments specified in Theorem 6.6.1(iii). Since by collecting demand reports, and updating the prices as explained above, the auctioneer essentially runs a primal-dual algorithm, it can be seen that after any history \( H_t \) if bidders truthfully reveal their demand, this auction terminates at a pricing equilibrium with the pricing rule suggested by D6, and an efficient outcome is identified. Moreover, it can be easily checked that if the auction terminates assigning bidder \( m \) some set of items \( \hat{S}^m \), and if bidders \( k \neq m \) bid truthfully, the payments suggested in Theorem 6.6.1(iii) will be equal to \( \gamma(\hat{S}^m, \{v^k\}_{k \neq m}) \). Thus, it can be shown that truthful bidding strategy satisfies conditions of Theorem 6.3.1, and hence in this auction it is an ex-post perfect equilibrium for bidders to reveal their demand truthfully. Since the approach outlined here for developing an iterative auction using a primal-dual algorithm, closely follows the approaches in Sections 6.4 and 6.5, the details are omitted.

We conclude this section by providing a generalization of LP6 and D6 to additively
decomposable valuations (denoted by \( LP6G \) and \( D6G \)). In particular, for a given collection \( \mathcal{B} = \mathcal{B}_0 \cup \mathcal{B}_+ \cup \mathcal{B}_- \) of sets (see Section 5.5 for a definition of collections \( \mathcal{B}_0, \mathcal{B}_+, \mathcal{B}_- \)), we consider the following primal-dual LP pair:

\[
\begin{align*}
\text{max} & \quad \sum_{m} \sum_{S} x^m(S)v^m(S) \\
\text{s.t.} & \quad \sum_{S} x^m(S) \leq M \quad \forall m \\
LP6G: & \quad \sum_{S' = S \cap B} x^m(S) \leq \sum_{\mu \mid \mu \cap B = S'} \delta_{\mu} + \sum_{k \neq m} \sum_{\mu_k \in \chi_k} \delta_{\mu_k}^{k} \quad \forall m, S' \subset B, B \in \mathcal{B}_+ \\
& \quad \sum_{S' = S \cap B} x^m(S) \geq \sum_{\mu \mid \mu \cap B = S'} \delta_{\mu} + \sum_{k \neq m} \sum_{\mu_k \in \chi_k} \delta_{\mu_k}^{k} \quad \forall m, S' \subset B, B \in \mathcal{B}_- \\
& \quad \sum_{S' = S \cap B} x^m(S) = \sum_{\mu \mid \mu \cap B = S'} \delta_{\mu} + \sum_{k \neq m} \sum_{\mu_k \in \chi_k} \delta_{\mu_k}^{k} \quad \forall m, S' \subset B, B \in \mathcal{B}_0 \\
& \quad \sum_{\mu \in \chi} \delta_{\mu} \leq 1 \\
& \quad \sum_{\mu_k \in \chi_k} \delta_{\mu_k}^{k} \leq 1 \quad \forall k \\
& \quad x^m(S), \delta_{\mu}, \delta_{\mu_k}^{k} \geq 0 \quad \forall m, S, \mu, \mu_k.
\end{align*}
\]

\[
\begin{align*}
\text{min} & \quad \pi^* + \sum_{m} \pi^m + M \sum_{m} \pi^m \\
\text{s.t.} & \quad \pi^m \geq v^m(S) - \sum_{B} p^m_B(S \cap B) \quad \forall m, S \\
D6G: & \quad \pi^* \geq \sum_{m} \sum_{B} p^m_B(\mu^m \cap B) \quad \forall \mu \in \chi \\
& \quad \pi^m \geq \sum_{k \neq m} \sum_{B} p^k_B(\mu^m \cap B) \quad \forall m, \mu_m \in \chi_m \\
& \quad \pi^m \geq 0 \quad \forall m, \\
p^m_B(\cdot) \geq 0 \text{ for } B \in \mathcal{B}_+, \quad p^m_B(\cdot) \leq 0 \text{ for } B \in \mathcal{B}_-.
\end{align*}
\]

Observe that LP6G and D6G are immediate generalizations of LP6 and D6 respectively. In particular, the latter optimization formulations can be obtained by restricting attention to a formulation of LP6G and D6G, for a collection \( \mathcal{B} \) that contains only singletons, and pairs that correspond to edges.

Analogous to the results of Theorem 6.6.1, we show that this primal-dual LP pair can be used to find the efficient allocation, and the VCG payments for additively decomposable valuations with a given collection \( \mathcal{B} \).

**Theorem 6.6.2.** Assume that bidders have additively decomposable valuations with a collection \( \mathcal{B} \). Let \( \{S^m\}_m \) and \( \{S^m_k\}_{m \neq k} \) (for all \( k \in \mathcal{M} \)) denote the efficient allocation for set
of bidders $\mathcal{M}$ and $\mathcal{M} - \{k\}$ respectively.

(i) LP6G always has an optimal solution that is integral. In this solution, we have $\delta_{\{S^m\}} = \delta_{\{S^m\}}^k = 1$ for all $k \in \mathcal{M}$, and $\delta_\mu = \delta_{\mu_m}^m = 0$ for the remaining $\mu, \mu_m, m$; and

\[ x^m(S) = \left| \{k \in \mathcal{M} | S = S^m_k \} \right| + 1_{S = S^m} \text{ for all } m, S, \text{ where } 1_{S = S^m} \text{ is an indicator variable that is equal to 1 if } S = S^m, \text{ and 0 otherwise.} \]

(ii) At any dual optimal solution of D6G, for any bidders $m, k$, we have

\[ \pi^m = v^m(S^m) - \sum_B p^m_B(S^m \cap B) = v^m(S^m_k) - \sum_B p^m_B(S^m_k \cap B), \]

\[ \pi^s = \sum_m \sum_B p^m_B(S^m \cap B), \]

\[ \pi^s_k = \sum_{m \neq k} \sum_B p^m_B(S^m_k \cap B). \]

(iii) At any dual optimal solution, for any bidder $m$, the quantity

\[ \sum_{k \neq m} \left( \sum_B p^k_B(S^m_m \cap B) - \sum_B p^k_B(S^m_k \cap B) \right) \quad (6.17) \]

is equal to the VCG payment of bidder $m$, for acquiring bundle $S^m$ of items.

**Proof.** The proof of this theorem is identical to that of Theorem 6.6.1, and obtained following the same steps, after replacing $p^m_i, p^m_j$ by $p^m_B$, and constructing a feasible dual solution $p^m_B = w^m_B$. \qed

This result suggests that using primal-dual algorithms with the aforementioned LP formulations, it is possible to jointly identify the efficient allocation, and VCG payments for additively decomposable valuations. Moreover, these algorithms suggest iterative auction formats that implement the efficient outcome for all graphical valuations. These auctions rely on using bidder-specific prices that decouple over the underlying collection of sets, i.e., $\{p^m_B\}$. Details are omitted, as this approach is an immediate generalization of our approach for graphical valuations, and closely follows our results in Sections 6.4 and 6.5.

### 6.7 Summary

In this chapter, we focused on iterative solutions of the LP formulations provided in Chapters 4 and 5, and showed that these can be used to design iterative auction formats where the auctioneer sets prices, bidders reveal their demand, and the auctioneer adjusts prices until a Walrasian/pricing equilibrium is found. When bidders truthfully reveal their demand, the final allocation of items to bidders identified by this process is efficient. We complemented
the iterative solutions of the LPs with appropriate payment schemes to guarantee truthfulness. Our results suggest that for sign-consistent tree valuations, the efficient allocation can be implemented (at an ex-post perfect equilibrium) by running a sequence of auctions that rely on the anonymous item pricing rule. On the other hand, if the auctioneer has the flexibility to use the bidder-specific graphical pricing rule, she can implement the efficient outcome (again at an ex-post perfect equilibrium) (i) for all graphical valuations, (ii) by running a single auction. In order for auctions that rely on bidder-specific graphical pricing rule to implement the efficient outcome, the auctioneer updates the prices in a way that leads convergence to a “special” dual optimal solution of the associated linear program. Motivated by this observation, we provided an alternative LP formulation of the efficient allocation problem for general graphical valuations. This formulation still suggests employing bidder-specific graphical prices, and its solution simultaneously reveals the efficient outcome (i) for all bidders, as well as (ii) for all bidders but one. Additionally, any dual optimal solution of this LP formulation can be used to compute the VCG payments. Thus, this LP can be used together with any primal-dual algorithm to develop iterative auctions that implement the efficient outcome. Moreover, this formulation generalizes to settings with additively decomposable valuations, providing a framework for developing iterative auction formats that guarantee efficiency beyond graphical valuations.

The results of this part of the thesis imply that when valuation functions of bidders exhibit some structure (such as the additively decomposable structure, or the graphical structure), it is possible to develop efficient iterative auction formats that rely on pricing rules which have a similar structure. Thus, the “complexity” of the pricing rule need not exceed the “complexity” of the valuation functions for iterative auction design. We close this part of the thesis by emphasizing that in practice it may be possible to develop iterative auction formats that rely on simple pricing rules, by first identifying the structure in valuations of bidders, and then following the framework provided here to exploit this special structure.

6.8 Appendix: Additional Proofs

Proof of Lemma 6.4.1. If \( \{x^m(S)\} \) is a solution to (6.9), then it satisfies complementary slackness conditions, and this solution is optimal in LP1 and the associated dual solution \((p, \pi)\) is optimal in D1. On the other hand, Corollary 4.3.1 suggests that there exists an optimal solution of LP1 \( \{\bar{x}^m(S)\} \) that is integral. Observe that if \( \sum_S \bar{x}^m(S) = 0 \) for some \( m \), by setting \( x^m(\emptyset) = 1 \), another integral feasible solution of LP1 with the same objective value can be obtained. Thus, without loss of generality we can assume that the optimal integral solution \( \{\bar{x}^m(S)\} \) is such that \( \sum_S \bar{x}^m(S) = 1 \) for all \( m \). Moreover, Assumption 4.2.1 implies that if there exists an optimal solution of LP1 that is integral, another integral optimal solution such that \( \sum_m \sum_{i \in S} \bar{x}^m(S) = 1 \) for all \( i \) can be obtained. This can be
seen by noting that given an optimal integral solution \( \{ \hat{x}^m(S) \} \) such that \( \hat{x}^m(S^m) = 1 \), and \( \sum_m \sum_{i \in S} \hat{x}^m(S) = 0 \) for node \( i \), another feasible solution with weakly larger objective value can be obtained by setting \( \hat{x}^m(S^m \cup \{i\}) = 1 \), and \( \hat{x}^m(S^m) = 0 \), and keeping the remaining components of the original solution intact.

These observations imply that an optimal solution of LP1 that is integral and that satisfies \( \sum_m \sum_{i \in S} \hat{x}^m(S) = 1 \) for all \( i \), and \( \sum_S \hat{x}^m(S) = 1 \) for all \( m \) can be obtained. Denote this solution by \( \{ \hat{x}^m(S) \} \). Since, \((p, r)\) is optimal in D1, it follows that it should satisfy complementary slackness conditions with \( \{ \hat{x}^m(S) \} \). These conditions are identical to (6.9), and hence the claim follows.

Proof of Lemma 6.4.2. First, we show that if \((p, \pi)\) is feasible in D1, then for small enough \( \varepsilon \), so is \((p, \pi) + \varepsilon(\bar{p}, \bar{\pi})\). To see this first observe that if \( p_i > 0 \), then for sufficiently small \( \varepsilon \), we have \( p_i + \varepsilon p_i > 0 \). On the other hand, if \( p_i = 0 \), then feasibility of \((p, \bar{\pi})\) in (6.11) implies that \( \bar{p}_i \geq 0 \), and hence \( p_i + \varepsilon \bar{p}_i \geq 0 \). Similarly, observe that for all \( m, S \) such that \( \pi^m = v^m(S) - \sum_{i \in S} p_i \), we have \( \bar{\pi}^m + \sum_{i \in S} \bar{p}_i \geq 0 \). This implies that \( \pi^m + \varepsilon \bar{\pi}^m \geq \sum_{i \in S} (p_i + \varepsilon \bar{p}_i) \). On the other hand, if \( \pi^m > v^m(S) + \sum_{i \in S} p_i \), then for sufficiently small \( \varepsilon \), we have \( \pi^m + \varepsilon \bar{\pi} \geq v^m(S) + \sum_{i \in S} (p_i + \varepsilon \bar{p}_i) \). Thus we conclude that for all \( m \) and \( S \) this inequality holds. Moreover, for \( S = \emptyset \), this inequality implies that \( \pi^m + \varepsilon \bar{\pi}^m \geq 0 \). These observations imply that \((p, \pi) + \varepsilon(\bar{p}, \bar{\pi})\) is a feasible solution of D1.

Second, we note that since (6.9) has no solution, the problem (6.10) and its dual (6.11) have positive optimal values, and consequently we have \(- \sum_m \bar{\pi}^m - \sum_i \bar{p}_i > 0 \) and \( \sum_m \bar{\pi}^m + \sum_i \bar{p}_i < 0 \). Thus, it follows that \((\bar{p}, \bar{\pi})\) is a valid dual update direction, and to complete the proof of the lemma, it suffices to establish that (i), (ii), and (iii) hold.

Consider an optimal solution of (6.10). If \( i \) is overdemanded, then at this solution we have \( h_i > 0 \). Using complementary slackness conditions in (6.10) suggests that at the corresponding dual optimal solution we have \( \bar{p}_i = 1 > 0 \). Similarly, if \( i \) is underdemanded, then in the optimal solution of (6.10), we have \( \gamma_i > 0 \). In this case the complementary slackness conditions imply that \( \bar{p}_i = -1 < 0 \). Hence, we conclude that the claims (i) and (ii) both hold, for some dual update that can be obtained by a solution of (6.10) and (6.11).

In order to prove (iii), assume that \( \pi^m = \max_S v^m(S) - \sum_{i \in S} p_i \). Observe that in the optimal solution of (6.11), for every player \( m \), and some set \( S^* \), the first constraint is active (i.e., met with equality). This is because, otherwise \( \bar{\pi}^m \) can be decreased to obtain a solution with better objective value. Thus, \( m, S^* \) satisfy \( \pi^m = v^m(S^*) - \sum_{i \in S^*} p_i \), and \( \bar{\pi}^m + \sum_{i \in S^*} p_i = 0 \). These imply that \( \pi^m + \varepsilon \bar{\pi}^m = v^m(S^*) - \sum_{i \in S^*} (p_i + \varepsilon \bar{p}_i) \).

Proof of Lemma 6.4.3. (i) Since, \((\bar{p}, \bar{\pi})\) is an improvement direction by construction, it suffices to construct \( \phi(p, \bar{p}) > 0 \) such that \((p, \pi) + \phi(p, \bar{p}) (\bar{p}, \bar{\pi})\) is feasible to establish the first part of the result.

Observe that if for some \( m \) and \( S \), \( \pi^m = v^m(S) - \sum_{i \in S} p_i \), then by dual feasibility in (6.11) we have \( \bar{\pi}^m \geq \sum_{i \in S} \bar{p}_i \), and hence \( \pi^m + \theta \bar{\pi}^m \geq v^m(S) - \sum_{i \in S} (p_i + \theta \bar{p}_i) \) for any
Thus, feasibility constraint trivially follows for demanded sets $S^m \triangleq \{S|\pi^m = v^m(S) - \sum_{i \in S} p_i\}$, for any choice of $\theta$.

Let $S \in S^m$ and $S' \notin S^m$ respectively be sets that are demanded and not demanded by player $m$ at prices $p$ i.e., $\pi^m = v^m(S) - \sum_{i \in S} p_i > v^m(S') - \sum_{i \in S'} p_i$. Observe that

$$\sum_{i \in S'} p_i - \sum_{i \in S} p_i > v^m(S') - v^m(S), \quad (6.18)$$

where the quantity in the right hand side is an integer, since valuations are integer-valued. Let

$$\Delta_{S, S'} \triangleq \begin{cases} 1 & \text{if } \sum_{i \in S'} p_i - \sum_{i \in S} p_i \text{ is an integer} \\ \left(\sum_{i \in S'} p_i - \sum_{i \in S} p_i\right) - \left|\sum_{i \in S'} p_i - \sum_{i \in S} p_i\right| & \text{otherwise,} \end{cases} \quad (6.19)$$

where $|z|$ designates the largest integer that is weakly smaller than $z$. Observe that by construction $\Delta_{S, S'} > 0$. Additionally, the definition of $\Delta_{S, S'}$ guarantees that $\sum_{i \in S'} p_i - \sum_{i \in S} p_i - \Delta_{S, S'} \geq v^m(S') - v^m(S)$. Rearranging terms, we obtain

$$v^m(S) - \sum_{i \in S} p_i \geq v^m(S') - \sum_{i \in S'} p_i + \Delta_{S, S'}. \quad (6.20)$$

Assume that $\theta$ is chosen so that $\theta(\sum_{i \in S'} p_i - \sum_{i \in S} \bar{p}_i) \geq -\Delta_{S, S'}$. Then

$$\pi^m + \theta\bar{p}^m \geq v^m(S) - \sum_{i \in S} (p_i + \theta\bar{p}_i)$$
$$\geq v^m(S') - \sum_{i \in S'} p_i + \Delta_{S, S'} - \theta \sum_{i \in S} \bar{p}_i$$
$$\geq v^m(S') - \sum_{i \in S'} p_i - \theta \sum_{i \in S} \bar{p}_i = v^m(S') - \sum_{i \in S'} (p_i + \theta\bar{p}_i) \quad (6.21)$$

where the second line follows from (6.20), and the last line follows from the assumption on $\theta$. Note that this inequality suggests that the new dual solution satisfies the constraint

$$\pi^m + \theta\bar{p}^m \geq v^m(S') - \sum_{i \in S'} (p_i + \theta\bar{p}_i).$$

Thus, defining $\phi(p, \bar{p}) \triangleq \max \theta$ subject to

- $\theta(\sum_{i \in S'} p_i - \sum_{i \in S} \bar{p}_i) \geq -\Delta_{S, S'}$ for all $m$ and set $S$ demanded by $m$, and $S'$ not demanded by $m$,

- $p_i + \theta\bar{p}_i \geq 0$,

it follows that the updated solution $(p, \pi) + \phi(p, \bar{p})(\bar{p}, \bar{\pi})$ remains feasible in $D_1$. Note that by (6.19), we have $\Delta_{S, S'} > 0$. Additionally, by dual feasibility in (6.11) we obtain $\bar{p}_i = 0$ when $p_i = 0$. These imply $\phi(p, \bar{p}) > 0$, and the first part of the claim follows.
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(ii) Assume that \( \phi(p, \bar{p}) \neq \theta^* \), and \((\bar{p}, \bar{\pi}) = (p, \pi) + \phi(p, \bar{p})(\bar{p}, \bar{\pi})\). Since \( \theta^* \) the largest real that guarantees feasibility of \((p, \pi) + \theta^* (\bar{p}, \bar{\pi})\) in \( D1 \), it follows that \( \phi(p, \bar{p}) < \theta^* \).

By definition of \( \theta^* \) it follows that if \( p_i > 0 \), then \( \bar{p}_i > 0 \), and if \( \pi^m > v^m(S) - \sum_{i \in S} p_i \), then \( \hat{\pi}^m > v^m(S) - \sum_{i \in S} \bar{p}_i \), as well. These observations suggest that \((\bar{p}, \bar{\pi})\) is feasible in a formulation of \((6.11)\) associated with \((\bar{p}, \bar{\pi})\). Additionally they imply that constraints of \((6.10)\) that are different under \((\bar{p}, \bar{\pi})\) (when compared to \((p, \pi)\)) are associated with (a) nodes \( i \), where \( p_i = 0 \), and \( \bar{p}_i > 0 \), or (b) bidder \( m \) and bundle \( S \), where \( \pi^m = v^m(S) - \sum_{i \in S} \bar{p}_i \) but \( \hat{\pi}^m > v^m(S) - \sum_{i \in S} \bar{p}_i \). In case (a), for node \( i \) we replace the constraint \( \sum_m \sum_{S|i \in S} x^m(S)-h_i \leq 1 \) (associated with solution \((p, \pi)\)) with \( \sum_m \sum_{S|i \in S} x^m(S) + \gamma_i - h_i = 1 \) (associated with solution \((\bar{p}, \bar{\pi})\)). In case (b) we include a new constraint \( x^m(S) = 0 \) for the solution \((\bar{p}, \bar{\pi})\). We next show that these changes in the constraint set do not change the optimal objective of \((6.10)\).

Observe that in case (a), it should be the case that \( \bar{p}_i > 0 \). Since \((\bar{p}, \bar{\pi})\) is an optimal solution of \((6.11)\), complementary slackness conditions imply that at optimal solutions of \((6.10)\) associated with \((p, \pi)\) we have

\[
\sum_m \sum_{S|i \in S} x^m(S) - h_i = 1.
\]

This implies that the optimal solution of \((6.10)\) associated with the original dual solution \((p, \pi)\) satisfies the new constraint associated with node \( i \) when we reformulate \((6.10)\) for \((\bar{p}, \bar{\pi})\), namely \( \sum_m \sum_{S|i \in S} x^m(S) + \gamma_i - h_i = 1 \).

Similarly, in case (b) it should be the case that \( \hat{\pi}^m > \sum_{i \in S} \bar{p}_i \) at an optimal solution of \((6.11)\) associated with \((p, \pi)\). Complementary slackness implies that \( x^m(S) = 0 \) at the corresponding optimal solution of \((6.10)\). This implies that the new constraint in \((6.10)\) in case (b), namely \( x^m(S) = 0 \), is trivially satisfied by the optimal solution of \((6.10)\) associated with the original dual solution \((p, \pi)\).

These observations imply that optimal solution of \((6.10)\) associated with the original dual solution \((p, \pi)\), remains feasible (after complementing it with \( \gamma_i = 0 \) for \( i \) associated with case (a)) in the same problem reformulated according to \((\bar{p}, \bar{\pi})\). On the other hand, it follows that the new constraints added to \((6.10)\) suggest that the optimal value of the new problem should be weakly larger than that of the original one. This is because the addition of constraint \( x^m(S) = 0 \) for some \( m \) and \( S \) (in case (b)) can only make the feasible set smaller, whereas the constraint \( \sum_m \sum_{S|i \in S} x^m(S) + \gamma_i - h_i = 1 \) replacing \( \sum_m \sum_{S|i \in S} x^m(S) - h_i \leq 1 \) includes an additional penalty term \( \gamma_i \). Thus, the optimal solution of \((6.10)\) associated with the original dual solution \((p, \pi)\) is not only feasible but also optimal in the new problem associated with \((\bar{p}, \bar{\pi})\). This implies that \((\bar{p}, \bar{\pi})\), which is feasible in the dual problem \((6.11)\) associated with \((\bar{p}, \bar{\pi})\) is optimal in the same problem. Hence, the second part of the claim follows.

(iii) Consider an initial dual feasible solution \((p, \pi)\), and the associated dual optimal
solution \((\bar{p}, \bar{\pi})\) of (6.11). Denote by \((p(r), \pi(r))\) the dual feasible solution obtained after \(r\) dual variable updates, starting from \((p, \pi)\). Observe that part (ii) suggests that at each stage the dual updates take the form \((p(r + 1), \pi(r + 1)) = \phi(p(r), \bar{p})(\bar{p}, \bar{\pi}) + (p(r), \pi(r))\), i.e., the dual update direction \((\bar{p}, \bar{\pi})\) is used at each stage.

Observe that the construction of \(\phi(p(r), \pi(r))\) (presented in part (i)) suggests that after the dual update at stage \(r\), either \(p_i(r + 1) = p_i(r) + \phi(p(r), \bar{p})\bar{p}_i = 0\) (while \(p_i > 0\)) for some \(i\), or \(\phi(p(r), \bar{p})(\sum_{i \in S'} \bar{p}_i - \sum_{i \in S} \bar{p}_i) = -\Delta_{S, S'}\) for some demanded set \(S\) and undemanded set \(S'\). If it is the former, it follows from the definition of \(\theta^*\) and dual feasibility of \((p(r), \pi(r))\) at each stage that \(\sum_{l=1}^r \phi(p(l), \bar{p}) = \theta^*\), and the claim immediately follows. Assume that it is the latter.

Observe that the definition of \(\Delta_{S, S'}\) implies that in the latter case we have \(\sum_{i \in S} p_i(r + 1) - \sum_{i \in S'} \bar{p}_i(r + 1)\) equal to an integer after the dual update. Thus, after the update \(\Delta_{S, S'}\) becomes equal to 1 (see (6.19)). Since there are at most \(2^N\) choices for \(S\), and \(2^N\) choices for \(S'\), it follows that after at most \(2^{2N}\) iterations the latter case holds for the same \(S, S'\). These observation imply that after at most \(2^{2N}\) iterations, \(\kappa(\sum_{i \in S'} \bar{p}_i - \sum_{i \in S} \bar{p}_i) \leq -1\), where \(\kappa = \sum_{l=1}^{2^N} \phi(p(l), \bar{p})\). This implies that after finitely many steps for some \(S, S'\) the inequality (6.18) holds with equality. Let \(L\) denote the first iteration where this inequality holds with equality for some set \(S'\) that is not initially demanded. On the other hand, this suggests that \(S'\) (that is not demanded at the original solution) starts being demanded at stage \(L\). Note that by definition \(\theta^*\) is the smallest real number where at dual solution \((p, \pi) + \theta^*(\bar{p}, \bar{\pi})\), a new set starts to be demanded or \(p_i + \theta^*\bar{p}_i = 0\) (while \(p_i > 0\)). Since \(p_i(r) + \theta^*\bar{p}_i(r) > 0\) for all \(r\), in our construction, and \(L\) is the first stage a new set starts to be demanded, it follows that \(\theta^* = \sum_{l=1}^L \phi(p(l), \bar{p})\).

This implies that the solution reached after finitely many updates (using step size \(\phi(p(r), \bar{p})\) at stage \(r\)) is \((p, \pi) + \theta^*(\bar{p}, \bar{\pi})\). Thus the claim follows.

\[\square\]

**Proof of Lemma 6.4.5.** (i) If the one-stage auction game terminates with an allocation \(\{S^m\}\), then the termination conditions in Step S3 imply that \(v^m(S^m) - \sum_{i \in S^m} p_i \geq v^m(S) - \sum_{i \in S} p_i\) for \(m \in M_0\). Let \(\{\hat{S}^m\}_{m \in M_0}\) denote another allocation of items in \(\cup_{m \in M_0} S^m\) to bidders in \(M_0\). Observe that

\[\sum_{m \in M_0} \left( v^m(S^m) - \sum_{i \in S^m} p_i \right) \geq \sum_{m \in M_0} \left( v^m(\hat{S}^m) - \sum_{i \in \hat{S}^m} p_i \right), \]

or equivalently

\[\sum_{m \in M_0} \left( v^m(S^m) - v^m(\hat{S}^m) \right) \geq \sum_{i \in \cup_{m \in M_0} S^m} p_i - \sum_{i \in \cup_{m \in M_0} \hat{S}^m} p_i \geq 0, \quad (6.23)\]

where the inequality follows from \(p_i \geq 0\) and \(\cup_{m \in M_0} \hat{S}^m \subset \cup_{m \in M_0} S^m\). Since this is true for
any \( \{S^m\}_{m \in M_0} \), the claim follows from (6.23).

(ii) The first part implies that if the one-stage auction game terminates, then the outcome is efficient. In order to prove the claim it suffices to prove that the process terminates when bidders reveal their demand truthfully, after history \( H_t \), starting from time \( t + 1 \).

Observe that if bidders reveal their demand truthfully at time \( t + 1 \), given prices \( p \), we can associate with this a dual feasible solution \((p, \pi) \) of \( D_1 \), where \( \pi^m = v^m(S) - \sum_{i \in S} p_i \), for any set \( S \) that is demanded. On the other hand, by construction, one-stage auction updates the prices as suggested by Algorithm 1. This implies that from time \( t + 1 \) onwards, the demand sets and prices that are revealed in the one-stage auction game coincide with those of Algorithm 1. On the other hand, since it is a primal-dual algorithm, Algorithm 1 terminates with the efficient allocation starting from any dual feasible solution (Lemma 6.4.4). This implies that one stage auction game terminates with an efficient allocation of items to bidders.

**Proof of Lemma 6.4.6.** Recall that in the one-stage auction game price updates are identical to those in Algorithm 1, and the price update direction is obtained by solving (6.11). On the other hand, Lemma 6.4.2(iii) suggests that when bidder \( m \) reveals her demand truthfully the price updates are such that there is a bundle that is demanded by this bidder at time \( t \) and \( t - 1 \). This implies that if bidder \( m \) reveals her demand truthfully, then for all \( t \), we have \( q^m(t) = p(t + 1, S) - p(t, S) \) for \( S \in D^m(t) \cap D^m(t + 1) \).

Let \( \pi^m(t) \) denote the surplus bidder \( m \) has for a bundle she demands at time \( t \), i.e., \( \pi^m(t) = v^m(S) - \sum_{i \in S} p_i(t) \), for \( S \in D^m(t) \). Using the shorthand notation \( p^m(t, S) = \sum_{i \in S} p_i(t) \), this implies that \( \pi^m(t) - \pi^m(t + 1) = p^m(t + 1, S) - p^m(t, S) \) for any \( S \in D^m(t) \cap D^m(t + 1) \). Thus, it follows that \( Q^m = \pi^m(1) - \pi^m(T) \) Note that at step 1, prices are equal to zero, and hence \( N \in D^m(1) \). Consequently, substituting \( \pi^m(1) = v^m(N) \), and \( \pi^m(T) = v^m(S^m) - p^m(T, S^m) \), it follows that \( Q^m = v^m(N) - (v^m(S^m) - p^m(T, S^m)) \), where \( p^m(T, S^m) \) is the final price for bundle \( S^m \), as the claim suggests. \( \square \)

**Proof of Theorem 6.4.1.** We prove the ex-post equilibrium result by establishing that after any history, no bidder can improve her payoff by deviating from the truthful bidding strategy, provided that her opponents bid truthfully.

Consider bidder \( m \), and history \( H_t \) such that after time \( t \), the auction is at stage \( l > m \). From the definition of the serial auction game it follows that bidder \( m \)'s payoff is the same for any strategy (the allocation is already determined by auction 0, and her payment is determined by auction \( m \)). Hence, bidder \( m \) has no incentive to deviate from the truthful bidding strategy after \( H_t \).

Assume instead that after history \( H_t \), the auction is at stage \( l \) such that \( 0 < l < m \) (bidder \( m \) does not participate in auction \( m \), so this case is excluded). Note that the allocation is determined at stage 0, and bidder \( m \) does not participate in auction \( m \), where her final payment is determined. So, she can only impact her payoff in stages \( 0 < l < m \), by
using a strategy that prevents auction $l$ from terminating. Let, $u^m$ denote her payoff when she bids truthfully, and $\bar{u}^m$ denote the payoff when she prevents termination of some stage $0 < l < m$. Since her opponents bid truthfully, it follows that (recall that $\{S_0^k\}$ and $\{S_m^k\}$ are the allocations that emerge at the end of auctions 0 and m respectively, when auction $m$ terminates)

$$u^m = v^m(S_0^m) - \sum_{k \neq m} (Q_k^k - p_0^k(S_0^k)) - (Q_m^k - p_m^k(S_m^k))$$

$$= v^m(S_0^m) - \sum_{k \neq m} (Q_k^k - p_0^k(S_0^k)) - (v^k(N) - v^m(S_m^m))$$

$$\geq v^m(S_0^m) - \sum_{k \neq m} (Q_k^k - p_0^k(S_0^k)) \geq - \sum_{k \neq m} (Q_k^k - p_0^k(S_0^k)) = \bar{u}^m,$$  

(6.24)

where the second equality follows from Lemma 6.4.6 and the fact that bidders $k \neq m$ bid truthfully (in auction m), and the inequalities follow from the fact that $v^k(N) - v^m(S_m^m) \geq 0$, and $v^m(S_0^m) \geq 0$. Thus, bidder $m$ has no incentive to deviate from truthful bidding after any history $H_t$ such that the auction is in stage $l \in \{1, \ldots, m - 1\}$ after $H_t$.

We complete the proof by showing that bidder $m$ cannot deviate from truthful bidding and improve her payoff after some history $H_t$, such that after $t$ the auction is still in stage 0. Observe that there are two cases to consider (a) she can use some strategy $z^m$, and auction 0 terminates with bundles $\{S_k^0\}$, or (b) auction 0 never terminates.

First consider case (a). From the definition of serial auction (and the fact that bidders bid truthfully for any history, after stage 0), it follows that bidder $m$’s payment (denoted by $\Gamma^m$) is equal to

$$\Gamma^m = \sum_{k \neq m} (Q_k^k - p_0^k(S_0^k)) - (Q_m^k - p_m^k(S_m^m)).$$  

(6.25)

Denote by $T_0$ the time at which stage 0 terminates. By definition, for every bidder $k \neq m$ we have

$$Q_0^k(r) = T_0 - q_0^k(r) = T_0 - \sum_{r=1}^{t} q_0^k(r) + \sum_{r=t+1}^{T_0-1} q_0^k(r),$$  

(6.26)

where $q_0^k$ is defined according to (6.12) for auction 0. Let $S^k(r)$ denote a bundle demanded at step $r$ of auction 0. Since bidders $k \neq m$ bid truthfully after time $t$, and in the auction prices are updated according to Algorithm 1, it follows from Lemma 6.4.2 (iii) that at all $r > t$ there exist some bundle $S^k(r) \in D^k(r) \cap D^k(r + 1)$. Consequently, we obtain from (6.12) that $q_0^k(r) = p(r + 1, S^k(r)) - p(r, S^k(r))$. Denoting the surplus of bidder $k$ at step $r$ of auction 0 by $\pi_0^k(r) = v^k(S^k(r)) - p(r, S^k(r))$, we obtain $q_0^k(r) = \pi_0^k(r) - \pi_0^k(r + 1)$, since $S^k(r)$ is demanded both at time $r$ and $r + 1$. This implies that $\sum_{r=t+1}^{T_0-1} q_0^k(r) = \sum_{r=t+1}^{T_0-1} \pi_0^k(r) - \pi_0^k(r + 1) = \pi_0^k(t + 1) - \pi_0^k(T_0)$. Since $\pi^k(r)$ is the surplus of bidder $k$ at $r$, and $S^k(r)$ is a demanded set, we can rewrite this expression as $\sum_{r=t+1}^{T_0-1} q_0^k(r) = (v^k(S^k(t + 1)) - p^k(t + 1, S^k(t + 1))) - (v^k(S^k(T_0)) - p^k(T_0, S^k(T_0)))$. Together with (6.26),
this implies that
\[ Q^k_0 - p^k(T_0, S^k(T_0)) = \sum_{t=1}^{t} q^k_0(r) + v^k(S^k(t+1)) - p^k(t+1, S^k(t+1)) - v^k(S^k(T_0)). \] (6.27)

Since bidders \( k \neq m \) bid truthfully, it follows from Lemma 6.4.6 that \( Q^k_m - p^k_m(S^k_m) = v^k(N) - v^k(S^k_m) \), where \( \{S^k_m\} \) denotes the allocation that emerges at the end of auction \( m \). This equation, together with (6.25) and (6.27) implies that (note that by definition \( p^k_0(S^k_0) = p^k(T_0, S^k(T_0)) \)),

\[
\Gamma^m = \sum_{k \neq m} \left( \sum_{r=1}^{t} q^k_0(r) + v^k(S^k(T_0)) - p^k(t+1, S^k(t+1)) - v^k(S^k(T_0)) \right) - \sum_{k \neq m} \left( v^k(N) - v^k(S^k_m) \right)
\]
\[= \sum_{k \neq m} \left( v^k(S^k_m) - v^k(S^k(T_0)) - v^k(N) \right) + \kappa^m, \] (6.28)

where \( \kappa^m = \sum_{k \neq m} \left( \sum_{r=1}^{t} q^k_0(r) - p^k(t+1, S^k(t+1)) + v^k(S^k(t+1)) \right) \). Thus, in case (a) payoff of bidder \( m \) is equal to

\[ u^m = v^m(S^m(T_0)) - \Gamma^m = \sum_{k} v^k(S^k(T_0)) - \sum_{k \neq m} \left( v^k(S^k_m) - v^k(N) \right) - \kappa^m. \] (6.29)

Observe that \( \kappa^m \) is a function of \( H_t \), and hence is independent of bidder \( m \)'s strategy after step \( t \). On the other hand, the quantity \( \sum_{k \neq m} \left( v^k(S^k_m) - v^k(N) \right) \) is only a function of the outcome of auction \( m \), which is also independent of bidder \( m \)'s strategy. This implies that by choosing a different strategy, bidder \( m \) can modify only \( \sum v^k(S^k(T_0)) \) component of her payoff, provided that the auction terminates. On the other hand, Lemma 6.4.5 suggests that \( \{S^k(T_0)\}_k \) is an efficient allocation of items to bidders \( k \neq m \), when \( z^m \) is the truthful bidding strategy. Thus, any deviation from the truthful bidding strategy after stage \( H_t \), decreases bidder \( m \)'s payoff, provided that the auction terminates (i.e., case (a)).

On the other hand, if after \( H_t \), bidder \( m \) uses a strategy that leads to nontermination in auction 0 (i.e., case (b)), then by definition of the serial auction game her payoff is

\[ \hat{u}^m = -\sup_{T'} \sum_{k \neq m} \sum_{t=1}^{T} q^k(r). \] (6.30)

Thus, it follows that \( \hat{u}^m \leq -\sum_{k \neq m} \sum_{t=1}^{T} q^k(t) \leq -\kappa^m + \sum_{k \neq m} v^k(S^k(t+1)). \) Observe that if bidders bid truthfully after \( H_t \), then \( \{S^k_0\} \) is the efficient allocation. Thus, \( \sum_{k \neq m} v^k(S^k_m) \leq \sum_{k \neq m} v^k(S^k_0) \). This observation and \( v^k(S^k(t+1)) \leq v^k(N) \), imply that \( \sum_{k \neq m} v^k(S^k(t+1)) \leq \sum_{k} v^k(S^k(T_0)) - \sum_{k \neq m} (v^k(S^k_m) - v^k(N)) \). Thus, (6.29) and (6.30) imply \( \hat{u}^m \leq u^m \) in case (b) as well.

We conclude that after any history, provided that her opponents bid truthfully, a bidder
maximizes her payoff by bidding truthfully. Observe that if bidders truthfully reveal their demand, at all steps (starting from $H_0$), we have $\kappa_0^m = \sum_{k \neq m} (-p^k(1, S^k(1)) + v^k(S^k(1)))$, and $\{S_l^m\}$ is the efficient allocation for every auction $l \in \{0, \ldots, M\}$. On the other hand, since initially all prices are equal to zero, and bidders demand all items $N$, we obtain $\kappa_0^m = \sum_{k \neq m} v^k(N)$, and (6.28) implies that $\Gamma^m = \gamma^m(\{S_l^m(T_0)\} \cup \{v^k\}_{k \neq m})$, where $\gamma^m$ denotes the VCG payment of bidder $m$ (see Definition 6.3.3). Therefore, the final allocation $\{S_0^m\}$ is efficient, and the corresponding payments are VCG payments, and the result follows.

**Proof of Theorem 6.5.1.** (i) Observe that if the auction terminates, then the conditions of Step S2 hold. Let $\{S_0^m\}$, and $\{S_k^m\}$ be as defined in this step. Since bidders report their demand truthfully, this implies that $\pi^m, \pi^*$ given in the theorem statement can alternatively be expressed as:

$$\pi^m = v^m(S) - \sum_{i \in S} p_i^m - \sum_{i \in S} p_{ij}^m,$$

(6.31)

for all $S \in D^m$, and

$$\pi^* = \sum_m p^m(S_0^m).$$

(6.32)

Observe that Step S4 implies that $p_i^m \geq 0$. Together with the construction of $\pi^m, \pi^*$ variables, this implies that $\{p_i^m\}, \{p_{ij}^m\}, \{\pi^m\}, \{\pi^*\}$ is feasible in D5. Additionally, it can be checked that this solution satisfies complementary slackness conditions with a primal feasible solution of LP5 $\{(x^m), \{\delta_\mu\}\}$, such that for every $m$, $x^m(S_0^m) = 1$, $x^m(S) = 0$ for $S \neq S_0^m$, and $\delta_{\{S_0^m\}} = 1$, $\delta_\mu = 0$ for $\mu \neq \{S_0^m\}$. Thus, it follows that $\{(x^m), \{p_i^m\}, \{\pi^m\}, \{\pi^*\}\}$ is optimal in D5.

Consider a formulation of D5 with bidders $\mathcal{M} - \{k\}$. Observe that the restriction of prices and bidder surpluses of $\{p_i^m\}, \{p_{ij}^m\}, \{\pi^m\}, \{\pi^*\}$ to $\mathcal{M} - \{k\}$ satisfies constraints of D5 involving $\pi^m$ variables, since this solution satisfies same conditions in a formulation of D5 with bidders $\mathcal{M}$. On the other hand, Step S2 of the auction implies that $\pi_k^* \triangleq \sum_{m \neq k} p^m(S_k^m) \geq \sum_{m \neq k} p^m(S_k^m)$ for any other complete allocation $\{S_k^m\}_{m \neq k}$ of items to bidders. Thus, it follows that $\{(p_i^m)_{m \in \mathcal{M} - \{k\}}, \{p_{ij}^m\}_{m \in \mathcal{M} - \{k\}}, \{\pi^m\}_{m \in \mathcal{M} - \{k\}}\}$ is feasible in a formulation of D5, with bidders $m \in \mathcal{M} - \{k\}$. In addition, it can be checked that this solution satisfies complementary slackness condition with the primal feasible solution $(\{x^m\}_{m \in \mathcal{M} - \{k\}}, \{\delta_\mu\})$ such that for every $m \neq k$, $x^m(S_k^m) = 1$, $x^m(S) = 0$ for $S \neq S_k^m$, and $\delta_{\{S_k^m\}} = 1$, $\delta_\mu = 0$ for $\mu \neq \{S_k^m\}$. This implies that the aforementioned solution is also optimal in a formulation of D5 with bidders $m \in \mathcal{M} - \{k\}$.

Since a restriction of prices and bidder surpluses of $\{p_i^m\}, \{p_{ij}^m\}, \{\pi^m\}, \{\pi^*\}$ to bidders $m \in \mathcal{M} - \{k\}$, agrees with an optimal solution of a formulation of D5 with bidders $m \in \mathcal{M} - \{k\}$, and $k$ is arbitrary, we conclude that this dual solution is a special optimal solution of D5.

(ii) We will establish the ex-post perfect equilibrium result by showing that after any history $H_t$, the second condition of Theorem 6.3.1 holds, for the truthful bidding strategy.
In obtaining a proof of this part, we will make use of some auxiliary lemmas. The proofs of these lemmas can be found after the proof of the theorem.

We first show that if after \( H_t \) bidder \( m \) bids truthfully, then the condition of Step S4 can hold at most once for \( r > t \) for bidder \( m \).

Assume that at \( l \) this condition holds, and for bidder \( m \) the variables \( p_{l}^{m}, p_{l}^{m}, \Psi^{m} \) are set as suggested in Step S4. We claim that after \( l \), we have \( p_{l}^{m} \geq w_{l}^{m} \), for all \( i \), and \( p_{l}^{m} \geq w_{l}^{m} \) for all \((i, j) \in E\).

**Lemma 6.8.1.** Assume that at time \( l \) a condition of Step 4 holds, and \( p_{l}^{m}, p_{l}^{m}, \Psi^{m} \) are updated accordingly. If bidder \( m \) bids truthfully after \( l \), then at all times \( r > l \) we have \( p_{r}^{m} \geq w_{r}^{m} \), for all \( i \), and \( p_{r}^{m} \geq w_{r}^{m} \) for all \((i, j) \in E\).

This lemma implies that \( p_{r}^{m} \geq w_{r}^{m} \geq 0 \) after \( l \). Additionally, it suggests that if at some time \( r > l \) we have \( S \in D^{m} \), then it should be the case that \( p_{l}^{m} = w_{l}^{m} \) and \( p_{l}^{m} = w_{l}^{m} \). On the other hand, this implies that \( S' \in D^{m} \) for all \( S' \subset S \). These suggest that conditions of Step S4 cannot hold after \( l \). Thus, we conclude if after \( H_t \) bidder \( m \) bids truthfully, then the condition of Step S4 can hold at most once for \( r > t \) for bidder \( m \). Since this is true for all bidders, it follows that conditions of Step S4 do not hold for any bidder after some \( l \).

Second, we show that if all bidders bid truthfully, and Step S4 does not hold after time \( l \) for any bidder, then at some \( r \geq l \), the conditions of Step S2 hold.

**Lemma 6.8.2.** Assume that all bidders bid truthfully after \( l \). Then, at some time \( r \geq l \), the conditions of Step S2 holds.

Thus, if after any history \( H_t \) all bidders \( m \) bid truthfully, the auction terminates. On the other hand, part (i) implies that the prices that emerge when the auction terminates are special optimal prices. It can be checked that the primal feasible solution \( x^{m}(S_{0}^{m}) = 1, \delta(S_{0}^{m}) = 1, \) and \( x^{m}(S) = \delta_{\mu} = 0 \) for remaining \( m, S, \mu \) satisfies complementary slackness conditions with this dual solution. Thus, the allocation that the auction obtains at the end, \( \{S_{0}^{m}\} \), is the efficient allocation.

Next assume that bidder \( m \) uses strategy \( z^{m} \), after history \( H_t \), and the auction terminates by assigning bundles \( S^{m} \) to bidder \( m \). The proof of part (i) suggests that when bidders \( k \neq m \) bid truthfully \( p^{k}(S_{m}^{k}) - p^{k}(S_{0}^{k}) = v^{k}(S_{m}^{k}) - v^{k}(S_{0}^{k}) \). Thus, bidder \( m \)'s final payment is equal to \( \sum_{k \neq m} p^{k}(S_{m}^{k}) - p^{k}(S_{0}^{k}) = \sum_{k \neq m} v^{k}(S_{m}^{k}) - v^{k}(S_{0}^{k}) = \gamma(S^{m}, \{v^{k}\}_{k \neq m}) \).

This implies that the second condition of Theorem 6.3.1 holds after any history \( H_t \). Thus, truthful bidding is an ex-post perfect equilibrium strategy. Additionally, when bidders bid truthfully the final allocation is efficient, and hence payments \( \gamma(S^{m}, \{v^{k}\}_{k \neq m}) \) correspond to VCG payments, and the claim follows.

**Proof of Lemma 6.8.1.** Observe that the claim holds at \( l + 1 \), since at \( l \) prices are updated as in Step S4. Assume that it holds until time \( r \geq l \). We will provide an inductive proof.
for the claim by showing that the claim holds at $r + 1$ as well.

At time $r$ the prices are updated either as suggested in Step S3, or as in Step S4. If it is the latter, it immediately follows that at $r + 1$ we have $p_i^m \geq w_i^m$, for all $i$, and $p_{ij}^m \geq w_{ij}^m$ for all $(i, j) \in E$.

Assume that at $r$ prices are updated as suggested in Step S3. Observe that if $p_i^m > w_i^m$ then after price update $p_i^m \geq w_i^m$. On the other hand if $p_i^m = w_i^m$, then $\{i\} \in D^m$ (since $p^m(S) \geq v^m(S)$ at time $r$) and hence $p_i^m$ is not updated. Thus, we conclude that for node prices $p_i^m \geq w_i^m$ after $r$.

Consider an edge $(i, j)$ such that $i, j \in \Psi^m$, and $\{i, j\} \notin D^m$. This implies that $\{i\}, \{j\} \in D^m$ before $r$. Since until time $r$ the claim holds and $p^m(S) \geq v^m(S)$, it follows that $p_i^m = w_i^m$ and $p_{ij}^m = w_{ij}^m$. Moreover, since $\{i, j\} \notin D^m$, we have $p_{ij}^m > w_{ij}^m$. Thus, after the price update $p_{ij}^m \geq w_{ij}^m$ for edge prices as well.

Hence, it follows that $p_i^m \geq w_i^m$ for all $i$, and $p_{ij}^m \geq w_{ij}^m$ for all $(i, j) \in E$ holds at $r + 1$ as well. By induction, we establish the claim.

\[ \square \]

**Proof of Lemma 6.8.2.** Consider some bidder $m$, and observe that at $r > \hat{r}$ if there exists some $i$ such that $\{i\} \notin D^m$, then $p_i^m$ is decreased. Conversely assume that at time $r$, for all $i$ we have $\{i\} \in D^m$. Then at time $r + 1$, we have $\Psi^m = \bar{N}$. Consider any edge $(i, j)$ after $r + 1$. If $\{i, j\} \notin D^m$, then $p_{ij}^m$ decreases. Since prices are lower bounded by weights, as suggested by Lemma 6.8.1, it follows that if conditions of Step S2 do not hold, then eventually, we have $\{i\} \in D^m$, and $\{i, j\} \in D^m$ for all $i \in \bar{N}$, and $(i, j) \in E$. Note that by Lemma 6.8.1 this suggest that $p_i^m = w_i^m$, and $p_{ij}^m = w_{ij}^m$ for all $i \in \bar{N}$, and $(i, j) \in E$. Hence, it follows that $D^m = 2^\bar{N}$.

Since this is true for all bidders, it follows that if conditions of Step S2 do not hold, eventually $D^m = 2^\bar{N}$, for all bidders. On the other hand, it can be easily checked that the conditions of Step S2 holds in this case. Hence, the claim follows. \[ \square \]
Chapter 7

Conclusions

In this chapter, we conclude the thesis by providing an overview of its main contributions, and outlining some interesting future directions.

7.1 Summary

In the first part of the thesis we provided a decomposition of space of games into three orthogonal components: potential, harmonic, and nonstrategic. The first component captures the strategic properties of potential games, a well-studied class of games with desirable equilibrium and dynamic properties. The second component is identified in our work, and leads to a class of games with qualitatively very different properties from potential games. The last component, on the other hand, does not have an impact on any of the strategic properties of a given game, but it determines the efficiency of equilibria. We established that the decomposition is a useful tool for approximating a given game with a potential game, and characterizing its equilibria through this approximation. We also showed that the approximation can be valuable for analyzing the convergence of adaptive dynamics in multi-agent settings. In particular, we provided a characterization of outcome of better/best response dynamics, logit-response dynamics, and fictitious play in an arbitrary game, by exploiting properties of nearby potential games. The results of this part of the thesis both reveal some fundamental topological structures of games, and show how these can be exploited for characterization of equilibria and outcome of dynamics in various game-theoretic settings.

In the second part of the thesis, we focused on developing iterative auction formats that guarantee efficiency in multi-item settings. Since this problem is intractable in general, we restricted our attention to a special class of valuation functions, where preferences of agents can be expressed by using a graphical model. We obtained different linear programming formulations for finding the efficient outcome, and exploited algorithms that iteratively solve these linear problems for the design of iterative auctions. In particular, following this approach, we provided iterative auction formats that rely on an anonymous item pricing rule
to implement the efficient outcome when the underlying value graph has a tree structure (and satisfies a sign consistency condition). Additionally, we showed that for general graphical valuations it may be necessary to employ a more general pricing rule (bidder-specific graphical pricing) in order to implement the efficient outcome. Accordingly, we designed new iterative auction formats that rely on bidder-specific graphical pricing, and guarantee efficiency for all graphical valuation functions. Our results in this part of the thesis provide means of developing simple iterative auction formats by exploiting the special structure of graphical valuations.

7.2 Future Research: Decomposition & Dynamics

We next outline some interesting research directions related to the first part of the thesis.

Dynamics in harmonic games: While the behavior of multi-agent dynamics in potential games is reasonably well-understood, there seems to be a number of interesting research questions regarding their harmonic counterpart. In (Candogan et al., 2011c), we made some partial progress in this direction, by showing that in harmonic games, the uniformly mixed strategy profile is the unique equilibrium of the continuous time fictitious-play dynamics, and that this equilibrium point is locally stable. The global stability of this equilibrium in two-player harmonic games (which are also zero-sum games) follows from known results on the convergence of fictitious play dynamics in zero-sum games. Analyzing global stability of equilibrium under fictitious play dynamics for harmonic games with $M > 2$ players and convergence of other adaptive dynamics are interesting research directions.

Heterogeneous update rules: In the first part of the thesis we only analyzed dynamics in settings where all players update their strategies using the same rules. For instance, we assumed that all players adopt best response, or logit response dynamics with the same parameter. The limiting behavior of dynamic processes, where players adhere to different update rules is still an open question, even for potential games. An interesting future research question is whether the techniques in the first part of the thesis can be used to understand the limiting behavior of such update rules. For example, consider a potential game where all players update their strategies using a logit response with different but “close” $\tau$ parameters. Can the outcome of this dynamic process be approximated with the outcome of logit response in a related potential game where all players use the same parameter for their updates?

Guaranteeing desirable limiting behavior: Another promising research direction is to use our understanding of simple update rules, such as better/best response and logit response dynamics, to design mechanisms that guarantee desirable limiting behavior, such as low efficiency loss and “fair” outcomes in various game-theoretic settings. It is well known
that equilibria in games can be very different in terms of such properties (Roughgarden, 2005). Hence, it is of interest to develop mechanisms that ensure that strategy updates of agents converge to an equilibrium with desirable properties. It has been shown that in some cases simple pricing mechanisms can ensure convergence to desirable equilibria in near-potential games (Candogan et al., 2010b). It is an interesting research direction to extend such mechanisms to general game-theoretic settings.

7.3 Future Research: Graphical Valuations and Mechanism Design

An outline of future research directions, related to the second part of the thesis is provided below.

Robustness of iterative auctions: The results provided in the second part of this thesis rely on the assumption that the valuations of bidders can be modeled by graphical valuations. However, in practical settings, we expect graphical valuations to be only approximations of reality. How sensitive are the results presented in this thesis to the deviations from the graphical valuation assumption? For instance, do the auction formats we provide lead to inefficiency, if the true valuations of the bidders are not graphical valuations, but are approximated by graphical valuations? If so, is it possible to provide bounds on the resulting inefficiency? What are the qualitative properties of valuation functions for which the auctions we provide achieve approximate efficiency?

Auctions with value externalities: It is interesting to see if the results of this thesis can be extended to settings that allow for value externalities between bidders. For instance, assume that the value a bidder has for the set of items she acquires, not only depends on the items she receives, but also on the items that are acquired by her opponents.1 In this case, can we formulate the efficient allocation problem as a linear program, and develop iterative auctions following the approach presented in this thesis?

Interdependent valuations: It is known that in single-item settings where valuations of bidders are interdependent, iterative auctions have interesting revenue properties. In particular, for such valuation functions, single-item iterative auctions may lead to higher revenues for the seller than the sealed bid alternatives, while preserving efficiency (Krishna, 2009). Do similar conclusions hold for multi-item auctions? A simple class of valuation functions for which this question can be studied, is the class of graphical valuation. It is an interesting future direction to understand revenue properties of various auction formats, in settings where valuations of bidders are graphical.

1Such value externalities are commonly found in settings where bidders are competitors in different markets. A notable example is the case of patent auctions.
Empirical work: For what type of auction environments are graphical valuations a good approximation of the true valuations of bidders? How do the auctions, introduced in this thesis, compare with other multi-item auctions employed in such environments? These questions require a rigorous empirical analysis. We believe that this is an interesting direction for future work.

Special preference structures and market design: Graphical models, and other models that capture special preference structures of agents, provide us with a compact representation of complex systems. As we demonstrate in this thesis, these compact representations can be employed together with tools from operations research and game theory to systematically design simple and improved mechanisms. What are the scope and limitations of this approach? Can we rely on structured models to improve market design in settings other than auctions? For instance, is it possible to use similar simple preference models, in the context of matching markets, or markets with many sellers and buyers?
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