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Abstract

This thesis discusses a series of experimental studies that investigate the coher-
ence properties of a superconducting persistent-current or flux qubit, a promising
candidate for developing a scalable quantum processor. A collection of coherence-
characterization experiments and techniques that originate from the field of nuclear
magnetic resonance (NMR) are implemented. In particular, one type of dynamical-
decoupling techniques that uses refocusing pulses to recover coherence is successfully
realized for the first time. This technique is further utilized as a noise spectrum ana-
lyzer in the megahertz range, by which a 1/f-type dependence is observed for the flux
noise. Then, a novel method of performing low-frequency noise spectroscopy is devel-
oped and successfully implemented. New techniques used in the readout scheme and
data processing result in an improved spectral range and signal visibility over con-
ventional methods. The observed power law dependence below kilohertz agrees with
separate measurements at higher frequencies. Also, the noise is found to be temper-
ature independent. Finally, a robust noise spectroscopy method is presented, where
the spin-locking technique is employed to extract noise information by measuring the
driven-evolution longitudinal relaxation. This technique shows improved accuracy
over other methods, due to its insensitivity to low-frequency noise. Spectral signa-
tures of coherent fluctuators are resolved, and further confirmed in a time-domain
spin-echo experiment.
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Chapter 1

Introduction

1.1 Quantum Computer and Decoherence

In the past decade, the field of quantum information and quantum computation [1] has
developed rapidly and become a hotspot of the physical science. Richard Feynman
first suggested the possibly better efficiency in simulating a quantum system by a
quantum computer, made of quantum bits (qubits), than the classical computer,
made of classical bits [2]. Such quantum computer harnesses the power of quantum
superpositions and entanglement to speed up computation. The concept did not draw
much attention though until Peter Shor introduced his algorithm [3] and quantum
error correction [4].

The power of this super fast computing comes from the natural parallelism created
by quantum superposition. Unlike classical bits, whose instantaneous value must be
either 0 or 1, a qubit can be the superposition of both eigenstates, |0) and |1). In
quantum mechanics [5], the system’s state is described by the wave function |¥). For
N qubits, the wave function of the whole system is generally a linear combination of

all the possible 2%V eigenstates,
[T = ¢; 000 - -000) + 3 [000 -+ 001) + ...+ con [111---111) ,  (L.1)

wherec; (j =1,2,..., 2M) is a complex number whose norm squared gives the proba-
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bility of observing the qubit at the jth state in measurement. The magic of quantum
mechanics is that a quantum transformation of this system, |¥) — U |¥), operates on
all the 2% states simultaneously. Unlike classical parallelism, where multiple circuits
are built to execute a same operation (which would require N x 2V identical bits),
quantum parallelism only requires N qubits. However, measurement will cause the
system to collapse to only one of the states with certain probability. To make the
quantum parallelism useful, this requires the ability to extract information from the
superposition state, and this is called a quantum algorithm. It has been shown that
a quantum computer can be substantially more efficient than its classical counterpart
for certain classes of problems. One famous example of a quantum algorithm is Shor’s

algorithm which finds the prime factors of an integer in polynomial time [3].

There are various candidates for the physical realization of a quantum proces-
sor. Some early examples include photons [6], atoms in cavity [7], nuclear spins [§],
trapped ions [9]. These are traditional types of qubits, because they are mostly real
atoms. They are smaller in size, and usually have decent lifetimes. The quantum
properties are very well understood. However, in these natural systems, we have
limited design flexibility, and it is extremely hard to integrate many qubits together.
On the other hand, newer modalities such as semiconductor quantum dots [10] and
superconducting Josephson-junction qubits [11, 12, 13], based on modern lithography
which patterns solid-state structures on chip, are promising candidates for scalable
quantum computing. In this thesis, one particular design of superconducting qubits,
the persistent-current or flux qubit [14, 15], is explored. In general, superconducting
qubits are superconducting loops interrupted by Josephson junctions [16] and other
circuit elements. The nonlinearity introduced by Josephson junctions makes such
circuits exhibit anharmonic energy structure and behave just like atoms. This is how

the superconducting qubits get the name of artificial atoms.

Superconducting qubits exhibit several advantages over the other candidates. The
first and the most important of which is its potential scalability. Because supercon-
ducting qubits are basically on-chip circuits, the modern integrated-circuit technology

can be implemented straightforwardly. Also taking advantage of artificiality, it is flex-
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ible to engineer the quantum properties of these systems. Moreover, since electrical
or magnetic elements can be designed to be strongly coupled with each other, we
have easy access to control and readout in these systems. These properties makes
the superconducting qubits promising in satisfying DiVincenzo’s five criteria for a
scalable quantum computer [17].

However, an important challenge, related to one of the five criteria, remains for
such solid-state quantum devices. That is decoherence, i.e., the systems loss of coher-
ence due to coupling with its noisy environment. When we seek for better control and
readout, we unavoidably enter the strong-coupling regime. It is usually accompanied
by unwanted strong interactions between the qubit and other degrees of freedom,
which leads to decoherence. The main task of the community is thus to fight deco-

herence.

Encouragingly, the community has made tremendous progress over the last decade
or so. From 1999 when Nakamura et al. first showed coherent oscillations at a
timescale of 1 nanosecond [18], cdherence times has been extended by 10° times to
~ 100 pus with the recent result from IBM [19]. The history of improvement exhibits
a quantum version of Moores law [20]. Notably, the device that is experimentally
studied in this thesis held the world record for almost two years [21]. Indeed, super-
conducting qubits are a leading quantum information processing (QIP) modality

On the other hand, direct manipulation of nuclear spins using radiofrequency
electromagnetic pulses is a well-developed field known as nuclear magnetic resonances
(NMR) [22, 23|. These techniques are used to measure properties of various types of
chemicals, to determine the structure of molecules, and to perform magnetic resonance
imaging (MRI). NMR has also been a candidate for realizing a quantum computer.
Cory et al. proposed the scheme to use an ensemble of nuclei at room temperature
for quantum computation [24].

Since late 1990s, NMR has provided a testbed for many quantum algorithms.
For example, Grover’s algorithm [25], quantum error correction [26], quantum sim-
ulation [27] and Shor’s algorithm [28]. Also, many lessons are learned from NMR,

for example, techniques of quantum control, coherence characterization, decoherence
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mitigation and how to implement full quantum algorithms on entire systems. In this
thesis, we demonstrate a series of experiments originating from the field of NMR on a
superconducting qubit to explore their potential as basic coherence-characterization
tools.

In addition, it is worth noting that the study of superconducting qubits boosts
understanding of other physical fields such as macroscopic quantum phenomena,
qubit-photon interaction and strongly coupled systems. The pursuit of coherence
also facilitates progress in material science. The flux qubit, for example, was used
to explore macroscopic superposition [29], quantum physics of artificial atoms [30],
active cooling technique [31], a new type of spectroscopy [32] and adiabatic quantum

computing [33].

1.2 Outline of this Thesis

This thesis presents coherence-characterization experiments borrowed from NMR and
applied to a superconducting persistent-current (PC) qubit or flux qubit, with a focus
on the analogy between free- and driven-evolution experiments and the methods to
perform noise spectroscopy over a wide frequency range by combining the results.

Chapter 2 sets the theoretical background for most of the experiments explored
in this thesis. We begin with a brief introduction of the Bloch representation for vi-
sualizing the quantum dynamics of quantum states. We then discuss decohering phe-
nomena during both free and driven evolution, between which exists a well-rounded
analogy. Several experiments that are closely related to the rest of the thesis will be
introduced.

Chapter 3 introduces the reader to the superconducting flux qubit. We begin with
a brief review of the quantum LC resonator, and how Josephson junction introduces
anharmonicity into the circuit. We derive the Hamiltonian of the flux qubit, and show
how the qubit states is measured by using a SQUID magnetometer. Description of
the device in use and experimental setup are given.

Chapter 4 presents experimental details and results of several coherence charac-
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terization methods. In the free-evolution category, the T) relaxation gives a way
to extract high-frequency noise information; the free-induction decay is associated
with the integrated inhomogeneity at low frequency; spin echo and more advanced
dynamical-decoupling sequences can be used as a intermediate-frequency noise spec-
trum analyzer. In addition, we have also studied the temperature dependence of
the noise. In the driven evolution category, Rabi and rotary echo can be considered
as the analogue of free induction and spin echo, respectively, which are related to
corresponding rotating-frame noise.

Chapter 5 introduces a novel method to perform low-frequency noise spectroscopy,
based on a repeated fixed-time free-induction experiment. A brief overview of low-
frequency noise spectroscopy is presented. We then give the detailed recipe of our
method, featuring a specific readout scheme and accompanied data processing. The
peculiarity of this technique allows us to measure noise spectra up to frequencies
limited only by achievable repetition rates of the measurements. Temperature inde-
pendencies are found in the device by measuring noise spectra at various temperatures
up to 200 mK.

Chapter 6 details the spin-locking or T}, experiment which is the driven-evolution
analogue of the T} relaxation. The ability to lock the qubit state with the driving field
leads to much less sensitivity to low-frequency noise, compared to Rabi. By measuring
the rotating-frame longitudinal relaxation at tunable Rabi frequencies with robust
pulse sequences, we obtain noise spectra with better accuracy. We resolve “bump”-
like features in the improved spectrum, possibly due to a set of two-level systems, e.g.,
surface electron spins. We further demonstrate that the underlying noise mechanisms
associated with these particular spectral features are also active during free evolution
by observing their signature in a time-domain spin-echo experiment.

Chapter 7 concludes with a summary of the major results of the thesis, along with

a summary of future work.
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Chapter 2

System Dynamics with NMR-like

Manipulation

2.1 Introduction

The quantum state of a two-level system (TLS) can be manipulated by techniques in-
spired from the field of NMR. These techniques are basic building blocks for quantum
information science, and have proven useful tools for studying decohering phenomena
of a quantum system.

This chapter sets the theoretical background for the entire thesis. We first briefly
introduce the Bloch representation for visualizing the quantum state of a TLS, as
well as the system dynamics during free and driven evolution. We then elaborate on
decohering phenomena during both types of evolution, between which there exists an
analogy. Several important coherence-characterization experiments that are closely

related to the rest of the thesis will also be introduced.

2.2 Bloch Sphere Representation

We are able to conveniently visualize the dynamics of a quantum two-level system
(qubit) in a 3D space by the Bloch sphere representation [34]. The tool facilitates un-

derstanding and utilizing quantum mechanics by making sense from classical physics.
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Within the density matrix formalism, the (ensemble averaged) state of the qubit
can be mapped onto a vector in the Bloch sphere (Fig. 2-1) in a certain reference

frame {z,vy, z}:

. P11 P12
p =
P21 P22
1, - . R R 1 /-4 o
25(1+Rx0m+RyGy+Rz0’z) 25(1-%—72-0) , (2.1)

where p is the density matrix of the two-level system, which is a unity-traced and
positive 2-by-2 matrix. R = (Rz, Ry, R;) represents the 3D vector in Cartesian
coordinates. In the operator terms (indicated by A), 1 is the identity matrix, and
&= (64, 6y, 0,) are the Pauli matrices:

(1o fo1\  fo -\ 1 0
1= DOy = oy =1 D 6, = ) (2.2)

&mil—HIZ):% . ,F=1and
1 1
|_$>:E( ! 7E:_1;

. 1 (1
ay:]+y)=% |, E=1and
i
1 1
—i
1
c“rz:H-z):( ,E=1and
0
0
|—2) = (1 ,E=—1; (2.3)
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The mapping is unique,

Re = p12 + pa1
Ry = i(p12 — p21)
R = p11—p2 . (2.4)

The length of the Bloch vector R must not exceed unity, i.e., |7i’:| < 1. The equality

holds if and only if the system is in a pure state.

Figure 2-1: Bloch picture of the quantum Larmor precession of a qubit’s state vector.

For an arbitrary system Hamiltonian H (?-Ai might or might not be static), the
evolution of the qubit state is equivalent to a spin-% in a magnetic field. In the case
of a pure state, the motion is governed by the Schrodinger equation,

4

zhdt\II =HY, (2.5)

where W is the wave function. In the case of a general mixed state, it is governed by
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the Liouville-von Neumann equation,

dp  —i_~ .
= _H 2.

which can be rewritten in the Bloch representation as
—— =dg xR. (2.7)

Here, the Hamiltonian is also vectorized in the same 3D space:

-

~ 1
= Shin - (2.8)

Compared to classical mechanics, Eq. (2.7) describes precession of a classical object
with angular momentum &y (assuming unity mass). In other words, the state vector
would rotate around the vectorized Hamiltonian according to the right-hand rule at an
instantaneous angular velocity wy (Fig. 2-1). The picture is identical to the dynamics
of a spin-3 in a magnetic field, as a spin-3 is already a well-defined TLS [35]. The state
vector is analogous to the magnetization of the spin polarization, and the Hamiltonian
acts as a fictitious field. Note that, unlike the tendency of a classical compass needle
to be in parallel with the applied magnetic field so as to lessen its energy, the field
behaves as a torque rather than a force in the quantum world, driving the spins or
qubits to rotate around it. The fixed point of the quantum case of dissipation is the

classical result.

For a static Hamiltonian, the rotation persists at the same frequency. The state
vector moves on a cone, keeping a constant angle 5 away from the field, and 3 depends
exclusively on the initial state (Fig. 2-1). The static field is defined as the quantizing
field whose orientation sets the quantization axis, because the energy eigenstates
of the system are the parallel and anti-parallel vector state along this axis. The
energy difference or splitting is AF = hwy. The dynamics is exactly the quantum
version of Larmor precession. It is also called free evolution or free precession, as

the fixed Hamiltonian usually stands for the system’s intrinsic or internal field. In
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general situations, however, when the Hamiltonian becomes time-dependent, both

the rotational axis and angular velocity may change over time.

We now extend our model by including into the Hamiltonian an additional fluc-
tuating part, i.e., H = Hyoric + 0H and (6’}:[) = (0. While the static part keeps the
precession going, the fluctuating part can cause decoherence in the system. Deco-
herence here is a more general concept, which includes both longitudinal relaxation
and transverse dephasing (to be defined later). Phenomenologically, the decoher-
ing dynamics can be modeled by adding longitudinal and transverse decay terms to
Eq. (2.7), all with respect to the quantization axis (the static field). Assume H is

collinear with the z-axis, i.e., ﬁstaﬁc = %thc?z, the famous Bloch equations [36] then

read
dR, .. = R
1 ——[UJHXR]E‘—?Z,
dR, . - Ry
dt = [0 x Rly T,
dR, R,—R,
a0 (2.9)

where T; and T; are the longitudinal and transverse relaxation times. Governed
by Eq. (2.9), the state vector keeps rotating around z at a cycling rate of wy/2w,
while simultaneously relaxing to the steady state R = (0,0,R.). The steady-state
longitudinal polarization R, is determined by the energy splitting and temperature.
Eq. (2.9) is identical to the version in the NMR theory, except that the state vector

and the Hamiltonian are replaced by the magnetization and the magnetic field.

From the above discussions, it can be seen that the formalism applied to a general
qubit shares many similarities with spin dynamics. This allows us to describe our sys-
tem by referencing the well-established NMR theories. Moreover, we can manipulate
the qubit by using techniques inspired from NMR. Many examples are demonstrated
in the rest of this thesis. In fact, various NMR techniques are already extensively
implemented in various qubit modalities, especially after the field of quantum compu-

tation and information started to flourish in the 1990s. Note that terminologies may
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be used interchangeably in this thesis, e.g., “spin” for “qubit”, “field” for “Hamilto-

nian”, “polarization” for “population” or “probability”.

2.3 Laboratory Frame and Quantization

Assume a fairly general model for a two-level system:
[AG, +e6,] , (2.10)

where A and ¢ are parameters closely related to physical quantities in the system.
In this sense, the {z,y, z}-frame are named the physical frame or laboratory frame
(Fig. 2-2), despite that the coordinates might not necessarily indicate the real 3D
space. For the example of the superconducting flux qubit (to be introduced in detail in
Chap. 3), A represents the tunnel-coupling strength between two circulating-current
states and ¢ is a quantity linear with the magnetic flux threading a superconducting

loop.

In the model, we usually have control over in at least one parameter. Without loss
of generality, € is supposed to be controlled with both DC and AC modulation. Such
system represents a typical model for many qubit modalities, in particular, the super-
conducting qubits, and is completely consistent with the superconducting flux qubit
focused in this thesis. The model described in Eq. (2.10), together with subsequent
discussions in this chapter, is nevertheless applicable to many other controllable qubit

modalities, or requires minor modifications.

The qubit dynamics driven by a static Hamiltonian is described in Sec. 2.2, so,
given the Hamiltonian in Eq. (2.10), the qubit will execute Larmor precession around

the vectorized Hamiltonian.

Decoherence during free precession is conveniently described in a rotated reference

frame {2, v/, 2}, in which the Hamiltonian is quantized or diagonalized along z’. For
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Laboratory frame - Qubit frame

Figure 2-2: Bloch representation of a static Hamiltonian in the laboratory frame
{z,y, 2z} and its quantization, as transformed into the qubit frame {z’, ¢/, 2'}.

a unitary transformation,
U V=0 or po o =Utpl, (2113

where U is unitary and, for a TLS, can be represented by a rotational operator,
U = R,(©) = e7"®"/2 where O is the rotated angle and n indicates the rotational
axis. Substituting the reverse relations in Eq. (2.11) into Eq. (2.5) or Eq. (2.6),
we obtain identical equations of motion in this new frame, but with a transformed

Hamiltonian,

A

L ~ o dU
H—H=URHU - z‘ﬁUT—a? ; (2.12)
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To diagonalize Eq. (2.10), the unitary transformation is a y-rotation,
U=R,8), (2.13)

where § = arctan(e/A) is the tilted angle of the quantization axis from the 2-axis

(Fig. 2-2). The corresponding coordinate transformation is described by

Gy =cos85, —sinf g, ,
Oy = 0y,

6y =cosfd,+sinfé, . (2.14)

The Hamiltonian is thereby quantized along 2’ (Fig. 2-3a):

- h
H = Sveb (2.15)

where
Vg = Ve? + A? (2.16)

is called the qubit frequency, since hu, gives the energy splitting between the two
eigenstates, |+z’) and |—2’). The Hilbert space is spanned by these two energy
eigenbases, so the new reference frame is named the qubit eigenbasis frame or simply

the qubit frame.
The “south pole < ground state” convention

According to Eq. (2.15), the ground (excited) state can be graphically represented
by |—2') (|4+2')), or south (north) pole on a unit Bloch sphere (Fig. 2-3a). In many
places in the literature, we frequently see the opposite convention, where the ground
state is traditionally defined at the north pole (Fig. 2-3b). However, in terms of the
Hamiltonian, it would be so if an additional minus sign is placed in Eq. (2.15). The
convention historically derives from treating a spin of a negative gyromagnetic ratio,

such as an electron spin, in the presence of a static magnetic field. Such system would
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(a) Qubit frame (b) Traditional convention

7 2= |0)

excited state
[+z'> or e>

V
q

ground state
|-z'> or|g>

Figure 2-3: (a) Bloch representation of a static Hamiltonian quantized along 2’ in
the qubit frame. The ground (excited) state corresponds to the south (north) pole of
the Bloch sphere. (b) The traditional convention, in which |0) at the north pole is
considered as the ground state.

have a lower energy when the spin is oriented in the same way as the field. Computer
scientists are also used to this convention, since they focus more on the computational
indication brought by |0)’s and |1)’s than on the physical meaning.

However, throughout this thesis, we will follow the “south pole <+ ground state”
convention to circumvent the minus-sign confusion. A more natural reason for such
choice is that it is more intuitive to visualize a system where the pointer of a least

energized state is downwards oriented.

2.4 Radiofrequency Pulse

In this section, we will discuss how the qubit is affected by external (time-dependent)
control.

A unitary gate operation is equivalent to a length-preserving (trace-preserving in
terms of density matrix) rotation of the state vector. In order to implement a qubit

operation, experimentally, at least one of the parameters in the Hamiltonian has to
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be modulated in either of the following ways [37]:
e (near) resonant radiofrequency (r.f.) pulses,
e adiabatic pulses,

e non-adiabatic DC pulses (rise time much shorter than the characteristic evolu-

tion time).

Since only the first approach pertains to the experiments explored in this thesis, we
will focus on the dynamics in the presence of resonant r.f. pulses.

Assume the same system Hamiltonian as in Eq. (2.10) but with an additional
harmonic drive (Fig. 2-4):

H = = [AG, + €6, + A cos(2munt + $)6,] - (2.17)

The static part of the Hamiltonian, ’}:lstaﬁc = %[A&z + sﬁw], represents the qubit’s
internal field, while the oscillating term, Her = %A,f cos(2rmvyst + @)J,, represents the
external harmonic drive with amplitude A,s, carrier frequency (or r.f. frequency) vy
and phase ¢. The AC control only modulates the tunable parameter, ¢, so that the
sinusoidal term oscillates along the z-axis.

The question is whether the AC part can produce a large effect on the qubit state,
even if the oscillation is weak compared to the static field, i.e., v+ < v, and how.

First, we rewrite the Hamiltonian in Eq. (2.17) in the qubit frame (Fig. 2-4):

~

H =

RIS

[an'z/ + Ars cos 0 cos(2muet + ¢)G, + Ay sin 0 cos(2mygt + ¢)&z/] . (2.18)

The second and third term on the r.h.s. represent the transverse and longitudinal
perturbation to the qubit, respectively. From the perturbation theory, to effectively

induce transition between the two eigenstates (|+2') and |—2')) requires two condi-

tions,

e Transverse coupling: the perturbation is transverse, i.e., the perturbating

term couples the two states between which the transition is desired.
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Laboratory frame - Qubit frame

Figure 2-4: Bloch representation of a driven Hamiltonian in Eq. (2.17).

e Frequency resonance: the perturbation is near resonant, i.e., the frequency
of the perturbation, up to a Planck constant, is equivalent or very close to the

energy difference between the two states.

For a TLS with harmonic drive, the resonance condition is expressed by equating the

oscillation frequency to the qubit frequency:
V= Wy - (2.19)

The effect is analogous to its classical counterpart, e.g., periodically driving a pendu-
lum, where the swinging of the pendulum only gets significant when the frequency of

the periodic driving force matches the natural (eigen-) frequency of the pendulum.
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2.4.1 Rotating Frame

The motion becomes more complicated in the presence of an fast oscillating Hamilto-
nian, and hard to visualize in the original 3D space. In order to conveniently describe
and analyze the dynamics, a special mathematical transformation is applied. The
transform is done by moving into another reference frame which revolves around the
original quantization axis (z’) at the r.f. frequency (1) [22, 35]. In fact, the transfor-
mation is a special example of the interaction-picture formalism. We will show that,
the Hamiltonian turns out to be time-independent again in this rotating frame with

proper approximations.

The rotating-frame transformation is achieved by a time-dependent unitary trans-

formation,

~ ~

U = R, (2myqt) (2.20)
with corresponding coordinate transformation,

Ox = cos(2mvt) G + sin(2mvet )6,
Oy = cos(2muyet)d, — sin(2mgt) 6y

67 =06y (2.21)

Following the same procedures prescribed in Eq. (2.11) and Eq. (2.12) or the
interaction-picture formalism, we can derive, from the original Hamiltonian in Eq. (2.18),

a rotating-frame Hamiltonian,

~
o~

H=UHT - hvyéz/2 . (2.22)

The second term on the r.h.s. is the quantum analogue of the classical inertial field

that arises from transforming to a non-inertial frame. For our example, Eq. (2.22)
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Qubit frame - Rotating frame

Figure 2-5: Geometric illustration of the transformation between the qubit frame
{z', vy, 2'} and the rotating frame {X,Y, Z}.

can be explicitly expressed by

~ h 1
H= 3 [AV&Z + §Arf cosf (cospyx + singdy)
1
+ EArf cos B (cos(—2m - 2up4t — @)Fx + sin(—27 - vt — @)Oy)

+ Ay sin 6 cos(2mvet + c,b)é'z] ; (2.23)

where Av = vy — 14y is the frequency detuning between the qubit and the driving

field.

In the weak driving limit (A < v4), the last two lines in Eq. (2.23) can be
omitted, since these rapid oscillations average to zero on any appreciable time scale of
qubit dynamics in the rotating frame. It is known as the rotating-wave approximation

(RWA) [38], which is generally satisfied in the experiments explored in this thesis.
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The Hamiltonian after approximation is given by (Fig. 2-6)

=

SIS

[Avéz + v, (cos péx + sin6y)] , (2.24)

where v, = 1At cosf is the Rabi frequency (to be defined later) when the driving

field is resonant with the qubit (Eq. (2.19)).

Rotating frame

z

Figure 2-6: Bloch representation of the driven Hamiltonian in the rotating frame after
rotating-wave approximation.

Eq. (2.24) describes a static field but in a new reference frame. According to the
rules of state evolution (Sec. 2.2), the qubit will execute Larmor precession around the
new static driving field (the Z’-axis in Fig. 2-6) in the rotating frame (choice of the
reference frame does not affect dynamics as long as equations of motion are identical).

Such rotating-frame precession is known as nutation in the NMR language.

The nutation is usually called Rabi precession, and the nutation frequency is

named the Rabi frequency after 1.I. Rabi who did the pioneering work on the effect of
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a gyrating field in magnetic resonance [39]. The effective Rabi frequency in Eq. (2.24),

V;'c:yRV 1+(AV/UR)2= (225)

equates to v, when on-resonance. The axis of the vectorized field is tilted from the
equatorial plane by an angle n = arctan(Av/v, ). For a resonant pulse, the nutation
axis lies in the X —Y plane (Fig. 2-7). The pulse phase derives from the initial phase
of the harmonic drive. Routinely, it is called an X-pulse if ¢ = 0, or a Y-pulse if

¢=7/2.

Rotating frame

Z

»

Figure 2-7: The resonantly driven Hamiltonian in the rotating frame.

In the absence of the r.f. pulse, the qubit precesses around the Z-axis at the

detuning frequency Av in the rotating frame.

2.4.2 Single Pulse

Now, let’s look at what a single r.f. pulse does to the qubit in terms of measurement.

To begin with, assume the pulse is a resonant X-pulse (Av = 0, ¢ = 0) and has
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a square-profiled envelope (constant amplitude over duration 7) (Fig. 2-8). Driven
by the Hamiltonian in Eq. (2.24), the qubit rotates around the X-axis at a constant

cycling rate of v, over the pulse duration.

Rabi

Figure 2-8: Left: single square-shaped X-pulse. Right: Rabi precession. Dashed
arrows are examples of the /2 and 7 nutation, starting from the ground state.

If the qubit is initially prepared at its ground state (|—Z) = |—2’)), with respect
to the static Hamiltonian (Eq. (2.15)), it undergoes Rabi precession in the Y —Z
plane (Fig. 2-8). A significant observation in this special example is that the qubit
will coincide with the excited state periodically, suggesting an efficient way to induce
population inversion. In fact, the measured population or probability of either state
after this pulse is a sinusoidal function of 7 (Rabi oscillation), and the oscillating
frequency is exactly v, . If the pulse is off-resonance, the nutation axis is tilted from
the X-axis, along with tilt of the precession plane. Consequently, the population
cycling becomes less complete, and the system cannot be fully excited.

For Y-pulse (¢ = 7/2), the population-cycling phenomenon is identical to that
of the X-pulse. Actually, the observed Rabi oscillation is the same for an arbitrary
¢, since we only measure the z’-component. This suggests that, for single pulse, the
drive phase does not matter to the dynamics. In fact, because we can always choose
an arbitrary time-point as our starting time (¢ = 0), the initial phase can be defined

at will.
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Take a look at two important examples of single pulse. If the pulse is configured
such that 27y, 7 = 7 (the total area integrated over the pulse envelope), we call it a
m-pulse. A m-pulse executes exactly half a Rabi cycle, so it can fully excite the qubit
from the ground state to the excited state. For an arbitrary initial state, it simply
mirrors the state vector against the nutation axis. For example, 7}, -pulse (subscript
indicates the pulse phase) can perform the translation: |-2Z) — |+2), |+Y) — |-Y),
and |[+X) — |+X). If the pulse is configured such that 27y, 7 = 7/2, we call it 7/2-
pulse. A 7/2-pulse executes exactly a quarter Rabi cycle, so it is used to create a
superposition state from the ground state. For example, 7/2),-pulse can perform
the translation: |—Z) — |+Y) = bw These two types of pulses are frequently
used in practical experiments, and are elementary building blocks of quantum gates.

The square profile of a pulse is only an ideal case. In practice, the actual pulse
shape finally seen by the qubit hardly exhibits sudden rise or fall due to bandwidth
limit of electronics ubiquitous at different steps (pulse generation, cable transmission,
on-chip production). To make the transition smooth, a finite rise and fall time is
necessary. Because the frequency response of a Gaussian pulse has a rather narrow
bandwidth, the pulses used in our experiments generally have a Gaussian profile for
short pulses like the 7~ and 7/2-pulse, or Gaussian rise and fall (typically 5~ 10ns
rise/fall time) for long pulses. The nutation angle by these shaped pulses is simply
the total area integrated over the pulse envelope. In practice, the parameters for the
7~ or 7 /2-pulse configuration are calibrated from Rabi oscillations. That is, measure
the qubit after a single pulse with either the pulse amplitude or width updated. The
pulse parameters for a desired nutation angle can thus be determined from measured

Rabi oscillations.

2.4.3 Multiple Pulses

What if there are multiple pulses? In Sec. 2.4.2, we already saw that a single pulse
can be treated as a Rabi field which is turned on for a certain duration in the rotating
frame. The combined effect from multiple pulses (same frequency) can be considered

as a series of individual fields in the order of their positions over the timeline. However,
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a little more attention should be paid to the complication brought by the pulse phase.
Because we can only choose one frame as the reference frame, the phases of different
~ pulses should always be referenced to a same starting time, no matter when the pulses
are turned on or off. This is equivalent to saying that, if the first pulse is defined as
an X-pulse (we can always do this whatever value ¢, is, since we can choose any t
as the starting time), the pulse phase in the rotating frame of the k-th pulse is then
¢r — ¢1. This suggests that the only important quantity is the relative phase with
respect to the first pulse. For example, if ¢ — ¢ = 7/2, the second pulse is effectively
a Y-pulse after the first X-pulse. Also, due to the ¢ -invariance, the X-Y phase order
in the two-pulse example is equivalent to Y-X or X-Y (bar indicates a 180-degrees

phase-shift or negative orientation).

2.5 Free Evolution and Related Experiments

Here, free-evolution related experiments does not mean that the qubit undergoes
free precession without any external control throughout the experiment. Rather, it
indicates that we will only focus on decohering phenomena associated with the free-
evolution or pulse-free periods within the measurement protocol. To put in another
way, the desired noise information is encoded during the free-evolution periods. In
fact, properly designed pulse sequences are required to manipulate the qubit so that
the concerned noise processes manifest themselves in the observations.

These experiments typically consist of multiple short pulses like 7/2- and 7-pulses,
with a particular pulse-spacing setting, so that noise information is encoded in a

desired way:.

2.5.1 Free Evolution and Its Decoherence

Here, we discuss the qubit’s decohering dynamics during free evolution. As shown
in Sec. 2.3, under the internal Hamiltonian (Eq. (2.15)), the qubit undergoes free
precession at the qubit frequency (v) around the quantization axis (2’) in the qubit

frame. The azimuthal angle of the qubit’s Bloch vector 8 depends on the initial
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state. For example, if the qubit starts from the ground (]—z')) or excited state
(|[+2')), B = 180° or 0°. In either case, the qubit state remains unchanged during
free precession. If the qubit is initially prepared at an equal-superposition state, e.g.,
|£2’) or |£y'), B = 90° and the qubit will precess around the equatorial plane. In
general, for an arbitrary value of 3, the qubit leaves a cone-like trace symmetric about

# (Fig. 2-1).

Now we include decoherence into the system by introducing an additional pertur-

bative Hamiltonian,

,\ b N .

The Hamiltonian describes the system’s coupling to a noisy environment. QA(t)
(Q.(t)) represents the fluctuating bath variable that couples to the A () terms. Since
e and A are physically different, Qa(¢) and Q.(t) are supposed to be uncorrelated.
Also note that all fluctuations discussed in this thesis, unless otherwise specified, are

Zero-mean.

The noise power spectral densities (PSD), Sa(f) and S.(f), are defined as the
symmetrized bilateral PSD:

Sx(f) = (2n)? /oo dt exp(—iZWft)%(/\(O))\(t) + A(H)A(0)) , (2.27)
—o0
where A € {z',y/,2'... or A= Qa),e(=Q.).. .} indicates either the fluctuating
part of system Hamiltonian or the axis to which those fluctuations couple. It is
parametrized in units of frequency [Hz|, e.g., for A originally in unit of energy [J],
it is reduced by a Planck constant, i.e., A = A/h. The symmetrized autocorrelation
function, 1(A(0)A(t) + A(t)A(0)), is equivalent to the regular autocorrelation function
(A(0)A(¢)) for classical noise or quantum noise in the classical limit, i.e., hf < kT,
where k, is Boltzmann’s constant and 7" is the temperature. For quantum noise,
the expectation value is taken over the environment’s ensemble state, i.e., (O) =

Trg [OpE}, where pg is the environment’s density matrix. More discussion about the

difference between the quantum and classical noise can be found in Appendix A.
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When transformed into the qubit frame, the Hamiltonian in Eq. (2.26) becomes

~

H; = [(QA COSH -+ QE sin 9)6’2/ -+ (—QA Sine -+ QE oS 6)6-w,]

N Il el e

[Qu6 + Qubw] - (2.28)

The A and ¢ noise are assumed to be uncorrelated as their fluctuations have different
physical origins (in the device we explored in this thesis), the PSD of the qubit-frame
noise Q(t) or Qu(¢) is a (co)sinusoidally weighted sum of the PSD in the lab frame,

namely,

Su(f) = sin®0 Sa(f) + cos?d S.(f) ,
S (f) = cos?8 Sa(f) +sin0 S.(f) . (2.29)

Eq. (2.29) suggests that we are able to tune the sensitivity to lab-frame noise by
varying 6 or, physically, . In the special case when € = 0, the laboratory frame and
the qubit frame coincide and the z’-noise has no contribution from the & noise.

The evolution of this open quantum system in the Markovian weak-coupling limit
can be solved by the Bloch-Redfield theory. For a general open quantum system,
7'23 + ?311 + 7:[13 (7:13, ?21 and 7:lE stand for the system, interaction and environment
Hamiltonian, respectively), the evolution of the combined system, §(t), in the inter-
action picture, pi, = UtpU (U = e iHst/ "), is governed by the interaction-picture
Liouville-von Neumann equation,

dhin —0 ~
PR — — [Pl Pin] (2.30)

where ’H{)im =0 4,07, In the rest, we omit the subscript “int” for more uncluttered

expressions.

Next, making two major assumptions,

e Born approximation: the coupling is weak enough and the reservoir is big

enough, so that the density matrix factorizes, p = ps ® pg, and the environment
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stays unperturbed, i.e., pg is time-independent

e Markovian approximation: the correlation time of the noise in the rotating
frame is much shorter than the relaxation time, or the system is “memoryless”

over the time scale of the environment’s fluctuation,

we obtain the Redfield equation,

dps(t)
dt

=_hlé/_ dr Tea[Fa(t), [Fa(t +7), ps(t) ® pu]] . (2.31)

Substituting the Hamiltonians in Eq. (2.15) and Eq. (2.28) into Eq. (2.31) and working
out the algebra, we find

Puu (t) Pud (t)

65(t) =
. Pau(t) paa(t)

Pua + (Puu(0) — Paa) e T pua(0) e~ T/ 2Tt

— . (2.32)
Pau(0) e~ (1/240)t Pad + (paa(0) — Paa) e "
The decay rates are related to the qubit-frame noise PSDs by
1 1
Iy = §S-LZ'(VQ) = §Sx’(Vq) ,
1
r, = -2-5'2/(0) ,
Ty= 30+ Ty, (2.33)

The rate-PSD dependence can be further broken down to lab-frame noise by Eq. (2.29).

In the “south pole ¢ ground state” convention, the lower right element of the
density matrix corresponds to the ground state population. 7., (paq) is the excited
(ground) state population in thermal equilibrium with the environment. Given an
effective environment temperature 7", the population ratio follows the Boltzmann

distribution, i.e., Pay/Paq = e ¥, where 3 = h/k,T. When transformed back to the
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qubit frame, Eq. (2.32) in the Bloch representation can be written as (Fig. 2-9)

d?;’ = TRy — 21u Ry

dzy’ = —T2Ry + 21vRy

dzlat"' = -T1(Ry —Ru) , (2.34)
where R, = Puy — Pad = — tanh(g—;‘-) is the longitudinal equilibrium polarization.

Eq. (2.34) is identical to the Bloch equation in Eq. (2.9).

Free evolution
Qubit frame

!

Z

"excited state
[+z'> or |e> or |u>

T.F %%

-

~
-

ground state
|-z"> or |g> or |d>

Figure 2-9: Free-evolution dynamics in the qubit frame. The red arrow indicates the
quantizing field. The qubit undergoes Larmor precession (purple dashed line) around
the longitudinal axis (green arrow), while depolarizes (grey arrows) both longitudi-
nally (77) and transversely (73) at the same time.

We now make several comments on Eq. (2.34) to facilitate our understanding.

1. In Eq. (2.34), the 2'- and y'-depolarization due to 77 process share the same rate,
I’y /2. One might ask the question: what leads to the symmetry of the transverse

depolarization while the noise couples to the z’ channel only. In fact, the effect of
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a’-noise is similar to depolarization from the bit-flip channel [1], so there should
be asymmetry in the rates, i.e., I'yy = 0 and I'yy = I'y (ignoring pure dephasing).
However, Eq. (2.34) is still valid, because we made the Markovian approximation
during derivation which assumes that the noise correlation time is much shorter
than the relaxation times. The assumption suggests that v, > I'y, 'y, so that
the qubit effectively mixes the z’- and y'-depolarization during fast precession.

In Sec. 2.6.1, we will see a non-Markovian example.

. The equilibrium population ratio is determined from the relaxation (I'_, not
to be confused with I';) and excitation rate (I'y) (see Appendix A for more

details):

P _ T4

Paa I~ (2.35)

and they are related to the unsymmetrized PSD at the positive and negative of

the qubit frequency, respectively:

F_ = QS_LZ'(VQ) 5
1
F+ = ~2-S_[LJZ/(—I/Q) . (236)

SY(f) is the Fourier transform of the unsymmetrized (regular) correlation func-
tion, (A(0)A(t)), and is different from its negative counterpart for general quan-
tum fluctuations 5\, because the time-dependent quantum variables at sym-
metric times do not commute. It follows that I'y = I'_ + Ty = 157, (v) +
18V, (—vyq) = Si(vy). For the quantum noise, SY(—£)/SY(f) = e/ at an
equilibrium temperature T. In the low-temperature limit which pertains to
our experiment (v, = 5GHz and T =~ 65 mK), the equilibrium approaches the

ground state (Fig. 2-9).

. We did not take into account any y- or y’-noise (physically, charge noise in
our device) in the model, since it is negligible in our system and provides no

more insight about the decohering dynamics. To incorporate the effect from y
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noise is trivial, simply adding an extra term, Qy Gy, to Eq. (2.26). Assuming
uncorrelated with other noise, the y-noise (equivalent to y’-noise) is included
into the transverse noise, S, (vq) = Sy (vy) + Sy (vy), and contributes to I'y

only.

Before further discussion, please bear in mind the fact that decoherence in super-
conducting qubits should be understood in a sense of time-ordered ensemble average.
Unlike measuring an ensemble of spins in NMR experiments, here we only have sin-
gle artificial spin and are required to repeat a same measurement, typically, several
thousand times to improve population estimate.

Following Eq. (2.32), the free-evolution decohering processes are conveniently de-
fined with respect to the quantization axis, 2’ (Fig. 2-9).

T; = 1/T'; is the longitudinal depolarization/relaxation time, or often “relaxation
time” for short. It describes how fast the longitudinal polarization (portion along 2’
or the diagonal matrix element) approaches equilibrium (Fig. 2-18a). Such longitu-
dinal relaxation is the consequence of environmental modes at the qubit frequency
(vq) transversely coupled (L 2’) to the qubit. The inversion-recovery experiment
(Sec. 2.5.2), which initializes the qubit at the excited state and records how it tem-
porally relaxes along 2z’ (Fig. 2-18a), is one of the standard methods for measuring
T;.

T, = 1/T'; is the transverse depolarization/relaxation time, and often named “co-
herence time” or “dephasing time”. It estimates how fast the transverse polarization
(portion in the z'—y’ plane or the off-diagonal matrix element) decays. In the Marko-
vian weak-coupling limit, the Bloch-Redfield theory [40, 41, 42] gives a simple de-
scription of the exponential dephasing rate (Eq. (2.32)): 1/T3 = 1/277 + 1/T,,, where
T, = 1/T, is the pure dephasing time. Unfortunately, in many realistic situations
such as when the noise exhibits a 1/f-type spectrum (S(f) = 1/|f|*, where a~1),
the Bloch-Redfield approach does not apply, because the noise correlation times be-
come enormous at low frequencies. However, the decay due to 77 process and due
to pure dephasing still factorize [43]. Pure dephasing is an ensemble-averaging effect

over different realizations of the fluctuating qubit frequency [37], which is sensitive to
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longitudinally coupled low-frequency noise.

Depending on the experiments, there are various types of T,. T3 usually means
the transverse depolarization during bare free precession, like what we described
previously in this section. However, for the rest, we would like to extend it as a
general designation for any type of transverse depolarization. The simplest one is the
free-induction or Ramsey decay (Sec. 2.5.3), which measures the associated coherence
time TRamsey (usually seen as Ty in the literature) with bare equatorial precession
(Fig. 2-18b). The measured pure dephasing is the result of ensemble averaging over
the inhomogeneous broadening [44] (temporal inhomogeneity due to low-frequency
noise), suggesting the process can be corrected for.

If a refocusing pulse is added in the middle of the free-evolution period as in the
spin-echo or Hahn-echo experiment (Sec. 2.5.4), the effect from the low-frequency
noise can be reduced. In superconducting qubits where the noise PSD is usually 1/f-
type, and we obtain the usually much longer echo decay time Tgg,. More advanced
sequences such as the CP-like sequence (Sec. 2.5.4), a generalized version of the spin-
echo sequence, may further improve coherence and, in addition, be utilized to extract

the PSD through its noise-filtering properties.

2.5.2 Inversion Recovery

The inversion-recovery experiment is a method for measuring the longitudinal relax-
ation time, T;. The value of T} provides information about environmental modes at
the qubit frequency, v (typically several gigahertz, categorized in the high-frequency
regime). It is a technique originally used in NMR [35].

The pulse sequence (Fig. 2-10) consists of a single 7-pulse and a certain delay 7
before readout. The m-pulse brings the qubit from the thermal ground state |—z’)
(we normalize the equilibrium polarization at the beginning) to the excited state
|+2’). During the delay, the qubit undergoes longitudinal relaxation until thermal
equilibrium (|—2’)) is reached again. The polarization relaxes from |+2') to |—2)
along the z’-axis in the process. By stepping 7, we thereby record how the qubit

relaxes.
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(a) Inversion-Recovery Seq.

Figure 2-10: (a) Inversion-recovery pulse sequence. The readout pulse (orange) is
delayed by a duration of 7 after the m-pulse. (b) Bloch sphere representation of the
rotating-frame qubit dynamics under the sequence in (a). The purple arrow is the
qubit’s state polarization, while the magenta arrow indicates the driving field. The
qubit is initially prepared in its ground state (|g) = |—2’)) (I). The first w-pulse (not
necessary to be an X-pulse) rotates the qubit by 180° to the excited state (II). During
the delay, the qubit undergoes 7; relaxation towards equilibrium. The instantaneous
longitudinal polarization after the delay is read out (III).

The decay law is exponential (Eq. (2.34)), given that the correlation time of the
transverse noise in the rotating frame is short. In the noise-filtering perspective, the
assumption can be understood as that the transverse noise has a smooth spectrum
around the qubit frequency over a width of 1/T;. The ground-state probability can

be expressed as:
Pg(r)=1—exp(-Tu7) , (2.37)

where I'y = 1/7) is the longitudinal relaxation rate, and is related to the qubit-
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frequency noise transversely coupled to the system (Eq. (2.33) and Eq. (2.29)):

1 1
Fl = -2’ S_Lz'(Vq) = 5 Sz/(Vq) . (238)

@l

Prefactors other than “3” in Eq. (2.38) might be spotted in other literatures.
This is due to variation in the PSD definition Eq. (2.27). In this thesis, we follow the
convention of using symmetrized bilateral PSD with type-I Fourier transform. We

clarify the confusion in Appendix B.

2.5.3 Free Induction

The free-induction (FI) or Ramsey experiment is a method for measuring the trans-
verse depolarization (loss of phase coherence, dephasing) time T5, during bare free
precession. Here, Tramsey denotes the characteristic decay time. However, as we dis-
cussed in Sec. 2.5.1, there might be neither a simple form for the decay law nor a
well-defined Tramsey. In practice, the l/e-time, T¢, at which the normalized signal

(starting from unity) drops to e™!

, is a universal figure of merit. The value of Tramsey
provides valuable information about the low-frequency noise. This technique is used
in NMR to characterize the evolution of the transverse magnetization [45], and is the

basis of Fourier transform spectroscopy.

Before introducing the free-induction sequence, let us take a few minutes to il-
lustrate the mechanism of dephasing. If the qubit starts with a superposition state,
in the rotating frame and in the resonant case, the state vector is supposed to stay
where it is permanently. However, if there is fluctuation of the precession frequency,
the qubit precesses at different rates. One example is illustrated in Fig. 2-11c. For an
ensemble of realizations, the state vectors, initially synchronized, continue to fan out
due to their random precession rates. Over a characteristic time, their phases becomes
totally random. As a result, we would observe the average transverse polarization to

decay.

If the distribution of the fluctuating precession rate is known, the expectation value
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of the transverse polarization can be computed by summing up all the realizations:

Ry = / dAv cos(2rAvT) P(Av) (2.39)

—o0

where P(Av) is the probability density function of Av. An important indication of
Eq. (2.39) is that the time-domain signal is the Fourier transform of the fluctuator’s
spectral distribution. For the typical example of Gaussian distributed noise, the

Fourier transform yields a Gaussian decay in the time-domain.

The pulse sequence (Fig. 2-11) applicable to the superconducting qubits consists
of two m/2-pulses (both along X) spaced by 7. The experiment can be done with
either on- or off-resonance pulses. For resonant pulses, the first 7/2-pulse brings
the qubit from the ground state (|—Z)) to the superposition state (|+Y)). During
the free-evolution period between the pulses, the qubit undergoes transverse depolar-
ization (diminishing of Y-polarization). The second 7 /2-pulse brings the remaining
polarization back onto the Z-axis for readout. Here we have ignored the T} process,
because the transverse depolarization is usually much faster. For off-resonance pulses,
the dynamics is identical except that the qubit precesses at a rate equivalent to the
frequency detuning Av, while the transverse polarization continues to shrink. By

stepping 7, we record how the qubit dephases.

Given short-correlated noise, the decay law is exponential (Eq. (2.34)):

P (1) = : + ! cos(2rAvt) x exp (—(T'1/2+T,)7) , (2.40)

2 2

where I, is the pure-dephasing rate. Pure dephasing is the consequence of ensemble

averaging over the inhomogeneous broadening of the qubit frequency:

‘S\IQ
N
=
~——

l

(cos®6 Sa(0) + sin®6 S.(0))

l

N = N~ DN -

62

<SA(O) + A7 SE(O)) . (2.41)

~
~
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(a) Free-Induction Seq.

/2 /2
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Figure 2-11: (a) Free-induction pulse sequence. The readout pulse (orange) is per-
formed right after the second 7/2-pulse. (b) Bloch sphere representation of the
rotating-frame qubit dynamics under the sequence in (a). The purple arrow is the
qubit’s state polarization, while the magenta arrow indicates the driving field. The
qubit is initially prepared in its ground state (|g) = |—2') = |-Z)) (I). The first
7 /2-pulse rotates the qubit by 90° into the equatorial plane (II). During the delay,
the qubit undergoes transverse relaxation (III). The second 7 /2-pulse projects the re-
maining polarization onto Z (=2') for readout (IV). (c¢) Illustration of the dephasing
effect by tracking an ensemble of state vectors whose color indicates faster (red) or
slower (blue) precession rate. From left to right: the vectors fan out along with the
free-induction time.

The last line in Eq. (2.41) describes the situation when ¢ < A, corresponding to
the working range in our experiments. It indicates that the A noise dominates free-

induction decay when biased at the so-called sweet spot, i.e., ¢ = 0. On the other
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hand, the € noise may overpower it, given that the working point is sufficiently away

from the sweet spot.

However, the decay is usually not simply exponential. For example, in many
solid-state structures, the low-frequency part of the noise spectrum exhibits a 1/f-
type power law. This will make the noise singular at zero frequency. Fortunately, the
transverse relaxation due to 77 process and due to pure dephasing still factorize [43]

(ignoring the sinusoidal modulation from the detuning):

P(r) = exp (—%-T) h(r) | (2.42)

Note that Eq. (2.42) is not restricted to free-induction decay, but any type of trans-

verse decay.

The free-induction pure dephasing can be analyzed from the effect of quasistatic
noise [46, 44|, when the noise statistics is Gaussian. Consider first-order (linearly
coupled) noise only (the second-order (quadratically coupled) effect is negligible in
our system [21]). From Eq. (2.39), the free-induction pure dephasing for Gaussian

distributed noise is expressed by

i) = o (-7 "

where

1/27 Sz/(f)
2 =2 d
% // I Gy
o (M Salf) + 5 S(f)
~2 /

df
/tacq (271')2

(2.44)

is the total noise power (correléutor parametrized in unit of frequency) effectively sam-
pled by our measurement protocol, or the variance of 2’ fluctuation (Q?) contributed
by noise within the quasistatic frequency range [1/taq, 1/27]. The low-frequency
cut-off is determined by the total acquisition time t,., (typically 1 ~ 10s) of a re-

peated measurement, and the high-frequency cut-off is set by the free-induction time
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T (typically 0.01 ~ 10pus). Noise in this range can be considered as static during
each free-induction period, but varying over the longer time span between experi-
mental realizations, so has the name “quasistatic”. The prefactor “2” accounts for
the integration in the negative branch. For a system of temporal ensemble, such
noise effectively adds to the variation of the precession rates among experimental re-
alizations. This is somewhat different from the NMR, case, in which spatial variation
created by field inhomogeneity dominates, and the expectation-valued measurement
over an ensemble of spins is performed. On the other hand, fluctuation slower than
tacq does not add to the temporal inhomogeneity. Neither does fluctuation fast than
T, since it is averaged out during the free-induction time.

The result in Eq. (2.43) can also be derived by the filter function method [47, 48],
in which the coherence function, i.e., the exponent in the pure-dephasing function, is

a weighted integral over the noise spectrum:

h(T) = exp <~T2 /00 df S.(f) F(f, ’7')) ) (2.45)

0

The weighting function F(f,7) is called the filter function, and is determined by
the pulse sequence. The free-induction filter function is a sinc-squared function,
Fri(f, ) = sinc®(w f7), which has a main peak around zero frequency (Fig. 2-12). An
infinite noise power, generated by the 1/f noise for example, can diverge the integral
in Eq. (2.45), so the lower and upper bounds in the integration should be replaced

with parameters corresponding to realistic experiments. Therefore, we have

hpi(7) = exp (—72 /ffhigh df S.(f) sincz(ﬂfT)) : (2.46)

low

The sinc-squared function can be approximated by a window function which is unity
for | f| < 1/27, giving the same result as the quasistatic approach (Eq. (2.43)-(2.44)).

We now evaluate hpi(7) in two typical cases, 1/f noise and white noise. For 1/f
noise, Sy (f) = A/|fl, Eq. (2.44) becomes 0% = 2 Aln [(1/27)/(1/tacq)]/(27)?. The
weak, logarithmic sensitivity to the cut-off frequencies effectively allows us to treat

it as a time-independent constant, e.g., 02, =~ 26A/(2m)? for 7 = 1ps and t,eq = 1s
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Figure 2-12: Filter functions of different sequences: N = 0 for free induction or
Ramsey; N = 1 for spin echo; others for Carr-Purcell with N m-pulses. The total
sequence (free-evolution) time 7 is assumed to be 1 us in all cases.

(typical in our experiments), giving a Gaussian decay,
hpr(T) = exp(—13A7?%) . (2.47)

For white noise, S,/(f) = Sy, on the other hand, the integral is linearly sensitive to

the upper cut-off frequency, so that o2, = S, /7/(27)?, yielding an exponential decay,
1
hpi(1) = exp(—ﬁSwT) . (2.48)

Here we find that ', = Sy/2 = S,(0)/2, which returns the result as the Bloch-
Redfield approach. The reason is that, for Gaussian noise, a white spectrum or a
cut-off frequency higher than the threshold frequency relevant for the measurement
protocol (f = 1/7) is almost equivalent to say that the noise is short-correlated. From
the above examples, we see that the spectral shape around f = 1/7 is critical to the

total inhomogeneities and hence the decay law.

2.5.4 Spin Echo and Carr-Purcell Sequence

The spin-echo (SE) or Hahn-echo experiment is a method for measuring the transverse
depolarization time, T3, with contribution from inhomogeneous or low-frequency noise

removed. Often, the technique is capable of significantly extending the coherence
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time from free-induction decay, and is considered as a simple but efficient technique
to dynamically preserve phase coherence in a complex measurement protocol. In
addition, the characteristic decay time, Tgeno, provides valuable information about
the intermediate-frequency noise (to be defined later). Spin echo was used in NMR

to distinguish the homogeneous decay from the inhomogeneous decay {49].

The pulse sequence is based on the free-induction sequence. Besides two 7/2-
pulses spaced by 7, an additional m-pulses is inserted right in the middle of the
free-induction period. The m-pulses, also known as the refocusing pulse, makes the
dynamics different from free induction. The refocusing condition only requires the
driving axis of the m-pulse to be in the X —Y plane, and the w-pulse phase can
take an arbitrary value. Assume it has a same phase as the 7w /2-pulses. The first
m/2-pulse brings the qubit from the ground state (|—Z)) to the superposition state
(|4Y)). Next, during the first half of the free-evolution period, the qubit undergoes
dephasing (vectors fanning out), same as in free induction. The m-pulse mirrors all
the vectors against it. During the second half of free-evolution period, given that all
vectors continue to precess at their own rates same as in the first half (quasistatic),
they would coincide at |—Y") right before the last 7 /2-pulse. It illustrates a dynamical
way to recover the loss of phase coherence from the low-frequency noise by using the
refocusing pulse. In an ideal case where only noise below certain frequency or only
spatial inhomogeneity exists, spin-echo pure dephasing is completely removed and we

shall have a Ti-limited echo time, i.e., Tgmo = 277.

However, the echo technique is not omnipotent against all types of noise. For
example, if individual vector’s precessing rate fluctuates appreciably between the
first and second half of the free-induction periods, the vectors would not coincide as
before. This suggests that, the spin-echo sequence becomes inefficient in refocusing
noise at a frequency close to 1/7, and the spin-echo decay should tell us related noise

information.

In general, the spin-echo decay law shares many similarities with that of free-

induction decay. The decay due to T} process and due to pure dephasing factorize.
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(a) Spin-Echo Seq.
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Figure 2-13: (a) Spin-echo pulse sequence. (b) Illustration of refocusing phase dif-
fusion under the sequence in (a). The state vectors of all possible realizations are
phase-synchronized right after the first 7/2-pulse (I). During the first half of free-
evolution period, they spread out in the same way of free-induction dephasing (II)
until the (refocusing) m-pulse mirrors the state vector projects (III). The vectors then
continue to precess at their own rate as before, and coincide again after the sec-
ond half of free-evolution period (IV). The observed transverse polarization shows a
revival signal at the time 7. Hereafter, the phenomenon has the name “echo”.

Using the filter-function method, the spin-echo pure dephasing can be expressed by

hsg(T) = exp (—T2 /Goo df S.(f) sincz(ﬁgT) sin2(ﬂ£T)) ) (2.49)

It is easy to check that the spin-echo filter function, Fsg(f,7) = sinc2(1-2ﬁ) sinz(ﬁgﬁ)
has a main peak at f = 1/7 (Fig. 2-12), so the spin-echo sequence does act as a noise

filter which spectrally select the noise that contributes to observed dephasing.

We now evaluate hgg(7) for the case of 1/f noise and white noise. For 1/f noise,

S (f) = A/|f|, Eq. (2.49) results in a Gaussian decay,
hsg(T) = exp(—AIn2 72) . (2.50)
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Comparing with Eq. (2.47), the echo technique improves the Gaussian free-induction
pure-dephasing time by a factor of ~ 4.3. For white noise, S,/(f) = Sy, Eq. (2.49)

gives the same exponential decay as free induction,
1
hsg(T) = exp(—QSwT) ) (2.51)

indicating that the refocusing fails to recover coherence against white noise. The

result is obvious if one notices the fact that S,/(1/7) = S,.(0) = S,.

Inspired by the echo technique, the NMR community developed a generalized
version of spin-echo sequence, which fills up a fixed free-induction period with multiple
refocusing pulses so that the new sequence can filter out more low-frequency noise.
The shorter the pulse spacing, the higher the filter frequency. As a result, we should

expect to further improve the coherence time against the 1/f-type noise.

The pulse sequence is known as the Carr-Purcell (CP) sequence [50]. Basically,
it comprises N equally spaced m-pulses (Fig. 2-14a). Every two neighboring m-pulses
and associated free-evolution periods can be considered as a repeated elementary
cell which constructs a complete refocusing cycle and an overall identity operation.
Consequently, the sequence is often implemented with an even number of m-pulses.
The filter function (even N), Fg}\;’)(f, 7) = 4sinc® (7 f7) sin*(ZL7)/ cos? (L") has a main
peak almost at f = N/27 (Fig. 2-12).

A modified version of the CP sequence, the Carr-Purcell-Meiboom-Gill (CPMG)
sequence [51], is usually preferred in practice. In the CPMG sequence, the n-pulses
are 90°-phase-shifted (Y-pulse), and this modification makes the sequence robust
against pulse errors (Fig. 2-14b). Assume the pulse is not perfect and gives slightly
bigger or smaller nutation angle than m. The CP sequence will accumulate the error
coherently (second-order error), while CPMG has only fourth-order sensitivity. The
modification can lead to dramatic improvement in experiments when pulse number
becomes large. However, CP and CPMG belong to the same type of sequence, since

they have the same filter function.

The CP-like sequence can effectively decouple the system from the noisy environ-
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Figure 2-14: (a) Carr-Purcell pulse sequence. The cell included by the dashed box
indicates a refocused identity. (b) Carr-Purcell-Meiboom-Gill pulse sequence.

ment during a measurement. Such technique is often called dynamical decoupling
(DD) [52]. There are a variety of advanced dynamical-decoupling sequences, such as
CP, PDD (periodic dynamical decoupling) [52, 53], UDD (Uhrig dynamical decou-
pling) [54] and CDD (concatenated dynamical decoupling) [55]. Each has a unique

noise-suppressing protocol and might be an optimal solution to a certain noise model.

2.6 Driven Evolution and Related Experiments

Driven-evolution related experiments, like its free-evolution counterpart, does not
necessarily mean that the qubit is driven by r.f. pulses all the time. It merely
indicates that we only care about decohering phenomena during the driven-evolution
periods in these experiments. In other words, noise information of our interest is
encoded during certain driven periods.

We will show that there is a nice analogy between free and driven evolution, and
their decohering dynamics share many similarities. Driven-evolution decoherence can
be better described and understood via the analogy. Moreover, many driven-evolution

related experiments can find their free-evolution counterparts. Several important ones
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will be introduced in this section.

2.6.1 Driven Evolution and Its Decoherence

The qubit dynamics under a harmonic drive is discussed in Sec. 2.4. Assume resonant
driving along the X-axis (Av = 0, ¢ = 0). The Hamiltonian in Eq. (2.24) is simplified

as
H==v6x. (2.52)

The Hamiltonian describes a two-level system in the rotating frame, which is quan-
tized along X with a level splitting hyy. Regardless of issues like controllability, any
well-defined two-level system can be considered as a qubit, so now we do have a new
logical qubit, but in a different reference frame. We prefer to call it “fictitious qubit”,
when making the analogy with the original qubit described in Eq. (2.15).

The driven-evolution dynamics in the rotating frame is analogous to the free-
evolution dynamics in the qubit frame. That is, the qubit precesses around the
X-axis at the fictitious qubit frequency v, and its subtended angle depends on the
initial state. For example, if the qubit is prepared at either |+X) or |—X) state, its
state vector will stick to that orientation, same as the corresponding free-evolution
counterpart when the qubit is initialized in its excited (|4+2')) or ground (]—2')) state.
In this spirit, |[+X) (]-X)) is defined as the fictitious excited (ground) state. In
another situation when the qubit is initialized at the “equatorial” states (in the Y —Z
plane), the state vector will precess around the Y —Z plane just as its free-evolution
counterpart precessing around the '’ —y’ plane.

In a more general situation when Av # 0, the effective quantization axis is the
vector sum of the detuning field and the driving field (Fig. 2-6), and becomes tilted
from X —Y plane. The fictitious qubit is energized by a modified frequency v
(Eq. (2.25)) along the Z’-axis. Pedagogically, we ought to define the new frame
{X",Y', Z'} which diagonalizes the rotating-frame Hamiltonian along Z’ (a routine

choice for the quantization axis). However, for most of the discussions in this thesis,
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we do not necessitate the complication invoked by the finite detuning. To simplify
the discussion and involve as few frames as possible, we keep the analogy between the
qubit-frame quantization axis z’ and the rotating-frame quantization axis X, unless

otherwise specified.

As for the environmental noise, we can rewrite the same interaction Hamiltonian

given in Eq. (2.28) in rotating-frame coordinates:

~

Hy = [QZ/ETZ + Qy cos(2mnst)ox — Qu sin(2m/rft)&y}

[Qz67 + Qx6x + Qvoy] - (2.53)

(R Il R s

Comparing the first and second line in Eq. (2.53), it is easy to see that the qubit-
frame 2’-noise is invariably transferred into the rotating-frame Z-noise. On the other
hand, the z’-noise is separated into the X- and Y-noise with a frequency mixing of v,
indicating that the rotating-frame noise Sx y(f) is simply the frequency-modulated

qubit-frame noise, derived from S A|f % vif]).

In the following discussion, the rotating-wave approximation and the weak-coupling
assumption are still valid, but we will loose the Markovian constraint. The noise cor-
relation time might be comparable to the relaxation times in the rotating frame,
because the fictitious qubit frequency v, is much less than the original qubit fre-
quency. Following the analogy to the free-evolution decoherence, we can derive the
driven-evolution version of the Bloch equations, which is known as the generalized
Bloch equations (GBE). GBE have been studied extensively in spin systems [56].
Here, we follow the recipe prescribed in [57] and obtain the non-Markovian GBE in

the rotating frame,

dR x
— =-TyR 1
T xRx +vx,
dR
—-(—:ft-y— == —PYRY - 27TI/RRZ + Vy ,
d
—a,R;—Z =-T2Rz+ 27, Ry + vz, (2.54)
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are the depolarization rates which can be further related to lab-frame noise by Eq. (2.29),

and

1 1 1
Ux = —'éJw’(Vq+VR)+’8‘JI’(VQ_VR)—' '2— Z'(VR)’
'Uy=0,

1 1 1
vz = 3 Jor (Vg + V) — g Jor (Vg — V) — 1 Jor(vq) (2.56)

where J)(f) = Sa(f) tanh( ), defines the steady-state polarization,

X = FX 3
. Fz’UY + Vplz
v l/f{ + FyFZ ’
— I'yvz — vvy
- _R7Y 2.57
z 1/1:2t + FyPZ ( )

We now continue to comment on Eq. (2.54)-(2.57) and elucidate several important
findings, which would help understand the underlying physics behind these equations

and explain experimental observations.

1. Unlike the free-evolution Bloch equations in which we can mix the z’- and
y'-depolarization during fast precession, we return to the asymmetric setting

between Y- and Z-depolarization due to our dropping the Markovian approxi-
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Driven evolution
Rotating frame

Figure 2-15: Driven-evolution dynamics in the rotating frame. The yellow arrow
indicates the quantizing field. The qubit undergoes Rabi precession (purple dashed
line) around the rotating-frame longitudinal axis (green arrow), while depolarizes
(grey arrows) both longitudinally (T3,) and transversely (75,) at the same time.

mation. From the first line of each equation in Eq. (2.54), we see that 'y results
from the Y- and Z-channel bit flip; Iy results from the X-channel phase flip
and the Z-channel bit flip; I'z results from the X-channel phase flip and the
Y -channel bit flip.

However, in experiments, we are unable to precisely determine the depolariza-
tion solely along Y or Z, because of the simultaneous Rabi precession. The

extracted transverse depolarization rate is effectively the average of I'y and I'z.
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Therefore, we can define the driven-evolution analogue of I'y, I', and T, as

1 1

FIP—sz—é[le(yq+VR)+Sw'(Vq_ )]+§Sz'(VR)’

1
FT‘PP ZSm/(Vq) s

1 1 1 1
F2P = 9 (FY + FZ) = E [Sm'(’/q + VR.) + Sw’(’/q - VR)] + Z Sz'(VR) + Z Sa:’(VQ)

1

- In,+1, (258)

As expected, the transverse depolarization due to longitudinal relaxation and

due to pure dephasing add up in the same way as in the free-evolution case

(Eq. (2.33)).

2. In our model, we only take into account noise from the internal parameters,
i.e., the A and £ noise. However, additional noise could be introduced by the
harmonic drive, e.g., instability of the microwave signal. In fact, low-frequency
fluctuation of the drive amplitude A, is a parasitic effect in our device, and
are proven to dominate the transverse depolarization in many instances [58].
The effect of the Ay fluctuation, i.c., the v, fluctuation, can be understood via
the analogy to its free-evolution counterpart, the free-induction pure dephasing.
The temporal inhomogeneity of the fictitious qubit frequency contributes to the
rotating-frame pure dephasing to first order, just like the linearly coupled noise
to free induction. Therefore, we use the “” symbol in Eq. (2.58) to indicate

that the rotating-frame pure dephasing is free from the v, fluctuation.

3. We now explain the origin of the terms in the second line of each equation in
Eq. (2.55). To proceed, it will be helpful to review Eq. (2.53) and the followed

discussion.

First, the z/-noise is invariantly transformed into the Z-noise, as it is the in-
variant coordinate between the two reference frames. As a consequence, S, (v )
directly contributes to the rotating-frame relaxation. Via the analogy to the

free-evolution rate-PSD relation (Eq. (2.33) and Eq. (2.38), we have the same
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wln
prefactor “5”.

Next, the Y-noise is derived from the x’-noise with a frequency mixing, so

wly

4 can be understood as

Sy (vg) comes from S,/(vq £ v). The prefactor
follows. Consider the time-domain realization of Sp/(vy + v,) as a sinusoid,
Acos(2m(vy+ v, )t + ¢), where ¢ is randomized. In the rotating frame, the
projection of this noise on the Y-axis noise is expressed as: —A cos(2nm(vq +
V)t + @) sin(2mugt) = 4 sin(2mvt + ¢) — 4 sin(2m(2vg + 14, )t + @), where the
first term on the r.h.s is the noise of our interest and the second term is the
ineffective counter-rotating wave. Clearly, the amplitude of the noise is halved

due to the branching into the rotating and counter-rotating wave. Hence the

quartered power.

Similarly, the pure dephasing noise Sx(0) is derived from S,/ (v,), but the power
reduction factor due to frequency mixing is “3” instead of “}”. Still take the
sinusoidal example, A cos(2mvyt + ¢). The corresponding symmetrized bilateral
PSD over a differential bandwidth of is Sy (vy) = %. The sinusoid’s projection
on the X-axis in the rotating frame becomes % cos ¢, and the corresponding PSD
is Sx(0) = —“-‘;(COS2 qﬁ)% = % = 28,/(vy). Therefore, it is the particularity of
the symmetrized bilateral PSD at zero frequency that makes the difference. We
may also obtain the result in the viewpoint of limit. For symmetrized bilateral
PSD, we know that Sx(+f) = §Sw(f + vq), when f # 0. If we approach f to

zero, Sx(0+) and Sx(0—) finally add up.

Overall, the driven-evolution decoherence is indeed a free-evolution analogue
but with a frequency down-conversion for qubit-frame transverse noise. For
example, in the free-induction experiment, pure dephasing originates from the
Z'-noise close to zero frequency. On the driven side, the effective noise associated
with Rabi becomes the near-zero-frequency X-noise which is derived from the
z'-noise whose frequency is close to v,. Therefore, we can think of the difference
between free induction and Rabi as a shift of the filter function from Fgy(f, )

to Fig(f,7) = Fri(f — vy, 7) (“1” indicates that the filter function applies to
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the frequency-mixed z’-noise). The effect in other experiments can be analyzed

accordingly.

Free evolution

(qubit-frame noise) T 2 T T
b 1
’/'\ ‘\I‘
L f
Driven evolution Y4 £ 0 f v,
(rotating-frame noise) T|.. = Tt 1 T.‘
. ‘} {V f
Driven evolution ;:Vlt_‘_ﬁ 'f;__ 7 0 --fi_r__,r-\iL_u_
(qubit-frame M - /J;‘;><i\_ —
- — WS
f' _‘ I 1\ ﬂ
I I\ ‘ ”
JL b N J JL f
—(vq+ vy =V -(vq- vy 0 v, vo+Y,
_(vq+ f) —(vq- f) v fr v+ fr

f.~1 MHz vy~10 MHz v ~1GHz
q

Figure 2-16: Noise selectivity of analogous experiments between free and driven evo-
lution and noise frequency conversion between the qubit frame and the rotating frame
for driven-evolution experiments. At the bottom are typical values of several relevant
frequencies and also the noise filter's width. fr stands for the filter frequency of the
spin-echo or rotary-echo filter. Ty, is the total length of pulse sequence .

This perspective helps us understand why the pure dephasing associated with
I‘Lp is always exponential. Fig. 2-17 illustrates the free-induction and Rabi
pure-dephasing filter on a 1/f spectrum. The free-induction sequence acts as
a 1/7-width bandpass noise filter at f = 0, so the decay law has depends
crucially on the spectral shape over this small band (compared to v,). When
the harmonic drive is on as in Rabi precession, for the z'-noise, the filter band
(still 1/7-width) is shifted to be around f = v,. Given that the noise spectrum
is smooth at this high frequency (mostly the case), the qubit effectively sees a

white or short-correlated noise.

4. If we further assume that the noise spectrum is smooth over a bandwidth of

v, around v, we can make the approximation, Sy (vqtvy,) = Sp(vg). This is
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~—— Free Induction
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e
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0 1/t~1MHz v,~5GHz

Frequency, f

Figure 2-17: Sketch of the free-induction and Rabi (green) pure-dephasing filter func-
tion and a 1/f noise spectrum (blue) in log-log scale. The free-induction filter is for the
z'-noise and related to I',; the Rabi filter is for the 2"-noise and related to I‘Lp. The
two filters have the same bandwidth (typically 1 MHz), but different center frequency,
0 for free induction and v, (~ 5GHz in our device) for Rabi.

usually true, since we operate in the weak-driving limit (RWA). Eq. (2.58) is

then simplified to

1 1 1
Flp = Z Sx’(Vq) ~+ 5 Szr(l/R) = 5 FI + ]._‘y y
1 1
I“Lp = st,(yq) =3 T
3 3 1
Top = g Swrlvg +ve) + 4 Su(ve) = g i+ 510, (2.59)
where we define
1
I‘,, = 5 SZJ(VR)
1 g2
~ 5 SA(VR) + E SE(VR) (260)

as the relaxation rate contributed by the Rabi-frequency noise. The second line
of Eq. (2.60) shows its e-dependence (sensitivity) to the £ noise when close to

the sweet spot.

It can be inferred from Eq. (2.59) that, regardless of the Rabi-frequency noise,

the driven-evolution longitudinal and transverse relaxation times are upper-
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limited by 27T and 47} /3, respectively.

. At first glance, the steady-state longitudinal polarization (X) in Eq. (2.57)
seems not in thermal equilibrium. One would expect the steady-state po-
larization to be related to the Boltzmann distribution of the v, mode, ie.,
Rx = —tanh(ﬁ—;ﬂ). However, the impression is wrong, because of the negli-
gence of the frequency-mixing effect when convert noise into the rotating frame.
Note that the unsymmetrized rotating-frame Y-noise, S¥(v,) and SY(—vq),
are derived from both Sy (vq+v,) and Sy (vq —v,), and thus equal. The
correct equilibrium should be computed from the rotating-frame relaxation
and absorption rates, Rx = gi;?: = gfﬁé;ﬁiggjgﬁ, where SV, (£v,) =
SY(xvy) + SY(Evy) = SU(Fvy) + 180 Vgt ) + 35w (vq—1 ). There we obtain
the result in Eq. (2.57).

Unlike the free-evolution case, the steady-state transverse polarization during
driven evolution does vanish. This is another effect brought by the drop of
Markovian approximation. If we let v, > I'y, 'z, the steady-state solution will

return to 0.

. In the NMR literature, we often see that the rotating-frame Bloch equations

are written with free-evolution decohering processes [22]:

dRx
X T
dt 2RX 5
d
% = “'PQRY — QWVRRZ y
dR
d—tZ =-T"Rz+ ZWVRRY . (2.61)

This phenomenological approach of writing the equation of motion is question-
able in principle, although it does show agreement with experiments, especially

in weak-driving liquid-state NMR experiments.

Note that, in the NMR case, the coordinates in the Hamiltonian correspond to

the real 3D space, and the noisy environment becomes isotropic in liquid state.
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Assuming that the quantizing field is along the z-axis (the laboratory frame
coincides with the qubit frame) and the nutation axis of low driving field is X,

we have S,(f) = Sy(f) = S.(f) = S(f), S(0) = S(v,) and S(va+ry) = S(vy).

Therefore I'y = 5 Sz(vg) + 3 Sy(vq) = S(vg) and Iy = 1 Ty + 1 5,(0) = 3S(vy) +
55(0). The rotating-frame longitudinal and transverse depolarization rates

obtained by the formal GBE theory can be related to I'y and T'y:

=3
s

I

=
>

I

(T2 +Ty) . (2.62)

Therefore, the formalism in Eq. (2.61) gives the right result in terms of experi-

mental observation, though it is not applicable to an arbitrary system.

Now, it is more clear that almost every aspect between free and driven evolution

is analogous. More details about the analogy can be found in Table. 2.1 in the end

of this chapter. Imitating the free-evolution case, we can define driven-evolution

decohering processes with respect to the new quantization axis, X.

T1, = 1/T'y, is the rotating-frame longitudinal depolarization/relaxation time, i.e.

relaxation in the rotating frame, which corresponds to depolarization along the X-

axis (Fig. 2-18a). The responsible environmental noise is the transversely coupled

(LX) Rabi-frequency (v, ) fluctuation. To measure T},, we resort to the 7}, or spin-

locking experiment (Sec. 2.6.2), which prepares the qubit at either |[+X) state, and

then records how it depolarizes during continuous driving.
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Tz, = 1/T'y, is the rotating-frame transverse depolarization/relaxation time. Sim-
ilar to the free-evolution argument, this transverse depolarization can also be divided
into a Tj,-induced part and a pure dephasing part T, all with respect to the new
quantization axis. As discussed before, T, can be further factorized into a high-
frequency-noise-induced part T, = 1/Tf , which decays exponentially, and a part

associated with low-frequency v, fluctuation, T | whose decay law can be derived by

op?
the filter function approach.

T,,, like its free-evolution counterpart, also varies in different experiments. T,
usually means the transverse depolarization during bare Rabi precession, like the
instance we previously discussed in this section. However, in the rest of this section,
we would like to extend it as a general designation for any type of rotating-frame
transverse depolarization. The simplest one is Rabi decay from the Rabi experiment
(Sec. 2.6.3), which measures the decaying oscillatory signal (characteristic time Trap;)
by resonantly driving the qubit starting from its ground state (Fig. 2-18b). Note
that the Rabi experiment in a general sense corresponds to nutation starting from
an arbitrary state, so even the Tj, experiment is just a special case of Rabi. In
this thesis however, unless otherwise specified, we denote Rabi as its most original
version, in which the qubit starts from its ground state |—2’) (=|—Z)). Rabi is the
driven-evolution analogue of the free-induction experiment (Sec. 2.5.3), since both
characterize the transverse decay during bare equatorial precession. In our device,
the Rabi decay is mostly affected by the v, inhomogeneity (linear coupling, first
order), i.e., the low-frequency fluctuation of the effective microwave amplitude seen
by the qubit [58]. Depending on the working point, it may also be sensitive to Av
inhomogeneity (quadratic coupling, second order), which can also modify the fictitious

qubit frequency, i.e., the effective Rabi frequency v .

If the second half of the Rabi pulse is 180°-phase-shifted as in the rotary-echo
experiment (Sec. 2.6.4), the Rabi field in the rotating frame is reversed to point to
—X instead of X, and the Rabi precession is executed in the opposite way. Therefore,
during the second half, variation of the fictitious qubit frequency can be refocused, just

like how it is done in spin echo (Sec. 2.5.4). Rotary echo is a “close” driven-evolution
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analogue of spin-echo, and the decay (characteristic time Tgotary) can be analyzed in
a similar way. It is only “close” because the refocusing action is not executed with
m-pulses as in spin echo. Instead, we reverse the Hamiltonian while keeping the state
unchanged. However, the phase-accumulation scheme is still the same. Furthermore,
the analogy to the CP-like sequence would be the multiple-phase-shift generalization

of the rotary-echo sequence.

m— qubit state
1w o= precession

(a) System dynamicsinT, and T,, experiments
!
Z Z = depolarization

(b) System dynamics in free-induction and Rabi experiments

Free Rabi
Induction Ve

Figure 2-18: Schematic diagram of system dynamics in analogous experiments be-
tween free and driven evolution. (a) 7} versus T7,. The figures represent the typical
case when the initial qubit state is parallel with the quantizing field (8 = 0). Depo-
larization shown is based on the condition, v, < k,T/h < vy, so that, at the steady
state, R,» = —1 for the T} process, and Rx = 0 for the Tj, process. (b) Free in-
duction versus Rabi. Precession is indicated by the dashed line, while depolarization
happens simultaneously. The process shown ignores the longitudinal relaxation.
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2.6.2 Spin Locking

The spin-locking (SL) or T}, experiment is a method for measuring the rotating-
frame longitudinal relaxation time, T ,. Its free-evolution counterpart is the inversion-
recovery (IR) experiment. T, is able to provide information about environmental
modes at the Rabi frequency v, (Eq. (2.59)), aside from the qubit-frequency noise
accessible from 7T; already. Because the Rabi frequency can be tuned, and ranges over
0.1—-100MHz in our device, we may utilize the 77, experiment as a noise spectrum
analyzer in the intermediate-frequency regime. Spin locking is a technique originally

used in NMR to study atomic motion with long correlation time [59, 60, 61].

The original pulse sequence applicable to superconducting qubits consists of two
7/2-pulses and a 90°-phase-shifted continuous driving pulse in between. In order
to make the discussion consistent, we assume that the phase order is Y-X-Y. This
is equivalent to the X-Y-X order in [62], since only the relative phase is important
(Sec. 2.4.3). The first 7/2)_ pulse brings the qubit from its ground state (|- Z)=|-2'))
to |[+X) on the equator. The continuous driving field is then applied along X and
thereby parallel with the qubit state, so that the qubit is effectively locked in this
orientation and experiences longitudinal relaxation I';, only. After a finite duration
7, the remaining polarization along X is projected, by the last 7/ 2)? pulse, back
along Z for readout. By stepping 7, we thereby record how the qubit relaxes in the

rotating frame.

Note that, in the high-temperature regime, hy, < k. T, the steady-state X-
polarization should approach zero (Eq. (2.57)). This is generally true for our ex-
periments, since T = 65mK is the effective device temperature, obtained by mea-

suring the SQUID’s switching-current distribution [37], and we usually measure at

v < 100 MHz.

The decay law is exponential (Eq. (2.54)), and the ground-state probability in the

high-temperature regime can be expressed as

exp (=Th,7) , (2.63)



(a) Spin-Locking Seq. Bl X-Pulse [ Y-Pulse

W M e N\
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(b) Dynamicsin Spin-Locking Seq.

Figure 2-19: (a) Spin-locking pulse sequence. Ideally, neighboring pulses are imme-
diately concatenated. (b) Bloch sphere representation of the rotating-frame qubit
dynamics under the sequence in (a). The purple arrow is the qubit’s state polar-
ization, while the magenta arrow indicates the driving field. The qubit is initially
prepared in its ground state (I). The first 7/2)_ pulse rotates the qubit by 90° into
the equatorial plane (II). The second 90°-phase-shifted continuous driving pulse of
duration 7, is then aligned with the qubit state, effectively locking the qubit along X.
During the pulse, the qubit undergoes rotating-frame relaxation towards its steady
state (ILI). The final 7/2)_ pulse projects the remaining polarization onto Z (=z')
for readout (IV).

e

y qubit

lg

where I'y, = 1/T}, is the rotating-frame longitudinal relaxation rate, and is related

to both the qubit-frequency and Rabi-frequency noise (Eq. (2.59) and Eq. (2.29)):

1 1 1
Flp =-I1+T, = Z Sx'(Vq) + 5 Sz’(VR)
1
= =T + = (cos®d Sa(vg) + sin®0 S. (1))

[l SV

2

Pyt (Sa0) + 57 500)) (260

~
~

DN — b
B — b

76



The last line in Eq. (2.64) describes the situation when ¢ < A. It indicates that T,
is mostly contributed by the A noise at the sweet spot (¢ = 0), and by the ¢ noise

when sufficiently away from it.

2.6.3 Rabi Precession

The Rabi (RB) experiment [39], named after L.I. Rabi, is a method for measuring the
rotating-frame transverse depolarization time T5,, with bare rotating-frame (Rabi)
precession. It is the driven-evolution analogue of the free-induction (FI) experiment.
TRabi denotes the characteristic decay time, and the decay, like its free-evolution
counterpart, might not have a simple form for the decay law. The l/ time is a
good measure. Besides the noise that contributes to T,, the value of Tray; provides
additional information about the low-frequency v, and Av noise, i.e., slow fluctuation
of the drive amplitude and the qubit frequency (2’ noise), respectively. The former
modifies the effective Rabi frequency to first order, and the latter to second order.
They constitute the second part of the rotating-frame pure dephasing T, :;Lp. The
weighting of each source’s contribution depends on the working point of € and v;. In
most occasions for our device, the low-frequency v, noise dominates the Rabi decay.
The Rabi experiment sets the simplest example of driven evolution, and is widely
used in NMR and atomic physics for driving transitions. The technique also becomes
popular in quantum information science for its usefulness in building quantum gates.

The pulse sequence is simply a single continuous driving pulse, say X-pulse. As
described in Sec. 2.4.1 and Sec. 2.6.1, the qubit, initialized at its ground state |—Z2),
undergoes precession around the Y—Z plane, while depolarize at the same time. The
depolarization due to the pure-phasing part can be understood in the same way as
in the free-induction pure dephasing illustrated in Sec. 2.5.3. It is an ensemble effect
from the variation of the Rabi-precession rate. By stepping the pulse duration 7, we
thercby record the damping Rabi cycles.

The general-sense Ty, like its free-evolution counterpart, also factorizes into two

parts, one induced by high- and intermediate-frequency (v, and v,) noise and the
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(a) RabiSeq.

(b) Rabi dephasing

Figure 2-20: (a) Rabi pulse sequence. It is simply a single duration-varying driving
pulse. (b) Illustration of the rotating-frame (Rabi) dephasing by tracking an ensemble
of state vectors with fluctuating Rabi frequencies. From left to right: starting from
the ground state, the vectors continue to fan out, while their mean nutation speed is
given by a nominal Rabi frequency (yellow).

other by low-frequency noise:

P(7) =exp (—(% + FLP)T) h(t) , (2.65)

where h(7) is the pure-dephasing function, which corresponds to the second part of

pure dephasing associated with Té "

In the Rabi case, based on Eq. (2.59) and the quasistatic or filter function approach
prescribed in Sec. 2.5.3, we obtain the approximated Rabi decay law for 1/f-like v,
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and Av noise,

1
P (1) = cos(2my, T) X exp (—(%Fl + -2—FV)T>

—1/4
27 )25 272 2 2/ 2
xexp(-ﬁ_ﬂgﬁl)x<1+(j’z )) | (2.66)
R

where o2 and o2 are the variance of v, and Av fluctuation sampled by the mea-

surement protocol (Eq. (2.44)), respectively. The second line in Eq. (2.66) represents
hRB(T )

In Eq. (2.66), the exponential part results from the qubit-frequency and Rabi-
frequency noise as derived in the GBE theory. Noise at these relatively high frequen-
cies usually has a smooth spectrum over the critical bandwidth 1/7 (short-correlated
in the rotating frame), and thus gives exponential decay which cannot be corrected
for by dynamic decoupling (irreversible). Close to the sweet spot, I', has a quadratic
e-dependence on S:(v,) (Eq. (2.64)), suggesting that we can tune the sensitivity to
this noise by biasing . The Gaussian decay is the consequence of the 1/f drive-
amplitude noise. The effect is analogous to the linearly coupled (first-order) noise in
free-induction decay (Eq. (2.43)). For linearly coupled noise with an arbitrary spec-
trum, we can also use the filter function method (Eq. (2.45) and Eq. (2.46)). Since
the phase-accumulation scheme is identical to that of free induction, Rabi shares the
same filter functions, i.e., FI:;B( f,7) = Fri(f,7) (“1” indicates that the filter function
is for the low-frequency noise without frequency mixing. The drive-amplitude noise
in our device is proved to be a parasitic effect from instability in a current line which
fluctuates the effective microwave field seen by the qubit [58]. o2 is independent of
g, but scales with v,. The polynomial function represents the effect of quadrati-
cally coupled (second-order) Av noise (see [37] for detailed derivation). As shown in

Eq. (2.44), it also has a quadratic e-dependence on the € noise.
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2.6.4 Rotary Echo

The rotary-echo (RE) or Hahn-echo experiment is a method for measuring the trans-
verse depolarization time, T5,, with contribution from inhomogeneous or low-frequency
noise removed. It can be considered as a driven-evolution analogue of the spin-echo
(SE) experiment. The characteristic decay time, TRotary, provides information about
the rotating-frame longitudinal relaxation, as well as the drive-amplitude noise at
the rotary-echo filter frequency. Rotary echo was developed in NMR to mitigate the

driven-evolution dephasing from the r.f. field inhomogeneity [63].

The pulse sequence consists of two continuous driving pulse next to each other with
the same amplitude and duration but a 180°-phase difference, say the X—X combina-
tion. During the first pulse, the qubit, starting from its ground state |—Z), undergoes
Rabi precession for a duration of 7/2 around the Y — Z plane counter-clockwise as
viewed from the X-axis. The 180°-phase shift of the second pulse effectively reverses
the driving axis to be along X, so that the qubit precesses in the opposite direction
during the second pulse. If the precession rate is the same between the first and sec-
ond half (quasistatic), the qubit would end up at the ground state |—Z), no matter
how the rate varies among different realizations. Therefore, inhomogeneities or low-
frequency fluctuation of the effective Rabi frequency (fictitious qubit frequency) can
be refocused by this technique. Indeed, rotary echo is a driven-evolution analogue of

spin echo. It sets the simplest example of driven-evolution dynamical decoupling.

Similar to the spin-echo sequence, rotary-echo is also susceptible to noise at a
frequency close to 1/7. Therefore, rotary-echo could be utilized to extract noise
information at this particular frequency. To linearly coupled Gaussian noise, both

sequences share the same filter function, i.e., Fre(f,7) = Fse(f,7) (Eq. (2.49).

Following the extension of the spin-echo sequence to the CP-like sequence, we
can also generalize the rotary-echo sequence to a multiple-refocusing version, which
is a series of pulses with uniform amplitude and duration but in an alternate phase
setting (Fig. 2-22). As the total driving period is chopped into finer cells, the sequence

becomes sensitive to higher-frequency noise.
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(a) Rotary-Echo Seq.

Figure 2-21: (a) Rotary-echo pulse sequence. (b) Illustration of the rotating-frame
phase refocusing under the sequence in (a). The qubit, initialized at the ground
state (I), nutates and dephases during the first pulse (II). At the transition to the
second pulse (III), the orientation of driving field (yellow) reverses (red arrow), and
starts to nutate the qubit in the opposite direction during the second pulse. Since
the Rabi precession rate of each realization is unchanged throughout the sequence,
the dynamics is completely reversed in the second half (IV) and all the phases echo
in the end (V).

CP-like Rotary-Echo Seq.

Figure 2-22: The CP-like generalization of the rotary-echo pulse sequence. The cell
included by the dashed box indicates a refocused identity.

In this spirit, all the dynamical-decoupling sequences can be implemented by their
driven-evolution counterparts. The grandest experimental challenge would be to fight

against pulse imperfection introduced by waveform distortion from electronics and by
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noise from the system itself, e.g., the Av fluctuation.

2.7 Summary

In this chapter, we discuss the qubit dynamics both during free and driven evolution
in a theoretical perspective. Table. 2.1 summaries the analogy between the two types

of evolution.
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Decoherence during
free evolution

Decoherence during
driven evolution

Working frame
Quantization axis
Nutation freq.

Qubit frame
z'-axis
level splitting 14

Rotating frame
X-axis
Rabi frequency v,

Longitudinal relaxation

Method Inversion recovery [64, 65] Spin locking - T1, ([46])
Process T (=1/T4) Ti, (= 1/T1,)
Longitudinal decay 2/-axis X-axis
Starting state |+2") |£X)
Steady state |—2") Rx~0
Decay rate I'; (exponential) Ty, (exp.)
Decay law exp{—T17}, where I'y = § So(vq) exp{—(3 Ty + [',)7}, where T, = § S.(vy)
Noise susceptibility

e in general S12Avq) S1x{vy)

o flux qubit Salvg) SeAVq v, =rg), Sa(vy)
Noise of interest Sa{Vq) SoAvy)

Transverse decoherence

Method
Process
Transverse decay
Starting state
Steady state
Decay rate
¢ Bloch-Redfield
e 1/f-type noise

Decay law (FI/RB)

Noise susceptibility
e in general
s flux qubit

Noise of interest

Free induction, Spin echo, CPMG [64, 66, 21]
T (= 1/T5)
z' —y' plane
e.g., |[x2’, £y')
Rty =0

[y=3%i07+T, (exp.)

exp.x Gaussian (linear)
exp{—3 17 — % (2n)%02,7%}
x cos(27AvT)

I'y: SiAvg); Tyt Av inhom.

[ Sedvg);
T',: Av inhom.
o2

Z

Rabi [21, 67], Rotary echo [58]
Tap (=1/T2p)
Y — Z plane
1-2) (=1-2)
Ry,z=0

ng = %Flp + F‘pp (exp.)
exp. x Gaussian x algebraic (quadratic)
exp{—(% I;l + —% I‘,,)T—~ -é— (27;')20'37'2}
x[1+ (EZat7)2)~1/4 cos(2mu 1)
R

Plpl S.LX(VR); Fsppi Ug inhom.

L1t Selvgtvg myyg), Salve);

Topt Splvy), v, and Av inhom.

I, = % SZ'(VR)

Table 2.1: Comparison of decohering properties during free evolution and driven
evolution (weak and resonant).
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Chapter 3

A Superconducting Qubit: The
Persistent-Current Qubit

3.1 Introduction

There are various candidates for physical realization of a quantum two-level system
(qubit). These range from systems provided by nature, like nuclear spins [24], to man-
made systems, like quantum dots [10]. Among them, the superconducting qubits are
considered as the leading candidate for scalable quantum computing [11, 12, 13].
They are based on modern lithography which patterns solid-state structures on chip,

providing scalability and enormous engineering flexibility.

The superconducting qubits are fabricated superconducting circuits that use Joseph-
son junctions [16] as the elements that creates well-defined two-level system [68, 69,
70]. There are numerous designs of superconducting qubits, and in this thesis we will
only focus on one, the persistent-current qubit [14]. It is a state-of-art design of the
superconducting flux qubit, so, by saying flux qubit, we mean the persistent-current

qubit unless otherwise specified.

In this chapter, we will review the flux qubit and how it is measured. We will
also briefly discuss how the device was fabricated and the experimental setup used to

measure the qubit.
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3.2 The Persistent-Current Qubit

To start with, a brief review of quantum harmonic oscillator would help us understand
the construction of superconducting qubits. The superconducting LC resonator is an
ideal example of quantum harmonic oscillator.

Consider a non-dissipative LC resonator (Fig. 3-1). It is one of the simplest
circuits, which consists of an inductor with inductance L and a capacitor with ca-
pacitance C. It is a electrical analogue of a one-dimensional mechanical harmonic
oscillator, in which the mechanical quantities, position z and momentum p, are re-

placed by the electromagnetic ones:

r—d=LI
p—>Q=CV, (3.1)

where @ is the branch flux on the inductor (through current I'), and @ is the branch
charge on the capacitor (crossing voltage V). Analogously, the kinetic energy K and

potential energy U are the capacitive energy and inductive energy, respectively:

1 e @
=39V =%
2
U= %L[ ;D—L | (3.2)

By Legendre transformation, the classical Hamiltonian is equivalent to the total en-

ergy:
Q2 —~<1>2 (3.3)

In the quantum regime, the Hamiltonian is quantized by first replacing the vari-
ables Q and ® by quantum operators Q and . Q and & form a pair of canonical

conjugates, which obey the canonical commutation relation,

[<i>, Q} = ih. (3.4)
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Figure 3-1: Schematic diagram of an LC' circuit.

The quantum Hamiltonian reads
o L oas 124y

which can be expressed in either flux or charge representation. If we choose the flux

representation, the operators are given by

Q = —ih— . (3.6)

The solution of Eq. (3.5) can be found in many textbooks. The most significant
result is that the eigenvalues of quantum harmonic oscillator (EX%) corresponds to a

series of uniformly spaced energy levels (Fig. 3-2):

1
EX = (n + 5) Fiw; | (3.7)

where w, = 1/+/LC is the oscillator’s resonant frequency.

In this energy structure, all transitions are degenerate. Therefore, it is impossible

to construct a qualified two-level system, the subspace of which is well protected from
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Figure 3-2: Energy diagram of a quantum harmonic oscillator.

leakage. Also, an arbitrary transformation is not feasible in this structure. In order
to construct a well-defined two-level system based on the LC resonator, we need to
introduce anharmonicity into the system, which can “stretch” the energy levels to a
non-uniform structure. To that end, we may blend some nonlinear ingredient into

the circuit.

3.2.1 Josephson Junction

Many materials are observed to have zero electrical resistance when cooled below a
critical temperature, e.g., 1.2 K for Aluminum. This phenomenon is called supercon-
ductivity. In conventional superconductors like many metals, it is explained by the
BCS theory [71, 72, 73]. Below a critical temperature, electrons start to form bound
pairs, known as the Cooper pairs, by an attraction mediated by lattice phonons. If
the minimum energy to excite the Cooper pairs is larger than the thermal energy of
the lattice, the cooper pair fluid is a superfluid, meaning that it can flow without
energy dissipation. All the Cooper pairs in a superconductor can be described by a
wave function with a single phase parameter, ¥ = ,/ny e'¥s where ng is the density

of Cooper pairs and ¢ is the superconducting phase.
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SIS Structure

Superconductor
Insulator

Superconductor

Figure 3-3: Schematic diagram of the Josephson junction with the Superconductor-
Insulator-Superconductor (SIS) structure. The cross is the circuit symbol for the
Josephson junction, which is described by the gauge-invariant phase difference ()
between the two superconducting electrodes..

What is more remarkable is that these Cooper pairs can tunnel through a po-
tential barrier without dissipation. The barrier can be constructed by sandwiching
a nanometer-thick insulator with two superconducting electrodes. Such structure
is the most common type of the Josephson junction. The current and voltage be-

tween the two electrodes can be related to the their gauge-invariant phase difference,

Y = ps1 — wea [T4]:

I'=1Isingy (3.8)
o (I)o dxp
S omdt’ (39)

where I, is known as the junction’s critical current, which depends on the materials
and junction width, and ®, = h/2e is the superconducting flux quantum. The gauge-

invariant phase difference is related to the branch flux for the junction by ® = =®,.

The non-dissipative Josephson junction can be modeled as an inductor Ly shunted
by a capacitor C' (Fig. 3-4). Eq. (3.8) and Eq. (3.9) are known as the current-phase and

voltage-phase relations, respectively, and, when combined with the voltage-current

89



C = Ly

Figure 3-4: Schematic diagram of the equivalent circuit of a Josephson junction.

relation of an inductor, V = LJ%{’, yield a phase-dependent inductance,

Do

Ly=———.
J 2rl.cosp

(3.10)

The Josephson junction behaves like a nonlinear inductor, in which the stored energy

becomes anharmonic:
U= —-Ejcosy, (3.11)

where Ej = %’f is known as the Josephson energy. By introducing the Josephson
junction, we now have an anharmonic energy-level structure from the sinusoidal po-

tential (£;”) and the lowest two states may be utilized as the qubit space (Fig. 3-5).

Note that the capacitive (kinetic) energy (Eq. (3.2)) is quantified by the junction’s
charging energy, Ec = e?/2C, while the inductive (potential) energy by the Josephson
energy, Ey (Eq. (3.11)). The associated variables, ® and @, are subject to Heisenberg's
uncertainty principle (Eq. (3.4)), so the working regime of the junction varies. On the
one hand, when Ej > Eq, @ is well defined, and Q has large quantum fluctuations.
Therefore, the junction’s Josephson (nonlinear) behavior dominates. One can expect
stronger anharmonicity in the system. On the other hand, when Ej < E¢, Q is well
defined, and ® has large quantum fluctuations. The charging (linear) behaviour of

the capacitor dominates. The system is close to the harmonic circuit.
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7,

Figure 3-5: Energy diagram (blue) of the nonlinear circuit in Fig. 3-4, compared to
the harmonic one (black). The lowest two levels in the dashed-box can be treated as
a closed two-level system. wpc = w; is the resonant frequency of the harmonic LC
resonator.

3.2.2 The Persistent-Current Qubit

There are a variety of designs of superconducting qubits. Depending on the relative
significance between the Josephson energy and the charging energy, E;/FE¢, super-
conducting qubits are categorized into three primitive types, namely, charge [18],
phase [75, 76] and flux qubit [77, 14].

The original design of the flux qubit is the RF SQUID quantum system first
proposed by Leggett and Caldeira [78|, from which the persistent-current qubit is
improved. The RF SQUID, a superconducting loop interrupted by a single junction,
can form a double well potential when biased by an external magnetic field of nearly
half a flux quantum. These wells correspond to different fluxoid quantizations, with
zero or one fluxoid quanta in the loop. These two states have circulating currents
in opposite directions. When biased at exactly half a flux quantum, the wells are
aligned. Thus the two lowest energy eigenstates are the symmetric and antisymmetric
combination of both wells. When biased slightly off of half a flux quantum, one well
is lower than the other. Thus the two lowest energy eigenstates are almost the two
fluxoid quantization states, corresponding to current circulating in one direction or

the other. This forms a measurable quantum system, as a magnetometer can detect
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the flux in the loop and distinguish the circulating current of the two states.

The major problem with the RF SQUID design is that in order to have a potential
energy landscape with two well-defined minima, both the inductance of the SQUID
loop and the Josephson energy must be large [79]. First, this suppresses the tunneling,
making it difficult to produce coherent superpositions between the lowest states in the
wells. Second, the large inductance produces large magnetic fields (one flux quantum
difference between the two circulating-current states), so any minute deviation from
the optimal point will lead to strong coupling to the environment and fast decoherence.

The problem is solved by the design of the persistent-current qubit, which is
now widely used in the community [14, 15]. The persistent-current qubit is a su-
perconducting loop interrupted by three or four Josephson junctions (Fig. 3-6) with
Ej/Ec ~ 50. In the three-junction design, one junction is smaller in cross-sectional
area and thus has a smaller Josephson energy and capacitance than the other two by
a factor o (0.5 < @ < 1). The potential energy of the system can be taken as the

sum of each junction’s inductive energy:

U = —FEj(cos g + cos vy + acos p3) (3.12)

where Ej is the Josephson energy of the larger junction. Due to the boundary con-
dition in a closed loop, the gauge-invariant phases are constrained by the magnetic

flux threading the loop:

p1—p2+p3=2nfe, (3.13)

where fo = ®,/®; and P, is the applied magnetic flux piercing the qubit loop.

Using the boundary condition, the energy in Eq. (3.12) represents a two-dimensional
potential landscape, a function of ¢ and ¢s. For a range of magnetic frustration close
to fo = 1/2, there are two stable solutions, which correspond to the energy minima
in the two-dimensional potential. They also correspond to the loop currents flowing
in opposite directions. It is easy to check that the solutions is periodic with period

fe =1 and is symmetric about f, = 1/2.
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Figure 3-6: Schematic diagram of the persistent-current or flux qubit. The flux qubit
is a superconducting loop of interrupted by three Josephson junctions, where the
third junction is smaller in the Josephson energy and capacitance than the other two
junctions by a factor of a. f, is the applied magnetic flux threading the qubit loop
(out of the plane), in units of a flux quantum ®,. The blue (red) arrow indicates the
clockwise (anticlockwise) loop current, which also corresponds to the diabatic state

L) (IR}).

The minima of Eq. (3.12) forms a two-dimensional square lattice pattern with
lattice vectors, a; and ap (Fig. 3-7). The nearest neighbors, (¢* + 2ki7, —¢* + 2ka7)
and (—p* + 2k 7, p* + 2kom), where cos ¢* = 1/2a and k2 is an integer, construct a
unit cell (figure-eight-shaped contour in Fig. 3-7). The barrier between the intra-cell
double wells can be engineered by changing «. In general, smaller o results in lower
intra-cell barrier, thus stronger intre-cell tunneling, which is important for allowing
quantum superposition. This implies that, for the four-junction design where three
junctions are identical and the third is smaller in size by a factor of «, the relevant
tunneling is still the intra-cell tunneling between the double-well, which is tuned by

«, despite that the potential landscape becomes three-dimensional.

Let @, = (¢1+¥2)/2 and ¢, = (¢1—¥2)/2, the quantum-mechanical Hamiltonian

can be written as

. P2 p2
H= 21‘1/},3 - M;m + E3(—2cos ¢p €08 pm — 0 cos(2m fo + 2¢0m)) , (3.14)

where Pp = —ih d/0y, and P, = —ihd/d¢.,. In the mass terms, M, = (®o/2m)*2C
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Figure 3-7: Contour plot of the 2D potential energy for the persistent-current qubit
at fe = 0.5 and o = 0.6. The nearest two wells form a unit cell repeated in this two-
dimensional centered cubic lattice, with lattice vectors, a; and a, (green arrows). The
local ground states of the two wells are the diabatic circulating-current states, |L) and
|R), respectively. By designing for negligible inter-cell tunneling (yellow dashed line;
strength quantified by ¢,), the potential can be viewed as a single double-well where
only intra-cell tunneling is considered (purple solid line; strength quantified by #;).
Therefore, the potential energy can be treated as a one-dimensional double-well along
the direction of intra-well coupling,.

and M,, = (®o/27)?2C(1 + 2a).

3.2.3 Tight-Binding Model and Two-Level Approximation

We use the tight-binding model, which approximates the system’s wave function

by a linear combination of the localized wave functions located at each individual
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potential well. In addition, because the junctions are designed within the Josephson
(anharmonic) regime (Ej/Ec > 1), we can safely narrow our consideration to the

ground states of the isolated wells.

These two approximations dramatically simplifies the problem. Let |L) denote
the wave function for the ground state on one side of the double potential wells,
and |R) be the wave function on the other side. The wave function of the system is
their superposition, |¢) = c |L) + cg |R), and the Hamiltonian in Eq. (3.14) can be
rewritten in this basis set as

~ Hyp, Hir 1{e A

= — , (3.15)
Hg1, Hzwr 2\A -«

where the zero-energy offset is set by the ground state energy when |L) and |R) are
in degeneracy, e.g., when f, = 1/2. The energy difference between the two states of
opposite circulating currents is given by &€ = 2(0U/df.)(fe — 1/2) = 21, P¢(fe — 1/2),
where [}, is the circulating current. ¢ is known as the flux detuning or energy flux bias.
A is the tunnel-coupling matrix element between the two circulating-current states.
Considering tunnel-coupling within the nearest cells only, A = t; + tye™*31 4 tyetc22
where t; is the intra-cell tunneling matrix element, tunable by «, and ¢ is the inter-cell
tunneling matrix element. k is the crystal momentum. Because to/t; e~Bi/Be « 1,
we can restrict our attention to intra-cell tunneling only, i.e., A = t;. Note that
t, is related to gate voltage and offset charges. In the flux qubit, the gate-voltage
fluctuation or charge noise has little influence to the energy levels, and thus is usually

neglected.

The reduced Hamiltonian represented by Pauli matrices reads

~

H= g[a&z + AG,] (3.16)

where we express € and A in terms of their corresponding frequency, i.e., making the
substitution € — he and A — hA in Eq. (3.15). Also note that, since only the intra-

cell tunneling is considered, A = t; is a real number, so there is no o, term. However,
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even if there is, we can always renormalize the o, and o, components to retain the
form in Eq. (3.16). The energy diagram associated with Eq. (3.16) is sketched in

Fig. 3-8. The eigenvalues of the two-level system are
h
EyL= :1:5\/€2+A2 (3.17)

with eigenstates given by

) = sing IL) — cos g [R)

Y W
|4+ ) = cos 3 |L) + sin 3 IR) . (3.18)

where ¥ = tan™'(A/e) and the codomain of tan~! takes [0, 7).

L

Energy (a.u.)

IR>

Flux bias & =21 ®(f,-1/2)

Figure 3-8: Two-level approximated energy diagram of the flux qubit. The ground
state energy of the double-well follows the lower orange curve, while the excited state
energy follows the upper green curve. When the system is tuned sufficiently away
from € = 0, the double-well tilts and the eigenstates are just the diabatic states, |L)
and |[R). At £ = 0, the double-well is symmetric and the eigenstates are the symmetric
and anti-symmetric combinations of |L) and |R). The energies of the diabatic states
are represented by dashed lines.

The physical picture of this system is illustrated in Fig. 3-8. When biasing the

external flux far away from the half flux quantum point, i.e. |¢| > A, the double-well
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potential is tilted and the energy eigenstates become the diabatic circulating-current
states. The energy difference AE = E, — F_ is approximately h|e|. At e =0, i.e., ex-
actly half a flux quantum threading the loop, the two wells are aligned (degeneracy),
and the energy eigenstates become the symmetric and anti-symmetric combination of
the two diabatic states, i.e., ——1\/3(|L) + |R)) and %(IL) — |R}). The energy splitting is
hA. Such hybrid states are the consequence of the tunnel coupling between the two
wells, which introduces an avoided crossing in the energy diagram. The remarkable-
ness of such states is the quantum superposition of opposite circulating-current states,
meaning the simultaneous existence of classically contradictive currents. These cur-
rents are formed by millions of electron pairs that behave coherently, so it is a true
macroscopic quantum phenomenon [29]!

In experiments, we usually operate close to € = 0, because the sensitivity to flux
noise (JAFE/Je) is small. Therefore, it is more convenient to express the Hamiltonian

in the orthogonal bases corresponding to the eigenbases at degeneracy. That is,
(A6, +e6,) . (3.19)

This is the same Hamiltonian as in Eq. (2.10).

3.2.4 The SQUID Detector

The diabatic circulating-current states can generate different magnetic flux. This
suggests a natural way to measure these states by inductively coupling the flux qubit
to a magnetometer, which is a DC Superconducting Quantum Interference Device
(DC SQUID)[80].

A DC SQUID is a superconducting loop interrupted by two Josephson junctions,
which are larger than those in the qubit loop (Fig. 3-9a) and described by phase
differences @15, and g, They are designed to have the same critical current I qq
and shunt capacitor Cy,. Two lines are connected to manipulate the SQUID by
applying a current line (/), and to measure the voltage (Viq) across the SQUID.

Due to the same boundary condition on the gauge-invariant phase difference as in
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Eq. (3.13) but with one less variable, the current through the SQUID (I,,) depends
on the magnetic flux (fesq = Pe,sq/Po) threading its loop:

Lo = 21 54| COS(T fo5q)| SIN 01 44 , (3.20)

whose form is analogous to the current-phase relation of a single junction (Eq. (3.8)).
Thus, the DC SQUID can be treated as a single junction with tunable critical current,
Le., Ig sy = 2csq] cOS(T fosq)| (Fig. 3-9b).

From the RCSJ model [74], when a current I, is added to the SQUID, ideally, the
SQUID will be operating in either mode:

e Non-switching: when I, < I! , there is no voltage across the SQUID (zero-

c,8q’

voltage state).

e Switching: when I, > I] , a non-zero voltage occurs (finite-voltage state).

»8q?

Therefore, I{ ., is known as the switching current. The exact switching-current dis-
tribution of a DC SQUID can be quantitatively calculated by the macroscopic quan-
tum tunneling (MQT) theory, and depends on the SQUID parameters and tempera-
ture [81].

When the qubit is embedded inside the DC SQUID, its magnetization, resulting
from the persistent currents, modulates the flux threading the SQUID loop (a modu-
lation of 4§ f. 54, depending on the current direction) and thus the switching current
(Fig. 3-9b). In this spirit, the device is often designed such that, an externally ap-
plied magnetic flux, which biases the qubit around half flux quantum, also sets the
working point of the SQUID around fosq = k + 1/2, where k is an integer. Around
these points, the SQUID is most sensitive (enhanced 81, q/8fesq) to flux variation.

To read out the qubit’s state (or more precisely, the probability in one of the
energy eigenstates), we apply to the SQUID a rapid readout pulse, which consists of a
sample-and-hold current (Fig. 3-9¢) [21]. The output voltage, after room-temperature
amplification, is threshold-detected to register the presence (absence) of a voltage

corresponding to the qubit being (not being) in state |L). We determine the switching
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Figure 3-9: (a) Schematic diagram of the DC SQUID. The DC SQUID is a supercon-
ducting loop interrupted by two Josephson junctions, with additional leads attached
to pulse the SQUID (I,) and to measure the SQUID voltage (Viq). fesq is the mag-
netic flux piercing the SQUID loop, in units of a flux quantum ®,. (b) The SQUID
switching current’s dependence on the applied flux. Dashed lines illustrate how the
qubit state can be differentiated by the switching current in a sensitive regime of the
lobe. I™ (I®) is the switching current for the diabatic state |L) (|R)). Note that,
the symmetry point in the figure is not necessarily fosq = 0. (c) Rapid readout pulse.
The sample current I is calibrated to sit between I™ and I®) for state differentia-
tion. The hold current Iy, is for room-temperature electronics to register the SQUID
output.

probability, P, statistically by repeating this measurement several thousand times.
Due to enhanced relaxation when a current is flowing through the SQUID, a rapid

sample pulse is desirable for good readout visibility. A hold current is necessary for
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room-temperature electronics to register the voltage signal before retrapping occurs.
The repetition rate is limited, as a sufficient delay (~ 1ms in our device) between
measurements is required for the readout-induced quasiparticles to relax back to the
ground state.

One might ask how we can differentiate the state at degeneracy, where both eigen-
states have 50% probability to be in either circulating-current state. We are fortunate
to have a parasitic effect to solve this problem. Besides sampling the SQUID’s switch-
ing current, the readout pulse also couples flux into the qubit, effectively shifting the
flux bias adiabatically, |¢_) — |L) and |¢;) — |R), before the measurement takes
place [82, 64]. The adiabatic shift is essential, since it conserves the eigenstates’

population while shifting the eigenbases to those that can be distinguished.

3.3 Device Description and Measurement Setup

The device explored in this thesis is fabricated at NEC, Japan, by using the standard
Niemeyer-Dolan angle-evaporation deposition process of Al-AlO,—Al on a SiO,/Si
wafer (Fig. 3-10a). All the experiments are performed at MIT.

Our persistent-current qubit [66, 21] consists of a superconducting loop with di-
ameter d ~ 2 pum, interrupted by four Josephson junctions (Fig. 3-10). Three of the
junctions each have the Josephson energy Fj = h x 210 GHz, and charging energy
Ec = h x 4GHz; the fourth is smaller by a factor & = 0.54. The ratio of energy
scales puts the device in the flux limit, E;/FE¢ = 50, thus making the gauge-invariant
phases well defined. The geometric (L,) and kinetic (L) loop inductances are negli-

gible compared to the Josephson inductance (Lj):
Ly~ pod ~2pH, Ly = puo)21/S ~30pH, Lj= ®y/2rI. ~ 10nH,

where we used AL, = 100nm, ! = 10 um, and S = 20 x 250 nm?.
The four-junction design shares the similar tight-binging solutions with the three-

junction one (Sec. 3.2). However, the extra junction usually provides better coherence
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Figure 3-10: (a) Scanning electron micrograph (SEM) of a device (qubit and SQUID
shown) with identical design parameters as the one measured in the experiments. The
arrow indicates the smaller junction. (b) Schematic diagram of device and measure-
ment circuitry. The qubit loop (shaded) is magnetically controlled by dc flux bias
from a coil mounted in the box and microwave irradiation from an on-chip antenna.
The coupled DC SQUID is shunted by a capacitor Cy, and loop inductance Ly, A
current line and a voltage line are connected for bias and readout.

properties in that it restores the symmetry that is lost in the three-junction circuit
due to the double-layer structure [83]. Such structure will always produce an even
number of junctions in the circuit, so to enclose only three into the loop unavoidably
undermines the symmetry between the two branch lines shared by the qubit and
SQUID, transferring fluctuation of the SQUID’s bias current to the qubit.

In experiments, we operate the qubit by an external magnetic flux, ®, = —®,/2,
threading the loop. Around half a flux quantum, the qubit’s potential energy assumes
a double-well profile. The wells are associated with clockwise and counterclock-
wise circulating currents of magnitude I, ~ 180nA and energies +he/2 = +I,Py,
where ®, = ®, + /2, tunable by the applied flux, so we have the sensitivity
ke = 0g/0® ~ 1.1 MHz/u®,. These diabatic circulating-current states tunnel-couple
with a strength A = 5.4 GHz. Because the interface between the superconductor and
the oxide is never perfectly smooth, the effective contact surface could be changing on
a microscopic scale, fluctuating Ej or I, and thus A. The sensitivity in this device

is calculated to be ka = 9A/di. = 3.2 GHz [21] (9i. is normalized critical-current
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fluctuation, i.e., di, = dI./1;).
The simulated energy diagram (Fig. 3-11) shows that the device is a good approx-
imation to a two-level system, as the transition between the second and third level is

about 30 GHz, way above the level splitting between the lowest two levels.

E/h (10 GHz/div.)

1 ]
048 049 050 051 052

D /Ty

Figure 3-11: Simulated energy structure.

The qubit is embedded in a hysteretic DC SQUID, a sensitive magnetometer
which serves as the qubit readout. It has critical current I.., = 4.5uA; normal
resistance Ry = 0.25k(}; mutual qubit-SQUID inductance Mq_g = 21 pH; on-chip
shunt capacitors Cg, ~ 10pF, inductors Ly ~ 0.1nH, and bias resistors R; = 1k{2
and Ry = 1kQ. The shunt capacitors bring the plasma frequency down to f,/27 =
2.1 GHz. The size of the SQUID loop is about three times that of the qubit loop.
Therefore, when half a flux quantum threads the qubit loop, approximately three
halves threads the SQUID loop, optimizing the state distinguishability (Fig. 3-9c).

The rapid readout is calibrated for an optimized visibility of 79% between the
qubit’s ground and excited state (Fig. 3-12), which is limited primarily by the much
faster relaxation when the sample current biases the SQUID away from the bias-
current sweet spot [66]. The adiabatic flux shift induced by the readout pulse is
about 30m®; in magnitude (in terms of ¢, ~ 30GHz > A) and to the left hand
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side in Fig. 3-8 or Fig. 3-11 due to the realistic geometry in our device. Therefore,
the ground-state population is registered by that of |L) after the shift. The diabatic
state |L) corresponds to a smaller switching current for the working point we choose
(Fig. 3-9b), implying a higher (lower) switching probability for the ground (excited)
state (Fig. 3-12b).

(a) (b)
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Figure 3-12: (a), Readout pulse (voltage pulse generated from a waveform generator).
The pulse is properly attenuated and then goes across a 1-k{) bias resistance. The
optimized pulse shape is programmed to have a 5ns sample pulse, including 1.5ns
rise, 2ns sample, and 1.5ns fall times, followed by a 4 us hold plateau at 20 ~ 30 %
of the sample voltage. (b), Readout visibility at @, = 0. Scans of the SQUID’s
switching probability, Py, versus the height of the sampling pulse. We obtain 79 %
readout visibility between the qubit’s ground and excited states. Relaxation during
read out leads to an imperfect determination of the excited state (17% dark counts
at the optimal V;). Note that, for such nanosecond sample pulse, the effective sample
voltage is much lower than the nominal value due to electronics’ bandwidth limitation.

The chip containing the qubit and surrounding SQUID is mounted in a closed
microwave package (Fig. 3-13). Two SSMB lines (I, and Vi) connect to the chip
via microstrip lines and wirebonds for SQUID bias and readout. A niobium coil, a
solenoid in the shape of a bobbin, with mutual coupling M4, = 0.6 pH to the qubit
loop is mounted to the lid to provide the dc magnetic field, i.e., L (¢99)) and Cbéfis‘é,).

The qubit loop is also coupled to an on-chip microwave antenna (aluminum loop
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launched from a coplanar waveguide towards ground) with designed mutual induc-
tance M = 0.02 pH (R = 50 termination), which provides r.f microwave irradiation,

ie., @ (2()) for qubit manipulation.

SSMB-connector
SQUID [-V

Twisted pair
dc flux bias

K-connector

. ) .. K-connector
microwave irradiation

(unused)

SSMB:connector
(unused)

Figure 3-13: Microwave package mounted on a cold finger. The chip is embedded
at the center of the package (unseen). Readout electronics are connected via two
SSMB connectors, and r.f. control is applied via a K-connector which is connected
to a co-planar waveguide and then an on-chip antenna. The de flux bias is provided
by a niobium wire coil mounted on the lid (indicated by the circle, but on the other
side), which is connected to room-temperature electronics via a twisted pair.

The package is placed within an aluminum can to shield it from magnetic flux
noise as well as 50 mK blackbody radiation, and is thermally anchored to the mixing

chamber of an Oxford Kelvinox 400 dilution refrigerator, which provides a typical
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base temperature of 12mK (not necessarily the effective device temperature) (Fig. 3-
14). Four layers of cryoperm-10 u-metal shielding were installed in the Kelvinox to

provide magnetic shielding

(a) (b) 1K pot ——

(1.5K)

still ——
(800mK)

50mK stage —
(50mK)

bias resistor
mixing chamber -

microwave I (12mK)
line

readout line ———
device ___ aluminumcan
package (package inside)

Figure 3-14: (a) Electronics below the mixing chamber. (b) Dilution refrigerator
insert and temperature at each stage.

The SQUID lines (I, and Vi) go through copper powder filters (low-pass) and
1k resistor boxes (impedance match) below the mixing chamber. The voltage line
goes through a twisted pair and an RC filter (50kHz cutoff) at the 1K pot. The
current line combines two lines by a bias-T before the powder filter. One fast line
(I£9) with 40dB attenuation at the 1K pot and 10dB attenuation at the mixing
chamber is used for the rapid readout. The other dc line (Is‘;“)) goes through a
similar setup as in the voltage line to provide dc current bias.

The dc flux line made of twisted pair is filtered at the 1K pot, and thermally
anchored at every stage before passing through a powder filter below the mixing
chamber and then reaching the solenoid mounted on the package. The microwave

line has 20dB attenuation at the 1K pot and no additional filtering.

Outside the refrigerator, the SQUID voltage line goes to a homemade low-noise
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battery-powered amplifier and an SR560 low-noise preamplifier. An Agilent 53132A
Universal Counter is then used to perform threshold detection and accumulate the
total number of switches within an allotted gate time. The fast SQUID current
signal is generated by a Tektronix 5014 Arbitrary Waveform Generator (AWG) (four
channels, 1.2 GHz sampling rate and ~ 300 MHz bandwidth). The SQUID bias signal
is provided by a Yokogawa 7651 Programmable DC Source.

The dc flux bias, provided by another same Yokogawa, passes though a homemade
RC filter box (2k(2, ~1kHz cutoff). The r.f. microwave pulses are created by mixing
the in-phase (A;) and quadrature (A;) pulse envelopes, generated by the same AWG,
with a continuous wave, provided by an Agilent E8267D PSG Vector Signal Generator
Vector. We use the internal I/Q mixer of the PSG for envelope mixing. The pulses are
further gated by gating pulses generated by the AWG in order to eliminate leakage.

Imperfections in the electronics and coaxial cables outside the cryostat will cause
pulse distortions, especially for those few-nanosecond-long (Gaussian) shaped pulses.
To ensure that the pulses we send to the cryostat are free from distortions, we first
determine the transfer function He, the frequency-domain representation of the sys-
tems impulse response, with a high-speed oscilloscope and then use H} to correct
for imperfections in the AWG and in the I/Q mixers. This setup allows us to create
well-defined Gaussian-shaped microwave pulses with pulse widths as short as 2.5 ns.

The pulses may be further improved by taking into account signal distortions
occurring inside the cryostat, e.g., from bonding wires or impedance mismatches on
the chip. The associated transfer function H,; can be derived indirectly by measuring
amplified response of the qubit’s evolution due to pulse distortions [84]. However, this
second-step calibration technique was not used in the experiments explored in this

thesis.
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Chapter 4

Basic Coherence Characterization

Methods

4.1 Introduction

In this chapter, we present several coherent characterization methods introduced in
Chap. 2 in an experimental perspective. The device and measurement setup from

which all the data are taken is the same one described in Sec.3.3.

4.2 Qubit Spectrum

In almost all of our experiments, we need to first find out the qubit frequency for
calibrating r.f. pulses. The routine is to measure the qubit’s spectrum prior to other
measurements. The spectrum will also help identify the flux bias we are going to
operate in further measurements.

The qubit frequency versus external dc flux bias &, = &, + $y/2 (the qubit is
biased around ®, = —®,/2) is measured through saturated frequency spectroscopy
(Fig. 4-1) [85]. That is, driving the qubit with a sufficiently long (longer than any
relaxation times, about five times 77 in our experiment) and low-power r.f. pulse,
whose frequency, v, is the scanned parameter.

The measured spectroscopy (Fig. 4-1a) confirms the qubit frequency’s depen-
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Figure 4-1: (a) Frequency spectroscopy of the qubit measured by a weak saturation
pulse. (b) Spectroscopy at ®, = 0, i.e., the degeneracy point or the sweet spot (arrow

in (a)).

dence on the flux detuning (Eq. (2.16)), and reaches the minimum A =~ 5.366 GHz
at the sweet spot. The Lorentzian full-width-at-half-maximum (FWHM) linewidth
A feewnm) = 0.18 MHz (Fig. 4-1b) is slightly larger than that inferred from the time-

domain free-induction decay, indicating slight power broadening.

4.3 Free-Evolution Coherence Characterization

The inversion recovery, free induction (Ramsey) and spin echo are routinely a basic
combination of free-evolution coherence characterization experiments. Their results,

when combined, provides valuable noise information over a wide frequency range.

4.3.1 Inversion Recovery and High-Frequency Noise Spec-

troscopy

The pulse sequence and dynamics is described in Sec. 2.5.2. In fact, since the lon-
gitudinal depolarization rate is independent of the qubit’s initial state, an arbitrary
nutation angle besides 7 is basically feasible. Even a saturation (long driving) pulse
can do the job. However, the mw-pulse inversion maximizes the visibility, making it a

more efficient experiment. An example of measured T} relaxation at the sweet spot
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(P, = 0) is shown in Fig. 4-2. The fitting model is

Poy(t) = —Aexp (-Ih7)+ C, (4.1)

where A and C are constants. Statistically, 73 = 1/Ty = 12 £ 1 us, and is remark-
ably long among superconducting qubits[13], about six times longer than a similarly
designed and fabricated device[66]. T} also varies among different thermal cycles. In
several new cool-downs, we do observe longer 7. For example, 77 ~ 15 us for the
experiment discussed in Chap. 6. The use of lower repetition rate ~ 500 Hz (before,
1kHz) and new configuration of noise sources after thermal cycling are part of the

reasorn.

SwW

0.5¢ ;

'..i

0 20 40 60
T (ps)

Figure 4-2: An example of measured inversion recovery showing 7) relaxation at
®, = 0 with an exponential decay time of 12 us from fit. The arrow indicates a faster
decay at the beginning. The repetition rate is 1 kHz.

It is often seen that the measured relaxation exhibits a faster decay during the
beginning 1~2 us (arrow in Fig. 4-2). The behavior depends on the qubit frequency.
It is absent in measured relaxation at some other v, so to be related to some specific

environmental modes. We think that the non-equilibrium dynamics of a localized
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spin bath leads to the varying relaxation rate over time.

The flux-detuning dependence of 17 is shown in Fig. 4-3 (black dots). The rates are
symmetric about the sweet spot, as expected from Eq. (2.29). Despite small random
variations due to inhomogeneity in environmental modes, 7T} is generally independent
of flux bias in the vicinity of the degeneracy point. This agrees with Eq. (2.29), since
the first-order dependence on the ¢ noise is flat in this region (cos®6 =~ 1), and the
A noise (possibly from charge or critical-current fluctuation) is relatively small and

thus negligible.

Note that the m-pulse we use to excite the qubit is a resonant pulse which could
possibly influence the same environmental modes related to the qubit’s relaxation.
To measure the true relaxation at certain flux bias, we can modify the protocol. Bias
the qubit at a different frequency and excite it, and then adiabatically shift to the
working point. However, the meaning of the true relaxation rate is ambiguous. A
pulsed experiment is usually made up of many resonant pulses, so the relaxation rate

corresponding to unperturbed environment might not be practical.

High-frequency spectroscopy is performed by measuring relaxation over a wider
range of flux detuning. The PSD can be inferred from Eq. (2.38), for f > A. Since
there are two noise sources (¢ and A), we are unable to decompose individual con-
tributions. Shown in Fig. 4-7 is the combined z’-noise PSD done by the satura-
tion pulse. Distinguishing between the two sources is possible with the tunable-A
persistent-current qubit [86]. There we can change the energy splitting while keeping
the sensitivity fixed. A similar experiment has been demonstrated in the charge qubit

where an ohmic charge noise is observed [65].

4.3.2 Free Induction Decay and Quasistatic Noise

The pulse sequence and dynamics is described in Sec. 2.5.3. An example of measured

free-induction decay at the sweet spot is shown in Fig. 4-4. To be more general, both
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Figure 4-3: (a) Energy-relaxation rate, I';, Gaussian pure-dephasing rates for free-
induction (Ramsey) decay, I',r1, and the spin-echo decay, I',sr, after subtracting
the I'; contribution. Straight, black lines are fits to I'y ri/se(®s) with the e noise
considered only. (b) Blow up of the data in the dashed-box region in (a), along with
simulated free-induction and spin-echo decay rates including both the € and A noises.

exponential and Gaussian decay modes are included in the fitting model:

P (1) = Acos(2rAvt + B) exp (—I‘lfr/2 — I‘Ef%l T — (1"5:?1_2[ 7)2) +C,
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where I'; is known from previously measured 7} relaxation, and T’ S::%I (Pfl.zl) is the
free-induction exponential (Gaussian) pure-dephasing rate. At base temperature, the
pure-dephasing component is Gaussian-dominated, indicating the noise to be 1/f-
type. Therefore, we assume only the Gaussian part is present for analysis related to
this section. However, as we will see in Sec. 4.3.4, the exponential decay could be

comparable to even overrides the Gaussian decay at higher temperatures.

1
g ;
, f;.ﬁ,ﬁa-e?
sw .W';.’i’;r'*i.xv ® Nrein:
0.5+:It7t;‘ ‘ff."¢ ?g.&%z: ik -
i
A TRamsey: 2.5 Hs

o 2 4 6
T (us)

Figure 4-4: An example of measured free-induction decay or Ramsey fringe at @, = 0
and Av = 2.5 MHz with a 1/e time of 2.5 us from fit.

The flux-detuning dependence of FS!}I;I is shown in Fig. 4-3 (green squares). The
sensitivity to € noise grows with increasing flux detuning. The Gaussian decay rates
are proportional to |e|, in agreement with Eq. (2.29) and Eq. (2.44) for 1/f noise,
except for a small vicinity of the degeneracy point (|| < 100 MHz). We calculated
the second-order effect [46] from & noise. The decay rate from quadratically coupled
noise, which scales with ag, /vq, where af:, is the total transverse quasistatic noise that
equals to o2 at degeneracy, fails to explain the measured free-induction decay. Thus
when close to the sweet spot, dephasing is dominated by the A noise. By fitting

the extracted decay rates to their £ dependence, the resultant quasistatic noise is
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0.~ 11 MHz for the quasistatic € noise, and oa ~65kHz for the quasistatic A noise.
Modeled by the 1/f noise, Sx(f) = Ax/|f], we have A, ~ 2.0 x 10 (rad/s)? and Ax ~
6.0 x 10° (rad/s)?. The equivalent flux and critical-current noise are Ag = (1.7 udo)?

and A;, = (4.0 x 1075)? (4, is normalized critical current) [21].

4.3.3 Spin Echo and Carr-Purcell-Meiboom-Gill Spectroscopy

The pulse sequence and dynamics is described in Sec. 2.5.4. An example of measured
spin-echo decay at the sweet spot is shown in Fig. 4-5. For generality, we also include

both exponential and Gaussian decay in the fitting model],
Pa(r) = Aexp (-Ty7/2 = Tip T = (% 7)) +C (4.3)

where I'; is known from previously measured 7} relaxation, and I’S?%E (I’LGS)E) is the
spin-echo exponential (Gaussian) pure-dephasing rate. At degeneracy, the decay is
almost exponential, and approaches the 277 limit. Therefore, the majority of the
dephasing noise is long-correlated, and thereby effectively refocused by the echo tech-
nique. Away from degeneracy, a Gaussian pure dephasing becomes prominent due
to the introduction of the stronger 1/f ¢ noise extending to the high-frequency cutoft
(f = 1/7) of the quasistatic regime.

The flux-detuning dependence of FSQE is shown in Fig. 4-3 (blue triangles). The
Gaussian decay rates are proportional to le|, and the dependence is in accordance
with what we found from the free-induction results (Sec. 4.3.2). Both experiments
are well explained by the 1/f model for the £ noise. At the sweet spot, because the
decay time is already close to the 273-limit, extracting the decay envelope requires
a much finer measurement and analysis. More results and discussions are shown in
Sec. 4.3.4.

Next, we apply the CPMG dynamical-decoupling sequences introduced in Sec. 2.5.4.
The pure-dephasing component is still Gaussian. Fig. 4-6a shows the flux-detuning
dependence of the 1/e decay rates for CPMG dynamical-decoupling sequences with
N = 2...48 7-pulses along with the free induction (N = 0) and spin echo (N =
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Figure 4-5: An example of measured spin-echo decay at ®, = 0 with a 1/e time of
23 us (best case) from fit.

1) [21]. The rates monotonically improve towards the 1/27;-limit when the number
of m-pulses increases, extending the range around ®;, = 0 for which pure dephasing
is negligible. We explicitly demonstrate the improvement in detail for each N out to
le] = 400 MHz, corresponding to a change in the qubit frequency of 15 MHz. How-
ever, the dynamical-decoupling method is not fundamentally limited to this range.
Although the coherence times generally decrease as |¢| is increased due to the qubit’s
increased sensitivity to the £ (flux) noise, the fractional improvement in coherence is

essentially constant over the entire range.

At a specific flux bias ®, = —0.4 m®,, where the qubit is highly sensitive to
the € noise, the CPMG sequence gives a marked improvement in the decay time up
to N =200 m-pulses, beyond which pulse errors begin to limit the CPMG efficiency
(Fig. 4-6b). We achieve a 50-fold enhancement of Topmg over the free induction
1F1, and well over 100-fold improvement in the Gaussian pure dephasing time. We
have also performed CP and UDD dynamical-decoupling sequences. The CPMG

sequence performs about 5% better than UDD, and dramatically outperforms CP,
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despite having the same filter function. This shows that we have pulse errors in our

system and CPMG is a robust sequence against pulse non-idealities.
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Figure 4-6: (a) 1/e decay rates versus flux detuning: Free induction (N = 0, green
squares) and CPMG (coloured dots) with N = 1,2, 4,6, 8,10, 16, 20, 24, 30, 36, 42, 48.
Solid lines are calculations by the filter function method (Sec. 2.5.4) with parameters
extracted from the free-induction and spin-echo results (Sec. 4.3.2 and Sec. 4.3.3). (b)
1/e decay time under N-pulse CPMG, CP, and UDD sequences at ®, = —0.4m®,
(e = 430 MHz). The simulation (red line) assumes ideal pulses and noise.

Given its superior performance mitigating noise, we in turn use the filtering prop-
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erty of the CPMG sequence to characterize the e-noise spectrum. The main peak
of the N-m-pulse CP filter function Fgg)( f,7) (Sec. 2.5.4) becomes narrower about
f = N/2r when N increases, so we can treat the noise as a constant and approximate

Eq. (2.45) as

hor(r) ~ exp (=1 [~ af s(0/20) F (1,7
— exp (—% z/(N/ZT)7'> | (4.4)

The noise PSD for each N and 7 can thus be extracted from the pure-dephasing
signal. There are three types of decay involved in the measured CPMG decay: pure
dephasing (I, cp) and exponential relaxation (T';/2) during the total free-evolution
time 7, and pulse-induced decay (I',) during the r.f. driven periods. Using a recursive
method explained in detail in the supplementary information of [21], we effectively
divide out the I'y and I', components from the raw data and compute the noise PSD
Se(f) without presuming a functional form for the decay function or the spectrum.
This procedure yields a 1/ f-type PSD over the region 0.2—20MHz in Fig. 4-7, with
a slight increase in the measured PSD above 2MHz. Interestingly, by fitting the
lower-frequency, linear portion we find that the PSD can be approximated by a 1/ f*
power law [87] with o = 0.9 (solid, red line) and noise amplitude Ag = (0.8 udq)?.

Remarkably, dynamical decoupling techniques are not only restricted to recover
coherence within the Hilbert space of individual two-level systems, but also appli-
cable to a broader range of quantum phenomena. For example, in the same device,
we successfully implement a generalized version of the refocusing technique to a hy-
brid system, a flux qubit couple to an unknown microscopic two-level system, where
the fluctuating coupling parameter leads to fast decoherence between the entangled
states [88]. The coupling coherence is further enhanced when applying multiple refo-

cusing pulses.
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Figure 4-7: Multi-coloured dots, Extracted e-noise PSD (0.2 — 20 MHz) by CPMG
spectroscopy data at ®,=—0.4m®,. Colours correspond to the various N in Fig. 4-
6a; grey dots for data up to N=250. Yellow squares, Extracted e-noise PSD (2 —
20 MHz) by Rabi spectroscopy. Diagonal, dashed lines, Estimated 1/ f € (red) and
A (blue) noise inferred from the free-induction and spin-echo measurements. Solid,
red line, Power-law dependence, S.(f) = (27 k.)?As/[|f/1 Hz|* 1 Hz], extrapolated
beyond the qubit’s frequency, A. Fitting the low-frequency, linear portion of the
CPMG noise spectrum (before the slight upturn beyond 2 MHz) yields the parameters
Ap = (0.8 u®p)? and o = 0.9. The shaded area covers o + 0.05. Green dots, High-
frequency transverse noise is predominantly from the £ noise at f = A. Dotted line,
Expected Johnson-Nyquist flux noise due to 50 Q2 environment mutually coupled with
strength M = 0.02 pH to the qubit.

4.3.4 Temperature Dependence

Next, we measure the temperature dependence of 7}, Tf; and Tsg, in order to better
understand the noise sources. All the experiments are performed at a sequence repe-
tition rate of 500 Hz to remove the effect from quasiparticles generated during SQUID
switching. In a single trace, we average 5000 times per sampled point, and further
improve statistics by recalibrating and measuring ten identical traces for more aver-

aging. Such two-step averaging scheme help reduce the signal distortion from slow

i g



flux drift and noise below the quasistatic low-frequency cutoff (500/5000 = 0.1 Hz).
We deliberately heat the mixing-chamber temperature from the base temperature
(nominal mixing-chamber temperature: Ty c. =~ 12 mK; effective device temperature:
Tgse. =65 mK) to characterize coherence at various temperatures up to 250 mK. There
was a 4K warm-up between the experiments in this section and those in Sec. 4.3.1—
4.3.3.

Example traces of inversion recovery, free induction and spin echo are shown in
Fig. 4-8—-4-10. All the traces show increasing smoothness with improved averaging.
In the free-induction measurement, we use resonant pulses, on one hand, for avoiding
complication brought by the deviated nutation from detuned pulses [37], and on the
other hand, for more fitting efficiency. Given that we are only interested in the
behavior of the decay envelope and that fitting a fringed trace would spend too much
weighting on the oscillating component, the resonant free induction enhances fitting
efficiency and accuracy. Also note that the second 7/2-pulse is replaced by —m/2-

pulse for the trace in Fig. 4-9.

0 10 20 30 40 50
T [us]

Figure 4-8: An example of the raw data (dots) from which relaxation time Ty is
extracted. Data are measured at ®, = 0 and at the base temperature. The fit (solid
line) to Eq. (4.1) gives an exponential decay time is 77 = 14.7 us.

Decay rates are obtained by fitting the data to Eq. (4.1)-(4.3). In particular, both
exponential (I‘g::lll and FEDEgE) and Gaussian (Ff}l] and I“(EOGS)E) decay rates are now set

as fitting parameters. With improved statistics, we are able to distinguish between
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Figure 4-9: An example of the raw data (dots) from which free-induction pure-
dephasing time I', gy is extracted. Data are measured at ®, = 0 and at the base
temperature. The fit (solid line) to Eq. (4.2) gives a Gaussian pure-dephasing time

l"g,}l;),l = 4.3 pus and an exponential pure-dephasing time I' ff%l = 6.4 ps.
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Figure 4-10: An example of the raw data (dots) from which spin-echo pure-dephasing

time I', gg is extracted. Data are measured at ®, = 0 and at the base temperature.

The fit (solid line) to Eq. (4.3) gives a Gaussian pure-dephasing time cha(,;S}E = 102 us

and an exponential pure-dephasing time F‘%E = 62 us.

their individual contribution. The extracted rates are shown in Fig. 4-11-4-16. The
nominal mixing-chamber temperature Ty . measured by an in-fridge thermometer
is related to the effective device temperature, which is supposedly equivalent to the
SQUID’s escape temperature Tgs.. obtained from measuring the SQUID’s switching-
current distribution, by Tge. = /(65 mK)? + T ¢ -
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Figure 4-11: Temperature (mixing-chamber) dependence of 7T} relaxation rate mea-
sured at € = 0 (predominantly A noise).
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Figure 4-12: Temperature (mixing-chamber) dependence of T; relaxation rate mea-
sured at € = 640 MHz. (predominantly & noise).

120



10°

107} .
’G)“- @
= e
'.—:_106 ™ ’.
L—:Is-‘- . ° ....:.::.3'

105 [ ] . . ..

10°*

0 005 01 015 02 0.25
M.C. Temperature (K)

Figure 4-13: Temperature (mixing-chamber) dependence of free-induction pure-
dephasing rate measured at € = 0 (predominantly A noise). Blue dots correspond to

the exponential decay component Fffl,)ﬂl, and green dots correspond to the Gaussian
decay component Ffﬁl (same for Fig. 4-14). Above Ty c. = 200 mK, the exponential
decay dominates over the Gaussian decay, so that the Gaussian fit becomes unde-
pendable (same argument for Fig. 4-14 —4-16).
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Figure 4-14: Temperature (mixing-chamber) dependence of free-induction pure-
dephasing rate measured at ¢ = 640 MHz (predominantly £ noise).

121



10

10§

107}

F(P'SE (1/s)

107§

10

0 005 01 015 02 025

M.C. Temperature (K)

Figure 4-15: Temperature (mixing-chamber) dependence of spin-echo pure-dephasing
rate measured at ¢ = 0 (predominantly A noise). Blue dots correspond to the ex-

ponential decay component F;E’%E, and green dots correspond to the Gaussian decay

component I' LGS)E (same for Fig. 4-16).
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Figure 4-16: Temperature (mixing-chamber) dependence of spin-echo pure-dephasing
rate measured at ¢ = 640 MHz (predominantly € noise).
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Now we discuss several observations and conclusions from the temperature results:

1. The relaxation rate I'y measured both at and away from degeneracy grows slowly
with temperature until Ty ¢. & 160 mK, above which a faster than exponential
growth occurs. This could be due to quasiparticle-induced relaxation [89, 90,
in which the quasiparticle density scales as v/T e~2¢/T (Ag is the gap parameter
and T is the temperature). However, at lower temperatures, the relaxation rate

cannot be explained by quasiparticles alone, and is saturated by some other

mechanism.
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Figure 4-17: Temperature dependence of I'y with fit to the quasipartical model
A\/T[Age 2e/T + O, where A and C are constants and A, is the gap parameter,
For aluminum, A, = 42 GHz (red). However, A, = 52 GHz (cyan) gives a better fit.

2. The free-induction and spin-echo Gaussian decay rates at degeneracy have slight
increase with temperature. Because Gaussian decay is more prominent in free

induction than in spin echo, we focus on FfF)I only. We find that the qua-

sistatic noise power (~ (I‘fgl)z) fits to a temperature-squared dependence plus
a low-temperature saturation. This agrees with the T2-dependence from the 1/f

critical-current noise model [91].

3. The free-induction and spin-echo exponential decay rates at degeneracy exhibits
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Figure 4-18: Temperature dependence of (FESF)I)Z measured at ¢ = 0. The red line
shows the dependence: AT? + C, where A and C are constants.

a consistent faster-than-exponential increase with temperature, implying a ris-
ing white noise level. The finding is separately confirmed in the intermediate-
frequency spectroscopy by the T}, method (Sec. 6.6). The rising trend is similar
to that of I'y in Fig. 4-11. Note that the free-induction exponential decay rates
are subject to larger error bars at lower temperatures < 150 mK, because the
decay in this regime is Gaussian-dominated. In addition, the range of the echo
filter frequency is a better matching to the measured T} ,-spectroscopy range in
Fig. 6-11 than the free-induction threshold frequency (1/7 > 5 MHz in general).
This tells why the T}, result is more consistent with the spin-echo result. The

mechanism of such temperature dependence is still unknown.

4. T'y measured at € = 640 MHz agrees with that at € = 0, implying no substantial
increase for the high-frequency A noise. For the Gaussian component, both
l"gj’l‘zl and I‘g!;S}E at ¢ = 640 MHz are almost independent of temperature below
200 mK. The datapoint at 250 mK is erroneous due to dominating exponential
decay, so not to be trusted. In general, the result agrees with the low-frequency
£ noise spectroscopy (Sec. 5.3.2) and the flux noise measured in SQUID [87].
For the exponential component, ng})ﬁ and ng) at ¢ = 640MHz exceed the

Gaussian part above 200 mK. It is due to the same white noise increase observed
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Figure 4-19: Temperature dependence of I‘LE}I, I’f%E and I'y =I'y, — I';/2 obtained
in Sec. 6.6.

at degeneracy, so, above 200 mK, decay at this flux bias becomes dominated by

the white A noise.

From the above discussions, we propose an simplified model of the temperature

dependence for the A and ¢ noise,

Sa(f) = (A1 + BiT?)/ f + CiE(T) + D1 f* (4.5)
and

Sa(f) = (A2)/ 2 + Co + (Dy + E2E(T)) f (4.6)
where Ay, By, ..., E, are constants, and £(7T') is an increasing function of temperature.

In the model, we have assumed an ohmic noise spectrum (colored by /1 2~1) for the
high-frequency behavior.

The naive Gaussian plus exponential fitting model neglects other possibilities and
detailed spectral dependence of noise, so our conclusion on temperature dependence

is not to high accuracy. However, several important features are still captured semi-
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quantitatively.

4.4 Driven-Evolution Coherence Characterization

We now turn to the driven-evolution coherence characterization methods, including

the Rabi and rotary-echo experiments.

4.4.1 The Rabi Spectroscopy

The pulse sequence and dynamics is described in Sec. 2.6.3. An example of measured

Rabi decay at the sweet spot is shown in Fig. 4-20.
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Figure 4-20: An example of measured Rabi decay at ®, = 0 and v,, = 2.3MHz. The
1/e time is about 13 us.

We aim to extract the e-noise PSD at the Rabi frequency, S.(vy), from the Rabi
decay, whose sensitivity to the noise depends on the flux bias (Eq. (2.60)). To improve
accuracy, we measure at various flux bias, and then fit to the dependence to obtain

Se(v,). The simplified fitting model for the Rabi trace (Fig. 4-21a) is

s \ 2\ ~1/4
Pow(T) = Acos(2mv, 7 + B) exp (=I'r7) X (1 + (2’”02'1') ) +C, (4.7

UR
where 02, = 0% + (%)% o2 is the longitudinal quasistatic noise, which is known from

the free-induction results. I'g is the exponential decay rate which depends on the flux

bias, and is further fit to I'r(¢) = 3Ty + 3T, = D+ 1(£)2S.(v,) (from Eq. (2.60)) to
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obtain S, (v, ) (Fig. 4-21b). Note that, close to the sweet spot, decay from other noise
sources are generally e-independent, so we group them in to a single fitting parameter
D. The extracted noise PSD ranging over 2—20MHz are shown in Fig. 4-7, which
generally agrees with the 1/f dependence in the CPMG spectroscopy.
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Figure 4-21: (a) Rabi oscillations at v, = 2 MHz and € = 225 MHz. The red envelope
is a fitting using Eq. (4.7). The black line shows the I'g decay only, and the green
line is decay from the o2 noise only. (b) I'r versus flux detuning at v, = 2 MHz, with
a parabolic fit.

There are a few shortcomings in this Rabi-spectroscopy approach. First, the com-
plex Rabi decay law naturally leads to an inaccurate fit. As illustrated in Fig. 4-21a,
it is difficult to determine the decay envelope from the fragile oscillating signal. Sec-
ond, the detuning fluctuation o2 has the same z-dependence as I',,, so any inaccuracy
in determining the longitudinal quasistatic noise will directly affect the extracted

PSD. The effect is more significant at small v, explaining the inconsistent data at
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2MHz (first datapoint of the Rabi spectroscopy in Fig. 4-7). Third, compared to
(Eq. (2.66)), we ignored the low-frequency fluctuation of the drive amplitude, o2, in
the Rabi fitting model. Its effect is relatively weak for the Rabi frequencies involved
in this experiment. In addition, o2 is e-independent so that can be grouped into the
parameter . This is a rough approximation. However, it has little effect as the
errors from the first two shortcomings are already overwhelming. Fourth, the exper-
iment becomes inefficient for large v, as too many datapoints need to be taken to
fit the oscillation. This is also the reason that limits our spectroscopy up to 20 MHz.
This problem can be solved by measuring the decay envelope only, an approach illus-
trated in Fig. 4-22a. Note that all these shortcomings are solved in the rotating-frame

relaxation T3, experiment [92].

4.4.2 Rotary Echo

In our device, it is found that the Rabi decay at degeneracy is limited by slow fluc-
tuation in the drive amplitude [58]. Such fluctuation is a parasitic effect in this
type of circuit. The qubit loop, which is directly coupled to the microwave antenna,
also experiences an oscillating field mediated by off-resonant driving of a resonator
formed by the SQUID and shunt capacitor (known as the plasma mode, correspond-
ing to the loop formed by the SQUID junction, Cs, and Ly in Fig. 3-10), leading to
strong modifications of the Rabi frequency. Since the indirect coupling is tunable by
the SQUID’s bias current I§§°> which fluctuates slowly even zero-biased, the effective
Rabi frequency is subject to low-frequency noise, reducing of the coherence time dur-
ing driven evolution. The noise can be mitigated with the rotary-echo pulse sequence,
which, for driven systems, is analogous to the spin-echo sequence.

The pulse sequence and dynamics is described in Sec. 2.6.4. An example of mea-
sured rotary-echo decay at the sweet spot is shown in Fig. 4-22a, along with the Rabi
decay with the same drive amplitude. A nearly 3-fold improvement of coherence time
is achieved by this rotating-frame echo technique. The experiments are performed in
a slightly different way as their free-evolution counterparts (free induction and spin

echo). For Rabi, we obtain the oscillation amplitude at a certain 7 (sampled less
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densely) by sweeping the pulse length in the vicinity of 7 to obtain one Rabi cycle or
two for fit. For rotary echo, we fix the amplitude of the first pulse at A and sweep
the second one to ensure we have the same amplitude (regardless of the sign) in both
halves, since the effective driving amplitude could be slightly different between the

positive- and negative-amplitude pulses.

(a) (b)
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s * Rabi fu
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Figure 4-22: (a) Envelopes of the Rabi and rotary-echo decay, measured at v, =
65MHz and I, = 0. (b) 1/e decay times versus the Rabi frequency for Rabi and
rotary echo, extracted from the traces shown in (a). The dashed line shows the upper
limit set by the T; relaxation. The solid line shows a fit to the model of resonator-
mediated IS fluctuation, where the standard v, deviation o, /v, = 0.06% [58]. The
dotted line marks the position for the decay envelope shown in (a).

Fig. 4-22b shows the capability of extending coherence by the rotary-echo tech-
nique over the Rabi-frequency range 5— 100 MHz. In addition, the rotary-echo se-
quence has the similar noise-filter property as the spin-echo sequence. To extract

high-accuracy noise information, a CP-like generalization of RE may be used.

4.5 Summary

By using the collection of methods shown above, we successfully characterize vari-
ous aspects of the coherence properties in our device, and then integrate the results
to perform the noise spectroscopy in different frequency regimes (Fig. 4-7). These
methods set the basic tools for characterizing a quantum system, and can be easily

adapted for implementation in other qubit modalities.
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Chapter 5

Repeated Fixed-Time Free
Induction and Low-Frequency

Noise Spectroscopy

5.1 Introduction

A major remaining obstacle to implementing fault-tolerant quantum computation
with superconducting qubits is the insufficient coherence time 7, compared to the
gate-operation time. The ultimate goal is to mitigate and eliminate the noise leading
to decoherence. To this end, a more detailed understanding of the noise processes —
such as magnetic-flux, critical-current, and charge fluctuations — would expedite ma-

terials science, device engineering, and the development of coherent-control methods.

Effective surface spins have recently been identified as one dominant source of low-
frequency magnetic-flux noise [93, 94], detrimental to several types of superconducting
qubits; however, open questions remain regarding the nature of these spins. Their
noise is known to be due to local fluctuators [95, 96, 97, 86] and the spectrum exhibits
a 1/f* power-law dependence from a few hertz to tens of megahertz with 0.5 < a <
1 [98, 87, 46, 66, 99, 100]. Its dependence on the device geometry [101, 102] merits
further study.
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In the flux qubit {15, 14], the noise in the tunnel coupling A between the circulating-
current states shows a 1/f-type spectrum from a few Hertz to hundreds of kilo-
hertz [21]. This noise may originate in the critical-current fluctuations of the Joseph-
son junctions [91, 103, 104, 105], and /or fluctuating offset charges, due to, e.g., charge
traps located in the oxides of the junction, metal-insulator interfaces, or surfaces.
Charge noise can lead to dephasing even in the flux qubit, even though the junc-
tions have a relatively high ratio of Josephson-tunneling to Coulomb-charging energies
(E3/Ec = 50 in our device).

In this chapter, we introduce a measurement technique for low-frequency noise.
A distinguishing feature of our technique is that it enables the measurement of noise
spectra up to frequencies limited only by the achievable measurement repetition rate.
This is important, because noise measured in this manner resides (at least in part)
within the relevant measurement bandwidth of time-domain experiments, e.g., free-
induction decay, that use the standard ensemble-averaging (that is, the averaging
of multiple trials acquired at the same repetition rate) to estimate the qubit-state
occupation probability.

We present a direct characterization of the 1/ f noise PSD in our superconducting
flux qubit. We distinguish between the £ noise, which is effective flux noise, and
the A noise, which can be parametrized as effective critical-current noise or effective
charge noise. Interestingly, we find that the same 1/f* power laws, measured at
much higher frequencies (Sec. 4.3), extend down to the 1072 — 102 Hz range nearly
unchanged. Over the temperature range 65 — 200mK, both the £ and A noise are
independent of temperature, and any A -e-noise correlations are very small or non-

existent.

5.2 Low-Frequency Noise Spectroscopy

Over decades, researchers have been studying low-frequency noise in superconducting
quantum circuits. For example, flux noise spectroscopy was performed on super-

conducting quantum interference devices (SQUIDs) cooled to milli-Kelvin tempera-
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tures [98, 87]. A series of experiments displayed a flux noise with a power spectrum
which scales like 1/f*, where a roughly ranges from 0.6 to 1. The magnitude of
the noise was found to have only a weak dependence on device parameters such
as loop inductance, geometry, material, etc. Defining the power-law dependence as
Se(f) = As/[|f/1Hz|*1Hz], we have a canonical value of the noise amplitude at
1Hz, VA = 1~ 4udy/ VvHz (see Appendix B for clarifying the confusion in the
definition of Ag). The origin and mechanism of this noise is still unknown, and
no experiments have indisputably shown it, despite various theories. Now it seems
clear that this excess noise is intimately associated with the decohering phenomena

of superconducting qubits.

It is only in recent years that the capability to directly measure the noise from
the qubit’s response has become feasible [99, 101, 44, 106, 107], due to improved co-
herence and readout fidelity. The pioneering work [99] done with a superconducting
phase qubit presents a technique which measures the low-frequency flux fluctuation
from the spectroscopic response of the qubit, connecting the results to previous mea-
surements in SQUID devices for the first time. Though generally applicable to other
qubit systems, the technique has relatively low sensitivity and largely depends on
the cleanness of the qubit’s resonance spectrum. Also, the frequencies accessible in
this spectroscopy method is outside the relevant range of the dephasing noise which

constitutes the integrated quasistatic noise (Sec. 2.5.3 and Sec. 4.3.2).

In the rest of this chapter, we will introduce a new low-frequency spectroscopy
method, which, instead of measuring the qubit’s frequency spectroscopically, uti-
lizes the free-induction sequence as an encoder of low-frequency fluctuations in the
precession frequency. This method, also explored in [106, 107], outperforms the spec-
troscopic response one in terms of better signal-to-noise ratio (SNR). Note that here
“signal” means the 1/f noise we aim to resolve, and “noise” means the undesired er-
rors due to any measurement imperfection. In addition, we work out both theoretical
and experimental challenges, exte.znding the upper limit of this noise spectroscopy up
to the achievable measurement repetition rate. The significance of this improvement

lies in the fact that we are able to probe noise relevant for the dephasing of the
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time-domain experiments, e.g., free-induction decay. From Sec. 2.5.3, we see that the
free-induction decay is an integral behavior of the noise within the quasistatic range.
Knowing the spectral dependence of these noise would help us identify the noise origin
and facilitate our understanding of the underlying mechanism. The method can be

applied to any two-level system.

5.3 The Repeated Fixed-Spacing Free-Induction Ex-

periment

The method is based on a modified protocol of the free-induction experiment. In
the regular free-induction experiment (Sec. 2.5.3 and Sec. 4.3.2), the diffusion of an
ensemble of Bloch vectors due to precession-frequency variation leads to a shrinking
average polarization (dephasing), and the influential noise is spectrally upper-limited
by the inverse of the pulse spacing, 1/7 and lower-limited by the inverse of the total
acquisition time ¢,cq (typically 1 ~ 10s). Therefore, if only these noise sources are
present, the qubit frequency is zero-mean. However, noise slower than .., could
fluctuate the mean qubit frequency from zero at a longer time scale. This suggests
the capability of the free-induction sequence to encode noise slower than the total
acquisition time for a repeated measurement (noise frequency below 1/¢,.q).

Ensemble-Averaged Scheme

Inspired by this mechanism, we developed a measurement protocol based on free
induction, to record the time evolution of the qubit frequency. We repeatedly let the
qubit undergo free induction, two 7/2-pulses of the same phase. Instead of scanning
the pulse separation 7, we fix it at a value 75. We also fix the nominal detuning
Av® of the applied microwave frequency v from the average qubit frequency 7y
to Av® = 7y — vy = —1/47, so that the qubit fulfills a 7/2 rotation around the
X —Y plane (both Av® = 1/47y5 and Av® = —1/47, will work, but we choose

Av® = —1/4r, for presentational convenience).

As for the data-collecting scheme, we first introduce the scheme proposed in [106,
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107] and also part of [44], and then show the optimized technique of extending noise
spectroscopy over the 1/t,.q limit. We call the former the ensemble-averaged scheme,
and the latter the single-shot scheme. It will be seen that, regardless of the differ-
ence in experimental implementation, the ensemble-averaged scheme is just a trivial
modification by pre-processing the single-shot data, which provides less information
than the single-shot scheme.

In the ensemble-averaged scheme, the binary data from projection measurements
are automatically averaged over a collection time ?,.q by a counter, which threshold-
detects the SQUID’s switching event from its output voltage. Assume that the se-
quence repetition rate is 1/¢., (typically 1 ~2ms). Then, M = tuq/tiep trials will
be counted and averaged to improve the switching-probability estimate. Repeating
this measure-count cycle every t,,, (the realistic cycle time is always slightly larger,
because of unavoidable delay in pulse generation and cable transmission), we end
up collecting a time series {p;} at a sampling frequency 1/taq, i.e., tj11 —t; = tacqs
where t; is the time when p; is recorded. {p;} is processed and Fourier transformed
to produce the noise spectroscopy, and the whole process will be repeated a few more
times for better PSD estimate.

Assuming small fluctuations in the qubit frequency, v4(t) = Dy + 6v4(t), and the
above sequence, 0vy(t) will translate into fluctuation of the precession phase, i.e.,
d¢ = Ovy Ty, which in turn translates into fluctuation of the Z-polarization and is
read out as a fluctuation of the SQUID’s switching probability. The transfer function
between the mean switching probability and dv, is a sinusoid, pew(t, 7o) = p§83 +
a(1o) sin(2m dv4(t) 7o), where P is the offset switch-probability corresponding to the
qubit’s 50%-superposition state, and a(7p) is the amplitude of the free-induction decay
at the pulse separation q.

The transfer function can be experimentally obtained by performing the mapping
between pgy and Av(®. The recipe for finding the transfer function and the working

point is

1. Perform the 7y-spaced free-induction sequence and scan the r.f. frequency

around the resonance frequency (Fig. 5-1). Because increasing the r.f. fre-
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quency is equivalent to decreasing the detuning, so we obtain the dependence

of pew on A0,

2. Fit the dependence to a sinusoidal function. Among the obtained fitting pa-
rameters are the offset pggf, the amplitude a(m) and the oscillation frequency

T0-

3. The working point of Av(® for the repeated measurements is chosen to be the
90°-rotated point, indicated by the green dashed line in Fig. 5-1. Because the
first-order derivative of a sinusoid is largest at this point, the sensitivity of pyy

to dy is maximized.

Next, performing the repeated measurements discussed above at this working point
and then converting p; back to dv(t;) using the extracted transfer function, we obtain

the time-evolution of the qubit frequency.
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Figure 5-1: Measured dependence of ps, on Av(® = 7, —v; at 79 = 0.3 us and € = 0.
The solid line is a sinusoidal fit and the dashed line indicates the Av(® = —1/47
working point.

There are two shortcomings in this scheme. First, it only records noise below
the sampling frequency (more precisely, the Nyquist frequency 1/2¢,.,), out of the
quasistatic range related to decoherence (Fig. 5-2). In spite of the possibility to
extrapolate to the desired range from certain presumed dependence, the scheme is

not a direct measurement after all. Second, we have to pay attention to the dynamic
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range of the precession-phase fluctuation d¢, restricting the majority of the sampled
points within [—m/2,7/2] where the pe,-Av(® mapping is monotonic. Otherwise,
we would collect too many undistinguishable “bad” datapoints which distort the

spectroscopy results.

Resolved by Range relevant for
S(f) I ensemble a\@;: time-domain meas.

Resolved by
single-shot scheme
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[ | static |
| noise |

12 1
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Figure 5-2: Sketch of the PSD, indicating the frequency intervals resolved by
the ensemble-averaging and single-shot schemes. Here ti, is the total length of
the recorded time-evolution trace (can be several minutes to hours); taq = 1 ~
10s is the acquisition time per measured point in time-domain experiments such
as free-induction decay; t, = 1 ~ 2ms is the repetition time (the acquisi-
tion/collection/sampling time in the single-shot scheme); and 79 ~ 1 us is the typical
pulse spacing.

Single-Shot Scheme

To exploit the repeated-free-induction method, we proposed an improved sam-
pling and data-processing scheme. We successfully implemented the scheme and jus-
tified our approach from the theoretical side. In the so-called single-shot scheme, the
sequence repetition rate 1/t is taken as the sampling rate of the time series (Fig. 5-
2). That is, we directly Fourier transform the raw data of the time evolution of the
SQUID’s switching events (a binary time series) without any time-domain averaging

beforehand. In other words, the acquisition time in the single-shot scheme is reduced
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to trep (the smallest possible value). Therefore, the ensemble-averaged scheme is a
simple modification of the single-shot scheme by rearranging the data and averaging
over the subgroups at the pre-processing step. Noise information between 1/t,., and
1/tep is unfortunately smeared out.

Let {2z} (2 = 0 or 1 and 241 — 2; = t,,p) denote the binary time series. zj is the
Bernoulli-trial outcome with a success probability equal to the switching probability
at the time {2} is taken, i.e., psw(tx, 70) = pi% + a(0) sin(2n dvy(tr) 70). Note that,
the sinusoid’s amplitude is replaced by a(0) (before is a(7y)). This is because, in the
single-shot scheme, each observation consists of only one realization and no ensemble
average involved, taking the dephasing effect out of the transfer function (T} process
is ignored, since T} > 7). The dynamic range of pg, spans the full visibility bounded
by the ground and excited state, which is exactly twice the amplitude of the free-
induction decay at zero pulse spacing, a(0).

At first glance, it seems that we might obtain very “noisy” noise spectrum based on
these “inaccurate” binary outcome. However, as we shall see in Sec. 5.3.1, the single-
shot scheme is of the same accuracy and efficiency as the ensemble-averaged one, while
providing more information. The SNRs are equal in both cases, and the background
shot noise caused by random trials can be further eliminated by preforming a cross-
correlated spectroscopy. These equivalences can be intuitively understood as follows.
Because PSD is a statistical (expectation-valued) estimate of a stochastic process,
the way of (uniformly) rearranging and averaging the outcome data does not affect
the result. For the same reason, the unwanted background shot noise is the same
in both schemes. From the perspective of estimated error, p; is better than z; in
terms of reduced variance by a factor of 1/M, but such improvement is paid off by
the less averaging at the Fourier-transform step (the number of elements in {2} is M
times that of {p,;}). Therefore, the final PSD estimate always takes same statistical

accuracy, given the same sample volume.

5.3.1 Method and Analysis
Single-Shot Readout
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Instead of the regular way of using a counter to automatically accumulate the
SQUID’s switching events, we use the oscilloscope (LeCroy WaveRunner 204Xi) to
save the time-evolution of the SQUID’s output voltage for a certain duration fi
(limited by the oscilloscope’s memory). An example is shown in Fig. 5-3. The voltage
data is immediately converted to a binary series by a specially written program which

threshold-detects the switching events. Then, repeat for more traces to improve the

PSD estimate.
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Figure 5-3: Individual SQUID-switching events measured on an oscilloscope. The

dashed, horizontal line is a software threshold detector, which converts the time evo-
lution to a binary time series shown on top.

There are a few technical issues to be clarified for this readout approach:

e The sampling frequency of the output voltage should be high enough to resolve
the quick burst at the switching event, but is also preferred to be as low as

possible to reduce the number of sampled points so as to minimize the delay

time from data transferring and processing.

e Depending on the sampling frequency of the output voltage, t,o is limited by
the oscilloscope’s memory (¢,; < 100s in our case), so the lower limit of the
noise spectroscopy for a single-shot trace is limited. However, lower frequencies

can still be obtained by performing the ensemble-averaged scheme on multiple

repeated single-shot traces.
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e One might ask why not use the counter to do single-shot readout. This is
because, by setting the repetition time ¢, as the counting cycle, data trans-
ferring between the counter and computer (usually tens of milliseconds per
transfer) becomes inefficient. If we count and transfer at every measurement,
the actual sampling period is much longer than the expected repetition period

(trep = 1~2ms).

Power Spectral Density Estimator

The Wiener-Khinchin theorem states that the (bilateral) PSD of a wide-sense-
stationary random process w(t) is given by the (type-I) Fourier transform of its au-

tocorrelation function B(7) = (w(t)w(t + 7)):

S(f) = /_00 dr e ™" R(7) . (5.1)

o0

The expectation value in the definition of the autocorrelation function can be taken
by averaging over t. Therefore, by the autocorrelation theorem, we can write the PSD

estimator for a finite sample time T, as

S(f) =—"—=, (5.2)

where W(f) is the Fourier transform of w(t):

W(f)= /_00 dr ety (t) (5.3)

0

For the discrete version of w(t), i.e., w,, n = 1,2,..., N, the calculation of PSD

is done by discrete Fourier transformation (DFT). Eq. (5.2) is rewritten as

S(f) = LelVeal ?V/'“At , (5.4)

where At = t,41 — ¢, is the spacing between neighboring points, fi = k/NAt, k =
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0,1,...,N/2 and {W;} is the discrete Fourier transform of {wy,}:

N
Wk — Z wne—i27r(’n~—1)k/N , (55)

n=1

which is consistent with the fast Fourier transform (FFT) defined in MATLAB. We

then take the statistical average of L traces measured in succession:

(S(f)y =725 fw) - (5.6)

I

Nonlinear Effect and Correction Factor

Let yp = Pew(tn), Where ¢, is the time at which the measurement of z, is taken.
Therefore, each element of the binary time series {z,} is an independent Bernoulli
random variable with expectation value given by v,. We will show later that the
PSD of {z,}, S..(fx), is equivalent to that of {yn}, Syy(fx), except for an additional
white noise level resulting from the shot noise, and the shot noise can be eliminated
by the cross-PSD technique. We thus can assume S,,(fx) = Sy (fi) + Ss, where S is
a constant. S,,(fi) can be computed from Eq. (5.4).

If the precession-phase fluctuation d¢ is small so that p,(t,} only fluctuates in
the vicinity of p{%, we can linearize about it, i.e., dpsw = 27a(0)7g dvy(t). Hence, the
PSD of the qubit-frequency fluctuation (correlator in unit of angular frequency, to be

consistent with the PSD definition in Eq. (2.27)) can be expressed as

— Syy(fk) __ Szz(fk) _ SS
" (a(0))?  (a(0))2  (a(0)mo)? (5.7)

Suq(fk)

where a(0) and 7 are known parameters, and the constant subtrahend can be elimi-
nated by a technique introduced later. Eq. (5.7) says that we are able to compute the
noise PSD from the inconvertible binary series {z,}, given that 7y is small enough to
restrict the phase fluctuation within the linear-approximation regime. Note that the
noise strength is independent of the measurement protocol and considered as fixed,

SO Ty acts as a noise amplifier when encoding the qubit-frequency fluctuation into the
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accumulated precession phase.

On the other hand, we want to make 7, large enough, so that the desired 1/f noise
gets amplified relative to the shot noise. Otherwise, the obtained spectroscopy would
have substantial data scattering, especially at high frequencies, where the white noise
dominates over the 1/f noise. It will be seen that there is a trade-off between the
noise amplification and the nonlinear effect of the sinusoidal transfer function, and
we can find an optimal spacing 7§ which optimizes SNR. However, 7§ is presumably
large enough to undermine the linear approximation. How can we perform an both

accurate and efficient experiment?

We solve this problem by working out a correction factor which accounts for the
nonlinear effect under looser restriction on 79. We present the proof in Appendix C
The correction factor is found to be simply the square of the ratio (a(7)/a(0))?, which
is exactly the normalized decay amplitude. Hence, we can write a generalized version

of Eq. (5.7) by dividing the correction factor:

Szz(fk) _
(a(ro)m0)? Sialfi) £ 5 (58)

where S, = S;/(a(79)70)? is the white shot noise. Examples of computed PSD (Lh.s.
of Eq. (5.8)) for both the £ and A noise and using both ensemble-averaged and single-
shot sampling schemes are shown in Fig. 5-4. Now, the method is almost complete

except for eliminating the white noise term.
Shot Noise and Cross-PSD

To understand the annoying white noise, let us turn to the autocorrelation function

of {z,} and {y,}. For m-th autocorrelation term, m # 0,

R..(m) = (zn2pim) = <ynyn+m) = Ry, (m) . (5.9)

The second equality relation holds, because the Bernoulli trials are independent from
each other. The expectation value also averages out this randomness. If m = 0, the

autocorrelation term becomes the mean square value, and it is different between {z,}
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and {yn}:
AR(0) = R..(0) — Ry (0) = (%) — (y*) = o7 - O'Z . (5.10)

where 0 = (\2) — (\)? (A = y, 2) is the variance. The last equality holds, because
(z) = (y) = p%. Eq. (5.10) says that the difference between the zero-delay autocor-
relation term of {2,} and {y,} is exactly the difference of their variance.

Since PSD is just the Fourier transform of the autocorrelation function, the dif-

ference in their PSD is then
Ss = Saa(f) = Syy(fi) = AR(0)e™ ™%,y = (02 — 02 )trep - (5.11)

In the discrete case, the integration is replaced by a summation, and a differential
time step At = t,e, in the single-shot scheme. Eq. (5.11) shows that, for the finite
case, the zero-delay term in the frequency domain becomes a constant. This explains
the origin the white noise level, which is analogous to the electronic shot noise [108].
Here, the discrete nature of projective readout raises the variance of the original
process, which is reflected as a white noise in the frequency domain. For practical

parameters, o, > 0,, so we can approximate the white noise as

2
Ss = 0 trep

= <psw(1 - psw)>trep

~ p(1 — ps(;(v)v))trep , (5.12)
where p§83 ~0.5~0.6 typically. Substituting Eq. (5.12) into Eq. (5.8) gives the white
noise level in the final noise spectrum.

In the ensemble-averaged scheme, the Bernoulli statistics is replaced by the bi-

2
z

nomial one. That is, in Eq. (5.12), o7 is replaced by the variance of {p;}, o2. Note
that M *p, is M-trial-binomially distributed, so cff, ~ p§92(1 - p§93) /M. On the other
hand, the time step t,ep is also changed to t,.q in the ensemble-averaged scheme. Re-

call that M = tucq/trep. Therefore, the white shot noise has the same level in either
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scheme. This suggests that SNR is not affected by the way of rearranging data and
the averaging procedures.
The undesired white noise can be automatically eliminated by a cross-PSD tech-

nique. The recipe is:
1. Split {z,} into the two interleaved time series, 2y, = Zap—1 and z = 2o,.
2. Calculate the cross-correlated PSD of {2/} and {2/},

(] " 12 t
Zp 71 e iten 2t

SZ’Z”(fk) = N/2 ’

(5.13)

where fi, = k/Ntwep, k = 0,1,..., N/4. The term e?"/¥ter is added to account
for the additional phase introduced by a real-time delay (¢.,) between two

interleaved series.

Since {2} and {2]]} are essentially from the same realization {z,} of a random
process. Their cross-correlation terms are the same as the original autocorrela-
tion ones (Eq. (5.9)). So are their PSDs. However, the white noise is eliminated
in this step, because now the zero-delay cross-correlation term no longer suffers

from shot noise: R,/.»(0) = (2,2} = (2,2, + 1).

3. The cross-PSD obtained from a single trace is subject to substantial errors and
is generally an complex number. The average over multiple traces should be

executed in a coherent way, namely,
L
(Szizn () Z SO A f) - (5.14)

4. Further smooth the results by a sliding average in the frequency domain before
taking the norm as the final PSD. This step is particularly useful to 1/f-type
noise, because SNR scales with 1/f. That means that more averaging is needed
at high frequencies to resolve the true noise. If we perform a sliding average by
scaling the width of the sliding window (Af) with f, more averaging will be

taken at higher frequencies. Meanwhile, the effective weight of data number in
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each decade (~ f/Af) is the same. This is important for the analysis of the 1/f

noise, which is routinely plotted in linear-log scale.

Notably, it can be inferred from the second step that, any white noise (not only
the shot noise) will be eliminated in the cross-correlated PSD, so this sets a limitation
to this technique. If the noise we want to resolve is white itself, we would have no
way to decompose or disentangle it from the shot noise. The cross-PSD technique is
efficient when the desired noise has a non-flat spectrum such as 1/f-type.

Even with the cross-PSD technique and a decent number (~ 1000) of repeated
traces, high-frequency PSDs could still be quite noisy. To optimize SNR, i.e., to
minimize the shot-noise level, we look for a best choice for 75. From Eq. (5.8),
the white noise level can only be tuned by 7o (Ss is fixed). If the free-induction
decay is Gaussian, i.e., a(ry) = exp(—(70/T®)?), where T'®) denotes the Gaussian-
decay time constant, the denominator in From Eq. (5.8) reaches its maximum at
72 = T /y/2. If the decay is exponential, i.e., a(ro) = exp(—7o/T®), where T®

denotes the Exponential-decay time constant, 75 = TE),

5.3.2 Temperature Results

We performed the same spectroscopy at different temperatures. The e- and A-noise
PSDs are plotted in Fig. 5-4(b) for several temperatures. For the A noise, the base-
temperature spectroscopy falls perfectly on the 1/ f power law extracted in Sec. 4.3.2.
For the ¢ noise, there is also striking agreement with the 1/f%° power law, measured
at considerably higher frequencies, 0.2 — 20 MHz (Sec. 4.3.3).

Figure 5-5 shows the integrated noise powers Il versus temperature T in the
65 —200mK range, where our readout visibility is sufficient. We observe in essence
temperature independence for both noises. For the & (flux) noise, this is consistent
with previous observations in SQUIDs [87, 94];

In order to analyze the A noise, we parametrize it as an effective critical-current
noise with critical current I. = 0.4 uA, in a Josephson junction with area A =

(0.2 um)?. Van Harlingen et al. [91] found a “canonical” value for the 1/f I.-noise
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Figure 5-4: Bilateral noise PSDs. (a) Standard PSDs computed by the time series of
switching probabilities {p,} in the ensemble-averaged scheme (blue data, on left) and
of the binary time series {z,} in the single-shot scheme (gray, on right), measured at
base temperature. The red points (thin line) are averages of hundreds of traces. (S.(f)
measured at £ = 450 MHz.) (b) Cross-PSDs of interleaved time series S)(f) at differ-
ent device temperatures (S.(f) measured at ¢ = 640 MHz). The data were smoothed
by a sliding average with a triangular weight function of width Af = f/4. The dashed,
diagonal lines are the 1/f noises Sy(f) = (2m)%k%As, /|f|, derived in Sec. 4.3.2;
the sensitivities are ko = dA/0i. = 3.2 GHz (i, is normalized critical current) and
ke = 0g/0® = 1.1 MHz/u®,, and the noise strengths are Ag = (1.7 u®Py)? and
A;. = (4.0 x 107%)2, The solid, diagonal line is S.(f) = (27)2k2A%/(|f/1Hz|*® 1 Hz),
with A% = (0.8 u®y)?. The horizontal, green, dashed lines are the shot-noise levels S,
at low temperature; the triangles represent an upper cut-off frequency f. for sufficient
averaging, above which the data are not dependable.

power at 1Hz and 4.2K: A =~ 144 (pA)*(I./pA)?/(A/pm?) in several SQUIDs
and qubits of various sizes, made of different materials. The authors hypothe-
sized a quadratic temperature dependence, consistent with certain plausible mod-
els for the noise sources below 100 mK, while noting that other models suggest a
linear dependence. The bilateral normalized noise-PSD then becomes S{*"(f) =
A1 (T/4.2K)?/|f|, which, for T = 65 mK, is considerably lower (almost 20 times)
than our measured value. On the other hand, Eroms et al. [105] measured resistance
fluctuations in aluminum tunnel junctions: they found about 100 times lower noise

power at 4.2K, a linear temperature dependence, and saturation below 0.8 K, i.e.,
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Figure 5-5: I, (T') = (27)? fF’\ df Sx(f;T) in the frequency intervals F, = 0.02—50 Hz
and Fa = 0.02 — 2Hz, cf. Fig. 5-4b. It is possible to measure the £ noise up to
somewhat higher temperatures and frequencies than the A noise. Note that the II,
values depend on the integration limits although the choice of F) does not make any
significant difference in the trends. (The double data points for the 165 and 180 mK
A noise were measured with different pulse spacings 75.) The error bars are derived
only from the fit error of the read-out visibility a(7).

Si.(f) = (1/100) x AP"I7%(T/4.2K)/|f|. With T' = 0.8K, this gives a value about
2.5 times lower than what we observe. We also note that recently, contrary to these
findings, Paik et al. [L09] reported no evidence for 1/ f I.. noise in a Josephson junction.

An alternative source of the A noise is the fluctuating offset charges, known to
exhibit 1/ f noise [110, 65, 111]; these charges effectively supply a gate voltage to each
island. The charge-noise power typically observed in single-electron tunnelling (SET)
devices is proportional to temperature [112] (although quadratic dependencies have
also been observed [65]) and saturates below about 200 mK, due to self heating of
the SET, at a “canonical” value Ag of about (1~10me)* at 1 Hz. We estimate our
qubit’s maximum sensitivity to charge fluctuations, ka g = dA/JQ, to be in the range
0.1 ~1MHz/e. We can then parametrize the A noise as charge noise and estimate
the free-induction pure-dephasing time 7,, = (27 nA‘Q)‘lAél/z(ln[tacq/Q 7])"V2 x4~

400 ps. The lower end of this range is not far from our observed value. Moreover, the
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tunneling of charged quasiparticles between the small islands constituting our device

may displace offset charges and contribute to dephasing at € = 0.

5.3.3 A—¢ Correlation

Last, we turn to possible A—¢ noise correlations. Fig. 5-6 shows how we repeatedly
measured the switching probability pZ, at alternating flux biases +£© with +¢©
chosen such that the effects of the two sources of noise on v, were similar in mag-
nitude, i.e., |Ovy/O¢clo. = |0vy/OA|oa. We set the pulse separation 75 and nominal
frequency detuning Av(® for repeated measurements. At the bias points £ = &0,
de fluctuations induce negatively correlated v, fluctuations, whereas A fluctuations
induce positively correlated v fluctuations. Based on the free-induction decay law,

pE, can be expressed as a function of 8¢ and §A,

psiw(ée, SA) = po — ag exp (—79/2T1)

X exp (—- [TO/T‘p(ig(O)qL&)]z) oS (27r v (6, 6A) 7'0> , (5.15)

where [1/T,(¢)]> = A+ Be? is associated with the Gaussian pure dephasing induced
by the e-dependent quasistatic noise, and dvF(Je, 6A) = v = [(£® +66)? + (A + 5A)?] 2
()2 4+ A?] 2 In Eq. (5.15), T1, €@ and A are known from other measurements.
All the other parameters can be determined in a pre-measurement (inset of Fig. 5-6b),
which maps out the function by scanning € and v (6vyy = —6A).
At each time step, the measurement of pZ, for ¢ = +¢© yields two non-linear
equations in the two unknowns de and §A. We solve this system numerically: Fig. 5-
6(a) shows the raw pE, data and extracted time evolution of de and 6A. We then
calculate the cross-PSD S.A(f) and the normalized magnitude of the correlation

function,

’SEA(f”
[S:(£)Salf)P?7

as shown in Fig. 5-6(b). Within the range of 10— 10~! Hz, the correlation is upper-

|7€A(f)l = (516)

bounded by 0.2, which possibly suggests that the two noise sources are uncorrelated.
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Figure 5-6: de —dA-noise correlations measured at base temperature. (a) Top panel:
Time series of pZ, with fixed ) = 0.3 us, nominal Av(®) = —0.8 MHz, and 1,000 av-
erages per measured point. The flux-bias polarity was alternated between positive
(blue) and negative (red) @ (£®, = £0.058 m®,, see inset in (b)), with a 2-second
repetition period. Middle and bottom panels: Differential (d¢) and common-
mode (6A) noise inferred from the data in the top panel. (b) Normalized correlation
magnitude (Eq. 5.16); the smaller the magnitude, the more indeterminate the corre-
lation phase, and therefore we cannot discriminate between possible correlation and
anticorrelation. Inset: Fixed-spacing Ramsey fringes by scanning r.f. frequency,
measured over a vicinity of the sweet spot. White circles indicate the bias points
used in the top panel of (a).

5.4 Summary

In conclusion, our spectroscopy of both the £ noise (flux) and A (critical-current

or charge noise) noise, facilitated by single-shot measurements and thorough data
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analysis, shows that the very same 1/ f dependencies, measured at higher frequencies,
extend down to millihertz frequencies. This apparently indicates that the same noise
mechanisms are active and dominant over some ten orders of magnitude or more
for the € noise and at least eight orders of magnitude for the A noise. The ¢ noise
may extend, with roughly constant slope (on a logarithmic scale), up to the qubit’s
transition frequency at several gigahertz [21]: there, this noise is nearly transverse
to the flux qubit’s energy eigenbasis, and would therefore also contribute to energy
relaxation. Moreover, both noises are temperature independent in the 65— 200 mK
range, which suggests that the microscopic mechanisms are dominated by even lower
energy scales than that. This is useful information for the development of noise
models. It also calls for further studies of the reproducibility of the device properties,
and, in particular, of the A noise, as it limits the coherence time in superconducting
flux and transmon qubits. The small, if not negligible, A —¢ noise correlations show

that the noises are due to distinct underlying mechanisms.
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Chapter 6

A Better Noise Spectroscopy
Method: The T, Experiment

6.1 Introduction

Within the gate-based model of quantum computation, a quantum algorithm may be
efficiently implemented on a quantum information processor by decomposing it into a
finite and discrete set of coherent gate operations [113]. Their realization, although in
detail dependent on the particular physical-qubit modality, may be broadly divided
into two categories, free-evolution and driven-evolution, indicating the period(s) dur-
ing which the desired gate operates on the system. For example, in the case of
superconducting qubits considered here, a phase gate (e.g., Z-gate) may be imple-
mented by free evolution in combination with a static offset field, whereas a bit-flip
gate (e.g., X-gate or Y-gate) may be realized with pulsed microwaves at the qubit
frequency. During these two types of evolution, unwanted environmental noise acts to
decohere the system and increase the gate error rate. While process tomography may
provide the complete map of the action of a gate operation, it does not characterize
the noise sources which cause fidelity degradation and which, in principle, may differ
under free- and driven-evolution conditions. In contrast, the noise sensitivity of the
quantum device itself, in conjunction with tailored pulse sequences, may be used to

identify spectral features of the noise, “noise spectroscopy,” and thereby elucidate the
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underlying noise mechanisms [22, 114].

Dynamical decoupling protocols, e.g., spin echo and its multi-pulse extensions,
have been applied to mitigate dephasing during free evolution in numerous qubit
modalities, including atomic ensembles [115, 116] and single atoms [117], spin en-
sembles [118], diamond nitrogen—vacancy centres [119, 120], semiconductor quantum
dots [121, 122], and superconducting qubits [21]. The spectral filtering properties [123]
of these and related sequences have proven a useful tool for performing free-evolution
noise spectroscopy with superconducting qubits over a wide range of frequencies span-
ning millihertz [44, 106] to over 20 MHz [21]. Several groups have also made progress
characterizing [46, 21, 107, 67] and mitigating [58] decoherence during driven evo-
lution. This case is more difficult in practice, however, because driven-evolution
decoherence may be highly correlated with the operational errors that occur while im-
plementing a particular protocol. Such correlations pose challenges for fault-tolerant
quantum information processing, and it motivates the importance of characterizing

the noise processes which are manifest while the qubit is under external drive.

Noise spectroscopy during driven evolution has been studied most extensively
via Rabi nutation of the qubit between its ground and excited states, achieved by
continuously driving the qubit with an oscillating field. Noise power at the Rabi
frequency is inferred from the Rabi-oscillation-decay envelope, and the noise spec-
trum is reconstructed over the achievable range of Rabi frequencies by varying the
field amplitude [46, 21, 107, 67]. There are several drawbacks to this approach, how-
ever, including the Rabi experiment’s associated transverse decay, its sensitivity to
low-frequency fluctuations of the Rabi frequency, the interpretation of the resultant
non-exponential decay law, and the practical consideration of sampling sufficiently
many points to resolve and fit accurately a decaying sinusoid oscillating at the Rabi
frequency. This type of Rabi-based noise spectroscopy can, however, be generalized by
preparing the qubit in an arbitrary initial state. One unique case, originating within
the NMR community, is the so-called T;, experiment [59, 60, 61, 46, 124, 92], which
measures the driven-evolution analogue to Tj relaxation. In 7},, the driving field is

applied along an axis collinear with the qubit’s state-vector in the rotating frame, re-
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sulting in a condition called “spin locking.” The main advantages of T},-based noise
spectroscopy are that the qubit decays longitudinally from the spin-locked state with
a straightforward exponential decay law (no oscillations), it is much less sensitive to
low-frequency noise, and it can have higher accuracy over a wider frequency range
than the standard Rabi-based approach.

In this chapter, we demonstrate a modified Ty, pulse sequence to perform noise
spectroscopy during the driven evolution of a superconducting flux qubit. The mod-
ified pulse sequence addresses several non-idealities due primarily to 1/f-type noise
that may pollute the spin-locking dynamics when using the conventional T3, sequence.
Using this improved sequence, we measure both the flux and tunnel-coupling noise
spectra during driven evolution over the frequency range 0.1—200 MHz. The observed
flux-noise power spectral density (PSD) generally agrees with the 1/f dependence
found independently using free-evolution noise spectroscopy [21]. Notably, between
the experiments in [21] and those presented here, we thermal-cycled the device from
12mK to 4K and back again. With the higher accuracy afforded by the 77, mea-
surement, we resolved two additional “bump”-like features in the spectrum, possibly
due to a set of two-level systems (TLSs), e.g., electron spins, that were apparently
activated by the thermal cycling. We further demonstrate that the underlying noise
mechanisms associated with these particular spectral features are also active during

free evolution by observing their signature in a time-domain echo experiment.

6.2 The Spin-Locking Dynamics

We follow the example discussed in Sec. 2.6.2, in which the continuous driving pulse
is a resonant X-pulse. The measurement of the rotating-frame relaxation time 77,
begins by preparing the qubit state to be either parallel or anti-parallel with X
(collinear with the driving field), corresponding to the fictitious qubit’s excited (|+X))
and ground state (|—X)), respectively (Fig. 6-1). This results in the so-called “spin-
locking” condition, a reference to the fictitious state remaining aligned in the absence

of noise with the static driving fleld v, in Eq. (2.52). The measurement of the
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relaxation time from the spin-locked condition to a depolarized steady-state is the
so-called 77, experiment. Just as 7T} depends on the noise at the qubit frequency 1,
that is transverse to the z'-axis, so is 77, determined by the noise at the fictitious
level splitting v/, that is transverse to the X-axis. This suggests the potential of using

it as a noise detector operated at achievable Rabi frequencies.

Figure 6-1: Spin locking and Tj, process in the rotating frame. The green axis
indicates the rotating-frame quantization axis.

Spin locking was originally an NMR technique used for producing high-resolution
spectrum and studying slow atomic motion. In this section, we will introduce a pro-
totype spin-locking sequence as applied in superconducting qubits, and then explain

why it can be a better noise spectrum analyzer.

6.2.1 The Original Sequence and System Dynamics

The original 77, sequence applied to superconducting qubits was a three-pulse se-
quence [62], two /2 pulses separated by a 90°-phase-shifted continuous driving pulse

(labelled here “SL-3", see Fig. 6-2a). For presentational convenience, we set the phase
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order as Y-X-Y, but it is effectively the same as the X-Y-X one in [62], since only the
relative phase is important. The phase shift is implemented by altering the driving-
field phase ¢ via standard IQ mixing techniques. The dynamics can be visualized with
the assistance of the Bloch sphere within the rotating frame (Fig. 6-2b). The first
7/2), (bar indicates a 180-degrees-shifted or opposite orientation) pulse brings the
qubit from its ground state to the equator, parallel with X (step I). The driving field
is then applied along X and thereby aligned with the qubit state, so that the qubit is
effectively locked in this orientation and experiences relaxation I'y, only (steps II and
III). Note that, in the classical regime (v, < k,T/h = 1.3 GHz, where T" =~ 65mK
is the effective device temperature, obtained by measuring the SQUID’s switching-
current distribution), the steady-state population should approach the state of near-
zero X-polarization. After a finite duration 7, the remaining polarization along X is
projected, by the last 7/2)_ pulse, back along Z for readout (step IV).

The connection between the T}, decay and the underlying noise is given in Eq. (2.63)
and Eq. (2.64). There we see that, if we manage to obtain I';, and I'; from 7}, and
T, measurements, respectively, the noise PSD at the Rabi frequency is known. This
provides a direct method to perform noise PSD, as the Rabi frequency can be easily

tuned.

6.2.2 Comparison with other Methods

Several groups have applied Rabi-based techniques to extract the noise PSD [21,
107, 67]. However, the Tj, experiment, when utilized as a noise spectrum analyzer,
has inherent advantages. The main advantages of Tj,-based noise spectroscopy are
that the qubit decays longitudinally from the spin-locked state with a straightforward
exponential decay law (no oscillations); the decay is dominated by noise at the spin-
locking frequency and, like its T; analogue, is relatively insensitive to broadband
low-frequency noise; and it can therefore have higher accuracy over a wider frequency
range than the standard Rabi-based approach.

First, the Rabi frequency is first-order sensitive to fluctuations of the driving-

field amplitude dv,, whose RMS fluctuation is found in this case proportional to v,
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(a) SL-3 Seq. B X-Pulse B Y-Pulse

Figure 6-2: (a) Standard three-pulse spin-locking sequence (SL-3). Blue and green
indicate X- and Y'-pulse, respectively. Double-headed arrows indicate effective free-
evolution periods (usually 30 ~ 50ns) between adjacent pulses. (b) Bloch sphere
representation of the rotating-frame qubit dynamics under SL-3. The purple arrows
are the qubit’s state polarization, while the magenta arrows indicate the driving-field
orientation. The qubit is initially prepared in its ground state (|g) = |—2)) (I).
The first 7/2)_ pulse rotates the qubit by 90° into the equatorial plane (II). The
second 90°-phase-shifted continuous driving pulse of duration 7, is then aligned with
the qubit state, effectively locking the qubit along X. During the pulse, the qubit
undergoes relaxation in this rotating frame towards its steady state (III). The final
m/2),, pulse projects the remaining polarization onto Z (=2') for readout (IV).

(~0.06% v) [58]. Hence, the temporal v, inhomogeneity becomes important when
the driving is strong (large v, ). In addition, low-frequency fluctuation of the qubit’s
level splitting (dv,) modulates the effective Rabi frequency to second order, adding
to the inhomogeneous broadening [21]. The effect dominates the Rabi decay when

2

the driving is weak enough (small v, as the second-order contribution o2 /i, exceeds

decay rates from other sources) (Sec. 2.6.3 and Table. 2.1). The decay law under
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these two effects for 1/f-type noise is given in Eq. (2.66). They are analogous to
the scenarios of free-evolution dephasing due to low-frequency noise via linear and
quadratic coupling, respectively [46]. In contrast, the locking dynamics in the 71,
experiment largely reduces its sensitivity to these fluctuations, and thus substantially
improves the accuracy of extracted noise PSD, especially at both high- and low-

frequency regimes.

In addition, Tj, has a simple exponential decay law (Eq. (2.63)), whereas the Rabi
decay law (Eq. (2.66)) can be complicated by its sinusoidal nutation in conjunction
with a non-exponential decay envelope related to its sensitivity to low-frequency noise
(see Sec. 2.6.3 and Sec. 4.4.1), both of which pose a challenge to high-precision fitting.
A T, measurement requires far fewer datapoints than would a Rabi decay envelope
on a sinusoid oscillating at the Rabi frequency. These properties make the T3, method

more accurate and experimentally cfficient.

The T3, method also, in regard to accuracy and resolution, excels over the free-
evolution version of noise spectroscopy, e.g. using dynamical decoupling pulse se-
quences, over the similar frequency range {21]. Such free-evolution methods depend
on the noise filtering property of a multiple-pulse sequence, whose performance is
undermined by pulse imperfection. Decoherence during pulses limits the achievable
pulse number, thus the filter’s resolution. The resolvable range is also comparatively
narrow. Above certain frequencies, neighboring pulses start to overlap due to the
finite rise and fall time, causing indistinct free-evolution periods. On the other hand,
at low frequencies, pulses are so sparsely distributed that there could be very few
pulses, making the sequence a coarse filter. In addition, an evident disadvantage in
the CPMG spectroscopy is its data scattering. Because of the exponential transfer
function between the normalized signal and the PSD (Eq. (2.45)), errors get amplified

when taking logarithm to extract PSD, especially at high and low frequencies.
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6.3 Robust Sequences

The recorded T, decay signal using the original (SL-3) sequence may still suffer
from several types of system imperfection, in particular, signal distortion due to low-
frequency noise via other channels. In this section, we will show two major types of
signal distortion observed in experiments. With the help of specially designed robust

sequences, we succeed in recovering the T}, decay from them.

6.3.1 5-Pulse Sequence and Cancellation of Dephasing Effect

One example of a measured Ty, trace is shown in Fig. 6-3b (brown trace). Another
example can be found in [62], an early demonstration of spin-locking implemented
on a quantronium qubit. A prominent feature in these examples is the presence of
unwanted Rabi-frequency oscillations on the back of an otherwise exponential decay
function. We excluded the possibility of a constant frequency detuning in our exper-
iment, which could effectively separate the driving field and qubit state during the
locking period and lead to oscillations. Rather, we determined that the oscillations
were due to dephasing during the intervals between adjacent pulscs. In our experi-
ments, we use Gaussian pulses with ~ 10ns width for the /2 pulses and Gaussian
rise-and-fall for the long driving pulse. To clearly separate pulses, there is a practi-
cally unavoidable duration of free evolution between pulses (Fig. 6-2d). Depending
on the length 7 of the second pulse, phase diffusion accumulated during the first in-
terval will sometimes be doubled (for v,7 = 1,2,3...), and sometimes be refocused
(for v, = %, 1%, 2% ...), producing those oscillations. In the presence of this noise,
the locking protocol is compromised to a differing degree for the temporal ensemble
elements, making the observed decay a complicated combination of precession, relax-
ation and decoherence processes. To correct for it, we developed a modified five-pulse
sequence (labelled “SL-5a,” see Fig. 6-3a), which adds one 7), pulse in the middle
of each interval in SL-3. The added pulses refocus the phase diffusion as is done in a
spin-echo sequence [64]. Relaxation obtained using SL-5a is shown in Fig. 6-3b, and

it shows a clear improvement (no oscillation) over SL-3.
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Figure 6-3: (a) Modified five-pulse sequences SL-5a, robust against dephasing between
the 7/2-pulse and the continuous driving pulse. (b) Comparison of measured signals
by SL-3 (brown) and SL-5a (blue). Both traces are taken at ¢ = 192MHz and
vy, = 3MHz. Psw is the measured switching probability of the readout SQUID, and
is linear with the qubit’s state population.

6.3.2 Twin Sequence and Recovery from Ultra-Low-Frequency

Signal Distortion

In several measured traces, we observe a second type of signal distortion—random
fluctuations at the few-percent level on the exponential signal, and at a time scale
of minutes or tens of minutes—e.g., Fig. 6-4b (blue trace). As we describe in detail
below, low-frequency fluctuations of the frequency detuning result in the “shivering”
of the effective Rabi field and, thereby, fluctuations in the observed decay signal.
We first describe how we corrected the distortion, and then explain its origin. The
solution is to use a complementary pulse sequence (labelled “SL-5b,” see Fig. 6-4a)

together with SL-5a. The new sequence is nominally identical to SL-5a, except that
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we replace the two 7/2)_ pulses with two 7/2), pulses, such that the qubit Bloch
vector is anti-parallel with the driving axis for SL-5b. Ideally, both sequences should
give the same decay function. However, when we apply the sequences in an interleaved
sampling order (inner loop: alternate between SL-5a and SL-5b; outer loop: step T),
the anti-symmetry of the signal fluctuation, slow compared with the collection time
at each value 7, is captured by the twin sequences, as shown by the example in Fig. 6-
4b. We then recover the smooth exponential decay by taking the average of the two

traces.

The reason is closely related to the ultra-slow (~minutes) fluctuation of frequency
detuning dv. First, the occurrence of the signal distortion at large 7 indicates a
deviation of the steady-state population from zero X-polarization. Assuming small
detuning (Av < vy), to first order, the steady-state X-polarization [56], in the prac-
tical limit v, « k,T/h <K vy, is

_sinn Selvy)
% SelVq) + Sev)

(6x)* = (6.1)

where 7 = arctan(Av/v,) is the angle of the driving field with respect to X due to
frequency detuning (see Fig. 6-4c). Eq. (6.1) is applicable to both SL-5a and SL-5b,
but the difference in the last back-projection pulse gives rise to a differential signal
response to the non-zero X-polarization. Therefore, fluctuation of the frequency
detuning, to first order, causes fluctuation of the steady-state longitudinal polarization
and the anti-symmetric feature of the traces in Fig. 6-4b. The relaxation dynamics
in both sequences with finite detuning are sketched in the right panel of Fig. 6-
4c. Ignoring the process at small 7 where the much faster T, process is involved,

the normalized decay signal, to first order of 5, can be approximated as P,(r) =

5(1=Rx)(1 — e Tw7) for SL-5a, and By(r) = 1(14+Rx)(1 — e T17) for SL-5b. The

average P(1) = 3(Py(7) + By(7)) = (1 — e7T%") becomes independent of detuning,

and recovers the underlying relaxation signal.

160



(@) SL-5bSeq. B X-Pulse [ Y-Pulse

TC/Z T TE/Z

(b) Comparison between SL-3 and SL-5a

T (us)
(c)

" Effective
" driving field

SL-5b SL-5a

Relaxation paths

Figure 6-4: (a) Modified five-pulse sequences SL-5b. By alternatively applying SL-5a
and SL-5b in experiments, the signal distortion due to low-frequency steady-state
fluctuation can be corrected for at a data pre-averaging step. (b) Comparison of
measured signals by SL-5a (blue), SL-5b (red) and their average (purple). Both traces
are taken at € = 960 MHz and v, = 24 MHz. The data are taken in an interleaved
order between blue and red traces. (c) Cross-section sketch of the qubit dynamics
under the SL-5a and SL-5b protocols, with the driving field (magenta arrow) tilted by
an angle 7 (7 > 0 in this example) due to slow fluctuations of the frequency detuning.
On the left are the qubit states right before the locking pulse; on the right, their
relaxation paths during the locking period are indicated by the dashed lines. The
steady-state solution (the contacting point of blue and red dash lines) deviates away
from Rx = 0 when 7 # 0.

6.4 Results

We use the modified T, pulse sequence to implement noise spectroscopy during driven

evolution. To derive the A-noise PSD, we perform a driven-evolution 77, measure-
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ment for various v, at € = 0, where the qubit is first-order insensitive to the £ noise,
as well as the standard (free-evolution) inversion-recovery Tj-measurement. Both T}
and Tj, traces are fit to extract the exponential decay rates I'y and I';,, which, from
Eq. (2.64), give the A-noise PSD by Sa(v,) = Su(vy) = 2I', — Iy (Fig. 6-5 and
Fig. 6-6).

For the e-noise PSD, we perform the same experiments at € # 0, where the
qubit becomes predominantly sensitive to the & noise. From Eq. (2.64), we have
Se(vg) = [Su(vy) — cos?05a(vy)]/sin?0 = [2I'y, — I'; — cos?05a (v, )]/ sin®6, where
Sa(vy) is previously measured (Fig. 6-7 and Fig. 6-8). In Fig. 6-7, it can be seen
that the flux bias we choose as the working point generally increase with the Rabi
frequency. In the noise-sensitivity point of view, it is always better to bias further
away from the sweet spot, so that the flux noise is more dominant. However, greater
flux bias also leads to stronger fluctuation of the qubit frequency, and thus worse
locking condition (alignment between the qubit state and the drive field), especially
for small v,. The best solution is to reduce the flux bias at weaker driving, because
having the locking protocol well-performed is a priority. The loss of sensitivity can

be compensated by more averaging.

The locking Rabi frequency, vy, is determined by measuring Rabi oscillations
with the same driving-field amplitude. The lower limit (~100kHz) of the spectrum
is determined by the Av inhomogeneity 0%, which breaks the locking condition when
driving is too weak. On the other hand, an undetermined effect (presumably heating
due to strong driving) which distorts the SQUID’s switching-current distribution
prevents us from probing frequencies higher than ~ 200 MHz.

The spectroscopy results are presented in Fig. 6-9. In this device, the measured
A-noise spectrum is generally white. Since the extrapolated 1/f A-noise from low-
frequency measurements crosses the white noise level around the lower limit, we are
unable to determine whether the 1/f noise extends to this regime or has a cut-off [44].
The noise could be due to Johnson noise from charge or critical current fluctuations,
or due to thermal photon noise [125] originating from the LC resonator associated

with the readout SQUID which inductively couples to the qubit.
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Figure 6-5: Rates measured at ¢ = 0 at base temperature. Blue dots with error
bars: measured driven-evolution relaxation rate, I';,; red dots: half of measured free-
evolution relaxation rate, %I‘l. Since we operate at the same bias point, ['; is single
valued.

The e-noise spectrum exhibits a 1/f* dependence with a = 0.9, a value that
generally agrees with independently measured free-evolution noise spectroscopy using
a Ramsey (1 mHz—100Hz) [44] and CPMG (0.1—20 MHz) approach [21]. Although
not necessarily a universal result, this suggests that driven evolution does not activate
e-noise sources for this device. In general, the T}, spectroscopy confirms these results
with better accuracy and extends the frequency range by 5x (limited in this device by
a heating effect at high drive). Note that measuring at higher frequency (0.1—1 GHz)

is feasible in principle by using this technique.

In contrast to previous free-evolution measurements, we observe on the 1/f trend
two clear “bump”-like features, one around 1 MHz and the other around 20 MHz.
These features appear after thermal-cycling the device from base temperature to

4.2 K and back again, which likely activated the fluctuators. The one at 1 MHz has a
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Figure 6-6: A-noise PSD (blue dots) from 60kHz to 125 MHz. Black line is the
extracted 1/f A noise from coherence characterization measurements (Sec. 4.3.2 and
Sec. 4.3.3).

clear peak above the general 1/f background. This excludes the possibility of random
telegraph noise (RTN), possibly generated by some microscopic two-level fluctuators
(TLFs), as the cause of this bump, since RTN would produce a Lorentzian spectrum
centered at zero frequency [126, 127]. To fit the main features, we assume that the
e-noise PSD is a combination of the 1/f*? line and two Lorentzians. Both bumps are
better fit to Lorentzians centered around 1 MHz and 20 MHz than those centered at
zero frequency. One example is shown by the black line in Fig. 6-9.

The thermal cycling is required for changing sample and electronics or power shut-
down. The qubits properties can change with time, and in particular after thermal
cycling, due to microscopic rearrangements in the material and its surroundings (e.g.
in the tunnel-junctions oxide). From our observation, the device described in this
thesis shows negligible variation of its energy relaxation time 7} and spin echo time

Twecho at the degeneracy point over different cooldowns. However, the free-induction
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Figure 6-7: Rates measured at ¢ > (0 at base temperature. Blue dots with er-
ror bars: measured driven-evolution relaxation rate, I'j,; red dots: half of mea-
sured free-evolution relaxation rate, %1"1. Green dots are the A-noise contribution,
1cos?0 Sa(vy,), as derived in Fig. 6-6. Orange arrows and above texts indicate the
flux bias where corresponding data are taken. The bias is denoted by the voltage ap-
plied through a DC bias line (1 mV =~ 64 MHz in terms of €). I'; has slight variation
between different bias points.

time measured at the degeneracy point may exhibit variations up to 50% on different
cooldowns, indicating a change of low-frequency A noise. The low-frequency & noise
is generally consistent. However, the bump features are mercurial. For example, the
1 MHz bump shown in the T}, results was absent during the cycle when the CPMG

experiments was done (Sec. 4.3.3).

6.5 Time-Domain Confirmation

We find a signature of the 1 MHz bump feature in a free-evolution, time-domain spin-
echo experiment. Fig. 6-10 shows the phase-decay during spin-echo as measured at

several flux-bias points where the qubit coherence is mostly limited by the & noise.
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Figure 6-8: e-noise PSD (blue dots) from 200 kHz to 100 MHz. Black line is extracted
1/f < noise from coherence characterization measurements (Sec. 4.3.2 and Sec. 4.3.3).

Under a Gaussian-noise assumption, the spin-echo sequence is most sensitive to the
noise whose frequency is about the inverse of the total free-evolution time of the
sequence. The spin-echo decay functions all exhibit a clear “dip” feature around 1 us,
corresponding to the spectral feature around 1 MHz. To model this result, we use the
previously assumed PSD function S’(f) (1/f%° plus two Lorentzians) with tunable
parameters to reproduce the echo-decay signal by the filter function method [46, 48,
21]. The agreement is good, and bump parameters estimated from the temporal
spin-echo measurement are within 30% of a direct fit to the driven-evolution spectral
data. In general, we are able to predict the phase decay from the T}, spectroscopy
results, and, in turn, justify the performance of the 7}, spectroscopy method on a

superconducting qubit.

In the case of the 20 MHz bump, simulations indicate that the echo signature

corresponding to this broad, relatively small feature in the noise spectrum would yield
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Figure 6-9: ¢ (red dots) and A (blue dots) noise spectroscopy by the 77, method.
Here, previous results on the ¢ noise by the CPMG (grey dots) and Rabi (green
dots) methods measured on the same device are plotted for comparison. From the
fitting results, the error rate in the worst case is about 30% for the £ noise, and
70% for the A noise. Previous experiments and the T}, experiment were separated
by six months and a 4K warm-up. The red and blue solid lines are the 1/f* power
laws, extrapolated from separate low-frequency noise measurements [44]. The black
line represents the function S'(f) = A/f%% + S1L(f; F1, Wh) + SoL(f; Fa, Ws), where
L(f; FW) = W2/((f — F)2 + W?), and A = (2r0.65 x 10%)2 (rad/s)?, S; = 7.0 x
108rad/s, F; = 1.05MHz, W; = 0.25MHz, S; = 1.2 x 107rad/s, F» = 20MHz,
W, = 25 MHz.

only a small deviation from the spin-echo phase-decay function with no discernable
”dip”. The temporal resolution in Fig. 6-10 is furthermore insufficient to resolve such
a deviation.

It is possible that the observed Lorentzian bumps are generated by two sets of
coherent TLSs [128], such as electron spins. In a magnetic environment, each spin
executes Larmor precession at a frequency proportional to its local field. Its transverse
component, via a coupling depending on geometric relations among the device, the

field and the spin [95], adds to a net fluctuating flux whose PSD reflects the spectral
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Figure 6-10: Temporal signature of TLS during free-evolution. Echo phase-memory
decay (dots) measured at £ = 256 MHz (red), 320 MHz (green) and 384 MHz (blue),
and corresponding simulation (solid lines) with assumed flux noise PSD function,
S'(f) = A/f°° + SiL(f; Fy,W1), where A = (2r0.9 x 10°)2 (rad/s)?, S; = 9.0 x
108rad/s, Fy = 1.25MHz, W; = 0.35 MHz. Inset is the echo pulse sequence. Here,
7 is the total free evolution time in the sequence. Note that the 20 MHz bump has
little influence at these bias points.

(Larmor-frequency) distribution of spins, even though the ensemble has already lost
its coherence. The width of the Lorentzian indicates in part the field inhomogeneity.
Assuming uncorrelated surface electron spins and an average coupling strength of
2.7 x 1078®y/up from simulation, both Lorentzian bumps correspond to ~ 10 spins.
The number scales down in the presence of a high degree of spin order [94]. Moreover,
if we assume the spins feel the same magnetic field as the qubit, about 0.5mT (B, =
®./Aq, where @, = ®;/2 is the flux through the qubit loop and A, ~ 2 um? is the
loop size), the corresponding electron-spin Larmor frequency is 14 MHz. This is only
a rough estimate, as screening due to superconducting metal may lead to a large
variation of the field at various locations in the vicinity of the metal surface, and
other locations for these spins, e.g., superconductor insulator boundary [100] and

substrate, are also possible. Nonetheless, the crude estimate is consistent with our
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observations.

6.6 Temperature Dependence

We also measured the A-noise spectrum at different temperatures (Fig. 6-11 and
Fig. 6-12). The results clearly shows a white noise floor increasing with temperature.
The observation is consistent with independently extracted white noise level from
free-induction and spin-echo experiments. The average noise power in Fig. 6-11 is

plotted in Fig. 4-19 for comparison. The reason is yet to be understood.
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Figure 6-11: A-noise PSD (0.5—5MHz) measured at different temperatures. Tem-
peratures indicated in the legend are the nominal mixing-chamber temperature
Ty.c. measured by a thermometer. The effective device temperature, obtained
from the SQUID’s escape temperature, Tge., generally follows the formula: Tge. =

v/ (65mK)? + T .
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Figure 6-12: A-noise PSD (50kHz— 500 MHz) measured at different temperatures.
Temperatures indicated in the legend are the nominal mixing-chamber temperature
Tw.c.. Note that the spectroscopy exceeds the dependable range at higher tempera-
tures, which is set by the inhomogeneous noise (lower limit, ~ 1 MHz) and heating
effect (upper limit, ~30MHz).

6.7 Summary

The modified T}, method presented here, in conjunction with existing free-evolution
spectroscopy methods, enables the characterization of the noise sources relevant for
both driven- and free-evolution quantum control methods. Although many noise
sources may be manifest similarly during both driving conditions, in principle, the
noise in these two cases need not be identical. For example, driven evolution may
activate certain noise sources that are otherwise dormant during free-evolution. In
this demonstration with a flux qubit, the flux and tunnel-coupling noise spectra re-
veal more detailed information and cover a wider frequency range, a 10x increase in
this device, as compared with our previous free-evolution (CPMG spectroscopy) and

driven evolution (Rabi spectroscopy) methods [21]. We observed the spectral features
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of two sets of coherent TLSs in the environment, possibly due to effective electron
spins on the metal surface, which are active during driven evolution. We could fur-
thermore observe a temporal signature of one of these fluctuators in a free-evolution
echo experiment, indicating that it is active during both driven- and free evolution.
This type of noise characterization serves as an important first step towards the en-
gineered mitigation of decoherence through improved materials, fabrication, control
sequences, and qubit design. Our modifications to the 77, pulse sequence target the
unwanted effects of low-frequency noise, opening this method to the multiple qubit

modalities that are subject to such noise.
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Chapter 7

Summary and Future Work

7.1 Summary

The work presented in this thesis can be summarized by a single picture, Fig. 7-1.
The spirit is that any noise that contributes to observable decoherence phenomenon is
basically resolvable. Sometimes, we need to unravel it from other contributing noise

by combining results of other experiments.

e In the low-frequency regime, free induction (Sec. 4.3.2) and spin echo (Sec. 4.3.3)
reveal the integrated noise in the quasistatic range (1 Hz—1MHz). The re-
peated fixed-time free-induction technique with the single-shot readout scheme
(Chap. 5) enables us to resolve the spectrum below a upper cutoff (1 kHz) which

is only limited by achievable repetition rates of the measurements.

e In the intermediate-frequency regime (1 MHz—100MHz), both free-evolution
CP-like sequence (Sec. 4.3.3) and driven-evolution Rabi (Sec. 4.3.2) or Ty,
(Chap. 6) can be utilized to extract the noise PSD. The T}, spectroscopy is

a more accurate method due to its intrinsic properties.

e In the high-frequency regime, noise information at the qubit frequency (>

5GHz) is obtainable by measuring the T; relaxation (Sec. 4.3.1).

173



The combined results construct a noise spectrum over 13 decades with a few gaps

(Fig. 7-1).
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Figure 7-1: Noise spectroscopy by various methods at base temperature. Orange
dots, Extracted s-noise PSD by repeated free-induction spectroscopy. Grey dots,
Extracted e-noise PSD by CPMG spectroscopy. Green squares, Extracted e-noise
PSD by Rabi spectroscopy. Red dots, Extracted e-noise PSD by T}, spectroscopy.
Cyan dots, Extracted A-noise PSD by repeated free-induction spectroscopy. Blue
dots, Extracted A-noise PSD by T}, spectroscopy. Green dots, Extracted combined
noise PSD by T} spectroscopy. Solid, red line, 1/f%° power-law dependence derived
in Chap. 4. Solid, blue line, 1/f power-law dependence derived in Chap. 4.

By learning from NMR, we are equipped with a handful of universal tools to
manipulate and characterize our system. As the microwave engineering continues to
improve, this notion will have substantial impact on the study of solid-state quan-
tum systems, and may eventually contribute to the realization of scalable quantum

computing.
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7.2 Future Work

7.2.1 In-Plane dc Field

The “bump”-like features in the T3, spectroscopy shown in Chap. 6 are possibly due
to surface electron spins. An experiment to verify this speculation is to add an in-
plane (parallel with the loop plane) dc magnetic field, which is able to modify the
spin’s Zeeman frequency while keeps the through-loop flux unchanged. The field may
be realized by wrapping an additional coil around the device package.

One challenge of this experiment is to prevent excessive heating from the coil,
provided that a large enough dc field is applied. The line need to be properly thermally
anchored at each stage. Another challenge is more a random phenomenon. As we
mentioned, the “bump”-like feature is mercurial, since thermal cycling can possibly
rearrange the configuration of noise sources. Therefore, whether to spot again such a

strong “bump” depends on luck.

7.2.2 The Modified Two-Dimensional Exchange Experiment

To continue exploring coherence characterization methods by NMR techniques, there
is another example called the two-dimensional (2D) exchange experiment [23], orig-
inally developed for studying chemical exchange processes. The experiment can be
used to extract low-frequency noise information unobtainable by methods previously
described in the thesis. We have an idea for implementing a more efficient 1D version
of this experiment and expect to see signatures of slow (switching rate below 100 kHz)
two-level fluctuators in the experimental observation. The challenge is that whether
the fluctuators are strong enough to be visible in the measurement signal, when many

other noise mechanisms are active at the same time.

7.2.3 The p-Qubit

Another field to explore is to utilize the fictitious qubit (p-qubit) in the rotating frame
(Sec. 2.6.1) as the logic qubit for building a quantum computer. The p-qubit satisfies
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every criteria for quantum computing. It is a well-defined two-level system, but just
in another reference frame. The state initialization and readout can be achieved
by using the spin-locking protocol. Gate operation can be done by modulating the
drive amplitude for Z-gates (a more straightforward way), and by applying another
harmonic drive which resonates with the p-qubit for X- and Y-gates. Most remarkably,
the p-qubit is likely to have better decohering properties than the regular qubit. As
shown in Chap. 4 and Chap. 6, T, and Ty, in this device are generally better than T}
and T5. This is also true for many solid-state qubits, because the low-frequency noise
is what limits coherence times in these systems and by working in the rotating frame,
sensitivity to the noise degrades from first order to second order. With specifically
designed devices for utilizing the p-qubit as the computational unit, we might have
a new type of architecture which allows more engineering flexibility and outperforms
the regular qubit.

Besides quantum computing, the p-qubit is considered advantageous for many
other fields of study. For example, the p-qubit might favor the study of strongly
coupled systems. The p-qubit, as discussed above, is a well-initialized quantum two-
level system but with relatively small energy splitting. In a solid-state system where
qubit coupling is fixed and limited, we are still able to create a strong coupling by
bringing the qubit frequency down in this p-scheme, even beyond the rotating-wave
approximation. Also, with more flexibility in design and control, the p-qubit might

help perform complicated quantum simulations in a more efficient way.
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Appendix A

Quantum Noise

The standard description of quantum fluctuations is given by the autocorrelation

~

function of the quantity in question (). For stationary process,
RY(7) = (MO)A(7)) = TH[A0)A(r)p] - (A.1)

In the context of a quantum system, A(0) does not commute with A(7) in general,
but the positive- and negative-delay autocorrelation functions form a pair of complex

conjugate, i.e., (A(0)A(T)) = (A(T)A(0))* [129], their average gives the symmetrized

autocorrelation function,
R(7) = (MO)X(T) + A(T)A(0)) (A.2)

which is equivalent to the unsymmetrized (regular) autocorrelation function in the
classical limit (R(7) = RY(7) when ) is a scalar), and is a Hermitian related to a
directly measurable quantity, the symmetrized (classical) power spectral density, by

Fourier transform,
oo ] 1 R R . R
S(f) = /_ dr exp(—i2mf7) 5 (MOA) + AMAO) (A.3)
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where S(—f) = S(f). Accordingly, Fourier transform of the unsymmetrized autocor-

relation function gives the unsymmetrized (quantum) power spectral density,

o

SU(f) = /_ dr exp(—i2m f) (MO)A(7)) . (A.4)

o0

Since the (A\(0)A(7)) is in general a complex number, SU(—f) # SY(f). SY(f)
(SU(—)) is spectral density of the positive (negative) mode, which can be related to
the absorption (emission) spectra by the noise sources. Therefore, the relaxation and

excitation rates of the two-level system in consideration are related to them,

I'_ x SU(I/ol) s
Ty o SY(~mn) (A.5)

where vp; is the frequency splitting between the two levels. In the fluctuation-

dissipation theorem [130, 34], for an environment at an equilibrium temperature of

T,

Therefore, it can be derived that

hf
2%, T

S() = 5(89(F) +8°(~1) = () coth( 1Ly (A7)

where J(f) = 2(SU(f) — SY(=f)) = [ dr exp(—i2nf7) LA(0)A(r) — A(T)A(0))
is the Fourier transform of the anti-symmetrized autocorrelation function (average
commutator, anti-Hermitian), which represents an imaginary part of the a heat bath

susceptibility, J(f) = x"(f) [22, 131].
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Appendix B

Definition

In this appendix, i clarify several confusions arising from different definitions of power
spectral density (PSD). The definition followed in this thesis is the symmetrized bilat-
eral PSD, i.e., type-I Fourier transform of the symmetrized autocorrelation function,

in which the correlator w(t) is expressed in unit of angular frequency:

S(f) = /_ " dt exp(—i2n ft) %{w(o)w(t) + w(t)w(0)) (B.1)

where R(t) = $(w(0)w(t) + w(t)w(0)) is the symmetrized autocorrelation function,

and simplifies to the regular autocorrelation function (w(0)w(t)) for classical noise.

By using the angular-frequency correlator, the PSD is in unit of rad/s and we

would have a concise and universal rate-PSD relation,
1
where we have matched pairs such as
>‘:1a f)\zuq; /\2307 f)\:07 )\le, f)\:l/R' (B3)

Therefore, it is naturally convenient to use the definition in Eq. (B.1). We will take

it as the standard definition.
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B.1 Confusion about Correlator

If we keep the standard definition unchanged, but express the correlator by another
corresponding physical quantity A, a prefactor of (dw/0A)* (sensitivity) should be
attached. For example, if the correlator in the statistical-average brackets is a quantity

in unit of frequency, v, we then have

S(f) = (2n)? /00 dt exp(—i2n ft) é(z/(O)l/(t) + v(t)v(0)) (B.4)

—o0

which is the same as Eq. (2.27), and widely used in this thesis. Similarly, if the
correlator is an energy term, a prefactor is then 1/A*. Also, (9w/3®)? for magnetic

flux.

After all, no matter what correlator is used in the correlation function, a sensitivity-
squared prefactor should be multiplied to translate into a PSD equivalent to the one

in Eq. (B.1), so that it can be directly related to the measured decay rates (Eq. (B.3)).

B.2 Confusion about Fourier Transform

There are usually two types of Fourier transform (from ¢t to f), type-I,

X(f) = /00 dt exp(—i2n ft) z(t) , (B.5)
and type-II,
X(f) = 517}—/ dt exp(—i2n ft) z(t) . (B.6)

Type-I is more widely used. Some examples are found in [57, 48, 115, 44]. However,
sometimes type-II is also used, as in [65, 46, 66, 21]. The PSD defined with type-
IT Fourier transform is related to the standard one by S"(f) = %S (f). Since the

measured decay rates always have the same value, the rate-PSD relation (Eq. (B.2))
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for type-II PSD becomes
Tx=7S"(fx) (B.7)

an expression often seen in many literatures.
If unilateral PSD is used (doubling the PSD), another “2” factor should be added
on the r.h.s. of the rate-PSD relations (Eq. (B.2) and Eq. (B.7)). The variation is

summarized in Table. B.1.

Type-1 F.T. Type-11 F.T.
bilateral I'y = %S(f)\) 'y =75(fy)
unilateral Iy =35(fr) Iy =3S(f)

Table B.1: Rate-PSD relation for different definitions of Fourier transform (F.T.).

B.3 Confusion about Frequency Representation

Sometimes the PSD function is expressed by the angular-frequency argument, S(w),
as did in [46, 115, 21]. However, no matter how the argument changes, one should
keep in mind that the PSD is always equivalent to that defined in Eq. (B.1).

For the example of 1/f noise, assume S(f) = A/f. If expressed by w = 2nf,
S(w) = A’'Jw, where A’ = 2rA. Usually, people in the community report A or A’
inexplicitly. In addition, if the PSD is also defined with type-II Fourier transform,
SN w) = A'/w/2n = A/w. Therefore, the type-Il 1/f-noise PSD in argument of w
coincidently gives the same “A” as the standard PSD (type-I, in argument of f). An
example of this coincidence can be found between [66, 21] and [44].

When reporting or comparing the result, one should be careful about the definition

in use. Otherwise, a factor of 2 might easily kick in.
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Appendix C

Correction Factor from Quasistatic

Noise

Sec. 2.5.3 described how quasistatic noise determines the free-induction pure dephas-
ing. Now we turn to its effect on the repeated fixed-time (74) free-induction spec-
troscopy.

With our single-shot scheme, each element of the binary time series {z,} is a
Bernoulli random variable z, with expectation value given by the switching probabil-

ity Psws which we now denote as
Y = + a(0) sin z,,. (C.1)

This function has a non-linear dependence on z,, = 27dv, 7y, the phase accrued during
To, Where dv,, is the average fluctuation of the transition frequency at time step n.
This phase z,, in turn, has noise contributions from two distinct frequency intervals,
“1” and “2.”

We denote as “interval 1”7 the frequencies which we can resolve by taking the
Fourier transform of the series {z,}, of total length Nt,, and step size trep = 2ms,
ie. from 1/tyy = 1/Ntwep ~ 1072Hz to 1/2tseq = 1/2tep =~ 250Hz (or with the
interleaving method up to 1/4¢,., = 125 Hz). The noise within this interval has zero

mean and variance o?.
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In addition, there is a contribution from the quasistatic noise in “interval 2,” which
is the range from 1/2t,., to 1/7; see Fig. C-1. This noise cannot be resolved, but
acts in aggregate and leads to dephasing, e.g. in a Ramsey-fringe experiment. It has

zero mean and variance oz.

At each time step n, the element z,, is subject to noise contributions from both
intervals, and their variances add up to o2 = 0% + o3. We write z,, = u, + v,, where
u and v refer to the noise originating in intervals 1 and 2, respectively. Here u,
has correlations between the different time steps n due to the memory effect of the
1/f noise; on the other hand, v, is incoherent and can be taken as a Gaussian i.i.d.

random variable.

While it is impossible to unequivocally infer z, from the measured z, at each
instance n, we can infer statistical properties of {z,}, such as its correlations and
spectral density, up to the frequency f = 1/2t,,, which can approach 1/7y. This
is advantageous compared to the ensemble-averaging method, which has a longer

acquisition time tooq = Mt,ep.

We can write the m # n autocovariance function for Az, = z, — (z,) as
(Azm Azp) = (AU, Ay,) = a2{sinz,, sin x,,) ~ (C.2)

~ 02Ty Tn) = a2 (U, Un).

The first equality holds because the Bernoulli trials are independent, and the last
equality is the consequence of v, being i.i.d., which implies (up,v,) = (v v,) =
0. The third step is an equality only when |z,| < 1; when o, is large, e.g. at
higher temperatures, or when we use a larger free-induction time 7 to decrease the
statistical noise level, the variation of xz, can be large, and then this is not a good
approximation. Instead of approximating, however, we can compensate the result for

the sine nonlinearity. Expanding the correlator (Ay,,Ay,), we obtain

(sin z,, sin z,,) = (Sin(um + vn,) sin(u, + v,)) = (C.3)
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Figure C-1: Sketch of the PSD, indicating the frequency intervals resolved by
the ensemble-averaging and single-shot schemes. Here t; is the total length of
the recorded time-evolution trace (can be several minutes to hours); tpeq = 1 ~
10s is the acquisition time per measured point in time-domain experiments such
as free-induction decay; t, = 1 ~ 2ms is the repetition time (the acquisi-
tion/collection/sampling time in the single-shot scheme); and 7y ~ 1 us is the typical
pulse spacing.

= ((Sin Uy, COS Uy, + COS Uy, SIN Uy ) (M — ).

Since sine is an odd function and v, is a zero-mean, Gaussian i.i.d. variable, (sinv,, ) =
0, and (C.3) becomes

(Sin U, COS Uy, SIN Uy, COS V) = (C.4)
= (COS Uy ) {€OS Uy, ) (81N Uy, SIN U ).
The cosine factors depend on noise in interval 2, i.e., above the sampling frequency.

This is similar to dephasing due to quasi-static noise, which acts uniformly on all the

samples in time (incoherent averaging over a distribution of the noise), and leads to
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Gaussian decay functions
<COS Um,n> = eXp(—»UgToz/Z). (05)

For the sine factor, the noise is from interval 1, i.e., it is resolved by our sampling,
and therefore is not uniform. The process is a combination of ensemble-averaged
incoherent noise and a frequency-dependent filtering due to the (m — n)t,, time
difference in the correlator. Evaluating this factor, we obtain Gaussian damping of a

hyperbolic-sine function of the correlator,
(sin U, sin uy,) = (C.6)

= //dumdun sin uy, sinu, N(0,0) =
= exp(—0i72) sinh({(umu,)),

where the integral is taken over a two-dimensional normal distribution N(0, o) with
zero mean and correlation matrix ¢ = {0m, 0n, Oma}. (The distribution widths are
equal, 0, = 0y, and g, = (Upuy) is the correlation function.)

The correlator (C.2) finally becomes

(AzpAzy) = (C.7)

= af exp(—oi7g) exp(—o2rd) sinh((umuy)).

Note that no approximation has been made so far. If the noise correlation due to
1/f-type noise is small, as in our case where exp(o?72) < 10, we can neglect the
frequency-dependent filtering effect and approximate sinh({(umtn)) = (Umi,)-

Now remains only the determination of the correction factors, which we know
from the calibration measurement, exp [(67 + 03)72] = (ao/a(70))%, where we identify

a(70)/a0 = h(1y) (Eq. 2.43), so that, finally,

(Umln) = (AznAz,)/ (G(To))2. (C.8)
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We note that it resembles the signal damping due to dephasing in a Ramsey fringe.

Therefore, the correction factor is (a(7)/a(0))?.
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