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Abstract

In multi-agent applications it is often the case that not all information is equally valuable to the missions, and agents are typically resource limited. Therefore it is important to ensure that the resources are spent on getting and conveying valuable information. This thesis presents efficient distributed sensing and planning algorithms that improve resource planning efficiency by taking into account the obtainable Value of Information (VoI) and improve distributed sensing efficiency by ensuring agents only broadcast high value measurements.

The first result focuses on communication efficient distributed sensing algorithms. In particular, agents broadcast their measurements only when the VoI in their measurements exceeds a pre-defined threshold. The VoI threshold is further adaptively adjusted to better balance between the communication cost incurred and the long-term accuracy of the estimation. Theoretical results are presented establishing almost sure convergence of the communication cost and estimation error for distributions in the exponential family. Moreover, an algorithm that automatically forgets old information is also developed to estimate dynamically changing parameters. Validation through numerical simulations and real datasets show that the new VoI-based algorithms can yield improved parameter estimates than those achieved by previously published hyperparameter consensus algorithms while incurring only a fraction of the communication cost.

The second result focuses on efficient distributed planning algorithms. In particular, in a system with heterogeneous agents, a coupled planning framework is presented that evaluates the sensing/exploration activities by the improvement on mission returns. Numerical results shows that the coupling between exploration and tasking agents encourages better cooperation between them, thus leading to better performance than decoupled approaches. A hardware testbed is developed to demonstrate the perfor-
mance improvements of the coupled approach in context of distributed planning with uncertain target classifications.
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Chapter 1

Introduction

The increasing availability of compact sensing and processing hardware is fueling a trend in which networks of multiple low-cost unmanned autonomous agents collaborate to perform complex missions [1, 2]. Examples of such missions include aerobiological sampling, persistent surveillance, formation control, distributed resource delivery, and target positioning [3, 4, 5, 6, 1]. While low-cost agents have the potential to yield benefits such as scalability, cost-saving, and resiliency, these agents typically have limited on-board resources, such as computation ability, communication bandwidth, and fuel. Hence, efficient distributed algorithms are needed to ensure that agents can optimally utilize the limited resources to finish their missions, especially in environments with uncertainties.

This thesis focuses on sensing and planning algorithms for multi-agent distributed systems. The tasks in these systems often require the agents to collaboratively sense, estimate, or reach agreement on global parameters/states, such as the states of the environment or shared variables related to task settings and assignments. However, it is often the case that the agents only have limited observability of these parameters, and are constrained in the communication and computation resources. Therefore, efficient algorithms are needed. These algorithms should be able to better use exploration resources to sense the parameters, and use the information gathered to do improve planning. The first key focus of this work is to efficiently use resources to estimate system parameters and the second key focus is to utilize inter-play between
exploration and tasking agents, so information gathered by exploration activities can better benefit the missions of the tasking agents.

1.1 Literature Review

1.1.1 Distributed Sensing

Tasks in cooperative missions often require the agents to collaboratively sense, estimate, or reach agreement on global parameters/states, such as the states of the environment or shared variables related to task settings and assignments [7, 8, 9, 10, 11]. This problem becomes more challenging when there are uncertainties in the environment and there are limited resources. Hence, efficient distributed inference algorithms are needed to ensure that agents can optimally utilize the limited on-board resources while collaboratively estimating global parameters/states.

Many distributed estimation algorithms use the notion of *consensus* to estimate the parameters/states of interest (e.g., [11, 12, 13, 10, 14, 15, 16]). In a typical consensus algorithm, an agent attempts to reach an agreement with its neighbors by performing a sequential update that brings its estimate closer to the states/parameters of (a subset of) all of its neighbors. This process asymptotically converges to the average of all agents’ states/parameters under mild assumptions on the connectivity of the communication network formed by these agents. For example, Figure 1-1 depicts a situation in which several networked agents are estimating the distribution of a set of parameters $\theta$. In a consensus framework, all agents would communicate their local parameters to reach consensus on a global estimate. The advantages of a consensus-based approach is that it is fully decentralized, and often requires little computational effort by each agent. However, reaching consensus requires repeated and continuous communication, which can be resource-intensive and it is often the case that not all agents have valuable information to contribute at all times (e.g., the updated states/parameters after new measurements are obtained may not be sufficiently different from the preceding states/parameters, or not all agents are in a good
Figure 1-1: Agents communicate local estimates $P(\theta|\omega)$ to estimate global parameter of interest $\theta$. A consensus based algorithm requires all agents to communicate their estimates at all times to guarantee asymptotic convergence. However, note that if only two agents (e.g. the dark colored ones) have valuable information, then requiring all the other agents to keep communicating will result in wasted resources. (position to take useful measurements). Thus, requiring all agents to communicate at all times can result in unnecessary communication that clutters the network with marginally useful information.

Revisiting Figure 1-1, we note that if only two agents (dark colored ones) have valuable information, then requiring all the other agents to keep communicating will result in wasted resources. One way to prevent network clutter is to censor (stop) uninformative agents from communicating. However, the consensus framework does not easily allow for dynamic censoring of uninformative agents. This possibly inefficient use of communication resources (and thus energy) could make the implementation of the standard consensus based algorithms difficult in real-world applications.

Another set of algorithms for distributed sensing relies on distributed Bayesian inference using graphical models (e.g., [8, 17, 7, 18]). In graphical model based algorithms, agents build local probability models on the parameters of interest. When
new measurements are observed, agents propagate messages between each other to
update their probability models utilizing a priori known information about correlations between each other’s probability models. Graphical model based algorithms are only guaranteed to work well on acyclic networks, because in that case there is only one path between any two agents, which guarantees that the messages are not duplicated. For an arbitrary network, one needs to use approximate algorithms (e.g., [19, 20, 21, 22, 23]), or implement additional algorithms to restructure the network into an acyclic network [24], which brings in extra complexity.

Many authors have explored the notion of censoring agents/measurements based on some VoI metric to reduce communication cost [25, 26, 27, 28, 29, 30, 31]. Censoring has been mainly explored for centralized estimation frameworks [26, 27]. Cetin et al. have explored censoring in decentralized graphical model-based inference frameworks in the context of a data association problem [25]. In that work, messages are communicated only when the content exceeds a preset VoI threshold. The authors numerically show a significant reduction in communication cost by trading off some estimation accuracy but the paper does not provide theoretical insights on how to choose the VoI threshold.

In contrast, there appears to have been limited work on improving communication efficiency using censoring in the consensus literature. One possible reason for this is that it is not easy to directly apply censoring, such as in [25], to consensus formulations. Censoring agents would result in a dynamic network topology, which could adversely affect the convergence of baseline consensus-based algorithms. In particular, Oliva et al. have stated that adding an agent to a network engaged in consensus would still guarantee convergence to the unbiased global estimate, which is desirable, however, removing an agent from the network introduces a bias [32]. Saligrama et al. introduced a random censoring algorithm aimed at reducing communication cost in consensus based algorithms. In their algorithm, each agent randomly selects a neighbor and passes to it a “transmission permit (token)” [33]. In this way, the communication cost is reduced because not all agents are selected to communicate at
all times. However, that work shows that consensus with only a subset of neighbors communicating takes longer to converge.

### 1.1.2 Planning with Heterogeneous Agents

Multi-agent missions also require high-level autonomous planning algorithms that coordinate agents with different abilities. These algorithms need to be robust to environmental uncertainties and use information from communication with other agents to avoid conflict and improve performance. Example scenarios include target localization/classification in unknown fields. The problem becomes more challenging when the system has heterogeneous agents with different abilities, in particular, some of the agents are able to finish missions while others can explore the environment to reduce uncertainty.

Agent allocation is traditionally modeled as mathematical programming problems [34, 35, 36]. In particular, robust optimization and stochastic programming techniques are used to deal with parametric uncertainty [37, 38, 39, 40]. Many authors have applied robust optimization techniques to agent planning problems [41, 42, 35]. These frameworks are more robust to environment uncertainties, but typically assume that the uncertainty does not change during the mission. However, it is often the case that in a heterogeneous team, there are some agents that are capable of sensing mission parameters and developing better understanding of the mission environment. The problem of managing agents/sensors to optimally reduce uncertainties in targets/environment is well-studied in sensor management literature [43, 44, 45, 46, 47]. However, in heterogeneous planning problems, the main goal is to maximize the mission return instead of purely reducing uncertainty. Therefore assignments only based on uncertainty reduction can potentially lead to resource waste on highly uncertain but low rewarding missions.

There is relatively limited work that couples uncertainty reduction into distributed multi-agent planning to increase mission returns in a scalable way. Bertuccelli proposed a planning algorithm based on integer programming [35, 48] that establishes a coupling between the exploration and exploitation of missions by a team of het-
erogeneous agents. That work is limited only to uncertainties that have a Gaussian distribution of the potential mission reward. While Gaussian distribution is a good model of uncertainty for measurement noise of continuous states such as positions, orientations and velocities, it cannot well represent discrete uncertainties such as the uncertainty in the category of the mission type. Figure 1-2 depicts a typical situation in which agents (triangles) need to be assigned to targets (circles) that fall into the various category. The uncertainty in this case is the agents’ prior guess on which target falls into what category before any measurements are taken, shown as histogram of probability distributions of different categories. In this situation, Gaussian noise would not be the best descriptor of the uncertainty.

1.2 Contributions

This research is motivated by the need to develop more efficient algorithms that are energy efficient and highly scalable for performing distributed estimation and planning than those currently available. The contributions are listed below.
• Distributed Sensing

- A Value of Information based Distributed Sensing (VoIDS) algorithm that censors marginally useful information from cluttering the network is developed

- An Adaptive VoI based Distributed Sensing (A-VoIDS) algorithm that dynamically change VoI threshold to balance communication cost and long-term estimation error is developed

- A Dynamic VoI based Distributed Sensing (Dynamic-VoIDS) algorithms that can estimate dynamically changing parameters is created.

- The performance of VoI based sensing algorithms is compare with currently existing distributed sensing algorithms by both simulated as well as real-world data

- Theoretical bounds on asymptotic performance of VoIDS and A-VoIDS for distributions within exponential family is built

• Distributed Planning

- A Value of Information based Distributed Planning algorithm that couples the value of exploration activities into the mission return of tasking activities in a distributed system with heterogeneous agents is developed

- Numerical studies with a categorical uncertainty in tasks are conducted to compare performance of coupled and decoupled planning algorithms

- A hardware testbed is further built to evaluate these planning algorithms

The thesis is organized as follows: Chapter 2 introduces the background on information theory, Bayesian inference and graph theory, which will be used to build the mathematical models of the algorithms. Chapter 3 develops the Value of Information based algorithms in the context of distributed sensing problems. Chapter 4 presents the Value of Information based algorithms in the context of distributed planning problems. Finally Chapter 5 demonstrates the performance of algorithms
developed in Chapter 3 and Chapter 4 by numerical studies on both simulated as well as real-world data. Preliminary results are presented in papers [49, 50, 51, 52].
Chapter 2

Background

This chapter introduces the required background to formulate the development of Value of Information based sensing and planning algorithms. In particular, it first presents the Bayesian inference, the exponential family, which is used to perform estimation in uncertain environments. Then it presents graph theories, which is used to model communication network of agents.

2.1 Bayesian Inference

2.1.1 Bayes’ Law

Bayesian framework is used to model the parameters of interest, because it can describe the uncertainty of parameters with probability distributions and sequentially update the distributions with measurements of the parameters.

Let $\theta \in \mathbb{R}^d$ denote the parameters of interest, $p(\theta)$ denote the prior distribution, and $z = \{z_1, z_2, \cdots, z_k\}$ denote a set of measurements with the likelihood $p(z|\theta)$. Bayes’ theorem states that the posterior distribution $p(\theta|z)$ is (e.g., [53]):

$$p(\theta|z) = \frac{p(z|\theta)p(\theta)}{\int p(z|\theta)p(\theta) \, d\theta} \quad (2.1)$$
Consistency is one of the basic metrics on performance of estimation problems. It describes when unlimited measurements are used to update the posterior, whether the estimate will converge, and what it will converge to [54].

**Definition 2.1** Assume the measurements are independent identically distributed (i.i.d.) drawn from the likelihood function \( p(z|\theta_0) \) with parameter \( \theta_0 \). The posterior distribution \( p(\theta|z) \) is said to be consistent at parameter \( \theta_0 \) if \( p(\theta|z) \) converges to Dirac delta function \( \delta(\theta_0) \) almost surely (a.s.) when the number of measurements that are used to update the posterior goes to infinity [54].

The Schwartz’s consistency theorem outlines a sufficient condition for consistency of Bayesian inference:

**Theorem 2.1 (Schwartz’s consistency theorem [54])**. Let \( p(x|\theta) \) be a class of probability distributions, \( p(\theta) \) be a prior on \( \theta \), and \( \{z_1, z_2, \cdots\} \) be i.i.d. measurements with likelihood function \( p(x|\theta_0) \). Suppose for every neighborhood \( U \) of \( \theta_0 \), every \( \theta \in U \) satisfies

\[
P \left( \theta : \int p(\theta_0) \log \frac{p(\theta_0)}{p(\theta)} d\theta_0 < \epsilon \right) > 0, \quad \forall \epsilon > 0
\]

then the posterior over \( \{z_1, z_2, \cdots\} \) is consistent at \( \theta_0 \).

Theorem 2.1 will be used in this paper to test the error of the Bayesian inference framework.

### 2.1.2 Exponential Family

In general, it is hard or nearly impossible to compute the posterior because the integral \( \int p(z|\theta)p(\theta) d\theta \) has no closed-form solutions. However, in the case of exponential family distributions, an easily computable closed-form posterior exists, which gives us an easy way of updating the posterior.

Let \( p(x|\theta) \) denote the probability distribution of random variables \( x \in \mathbb{R}^m \) under some appropriate measure \( h(dx) \), given parameters \( \theta \in \mathbb{R}^d \). The exponential family
is a set of probability distributions that follow the form [55]:

$$p(x|\theta) = \exp \left\{ \theta^T T(x) - A(\theta) \right\}, \quad (2.2)$$

where $T(x) : \mathbb{R}^m \rightarrow \mathbb{R}^d$ is the Sufficient Statistic or Potential Function, and $A(\theta) = \ln \int \exp \left\{ \theta^T T(x) \right\} h(dx)$ is the Log Partition or Cumulant Function. It is proven in [55] that $A(\theta)$ is positive, convex and in class $C^\infty$ within its domain that is well-defined.

The exponential family distributions always have conjugate priors that give closed-form posterior solutions [53]. The conjugate priors are also within the exponential family, with hyperparameters of dimension $d + 1$ [55]. Let $\omega \in \mathbb{R}^d$, $\nu \in \mathbb{R}$ denote the hyperparameters and $\Lambda(\omega, \nu)$ denote the conjugate prior’s Log Partition, then the conjugate prior $p(\theta|\omega, \nu)$ has the following form under appropriate measure $f(d\theta)$:

$$p(\theta|\omega, \nu) = \exp \left\{ \theta^T \omega - A(\theta) \nu - \Lambda(\omega, \nu) \right\}. \quad (2.3)$$

For the above exponential family likelihood and conjugate prior, the posterior $p(\theta|z, \omega, \nu)$ after $n$ measurements $z = \{z_i\}_1^n$ are observed always has a closed-form solution [56]:

$$p(\theta|z, \omega, \nu) = \exp \left\{ \theta^T (\omega + \sum T(z_i)) - A(\theta)(\nu + n), \right.$$  
$$\left. - \Lambda(\omega + \sum T(z_i), \nu + n) \right\}. \quad (2.4)$$

To simplify notation, define augmented vectors $\tilde{\omega} = [\omega^T, \nu]^T$, $\tilde{\theta} = [\theta^T, -A(\theta)]^T$ and $\tilde{T}(z) = \left[ (\sum T(z_i))^T, n \right]^T$. Then the prior and posterior can be rewritten as:

$$p(\theta|\tilde{\omega}) = \exp \left\{ \tilde{\theta}^T \tilde{\omega} - \Lambda(\tilde{\omega}) \right\}$$

$$p(\theta|z, \tilde{\omega}) = \exp \left\{ \tilde{\theta}^T (\tilde{\omega} + \tilde{T}(z)) - \Lambda(\tilde{\omega} + \tilde{T}(z)) \right\}. \quad (2.5)$$
It can be seen that the posterior has the same form as the conjugate prior, only with an additive update in the hyperparameters:

$$\tilde{\omega} = \hat{\omega} + \tilde{T}(z). \quad (2.6)$$

The following result can be proven from Theorem 2.1.

**Corollary 2.1** If the likelihood is within the exponential family and the prior is conjugate to the likelihood, then the Bayesian inference is consistent.

Corollary 2.1 indicates that when the distribution is within the exponential family, the Bayesian posteriors can get closer estimates of the true parameters by taking more measurements. It will be used to develop theoretical guarantees of the algorithms developed later.

### 2.2 Graph Theory

Graphs have been traditionally used to describe networked systems. It is also used to provide theoretical guarantees on the performance of these systems.

Let $G\langle v, E \rangle$ represent a graph. Set $v = \{1, ..., N\}$ denotes vertices. Set $E$ denotes edges, $E \subset v \times v$. When $(i, j) \in E$, vertex $j$ is called a neighbor of vertex $i$. The set of all of $i$’s neighbors is defined as vertex $i$’s neighborhood, denoted by $\mathcal{N}_i$. In real world applications, vertices can represent agents or sensors in a distributed system while edges can represent communication links between them. For example, vertex pair $(i, j) \in E$ if and only if the agents $i$ can communicate with, or otherwise sense, the state of agent $j$ [13].

One efficient way to represent a graph is adjacency matrix. Let $\mathcal{A} = \{a_{ij}\}_{N \times N}$ represent graph $G\langle v, E \rangle$. Element $a_{ij}$ is positive when $(i, j) \in E$, otherwise $a_{ij} = 0$.

$$\mathcal{A} = \{a_{ij}\}_{N \times N}, \quad a_{ij} \begin{cases} > 0 & \text{if } (i, j) \in E \\ = 0 & \text{if } (i, j) \notin E \end{cases} \quad (2.7)$$
<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kullback-Leibler</td>
<td>$D_{KL}(p</td>
</tr>
<tr>
<td>Renyi</td>
<td>$D_\alpha (p</td>
</tr>
<tr>
<td>Chernoff</td>
<td>$D_c (p</td>
</tr>
<tr>
<td>f-divergence</td>
<td>$D_f (p</td>
</tr>
<tr>
<td>Varational</td>
<td>$V(p</td>
</tr>
<tr>
<td>Matusita</td>
<td>$D_M(p</td>
</tr>
</tbody>
</table>

$p(x)$ and $q(x)$ are two probability distributions

Matrix $A$ is defined as stochastic matrix when $\sum_j a_{ij} = 1, \forall i$. It can be easily proven that a stochastic matrix always has an eigenvalue of 1.

### 2.3 Value of Information Metric

In estimation and inference problems, the idea of quantifying information dates back to Shannon’s information theory [57]. Motivated by Shannon’s entropy, Kullback and Leibler introduced the information measure on discrimination between two distributions, now known as the Kullback-Leibler (KL) divergence [58, 59]. Renyi generalized KL divergence by introducing an indexed family of similar divergence measures [60]. Chernoff independently introduced another family of information metric, known as Chernoff distance, which is different from Renyi divergence only by a multiplicative constant [61]. Further generalization beyond Renyi includes f-divergences (or Ali-Silvey divergences, [62]). These as well as some other metrics are listed in Table 2.1.

For planning problems, if the mission for the agents is to gather information to maximize uncertainty reduction, such as that in surveillance, tracking problems, then information metrics mentioned above can also be used to quantify planning performance [63, 64, 65, 66].
2.3.1 KL Divergence and Bayesian Inference

The metrics in Table 2.1 do not have closed-form solutions for general probability distributions. A VoI metric with a closed form solution is desirable, as it would allow VoI to be computed without requiring a costly sampling procedure. If the probability distribution is within the exponential family, Renyi divergence and related metrics have a closed-form solution, thus using Renyi divergence for VoI can help reduce computational cost. Note that KL divergence is Renyi divergence when $\alpha \to 1$. Here we pick KL divergence to be the metric on VoI in our problem. However, other VoI metrics can also be used with the algorithms developed later.

Recall that $p(z|\theta)$, $p(\theta|\hat{\omega})$ and $p(\theta|z, \hat{\omega})$ denote the likelihood, the prior distribution and the posterior distribution respectively. If the prior is conjugate to the likelihood as defined in (2.3), Nielsen and Nock show that the KL divergence between the prior and the posterior is [67]:

$$D_{KL}(p(\theta|\hat{\omega}) || p(\theta|z, \hat{\omega})) = \Lambda \left( \hat{\omega} + \tilde{T}(z) \right) - \Lambda (\hat{\omega}) - \tilde{T}(z)^T \nabla \Lambda (\hat{\omega})$$

where $\nabla$ represents gradient. Because $\Lambda(\hat{\omega})$ is in the class $C^\infty$ [55], $\Lambda (\hat{\omega} + \tilde{T}(z))$ can be expanded in a Taylor series around $\Lambda (\hat{\omega})$:

$$D_{KL}(p(\theta|\hat{\omega}) || p(\theta|z, \hat{\omega}))$$
$$= \Lambda \left( \hat{\omega} + \tilde{T}(z) \right) - \Lambda (\hat{\omega}) - \tilde{T}(z)^T \nabla \Lambda (\hat{\omega})$$
$$= \left\{ \Lambda (\hat{\omega}) + \tilde{T}(z)^T \nabla \Lambda (\hat{\omega}) + \int_0^{\tilde{T}(z)} (\tilde{T}(z) - x)^T \nabla^2 \Lambda (\hat{\omega} + x) dx \right\}$$
$$- \Lambda (\hat{\omega}) - \tilde{T}(z)^T \nabla \Lambda (\hat{\omega})$$
$$= \int_0^{\tilde{T}(z)} (\tilde{T}(z) - x)^T \nabla^2 \Lambda (\hat{\omega} + x) dx$$
$$= \frac{1}{2} \tilde{T}(z)^T \nabla^2 \Lambda (\hat{\omega} + \delta \omega) \tilde{T}(z)$$

(2.8)
where $\delta \tilde{\omega} \in [0, \bar{T}(z)]$. It is further proven in [55] that $\nabla^2 \Lambda(\tilde{\omega}) = \text{cov}(\tilde{\theta}|\tilde{\omega})$, therefore,

$$D_{KL}\left(p(\tilde{\theta}|\tilde{\omega})||p(\tilde{\theta}|z, \tilde{\omega})\right) = \frac{1}{2} \bar{T}(z)^T \text{cov}(\tilde{\theta}|\tilde{\omega} + \delta \tilde{\omega}) \bar{T}(z) \tag{2.9}$$

**Lemma 1** Assume the likelihood $p(x|\theta)$ is within the exponential family. Denote the conjugate prior as $p(\theta|\tilde{\omega})$, and posterior after taking $n$ measurements $z = \{z_i\}_{1}^{n}$ as $p(\theta|\tilde{\omega} + \bar{T}(z))$. If all measurements are i.i.d. drawn from a distribution with static parameter $\theta_0$, $z_i \sim p(x|\theta_0)$, then $\lim_{n \to \infty} \text{cov}(\tilde{\theta}|\tilde{\omega} + \bar{T}(z)) \to 0$ a.s.

**Proof 1** From corollary 2.1,

$$\lim_{n \to \infty} p(\theta|\tilde{\omega} + \bar{T}(z)) \to \delta_{\theta_0} \text{ a.s.}$$

Then,

$$\lim_{n \to \infty} \text{cov}(\tilde{\theta}|\tilde{\omega} + \bar{T}(z)) = \lim_{n \to \infty} \int \left[ \tilde{\theta}^2 - (\mathbb{E}\tilde{\theta})^2 \right] p(\theta|\tilde{\omega} + \bar{T}(z)) df(\theta).$$

$$\to \int \left[ \tilde{\theta}^2 - (\mathbb{E}\tilde{\theta})^2 \right] \delta_{\theta_0} df(\theta) \text{ a.s.}$$

since $\tilde{\theta}$ is a function of $\theta$ and $\theta_0$ is a static parameter,

$$= \tilde{\theta}_0^2 - (\mathbb{E}\tilde{\theta}_0)^2 \text{ a.s.}$$

$$= 0 \text{ a.s.}$$

\[\blacksquare\]

### 2.3.2 Pre-active Planning

For planning problems, when the mission return is not directly measured by uncertainty, entropy and divergence is not long a good candidate to evaluate information. For these cases, there is relative limited work on how to connect information gathering to agents assignments. In Bertuccelli’s work [48], the mission goal is to maximize re-
wards by doing tasks at targets, and the potential reward at a target is characterized by a Gaussian random variable $C$ with mean $\mu$ and variance $\sigma^2$, $C \sim \mathcal{N}(\mu, \sigma^2)$. The planner generates plans that maximizes score $c = \mu - \sigma$. When measurements are taken, the distribution of $C$ becomes $C \sim \mathcal{N}(\bar{\mu}, \bar{\sigma}^2)$ and the score becomes $c = \bar{\mu} - \bar{\sigma}$.

The value of these measurements are the increase in mission scores $\bar{\mu} - \bar{\sigma} - (\mu - \sigma)$.

Similarly with Bertuccelli’s work [48], information gathering is connected to mission goals by assigning exploration resources based on increase of mission return.

Assume for now discrete time steps and they are index by an integer $t$. At time $t$, let $C_{i,t}$ denote the score distribution of target $i$. If a measurement $z_{i,t}$ of this target is taken, the posterior score distribution, or the score distribution at time instant $t + 1$ is the following by Bayes law:

$$
p(C_{i,t+1}) = \frac{p(z_{i,t}|C_{i,t})p(C_{i,t})}{\int p(z_{i,t}|C_{i,t})dp(C_{i,t})} 
$$

(2.10)

Let $f()$ denote a mapping from the probability distribution of mission returns to a utility score. $f()$ should reflect the value of doing missions, therefore higher expectation and lower uncertainty should leads to bigger $f()$. For example, in [48], $f(C) = \mu - \sigma$, where $C \sim \mathcal{N}(\mu, \sigma^2)$. In general, $C_{i,k+1}$ is a function of $z_{i,t}$, therefore $f(C_{i,t+1})$ is also a function of $z_{i,t}$. During the planning stage, $z_{i,t}$ is not available since the measurement is not actually taken yet. A widely used technique in sensor management literature [43, 44, 45, 46, 47] is to consider all possible outcomes of $z_{i,t}$ and compute expected $f()$ on $z_{i,t}$, denoted as $\mathbb{E}f(C_{i,t+1})$:

$$
\mathbb{E}f(C_{i,t+1}) = \mathbb{E}[f(C_{i,t}|z_{i,t})] = \int f(C_{i,t}|z_{i,t})dp(z_{i,t})
$$

(2.11)

where $p(z_{i,t}) = \int p(z_{i,t}|C_{i,t})dp(C_{i,t})$. Probability $p(z_{i,t}|C_{i,t})$ represents the measurement model, it gives the likelihood of observing score $z_{i,t}$ when the true score is $C_{i,t}$. For example, if the measurement has Gaussian noise, $p(z_{i,t}|C_{i,t}) \sim \mathcal{N}(C_{i,t}, \sigma^2)$.

If an exploration agent is assigned to take measurements of a target, the potential score to do a mission at this target will change from $f(C_{i,t})$ to $\mathbb{E}f(C_{i,t+1})$. The value of information obtained by assigning an agent to explore this target is then
the increment in the score function: $\mathbb{E} f(C_{i,t+1}) - f(C_{i,t})$. This notion of value of information based pre-active planning can be used to encourage cooperation between heterogeneous agents in a distributed system and improve mission returns.

2.4 Summary

This chapter stated how to collect information and do inference under uncertain environment. Value of Information (VoI) metrics are built to measure the effectiveness of measurement activities. These metrics will be used to guide sensing and tasking activities of agents, which will be articulated in Chapter 3 and Chapter 4.
Chapter 3

Value of Information Based Distributed Sensing

This chapter develops the algorithms for distributed sensing problems. In particular, Value of Information based Distributed Sensing (VoIDS) measures the value in new information and selectively share only important messages among the network. However, there exists a trade-off between estimation error and communication cost, therefore Adaptive VoIDS (A-VoIDS) is developed to balance this trade-off by adaptively adjusting the VoI threshold. Furthermore, to deal with dynamically changing parameters, a dynamic VoIDS filter is developed.

Algorithms are tested with simulated data as well as the Intel Data temperature data. Theoretical bounds of VoIDS and A-VoIDS are given to establish almost sure convergence of estimation error and communication cost.

3.1 Distributed Algorithms

First some assumptions used by different distributed inference algorithms are described. Algorithms developed later depend on several or all of these assumptions.

Assumption 1 Graph $G$ is strongly connected. That is, for every vertex pair $(i,j)$, there exists a path from $i$ to $j$, which can be formed using elements in $E$. 
Algorithm 1 Full Relay

1: initiate global priors \( p(\theta) \)
2: for \( t \) do
3: for each agent \( i \) do
4: take measurement \( z_i[t] \)
5: broadcasts \( z_i[t] \) to neighbors
6: relay received new message \( z_j[t] \) to neighbors
7: for each broadcast message \( z_i[t] \) do
8: update the global posterior \( p(\theta|z_i[t]) \) (2.1)
9: end for
10: end for
11: end for

Assumption 2 Every agent has a unique identifying label that it can transmit to differentiate its message from others.

Assumption 3 Relaying a message is much faster than obtaining a local measurement, processing it, and then broadcasting it.

Assumption 4 The network topology is known. Or the graph can be uniquely specified.

3.1.1 Full Relay

Based on Assumptions 1–3, a naive method for distributed inference is that every time an agent gets a new measurement, it broadcasts the measurement to all of its neighbors. Furthermore, each agent relays messages for other agents. In this way, all agents have access to all the information from others, essentially allowing every agent to act as the center of the network.

Assume that the network is synchronized and the time is indexed by an integer \( t \in \mathbb{N} \). Let \( m_i[t] \) denote the number of measurements agent \( i \) gets at \( t \), and \( z_i[t] = \{z_i^1[t], z_i^2[t], \ldots, z_i^{m_i[t]}[t]\} \) denote the measurements agent \( i \) takes at \( t \), the Full Relay algorithm is given by Algorithm 1. It should be noted that this algorithm can be easily extended to asynchronous scenarios.
**Cost:** The Full Relay algorithm makes a copy of all measurements over each agent. This could lead to big waste in communication resources. Assume that the cost for an agent to broadcast one message to its neighbors is 1 unit. At every time step, each agent needs to broadcast its own message and relay messages for all other agents. The total number of messages every agent sends out at $t$ is $N$. The step communication cost at each time $t$ (total number of messages sent out by all agents at $t$) is therefore $N^2$.

### 3.1.2 Hyperparameter Consensus

In consensus-based methods, each agent computes an average value between its own estimation and estimations from its neighbors. At each time step, an agent only sends out its local estimate instead of relaying all messages for others. Consensus algorithms are proven to asymptotically converge to global averages (e.g., [68, 11, 12, 13]).

One example of the consensus-based algorithms is Fraser et al.’s Hyperparameter Consensus (HPC) [15]. HPC works on parameter distributions in the exponential family, and performs consensus on hyperparameters. In addition to Assumptions 1 and 2, this algorithm further assumes that the network topology is known. This assumption can be restrictive in some scenarios, but can be relaxed by using topology identification algorithms (e.g., [69, 70, 71]).

Notations $t$ and $z_i[t]$ are defined the same as in Section 3.1.1. Let $\tilde{\omega}_i[t]$ denote the augmented local hyperparameters of agent $i$ at $t$. Further let $\beta = \{\beta\}_1^N$ denote the eigenvector of eigenvalue 1 of the corresponding adjacency matrix of the network graph; the algorithm is provided in Algorithm 2. Ref. [15] proves that the HPC posterior will asymptotically converge to the centralized Bayesian posterior.

**Cost:** Noting that at each time step, each agent sends out only one message containing an update of its local hyperparameters, the step communication cost of all agents at time $t$ is $N$. 
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Algorithm 2 Hyperparameter Consensus

1: initiate hyperparameters \( \hat{\omega}[0] \)
2: for \( t \) do
3: for each agent \( i \) do
4: take measurement \( z_i[t] \)
5: compute \( T(z_i[t]) \)
6: compute local hyperparameters
7: \( \hat{\omega}_i[t] = \hat{\omega}_i[t] + \frac{T(z_i[t])}{\beta_i} \)
8: run consensus algorithm
9: \( \hat{\omega}_i[t+1] = \hat{\omega}_i[t] + \epsilon \sum_{j \in \mathcal{N}_i} (\hat{\omega}_j[t] - \hat{\omega}_i[t]) \)
10: end for
11: end for

3.1.3 Random Broadcast

In order to avoid network-wide communication at all times, a random censoring procedure can be used. At every time step, each agent randomly becomes active and sends messages to others. The idea is similar to that in [33] in which each agent randomly select a neighbor to pass a communication token to.

After recording a measurement \( z_i[t] \), instead of broadcasting it immediately, agent \( i \) stores it in a local buffer. Define \( S_i[t] \) as the sum of the Sufficient Statistic of buffered measurements, \( n_i[t] \) as the number of buffered measurements of agent \( i \) and \( \tilde{S}_i[t] = [S_i^T[t], n_i[t]]^T \). Agent \( i \) sends out a message containing \( \tilde{S}_i[t] \) only when a locally generated random number between \([0, 1]\) exceeds a predefined threshold \( \varepsilon \). The algorithm is described in Algorithm 3.

Cost: Noting that at each step the probability for an agent to send a message is \( \varepsilon \), on average there will be \( \varepsilon N \) agents broadcasting messages. Each message will be relayed by all the other agents, therefore on average the step communication cost would be \( \varepsilon N^2 \). As all agents have a chance to send out their messages, the estimation error is continuously decreasing. By choosing smaller \( \varepsilon \), the communication cost would be reduced. However, the convergence rate could also be reduced as agents communicate less frequently [33].
3.2 Single Agent

Here a network with only a single agent is used to show how VoI can be applied to improve the efficiency of distributed sensing. The VoI based Decentralized Sensing (VoIDS) algorithm for multiple agent network will be given in the next section.

At time $t$, the hyperparameter of the conjugate prior is:

$$\tilde{\omega}[t - 1] = \tilde{\omega}[0] + \hat{T}(\tilde{z}[1 : t - 1]) \quad (3.1)$$

Assume the agent takes $n[t]$ measurements $\tilde{z}[t]$, $|\tilde{z}[t]| = n[t]$. The following theorem formalizes the intuitive notion that as an agent takes more measurements, its estimate of the parameters improves, while the VoI in the new measurements $\tilde{z}[t]$ decreases to zero.

**Theorem 3.1** Consider a single agent that takes a finite measurement at every time instance $t$ and all the measurements are i.i.d. drawn from an exponential distribution with static parameters $\theta_0$. At time $t$, define $V[t]$ as VoI of new measurement.

---

**Algorithm 3 Random Broadcast**

1: initiate hyperparameters $\tilde{\omega}[0]$
2: for $t$ do
3: $\tilde{\omega}[t] = \tilde{\omega}[t - 1]$
4: for each agent $i$ do
5: take measurement and update local buffer
6: $\tilde{S}_i[t] = \tilde{S}_i[t - 1] + \hat{T}(z_i[t])$
7: if random number bigger than threshold $\varepsilon$ then
8: broadcasts $\tilde{S}_i[t]$
9: reset local buffer: $\tilde{S}_i[t] = 0$
10: end if
11: relay received new message $\tilde{S}_j[t]$ to neighbors
12: end for
13: for each broadcast message $\tilde{S}_j[t]$ do
14: update the global posterior
15: $\tilde{\omega}[t] = \tilde{\omega}[t] + \tilde{S}_j[t]$
16: end for
17: end for
z[t], i.e., the KL divergence between the conjugate prior and posterior at t, then
\[ \lim_{|z[1:t-1]| \to \infty} V[t] \to 0 \text{ a.s.} \]

**Proof 2** From (2.9),
\[
V[t] = \bar{T}(z[t])^T \text{cov}(\bar{\theta}|\bar{\omega}[t] + \delta \bar{\omega})\bar{T}(z[t]) \\
= \bar{T}(z[t])^T \text{cov}(\bar{\theta}|\bar{\omega}[0] + \delta \bar{\omega} + \bar{T}(z[1:t-1]))\bar{T}(z[t]) \\
\delta \bar{\omega} \in [0, \bar{T}(z[t])] 
\]

Given finite measurements \( z[t] \), *Sufficient Statistic* \( T(z[t]) \) is finite, so vector \( \bar{T}(z[t]) = [T(z[t])^T, 1]^T \) is also finite. Furthermore, from Lemma 1, \( \lim_{|z[1:t-1]| \to \infty} \text{cov}(\bar{\theta}|\bar{\omega}[0] + \delta \bar{\omega} + \bar{T}(z[1:t-1])) \to 0 \) a.s. Hence
\[
\lim_{|z[1:t-1]| \to \infty} \bar{T}(z[t])^T \text{cov}(\bar{\theta}|\bar{\omega}[t] + \delta \bar{\omega})\bar{T}(z[t]) \to 0 \text{ a.s.} 
\]
that is \( \lim_{|z[1:t-1]| \to \infty} V[t] \to 0 \) a.s. \[\blacksquare\]

Now consider the case in which the agent does not update hyperparameters immediately after taking a new measurement, but instead stores the measurement in a local buffer and calculates the VoI first. The posterior is updated only when the VoI of the buffered measurements exceeds a threshold \( V^* \). Denote \( n[t] \) as the number of buffered measurements at \( t \), \( S[t] \) as the sum of the *Sufficient Statistic* of buffered measurements, and \( \bar{S}[t] = [S[t]^T, n[t]]^T \). Define \( t_k \) as the \( k^{th} \) time the agent updates the posterior. This process is described in Algorithm 4.

The following result guarantees that if an agent uses Algorithm 4 for inference, then the frequency of the posterior updates will decrease with time, because the VoI of new measurements will decrease with time due to Theorem 3.1.

**Theorem 3.2** Consider the case where a single agent takes one measurement \( z[t] \) at every time instance \( t \) and does inference according to Algorithm 4. Assume all the measurements are i.i.d. drawn from a static distribution with parameters \( \theta_0, \)
Algorithm 4 VoI based Sensing for a Single Agent

1: initiate hyperparameters $\omega[0]$
2: for $t$ do
3: $\omega[t] = \omega[t-1]$
4: take measurement and update buffer:
5: $\tilde{S}[t] = \tilde{S}[t-1] + \tilde{T}(z[t])$
6: calculate VoI:
7: $V[t] = D_{KL}(p(\theta|\omega[t]) || p(\theta)|\omega[t] + \tilde{S}[t])$
8: if $V[t] > V^*$ then
9: threshold reached, update posterior
10: $\omega[t] = \omega[t-1] + \tilde{S}[t]$
11: reset buffer
12: $\tilde{S}[t] = 0$
13: end if
14: end for

$z[t] \sim p(z|\theta_0)$. Let $t_k$ be the $k^{th}$ time the agent updates the hyperparameters, and $n[t]$ be the number of measurements buffered at $t$, then $\lim_{t \to \infty} n[t_k] \to \infty$ a.s.

**Proof 3** At time instant $t$, assume $t \in (t_{k-1}, t_k]$, where $t_{k-1}$ represents the last time the agent updated the posterior, and $t_k$ represents the next time the agent will update the posterior.

Furthermore, $n[t_k]$ represents the number of measurements in the buffer at time $t_k$, i.e. the measurements taken between $t_k$ and $t_{k-1}$. Since the agent only takes one measurement at every time step, $t_k = n[t_k] + t_{k-1}$. Therefore, $\lim_{t \to \infty} (n[t_k] + t_{k-1}) = \lim_{t \to \infty} t_k \geq \lim_{t \to \infty} t \to \infty$. We have either $\lim_{t \to \infty} n[t_k] \to \infty$ and/or $\lim_{t \to \infty} t_{k-1} \to \infty$.

(i) In the first case, $\lim_{t \to \infty} n[t_k] \to \infty$, the theorem holds.

(ii) Consider for the sake of contradiction that $n[t_k]$ is bounded, that is $\lim_{t \to \infty} n[t_k] \leq C < \infty$. In this case, it follows that $\lim_{t \to \infty} t_{k-1} \to \infty$. In other words, this means that at time $t_k$, the number of buffered measurements ($n[t_k]$) is bounded, but the number of measurements the agent has used to update the parameters at the previous step ($t_{k-1}$) goes to infinity. Since $t_{k-1}$ is unbounded, it follows from Theorem 3.1, $\lim_{t \to \infty} V[t_k] \to 0$ a.s., which means $P(V[t_k] > V^*) \to 0$. 
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Therefore, there does not exist a finite time $t_k$ such that $V > V^*$, hence $n[t_k]$ cannot be bounded, this is a contradiction.

Hence, it must follow that $\lim_{t \to \infty} n[t_k] \to \infty$ a.s.

3.3 VoI based Distributed Sensing (VoIDS)

In this section we develop the VoI based Distributed Sensing (VoIDS) algorithm for a network of multiple sensing agents.

In VoIDS, agents start with the same global prior. This can be accomplished by either externally setting a prior to all agents or through communication between the agents to agree on a global prior, as is done in most distributed sensing algorithms without censoring. Similar to the single agent case, upon obtaining a new measurement, agent $i$ records it into its local buffer instead of immediately broadcasting it to others. Denote $n_i[t]$ and $S_i[t]$ as number and sum of Sufficient Statistic of buffered measurements for agent $i$ at time $t$, and let $\tilde{S}_i[t] = [S_i[t]^Tn_i[t]]^T$. Denote $V_i[t]$ as the VoI of agent $i$'s buffered measurements at $t$.

The algorithm proceeds as follows. If $V_i[t]$ exceeds a predefined threshold $V^*$, agent $i$ labels itself as informative, otherwise it labels itself as uninformative. All informative agents broadcast a message containing $\tilde{S}_i[t]$ to their neighbors, then clear their local buffers and reset $\tilde{S}_i[t]$ to zero. Uninformative agents censor themselves from broadcasting their own measurements. All agents relay every message they receive from an informative agent or a relaying agent. Since each agent has a unique identifying label, it can be ensured that messages are not duplicated during relay. By Assumption 1, 2, and 3, all agents are guaranteed to get updates of all informative agents. Then they update their estimates of the global posterior by adding relayed updates to their hyperparameters. The process is described in an algorithmic form in Algorithm 5.

The next theorem shows that the interval between two updates for any agents will go to infinity a.s., which means the average communication cost of each step will approach zero a.s. when using Algorithm 5.
Algorithm 5 VoI based Distributed Sensing (VoIDS)

1: initiate hyperparameters \( \tilde{\omega}[0] \)
2: for \( t \) do
3:\hfill \( \tilde{\omega}[t] = \tilde{\omega}[t-1] \)
4: \hfill for each agent \( i \) do
5: \hfill take measurement and update local buffer
6: \hfill \( \tilde{S}_i[t] = \tilde{S}_i[t-1] + T(z_i[t]) \)
7: \hfill calculate VoI of current buffer
8: \hfill \( V_i[t] = D_{KL}(p(\theta|\tilde{\omega}[t]) \parallel p(\theta|\tilde{\omega}[t] + \tilde{S}_i[t]) ) \)
9: \hfill if \( V_i[t] > V^* \) then
10: \hfill broadcasts \( \tilde{S}_i[t] \)
11: \hfill reset local buffer: \( \tilde{S}_i[t] = 0 \)
12: \hfill end if
13: \hfill relay received new message \( \tilde{S}_j[t] \) to neighbors
14: \hfill for each broadcast message \( \tilde{S}_j[t] \) do
15: \hfill update the global posterior
16: \hfill \( \tilde{\omega}[t] = \tilde{\omega}[t] + \tilde{S}_j[t] \)
17: \hfill end for
18: \hfill end for
19: \hfill end for

Theorem 3.3 Consider a network of \( N \) agents performing distributed inference with Algorithm 5. Assume the measurements are i.i.d. drawn from a distribution with static parameters \( \theta_0 \). Denote \( t^i_k \) as the \( k \)th time agent \( i \) sends out a message to update the global hyperparameters, then for any agent \( i \), the number of measurements needed to exceed a predefined VoI threshold \( V^* \) will go to infinity, that is \( \lim_{t \to \infty} n_i[t^i_k] \to \infty \).

Proof 4 First assume the case where agent \( i \) does not receive any messages from other agents after \( t^i_{k-1} \). Define the time it sends out next message as \( \tilde{t}^i_k = t^i_{k-1} + n_i[\tilde{t}^i_k] \). From Theorem 3.2, \( \lim_{t \to \infty} n_i[\tilde{t}^i_k] \to \infty \), so Theorem 3.3 holds.

On the other hand, if agent \( i \) receives one or more messages from other agents between \( t^i_{k-1} \) and \( \tilde{t}^i_k \), the global hyperparameters are updated between \( t^i_{k-1} \) and \( \tilde{t}^i_k \), thus agent \( i \) would have used more measurements to update the hyperparameters by time \( \tilde{t}^i_{k-1} \). This would only make \( \text{cov}(\tilde{\theta}|\tilde{\omega}[t]) \) converge to 0 faster than in the first case due to Lemma 1. Hence in order to reach the same VoI threshold \( V^* \), agent \( i \)
needs to take more measurements. Denote $t^i_{k}$ to be the time agent $i$ sends out the next message, in this case, $n_i[t^i_{k}] \geq n_i[t^i_{k}]$. Since $\lim_{t \to \infty} n_i[t^i_{k}] \to \infty$, $\lim_{t \to \infty} n_i[t^i_{k}] \to \infty$.

Hence, in both cases, $\lim_{t \to \infty} n_i[t^i_{k}] \to \infty$. ■

At time $t$, let $I$ denote the set of informative agents and $\bar{I}$ the uninformative agents. Define the estimation error $e[t]$ as KL divergence between global posterior and the centralized Bayesian posterior:

$$e[t] = D_{KL}(p(\theta|\hat{\omega}[t] + \sum_{j \in I} \hat{S}_j[t] \| p(\theta|\hat{\omega}[t] + \sum_{i=1}^N \hat{S}_i[t]))$$

(3.2)

The following theorem shows that the expectation of this error is bounded when using VoIDS (Algorithm 5).

**Theorem 3.4** Consider a network of $N$ agents that performs inference with Algorithm 5. At time instance $t$, if the error $e[t]$ is defined by (3.2), then $\mathbb{E}(e[t]) \leq N^2 V^*$. ■

**Proof 5** For a single measurement $z$, denote $\mathbb{E}\tilde{T} = \mathbb{E}\tilde{T}(z)$ as the expected Sufficient Statistic. Then $\mathbb{E}\tilde{S}_i[t] = n_i[t] \mathbb{E}\tilde{T}$. From (2.8), (2.9) and (3.2), take expectation of $V_i[t]$ and $e[t]$ in terms of $\tilde{S}_i[t]$:

$$\mathbb{E}(V_i[t]) = \int_0^{n_i[t]\mathbb{E}\tilde{T}} (n_i[t]\mathbb{E}\tilde{T} - x)^T \text{cov}(\hat{\theta}|\hat{\omega}[t] + x) \, dx$$

change integration variable from $x$ to $y = \mathbb{E}\tilde{T} - \frac{x}{n_i[t]}$

$$= (n_i[t])^2 \int_0^{\mathbb{E}\tilde{T}} y^T \text{cov}(\hat{\theta}|\hat{\omega}[t] + n_i[t]\mathbb{E}\tilde{T} - n_i[t]y) \, dy$$

similarly for $e[t]$

$$\mathbb{E}(e[t]) = \left( \sum_{i \in I} n_i[t] \right)^2 \int_0^{\mathbb{E}\tilde{T}} y^T \text{cov}(\hat{\theta}|\hat{\omega}[t] + \sum_{i=1}^N n_i[t]\mathbb{E}\tilde{T} - \sum_{i \in I} n_i[t]y) \, dy$$
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From Lemma 1, $\text{cov}(\tilde{\theta}|\tilde{\omega}[t] + nx) = \nabla^2 \Lambda(\tilde{\omega}[t] + nx)$ converges to 0 when $n \to \infty$. It can be further proven from [55] that $\text{cov}(\tilde{\theta}|\tilde{\omega}[t] + nx)$ is convex in $n$. Hence, $\text{cov}(\tilde{\theta}|\tilde{\omega}[t] + nx)$ monotonically converges to 0. Therefore,

$$\int_0^{\pi T} y^T \text{cov}(\tilde{\theta}|\tilde{\omega}[t] + \sum_{i=1}^{N} n_i(t)[E]\tilde{T} - \sum_{i \in \bar{I}} n_i(t)[y])dy$$

$$\leq \int_0^{\pi T} y^T \text{cov}(\tilde{\theta}|\tilde{\omega}[t] + n_i(t)[E]\tilde{T} - n_i(t)[y])dy$$

Furthermore $(\sum_{i \in \bar{I}} n_i(t))^2 \leq N^2 \max_{i \in \bar{I}} (n_i(t))^2$, we have:

$$\mathbb{E}(e[t]) \leq N^2 \max_{i \in \bar{I}} \mathbb{E}(V_i[t])$$

Because $\mathbb{E}(V_i[t]) < V^*$ for agent $i \in \bar{I}$, we have $\mathbb{E}(e[t]) \leq N^2 V^*$.

### 3.4 Adaptive VoI Based Distributed Sensing (A-VoIDS)

With a static VoI threshold $V^*$, the communication frequency of VoIDS was shown to decrease over time and the expected error was shown to be bounded by a constant. In particular, at the beginning of the estimation process, agents know little about the parameters of interest, hence new measurements tend to contain more information, so the set of informative agents is larger and there is more communication in the network. In contrast, at later stages of the estimation process, when agents have developed better estimates of the parameters, new measurements are less informative, so agents declare themselves as informative less frequently. While this means that the growth of the communication cost slows down, the error still remains bounded by $V^*$ instead of continuing to decrease. Note that the number of agents declaring themselves as informative depends on $V^*$. Hence, for a real network that has a fixed communication bandwidth, the VoI threshold needs to be larger in the early stages of estimation to guarantee that the network is not overwhelmed, while in the
later stages of the estimation, $V^*$ must be dynamically reduced in order to guarantee continuous reduction of the estimation error. This implies that there is a dynamic tradeoff between the growth of cost and estimation error, and in a network with fixed communication bandwidth, the tradeoff can be handled by dynamically adjusting the value of $V^*$.

The Adaptive VoI based Distributed Sensing (A-VoIDS) algorithm discussed in this section provides a way to adaptively adjust the VoI threshold $V^*$ to make most of the available communication bandwidth (defined by preset communication limits in a single time step). Because all agents will get messages from informative agents, all agents know the communication cost in the network at any given time step. Therefore it is possible for agents to update $V^*$ in the same manner without introducing extra communication between them.

Let indicator function $\mathcal{I}_{V_i[t]>V^*[t]}$ denote whether agent $i$ is informative and sends out a message at time $t$. Let $C[t]$ denote the number of messages sent out at a single time step averaged among a past window of length $l$:

$$C[t] = \frac{1}{l} \sum_{j=t-l+1}^{t} \sum_{i=1}^{N} \mathcal{I}_{V_i[j]>V^*[j]}.$$  \hspace{1cm} (3.3)

Variable $C[t]$ reflects the average step communication cost in a fixed length window. It should be noted that because the VoI of measurements taken by agents is not known a priori, the step cost $C[t]$ is a random variable. If $C[t]$ is too high, the communication cost will grow very rapidly, on the other hand if $C[t]$ is too low, then the error reduces very slowly. Therefore, it is desirable to regulate $C[t]$ around a reference value determined by the available communication bandwidth. A-VoIDS achieves this objective by dynamically adjusting the VoI threshold. In A-VoIDS, each agent compares the incurred $C[t]$ with a desired step-cost $c$, and adjusts $V^*[t]$ accordingly. If $C[t] < c$, the communication cost is lower than desired, which means that the available communication bandwidth is ill-utilized, hence the algorithm decreases $V^*$ to encourage communication by setting $V^*[t+1] = \gamma_1 V^*[t], 0 < \gamma_1 < 1$ (mode 1 of the algorithm). If $C[t] \geq c$, the communication cost is higher than desired, so the algorithm increases
$V^*$ to limit communication by setting $V^*[t + 1] = \gamma_2 V^*[t]$, $\gamma_2 > 1$ (mode 2). The above procedure used by the A-VoIDS algorithm is depicted in an algorithmic form in Algorithm 6. In the following theorem it is shown that the A-VoIDS algorithm guarantees that the estimation error asymptotically approaches zero almost surely.

**Theorem 3.5** Consider a network of $N$ distributed sensing agents. Assume that the measurements of all agents are i.i.d. drawn from a distribution with static parameters $\theta_0$. Then the estimation error $e[t]$ as defined in (3.2) asymptotically reduces to zero a.s., that is $\lim_{t \to \infty} e[t] \to 0$ a.s. ■

**Proof 6** Denote the probability distribution of $V^*[t]$ at time $t$ as $p^t(v)$. At time $t$, define the probability of being in mode 1 as $P_1[t|v] = P(C[t] < c|v)$ and being in mode 2 as $P_2[t|v] = P(C[t] \geq c|v)$. From Theorem 3.3, for any given VoI threshold $V^* = v$, the interval between two consecutive updates of any agent $i$ will increase to infinity, hence the probability of sending out a message at a particular time $t$ will approach zero, i.e. $\lim_{t \to \infty} I_{V_i[t] > v} \to 0$ a.s. Therefore, for a fixed window length $l$, the average cost $C[t]$ satisfies:

$$\forall v > 0, \quad \lim_{t \to \infty} C[t] = \lim_{t \to \infty} \frac{1}{l} \sum_{j=t-l+1}^{t} \sum_{i=1}^{N} I_{V_i[j] > v} \to 0 \text{ a.s.}$$

Hence, over time the probability of being in mode 1 will approach 1, while being in mode 2 will approach 0, that is

$$\forall v > 0, \quad \lim_{t \to \infty} P_1[t|v] = 1, \quad \text{and} \quad \lim_{t \to \infty} P_2[t|v] = 0$$

For any given $\zeta > 0$, if $V^*[t + 1] \geq \zeta$, there are two possibilities, $V^*[t] \geq \frac{\zeta}{\gamma_1}$ and the algorithm falls into mode 1 at $t$; or $V^*[t] \geq \frac{\zeta}{\gamma_2}$ and the algorithm falls into mode 2 at
Algorithm 6 Adaptive VoI Based Distributed Sensing (A-VoIDS)

1: initiate hyperparameters $\hat{\omega}[0]$
2: for $t$ do
3:     for each agent $i$ do
4:         $\hat{\omega}[t] = \hat{\omega}[t - 1], C[t] = 0$
5:         take measurement and update local buffer
6:         $\hat{S}_i[t] = \hat{S}_i[t - 1] + \tilde{T}(z_i[t])$
7:         calculate VoI of current buffer
8:         $V_i[t] = D_{KL}(p(\theta|\hat{\omega}[t]) || p(\theta|\hat{\omega}[t] + \hat{S}_i[t]))$
9:         if $V_i[t] > V^*[t]$ then
10:             broadcasts $\hat{S}_i[t]$
11:             reset local buffer: $\hat{S}_i[t] = 0$
12:         end if
13:     relay received new message $z_j[t]$ to neighbors
14:     for each broadcast message $\hat{S}_j[t]$ do
15:         update the global posterior
16:         $\hat{\omega}[t] = \hat{\omega}[t - 1] + \hat{S}_j[t]$
17:         step communication cost increased by 1
18:         $C[t] = C[t] + 1$
19:     end for
20: adapatively change $V^*[t]$
21: if $C[t] < c$ then
22:     smaller than bound, too little comm
23:     $V^*[t + 1] = \gamma_1 V^*[t] (0 < \gamma_1 < 1)$
24: else
25:     bigger than bound, too much comm
26:     $V^*[t + 1] = \gamma_2 V^*[t] (\gamma_2 > 1)$
27: end if
28: end for
29: end for
\( t \), where \( \gamma_1, \gamma_2 \) are as defined in Algorithm 6. Therefore, we have

\[
\mathbb{P}(V^*[t+1] \geq \zeta) = \int_{\zeta}^{\infty} p_{t+1}(v) dv \\
= \int_{\zeta}^{\infty} \mathbb{P}_1(v|t)p_t(v) dv + \int_{\zeta}^{\infty} \mathbb{P}_2(v|t)p_t(v) dv 
\] (3.4)

When \( t \to \infty \), \( \mathbb{P}_1 \to 1 \), \( \mathbb{P}_2 \to 0 \), therefore taking limit w.r.t. time we have

\[
\lim_{t \to \infty} \mathbb{P}(V^*[t+1] \geq \zeta) = \lim_{t \to \infty} \int_{\zeta}^{\infty} \mathbb{P}(V^*[t] \geq \frac{\zeta}{\gamma_1}) 
\]

Move two limits to the same side of the equation, we have:

\[
\lim_{t \to \infty} \mathbb{P}(V^*[t+1] \geq \zeta) - \mathbb{P}(V^*[t] \geq \frac{\zeta}{\gamma_1}) = 0. 
\] (3.5)

Noting that \([t+\tau,t] = [t+\tau, t+\tau-1, \cdots, t+1, t] \), (3.5) can be rewritten by adding and subtracting intermediate terms \( \mathbb{P}(V^*[t+i] \geq \frac{\zeta}{\gamma_1}) \), \( i = 1, \cdots, \tau \).

\[
\lim_{t \to \infty} \mathbb{P}(V^*[t+\tau] \geq \zeta) - \mathbb{P}(V^*[t] \geq \frac{\zeta}{\gamma_1}) \\
= \lim_{t \to \infty} \left\{ \mathbb{P}(V^*[t+\tau] \geq \zeta) - \mathbb{P}(V^*[t+\tau-1] \geq \frac{\zeta}{\gamma_1}) \right\} \\
+ \cdots \\
+ \lim_{t \to \infty} \left\{ \mathbb{P}(V^*[t+2] \geq \frac{\zeta}{\gamma_1\tau-2}) - \mathbb{P}(V^*[t+1] \geq \frac{\zeta}{\gamma_1\tau-1}) \right\} \\
+ \lim_{t \to \infty} \left\{ \mathbb{P}(V^*[t+1] \geq \frac{\zeta}{\gamma_1}) - \mathbb{P}(V^*[t] \geq \frac{\zeta}{\gamma_1}) \right\}
\]

apply (3.5) to each of the limits

\[
=0 + 0 + \cdots + 0 = 0
\]
Now letting $\tau \to \infty$ we obtain:

$$\lim_{\tau \to \infty} \lim_{t \to \infty} \mathbb{P}(V^*[t + \tau] \geq \zeta) - \mathbb{P}\left(V^*[t] \geq \frac{\zeta}{\gamma_1}\right) = \lim_{\tau \to \infty} 0$$

therefore,

$$\lim_{t \to \infty} \mathbb{P}(V^*[t] \geq \zeta) - \mathbb{P}(V^*[t] \geq \infty) = 0$$

Because by definition of probability measures $\mathbb{P}(V^*[t] \geq \infty) = 0$, hence we have:

$$\forall \zeta, \lim_{t \to \infty} \mathbb{P}(V^*[t] \geq \zeta) = 0$$

Therefore, $\lim_{t \to \infty} V^*[t] \to 0$ a.s. From Theorem 3.4, $\lim_{t \to \infty} \mathbb{E}(e[t]) \to 0$ a.s. Since $e[t] \geq 0$, it follows that $\lim_{t \to \infty} e[t] \to 0$ a.s. \hfill $\blacksquare$

### 3.5 Comparison of Performance

Table 3.1 compares the algorithms discussed so far. For each algorithm, it is listed how the communication cost scales with network size and the asymptotic error performance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cost in a step</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Relay</td>
<td>$N^2$</td>
<td>0</td>
</tr>
<tr>
<td>HPC</td>
<td>$N$</td>
<td>converges to 0</td>
</tr>
<tr>
<td>Random Broadcast</td>
<td>$\epsilon N^2$, $\epsilon$ tunable</td>
<td>random; slowly converges to 0</td>
</tr>
<tr>
<td>VoIDS</td>
<td>converge to 0</td>
<td>bounded</td>
</tr>
<tr>
<td>A-VoIDS</td>
<td>$cN$, $c$ tunable</td>
<td>quickly converges to 0</td>
</tr>
</tbody>
</table>

It should be noticed the algorithms listed in Table 3.1 are all limited to static parameter scenarios. Next section 3.6 will discuss how the performances will change with dynamic parameters.
3.6 Dynamic VoI Based Distributed Sensing  
(Dynamic-VoIDS)

In both VoIDS and A-VoIDS, the parameters to be estimated are assumed to be constant. When there are new measurements, agents update local hyperparameters by adding new terms to sufficient statistics, as shown in equation:

$$\tilde{S}_i[t] = \tilde{S}_i[t - 1] + \tilde{T}(z_i[t])$$ \hspace{1cm} (3.6)

For all agents, sufficient statistics $\tilde{T}()$ of old measurements have the same weight as that of new measurements in hyperparameters $\tilde{S}()$. It has been proven that the communication cost (VoIDS) or estimation error (A-VoIDS) asymptotically converge to 0 when the parameters are static.

However, the parameters we are interested in are often dynamic. For instance, in tracking problems, the position and velocity of moving targets always change with time. In these scenarios, VoIDS and A-VoIDS fail to capture the change in parameters as new information is overwhelmed by old information.

To capture dynamics parameters, more focus should be put on new measurements, because new measurement can better reflect the latest value of the parameters we are estimating. Forgetting factor is a widely used technique in estimation/control theories and Markov decision process to weight information in different stages, [72, 73]. Similarly, a forgetting factor $\alpha \ (0 < \alpha < 1)$ is also introduced here to do Bayesian update on hyperparameters:

$$\tilde{S}_i[t] = \alpha \tilde{S}_i[t - 1] + \tilde{T}(z_i[t])$$ \hspace{1cm} (3.7)

The algorithm is depicted in an algorithmic form in Algorithm 7.

With this discounting factor, information from old measurements will gradually die away and information from new measurements will become dominant. Therefore, the estimation of parameters will gradually convert to new values in a dynamic
Algorithm 7 Dynamic Vol-realized Distributed Sensing (Dynamic-VoIDS)

1: initiate hyperparameters $\hat{\omega}[0]$
2: for $t$ do
3:     for each agent $i$ do
4:         $\hat{\omega}[t] = \hat{\omega}[t - 1]$
5:     take measurement and update local buffer
6:     $\hat{S}_i[t] = \alpha \hat{S}_i[t - 1] + \tilde{T}(z_i[t])$
7:     calculate VoI of current buffer
8:     $V_i[t] = D_{KL}(p(\theta|\hat{\omega}[t])||p(\theta|\hat{\omega}[t] + \hat{S}_i[t]))$
9:     if $V_i[t] > V^*[t]$ then
10:        broadcasts $\hat{S}_i[t]$
11:        reset local buffer: $\hat{S}_i[t] = 0$
12:     end if
13:     relay received new message $z_j[t]$ to neighbors
14:     for each broadcast message $\hat{S}_j[t]$ do
15:         update the global posterior
16:         $\hat{\omega}[t] = \alpha \hat{\omega}[t - 1] + \hat{S}_j[t]$
17:     end for
18: end for
19: end for

scenarios. More specifically, forgetting factor $\alpha$ reflects the speed of forgetting old information from new information. With smaller $\alpha$, old information is forgotten faster and algorithms converts to new values faster. With bigger $\alpha$, old information is forgotten slower and algorithms converts to new values slower. On the other hand, when $\alpha$ is smaller, algorithm is forgetting information fast so new measurements tend to be more informative and communication cost tends to increase quickly. When $\alpha$ is bigger, algorithm is forgetting information slower so new measurements tend to be less informative and communication cost tends to increase lower. Hence, the choice of forgetting factor $\alpha$ should reflect the trade-off between the parameter tracking speed and communication cost.
3.7 Summary

Chapter 3 discussed how to efficiently use limited communication resources to collaboratively sensing parameters. In particular, VoI based Distributed Sensing (VoIDS) algorithm is developed, in which agents communicate with neighbors only when value of their own measurements exceeds a predefined threshold. However, it was shown there was a trade-off between the communication cost and long term estimation error. Therefore, Adaptive VoIDS is developed which can dynamically change VoI thresholds to achieve a balance between communication cost and estimation error. Asymptotic theoretical bounds of VoIDS and A-VoIDS are given in terms of cost and error. To further deal with dynamically changing parameters, Dynamic-VoIDS is developed.

Next Chapter 4 will discuss how to use the sensing abilities of agents to benefit the overall mission returns of the system.
Chapter 4

Value of Information Based Distributed Planning

This chapter develops the algorithms for distributed planning problems. In particular, robust planning algorithms are first described which use mathematical programming techniques to assign agents to different missions in uncertain environment. When there are dedicate agents that can take measurements and reduce uncertainties, an algorithm that can evaluate the information gathered by the increment of mission returns is developed. Finally, to deal with various attributes of missions and agents in a scalable way, an algorithm based on a Consensus-Based Bundle Algorithm (CBBA) is introduced to assign heterogeneous agents with additional system constraints.

4.1 Robust Planning

In a typical agent-mission assignment problem, the goal is to allocate a team of \( n \) agents to \( N \) targets to perform tasks with the objective of maximizing the returns. The team accrues reward associated with the targets to which agents are assigned. If no agents are assigned to targets, then the team receives a return of 0. This problem becomes challenging when the returns are uncertain.

Assume for now the time is discrete and indexed by an integer \( t \in \mathbb{N} \). At time \( t \), let vector \( C_t = [C_1, \ldots, C_N]^T \) denotes the rewards got by finishing tasks associated
with $N$ individual target. Since the reward is uncertain, $C_t$ is a vector of random variables instead of deterministic values. Binary variable vector $x_t = [x_{1,t} \cdots x_{N,t}]^T$ where $x_{i,t} \in \{0,1\}$, denotes whether there is an agent assigned to each task $i$ at time $t$. Further let $f(C) \in \mathcal{R}$ denote a functional mapping from the probability distribution of reward $C$ to a score, then the planning problem can be recast as an integer programming problem:

$$\max \sum_{i=1}^{N} f(C_{i,t}) x_{i,t}$$

s.t. $\sum_{i=1}^{N} x_{i,t} \leq n, \quad x_{i,t} \in \{0,1\}$ \hspace{1cm} (4.1)

Score function $f(C)$ should capture two basic properties of reward $C$, the potential return and the uncertainty in it. Higher return and lower uncertainty should lead to larger scores $f(C)$. Different $f(C)$ leads to different perspectives on trade-off between potential return and uncertainty.

For example, the basic stochastic programming formulation uses expected reward $f(C) = \mathbb{E}(C)$ [37]:

$$\max \sum_{i=1}^{N} \mathbb{E}(C_{i,t}) x_{i,t}$$

s.t. $\sum_{i=1}^{N} x_{i,t} \leq n, \quad x_{i,t} \in \{0,1\}$ \hspace{1cm} (4.2)

This model only incorporates first moment information, which can potentially assign agents to targets with large uncertainty.

When $C$ is bounded, $f(C)$ can account for uncertainty by taking the worst case value $f(C) = \min C$ [74]

$$\max \sum_{i=1}^{N} \left( \min_{C_{i,t}} C_{i,t} \right) x_{i,t}$$

s.t. $\sum_{i=1}^{N} x_{i,t} \leq n, \quad x_{i,t} \in \{0,1\}$ \hspace{1cm} (4.3)
This model can lead to very conservative plans because it is based on the worst case scenario.

Bertuccelli [35] proposed a planning formulation that can make a trade-off between expected reward and uncertainty. He assumes the distribution of reward is Gaussian: $C \sim \mathcal{N}(\bar{c}, \sigma^2)$, and score function is $f(C) = \bar{c} - \mu \sigma$ in his framework. Compared to the expected value formulation (4.2) and the worst case formulation (4.3), this formulation strikes a balance between the expected return $\bar{c}$ and the uncertainty $\sigma$ by picking different $\mu$.

$$\max_x (\bar{c}_{i,t} - \mu \sigma_{i,t}) x_{i,t}$$

s.t. $\sum_{i=1}^{N} x_{i,t} \leq n$, $x_{i,t} \in \{0, 1\}$

(4.4)

However, the assumption of Gaussian could be limiting in many cases. For example, when the uncertainty of the reward comes from the classification of the target as shown in Figure 1-2, a Gaussian assumption fails to capture the uncertainty features.

The chance-constrained approach is another way to formulate robust planning problems [75, 76, 77, 78]. This approach guarantees the worst case return but allows a certain risk. As shown below, for each target $i$, the planner maximizes the worst case return $\hat{c}_{i,t}$, but allows a risk $\epsilon$ that the return is below $\hat{c}_{i,t}$.

$$\max_x \sum_{i=1}^{N} \hat{c}_{i,t} x_{i,t}$$

s.t. $\mathbb{P}(C_{i,t} < \hat{c}_{i,t}) \leq \epsilon$

$$\sum_{i=1}^{N} x_{i,t} \leq n, \quad x_{i,t} \in \{0, 1\}$$

(4.5)

By picking different risk threshold $\epsilon$, this algorithm can also strike a balance between the potential return and uncertainty in the target, and it does not constrain the form of uncertainties.
4.2 Robust Planning of Heterogeneous Agents

The formulations mentioned in Section 4.1 does not account for the case where agents are heterogeneous. When dedicated exploration agents exist, the team performance can be improved by assigning them to reduce the uncertainty in the rewards. This section discusses how the presence of exploration agents change the optimal planning problem.

4.2.1 Exploration-Tasking Decoupled Planning

Traditionally exploration activities and task assignments are taken as two separately planning problems. Exploration agents and tasking agents are allocated in two planners with different score functions, then team assignments are got by simply combining the two allocation results.

Assume there are $n$ tasking agents and $m$ exploration agents. Binary variable vectors $\mathbf{x}_t = [x_{1,t}, \cdots, x_{N,t}]^T$, $\mathbf{y}_t = [y_{1,t}, \cdots, y_{N,t}]^T$ denote whether a tasking agent or a exploration agent is assigned to each of $N$ targets at time $t$. Denote the possible measurements of each target at $t$ as $\mathbf{z}_t = [z_{1,t}, \cdots, z_{N,t}]^T$.

The assignments of tasking agents can be formed as the following robust planning problem (4.6):

$$\max \sum_{i=1}^{N} f(C_{i,t}) x_{i,t}$$

s.t. $\sum_{i=1}^{N} x_{i,t} \leq n, \quad \in \{0, 1\}$ (4.6)

The exploration agents are allocated by solving another planning problem, with a different score function $g(C_{i,t})$ (4.7). Function $g(C_{i,t})$ should capture the uncertainty
of reward by exploring the target.

\[
\max \sum_{i=1}^{N} g(C_{i,t}) y_{i,t} \\
\text{s.t. } \sum_{i=1}^{N} y_{i,t} \leq m \quad y_{i,t} \in \{0, 1\}
\]  

(4.7)

Equations (4.6) and (4.7) together give a complete plan of assignments of tasking agents and exploration agents.

4.2.2 Exploration-Tasking Coupled Planning

In the decoupled algorithm, tasking agents and exploration agents are allocated separately with their corresponding score functions. In particular, tasking agents are assigned to targets with higher scores \( f(C_{i,t}) \) while exploration agents are assigned to targets with higher uncertainty \( g(C_{i,t}) \). It is often the case that these two targets sets do not have much overlap. If this is the case, tasking agents do not benefit much from the exploration as exploration agents are assigned to a different set of targets. Bertuccelli proposed a method to couple the assignments of tasking agents and exploration agents in a universal planner [35]. However, his approach is only limited to Gaussian uncertainties. A similar but more general approach is proposed here, which couple the value of doing exploration with the increase in mission returns.

In section 2.3.2, it is discussed how to evaluate the exploration activities by increment in mission returns. Let \( f(C_{i,t}) \) denote score of doing tasks at target \( i \) at time \( t \). Then after doing exploration, the expected posterior score will become \( \mathbb{E} f(C_{i,t+1}) \), defined in equation (2.11). The system accrue reward only when a tasking agent is assigned to perform mission at a target. The score is \( \mathbb{E} f(C_{i,t+1}) \) if an exploration agent is assigned to take measurements of the target, and is \( f(C_{i,t}) \) if no exploration agents are assigned. This idea gives the following exploration-tasking coupled planning algorithms:
\[
\max \sum_{i=1}^{N} \mathbb{E}f(C_{i,t+1})x_{i,t}y_{i,t} + f(C_{i,t})x_{i,t}(1 - y_{i,t}) \\
\text{s.t.} \sum_{i=1}^{N} y_{i,t} \leq m, \quad y_{i,t} \in \{0, 1\} \\
\sum_{i=1}^{N} x_{i,t} \leq n, \quad x_{i,t} \in \{0, 1\} \tag{4.8}
\]

Binary variables \(x_{i,t}\) denote whether a tasking agent is assigned to target \(i\) at time \(t\) and \(y_{i,t}\) denote whether an exploration agent is assigned to target \(i\). The reward at target \(i\) is non-zero only when \(x_{i,t} = 1\). The score function is \(f(C_{i,t})\) if \(y_{i,t} = 0\), and is \(\mathbb{E}f(C_{i,t+1})\) if \(y_{i,t} = 1\).

In this framework, exploration agents do not have separate goals, their value is coupled into task returns. Exploration agents can add value only when they are assigned to targets that tasking agents are performing missions on. Therefore, this framework lead to cooperation between heterogeneous agents where agents are assigned to doing tasks as well as reduce uncertainties to increase returns of tasks at the same time.

### 4.3 Distributed Planning with System Dynamics

The frameworks discussed in Section 4.2 are centralized and assume that the agents can get to the target within the time step once being assigned to it, and exploration agents can always get measurements done before tasking agent perform tasks. However, the system is often dynamic and there are physical constraints such as positions and task durations of targets, positions/velocities of agents. These dynamics and constraints can affect the assignments results. For example, in order for the tasking agent to benefit from exploration at a target, the exploration agent should finish taking measurements before the corresponding tasking agent starts doing tasks at that target. Mathematical programming based approaches cannot deal with these
constraints easily, because the increase in number of agents and tasks in dynamics systems leads to combinational increase in candidate solutions and becomes intractable quickly. It is also beneficial for the framework to be decentralized to get benefits as robustness and scalability. This section discusses how a polynomial decentralized algorithm, Consensus-Based Bundle Algorithm (CBBA) can be utilized to solve the planning problems discussed in section 4.2.

4.3.1 Consensus-Based Bundle Algorithm (CBBA)

Consensus-Based Bundle Algorithm (CBBA) is a distributed agreement protocol where agents bid on tasks to decide the assignments. It can well handle system dynamics, and provides provably good approximate solutions for multi-agent multi-task allocation problems over networks of agents [79, 80].

CBBA consists of iterations between two phases: a bundle building phase where each vehicle greedily generates an ordered bundle of tasks, and a consensus phase where conflicting assignments are identified and resolved through local communication between neighboring agents. There are several core features of CBBA that can be exploited to develop an efficient planning mechanism for heterogeneous teams. First, CBBA is a decentralized decision architecture, which is a necessity for planning over large teams due to the increasing communication and computation overhead required for centralized planning. Second, the complexity of CBBA is polynomial in the number of tasks and vehicles. Third, various design objectives, agent models, and constraints can be incorporated by defining appropriate scoring functions.

Table 4.1 shows the features of CBBA that will be used in this work. The input of CBBA are agent and task attributes. All agents and tasks are identified by unique IDs. An agent is defined by its location and speed. A task is defined by the location, value, start and duration of this task. The output of CBBA is a list of assignments. Each assignment gives a pair of agent ID and task ID and the expected time the agent starts doing this task.
Table 4.1: Consensus-Based Bundle Algorithm (CBBA)

<table>
<thead>
<tr>
<th>Input</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent</td>
<td>agent ID</td>
</tr>
<tr>
<td></td>
<td>agent location</td>
</tr>
<tr>
<td></td>
<td>speed</td>
</tr>
<tr>
<td>Task</td>
<td>task ID</td>
</tr>
<tr>
<td></td>
<td>task location</td>
</tr>
<tr>
<td></td>
<td>start time</td>
</tr>
<tr>
<td></td>
<td>duration</td>
</tr>
<tr>
<td></td>
<td>max score</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Assignment</td>
<td>agent ID</td>
</tr>
<tr>
<td></td>
<td>task ID</td>
</tr>
<tr>
<td></td>
<td>stat time</td>
</tr>
</tbody>
</table>

Algorithm 8 Decoupled Distributed Planning

1: compute task score functions $f(C_i)$, $i = 1, \cdots, N$
2: call CBBA to assign tasking agents
3: agents: tasking agents
4: tasks: value $f(C_i)$, $i = 1, \cdots, N$
5: compute task uncertainty functions $g(C_i)$, $i = 1, \cdots, N$
6: call CBBA to assign exploration agents
7: agents: exploration agents
8: tasks: value $g(C_i)$, $i = 1, \cdots, N$

4.3.2 Value of Information Based Planning based on CBBA

In decoupled approach, exploration and tasking agents are allocated separately. Given agents, tasks and distribution of task rewards, decoupled approach computes the score functions $f()$ and $g()$ separately, then call CBBA twice to get the assignments of exploration agents and tasking agents. The algorithm is shown in Algorithm 8.

Coupled approach iterates between assignments of tasking agents and exploration agents to search for the best assignment. First define a candidate plan $\mathcal{P}$ as an evaluation of tasks, whose score is either $f()$ or $\mathbb{E}[f()]$.

$$\mathcal{P} = \{c_1, c_2, \cdots, c_N\} \quad c_i = f(C_i) \text{ or } \mathbb{E}[f(C_i)]$$ (4.9)
Algorithm 9 VoI Based Coupled Distributed Planning

1: compute task score functions \( f(C_i), i = 1, \ldots, N \)
2: initialize candidate solution queue \( Q \)
3: \( Q = \{P_0\}, P_0 = \{\max ( f(C_i), E[f(C_i)] ), i = 1, \ldots, N\} \)
4: while tasking agent requirement not satisfied do
5: \( P = \text{nextBestCandidate}(Q) \)
6: call CBBA to assign tasking agents
7: \( A_T = \text{CBBA}(P, agents, tasks) \)
8: call CBBA to assign exploration agents
9: agents: exploration agents
10: \( A_E = \text{CBBA}(A_T, agents, tasks) \)
11: check whether tasking agent requirement satisfied
12: checkMatch(\( A_T, A_E \))
13: end while
14: return \( A_T, A_E \)

Given the best candidate plan \( P \) so far, CBBA is called to compute the assignment of tasking agents \( A_T \). The tasking agent assignment \( A_T \) is then passed to exploration agents. Exploration agents get positive scores at a target only when tasking agents is doing tasks there (\( c_i \) is in the list of \( A_T \)) and require exploration to be done first (\( c_i = E[f(C_i)] \)). CBBA is then called to compute the assignment exploration agents \( A_E \). If exploration agents can finish all the exploration requirements that tasking agents have proposed, then the algorithm return the solution \( A_T, A_E \). Otherwise, tasking agents will work on the next candidate assignment with highest score. All candidate plans are stored in a priority queue \( Q \). The algorithms is outlined in Algorithm 9.

4.4 Summary

This chapter discussed distributed planning algorithms of multi-agent system with heterogeneous abilities. In particular, the VoI based Coupled Planning algorithms directly use the increase in mission return as metric of information gathering activities. The performance of algorithms discussed in this chapter as well as Chapter 3 will be studied numerically by both simulated and real-world data in next chapter.
Chapter 5

Numerical Evaluation

This chapter discusses the performance of algorithms developed in earlier chapters by numerical studies. In the first section, the performance of distributed sensing algorithms is compared based on the required communication cost incurred and error to the centralized Bayesian estimate (which is assumed to be the truth). Both simulated data and a real dataset are used to compare the performance of VoI based algorithms with existing distributed sensing algorithms. The second sections first compare the performance of decoupled and VoI aware coupled distributed planning algorithms through simulation, then states a physical testbed to compare the algorithms in real world scenarios.

5.1 Evaluation of Distributed Sensing Algorithms

In this section, simulated data and a real dataset are used to compare the performance of VoI based algorithms with existing distributed sensing algorithms (Full Relay, Random Broadcast, and HPC, see Section 2 for details) in terms of the communication cost incurred and the error to the centralized Bayesian estimate (which is assumed to be the truth).
5.1.1 Evaluation Using Simulated Dataset

The presented simulation considers a group of collaborative agents estimating the Poisson arrival rate $\lambda$ of an entity. The prior distribution of $\lambda$ is chosen to be a Gamma distribution $\Gamma(\alpha, \beta)$, which is conjugate to Poisson. The Poisson and Gamma distributions are given in (5.1) and (5.2) respectively:

$$p(z|\lambda) = \frac{(\lambda)^ze^{-\lambda}}{z!} \quad (5.1)$$

$$p(\lambda|\alpha, \beta) = \frac{\beta^\alpha \lambda^{\alpha-1}e^{-\beta\lambda}}{\Gamma(\alpha)} \quad (5.2)$$

This conjugacy results a closed-form update of hyperparameters when a measurement $z$ is taken:

$$\alpha = \alpha + z$$

$$\beta = \beta + 1 \quad (5.3)$$

The total number of agents in the network is set to be 100. At each time step $t$, every agent $i$ takes one measurement $z_i[t] \sim Poi(\lambda_i)$. The local arrival rate parameters $\lambda_i$ are biased from the true global value $\lambda = 5$ with uniform noise: $\lambda_i \sim U(4, 6)$. For VoIDS, the VoI threshold are chosen to be $V^* = 0.02, 0.1, 0.5$ respectively. For A-VoIDS, the parameters are set to $\gamma_1 = 0.97, \gamma_2 = 1.01, l = 30, V^*[0] = 0.5$, and two communication bandwidths are tested $c = 0.10, 0.05$.

Figures 5-1 and 5-2 show the cumulative cost (the sum of all step costs up to current time) and the error to centralized Bayesian estimate of Full Relay, HPC, Random Broadcast, VoIDS and A-VoIDS algorithms (error shown in Figure 5-2 is smoothed over a window with $l = 30$).

Since the step communication costs of consensus-based approach (HPC), Full Relay, and Random Broadcast are constant (see Section 2), the cumulative costs of these algorithms increase linearly. The cost of HPC is significantly less than Full Relay, the cost of Random Broadcast is less than HPC for the chosen probability of communicating/censoring (see Section 3.1.3). Full Relay converges to the centralized
Figure 5-1: Comparison of cumulative cost. The cost of HPC and Random Broadcast is less than Full Relay. The cost of VoIDS can be more than HPC at the beginning, but levels off quickly. Cost of A-VoIDS grows continuously, but its rate of growth is controlled.

Figure 5-2: Comparison of error to centralized posterior. Full Relay converge to the correct answer immediately and has zero error (not shown). VoIDS is not able to continuously reduce the error, while HPC, Random Broadcast and A-VoIDS can.
Bayesian estimation immediately and has zero error, however, its communication cost is the highest of all the algorithms. Both HPC and Random Broadcast continuously reduce their estimation error, implying asymptotic convergence.

As proven by Theorem 3.3, the cumulative cost of VoIDS tends to grow quickly at the beginning (cost of VoIDS with lower broadcast threshold $V^*$ can be higher than the cost of HPC and Random Broadcast at the beginning), however it levels off gradually as the step cost (3.3) approaches zero. On the other hand, VoIDS has a steady state error because the fixed $V^*$ threshold prevents communication after some time into the simulation, thus cannot further reduce the error. In particular, with a high $V^*$ threshold, agents have less communication cost but higher estimation error, and with a lower $V^*$ threshold, agents have lower estimation error but higher communication cost. This indicates a dynamic tradeoff between communication cost and estimation error.

A-VoIDS (Algorithm 6) strikes a better balance between communication cost and estimation error. The cumulative cost of A-VoIDS also increases linearly, but the rate of growth can be tuned via $c$ to reflect the available communication bandwidth. The cost of A-VoIDS is observed to be less than HPC for the chosen parameters. The evolution of $V^*$ for A-VoIDS ($c = 0.10$) is shown in Figure 5-2, and it can be seen that $V^*$ drops to zero as shown by Theorem 3.5. This indicates that unlike VoIDS, A-VoIDS tends to asymptotically reduce the error, since the estimation error is bounded above by $V^*$.

The performance of the algorithms discussed is compared in Figure 5-4 in cost-error coordinates. The horizontal axis represents the final cost at the end of the simulation and the vertical axis represents the average error to the centralized estimate of the hyperparameters (the centralized estimate converges to the correct hyperparameters) in the last 300 time steps. An ideal algorithm would be situated in the bottom-left corner of that graph, with low error and low communication cost. HPC is situated in the bottom-right corner, with low error but high communication cost. VoIDS with bigger $V^*$ thresholds (e.g., $V^* = 0.5$) is in the top-left corner, with low communication cost (because the agents do not declare themselves as informative
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Figure 5-3: VoI threshold $V^*$ in A-VoIDS ($c = 0.10$) asymptotically drops to 0, as postulated by Theorem 3.5. Since the error is bounded by $V^*$ (Theorem 3.4), the estimation error also approaches 0.

Figure 5-4: Error to Centralized Posterior vs Cumulative Cost by simulated data. A-VoIDS is closest to the left bottom corner, indicating it has less communication cost and less error.
easily) but high error. When $V^*$ is set to lower values, the algorithm results in lower error but higher communication cost. The Random Broadcast algorithm does a trade off between cost and error, however the performance is not always consistent due to the randomness in which agents broadcast the measurement. The bronze circle represents the average performance of 100 runs, and the dashed circle around it indicates one standard deviation of the cost and error. Several instances of A-VoIDS are plotted for different values of $c$, and increasing $c$ will result in increased communication cost but lower estimation error. The general trend observed is that A-VoIDS dominates the bottom left half of the figure when compared to other algorithms. This indicates that A-VoIDS is capable of achieving excellent estimates without incurring high communication cost.

5.1.2 Evaluation Using Real Dataset

The VoIDS and A-VoIDS algorithms are further evaluated using a real dataset that has been used to analyze distributed sensing algorithms [81, 30]. In this dataset, 54 sensors distributed in the Intel Berkeley Research lab collect timestamped information such as humidity, temperature, light, and voltage values every half minute [81, 30]. The sensor layout is shown in Figure 5-5. This dataset reflects real effects such as sensor noise, sensor bias, and time varying albeit slowly drifting parameters. The temperature data was selected for evaluating the algorithm. Over shorter intervals (e.g. an hour), the drift in temperature in a climate-controlled room is typically small (within 0.2°C) and can be assumed to be approximately constant. Therefore a record of about an hour’s temperature measurements is selected to evaluate the algorithms. The positive results reported in this section indicate that the algorithms tend to work well even when the parameters to be estimated are slowly varying instead of being constant as is assumed in the theoretical development.

The goal is to collaboratively estimate the average room temperature denoted by $\theta$. We model the noisy sensor measurements by each sensor using a Gaussian noise model with constant variance, $z \sim \mathcal{N}(\theta, 1)$. Since the conjugate prior of a Gaussian distribution is also Gaussian, the Gaussian sensor noise model allows for a
closed form update of the hyperparameters. Hence, the average room temperature can be modeled by \( \theta \sim N(\frac{\omega}{\nu}, \frac{1}{\nu}) \), where \( \omega, \nu \) are the hyperparameters of the Gaussian conjugate prior. When a new measurement \( z \) is taken by a sensor, it updates its hyperparameters as in [67]:

\[
\begin{align*}
\omega &= \omega + z, \\
\nu &= \nu + 1.
\end{align*}
\] (5.4)

The rate at which the sensors check for or relay messages is a tunable parameter in this scenario, and it can affect the performance of HPC. In particular, increasing this rate tends to increase the speed of HPC error reduction but also increases HPC communication cost by increasing the number of messages sent out. In the presented results, we compare HPC’s performance over a range of message communication rates: 1Hz, \( \frac{1}{2} \)Hz, \( \frac{1}{3} \)Hz, and \( \frac{1}{4} \)Hz. Note that the communication rate does not affect the number of messages sent out when sensors are running VoIDS or A-VOIDS.

The performance of different algorithms is compared in Figure 5-6 for different values of communication rate for HPC, \( V^* \) for VoIDS, and \( c \) for A-VoIDS. At the end of the evaluation run, HPC (1 Hz) results in an estimate with the least error but highest communication cost of all HPC runs. Decreasing the communication
rate decreases HPC communication cost, but the error increases. VoIDS significantly reduces the communication cost compared to HPC, but also has a larger error. The Random Broadcast reduces cost by randomly censoring agents, but its performance has high variance and is no better than VoIDS on average. As before, A-VoIDS with higher values of $c$ are situated closest to the bottom-left corner of the error-cost figure, indicating that A-VoIDS can give an estimate with significantly less communication cost than other algorithms that have similar error.

Figure 5-7 shows the estimated room temperature over time. The horizontal axis represents the time in seconds, and the vertical axis represents the temperature in Celsius. The blue solid line shows the centralized Bayesian estimate. The performance of the Random Broadcast algorithm has a lot of variance. The error between HPC (1Hz) and the centralized estimate drops within 0.1°C within first 500 seconds and keeps decreasing. After 1500 sec, the error is within 0.05°C. VoIDS (with $V^* = 0.1$) estimation error also drops within 0.1°C in 500 sec, but does not further decrease, even after 2000 sec, the error is still as much as 0.1°C. On the other hand, A-VoIDS ($c = 0.1$) starts with larger error than VoIDS ($V^* = 0.1$), but the error quickly decreases, and over time the A-VoIDS error is less than that of HPC.

5.1.3 Evaluation of Dynamic-VoIDS

When parameters are changing with time, the assumption of static parameter becomes invalid. The centralized Bayesian posterior also fails to reflect the true parameter values. In this section, evaluation is still done over the Intel Lab temperature dataset, but a different interval in early morning when the temperature increased dramatically is picked. The mean temperature calculated from all sensor data is assumed to be the truth instead.

The goal of these sensors is still collaboratively estimate the average room temperature $\theta$. The model used is same as that in Section 5.1.2. Both VoIDS and A-VoIDS still assumes the parameter $\theta$ is constant and doing estimation accordingly. The dynamic-VoIDS uses a discounting factor $\alpha$ as defined in Equation (3.7) to ac-
Figure 5-6: Error to centralized posterior vs cumulative communication cost on the Intel dataset [81, 30]. A-VoIDS tends to cluster near bottom left half of the figure, indicating that it can strike an excellent balance between accuracy and communication cost. It can be seen that A-VoIDS outperforms HPC in cost-error coordinates for various values of communication rates.

Figure 5-7: Estimated room temperature by different algorithms when new measurements are taken continuously. Centralized estimate is believed to be the truth. RB algorithm has a lot of variance. HPC (1Hz) error drops within 0.1°C within first 500 sec and keeps decreasing to less than 0.05°C. VoIDS ($V^* = 0.1$) estimate also drops within 0.1°C in the first 500 sec, but is unable to decrease further. A-VoIDS ($c = 0.1$) starts with a larger error than VoIDS ($V^* = 0.1$), but drops quickly to within 0.05°C, which is better than that of both HPC and VoIDS.
count for possible dynamics in parameters. Here $\alpha$ is set to be 0.9 to show how the Dynamic-VoIDS works.

Figure 5-8 shows the behavior of VoIDS, A-VoIDS and Dynamic-VoIDS when the parameters are dynamic. During this interval, the room temperature increases from 16.5°C to 21°C within a period of 20min. Both VoIDS and A-VoIDS can only slowly change towards the new temperature, and are still far away from the correct value even after 50min. On the other hand, Dynamic-VoIDS can respond to the change in temperature quickly and capture the new value in a couple of minutes.

Figure 5-9 shows the cumulative communication cost of VoIDS, A-VoIDS and Dynamic-VoIDS. When the temperature changes, new measurements tend to be more informative, so the cost of VoIDS grows faster than that before the change. A-VoIDS is dynamically changing the VoI threshold therefore is able to constrain the communication cost from growing quickly. The cost of Dynamic-VoIDS is between VoIDS and A-VoIDS after the temperature change. It can correctly capture the dynamics in parameters and effectively use communication resources.

### 5.2 Evaluation of Distributed Planning Algorithms

This section shows the performance by implementing the framework in Section 4.3 to an assignment problem with categorical reward uncertainties, and presents a hardware platform to further test the algorithms with real world data.

#### 5.2.1 Simulation Setup

The reward uncertainty of a target is modeled by a categorical distribution: reward $C$ of a target takes values in a finite set associated with $K$ categories of target. i.e., $[c^{(1)}, c^{(2)}, \ldots, c^{(K)}]$. For example, when the uncertainty comes from classification of a target, the reward can be modeled by a categorical distribution.
Figure 5-8: Estimated room temperature by different algorithms. The mean of all sensor data is believed to be the truth. When there is a significant change in parameters (around 2000 seconds), both VoIDS and A-VoIDS estimate make changes slowly and fails to capture the correct estimate. But Dynamic-VoIDS is able to convert to the new parameters quickly and therefore catch the dynamics in parameter change.

Figure 5-9: Cumulative comm. cost by different distribute sensing algorithms with dynamic parameters. Cost of VoIDS grows faster than A-VoIDS, and cost of Dynamic-VoIDS is between that of VoIDS and A-VoIDS after temperature change.
At time $t$, the score function $f(C_{i,t})$ is designed in such a way that it guarantees the worst case score $\hat{c}_{i,t}$ but allows a failure chance $\epsilon$ [78]:

$$f(C_{i,t}) = \hat{c}_{i,t} \quad \text{s.t.} \quad p(C_{i,t} \geq \hat{c}_{i,t}) \geq 1 - \epsilon \quad (5.5)$$

The measurement model is that exploration agents have a detection rate of $\gamma$ – if the true score of the target is $c_i^k$, an exploration agent can get the right classification and the correct value $z_{i,t} = c_i^k$ with probability $\gamma$; and it gets the incorrect values $z_{i,t} \neq c_i^k$, with equal probability $\frac{1-\gamma}{K-1}$.

$$p(z_{i,t}|c_i^k) = \begin{cases} 
\gamma & \text{if } z_{i,t} = c_i^k \\
1-\gamma & \text{otherwise} 
\end{cases} \quad (5.6)$$

Therefore the expected posterior score function is

$$\mathbb{E}f(C_{i,t+1}) = \mathbb{E}_{z_{i,t}}(\hat{c}_{i,t+1}) = \sum_{z_{i,t}} p(z_{i,t}) \hat{c}_{i,t+1}$$

$$p(z_{i,t}) = \sum_{j=1}^{K} p(z_{i,t}|c_i^{(j)}) p(c_i^{(j)}) \quad (5.7)$$

The uncertainty in classification is measured by entropy:

$$g(C_{i,t}) = \sum_k p(c_i^k) \log(p(c_i^k)) \quad (5.8)$$

During execution stage, when an exploration agent gets a measurement, the probability distribution of the target classification changes, so as the score of tasks. Therefore the system run the algorithm based on the changed distributions and re-plan the assignments.

### 5.2.2 Simulated Planning Results

Figures 5-10 and 5-11 show an example of the decoupled and coupled planning results. There are 10 targets in this map, each can be one of 3 classifications with score 10,
30 or 100. The histogram beside each target shows the prior probability of the classification for each target. Green triangles represent tasking agents, blue triangles represent exploration gents, and the speed of exploration agents is twice that of tasking agents. Green and blue arrows represent their trajectories respectively. The plots show that in the decoupled approach, tasking agents are assigned to targets based on higher potential reward and exploration agents are assigned to targets that have more uncertainty. It is possible that two groups of agents will end up heading to different sets of targets; if this happens, then the exploration does not help reduce the uncertainties in targets assigned to tasking agents. On the other hand, in the VoI based coupled case, all the exploration agents are paired up with the tasking agents, so exploration agents can always help to reduce the uncertainty of tasks assigned to tasking agents.

During the execution, when an exploration agent takes a measurement of a target, the probability of detecting the right classification is set to be 0.9, and the probability of getting the two other wrong classifications is set to be 0.05. Scenarios with different number of targets are considered. For each scenario, 100 Monte Carlo simulations are run. Three approaches are tested (See Section 4.2 for more detail): in the first approach, the system does not use the exploration capabilities and only tasking agents will be allocated based on prior information about targets; in the second approach, exploration and tasking agents are assigned in a decoupled way; and in the third approach, exploration and tasking agents are assigned in the VoI aware coupled planning way. The performance of these three approaches are compared in Figure 5-12.

The squares show the average score obtained by three different approaches with different number of targets. The vertical lines associated with each square represent the standard deviation of scores associated with each target number. In the tasking agent only case, the system does not utilize its exploration capabilities to reduce the uncertainty about the targets, thus it always gets the lowest score compared with the others. This approach can act as a baseline to show how the exploration agents can improve the performance. The coupled approach gets the highest score
Figure 5-10: Snapshot of decoupled planning result. Green triangles represent tasking agents and blue triangles represent exploration gents. Tasking agents and exploration agents can possibly go to different targets, in which case exploration activities do not fully help to reduce uncertainty of assigned tasks.

Figure 5-11: Snapshot of coupled planning result. Green triangles represent tasking agents and blue triangles represent exploration gents. Tasking agents group with exploration agents, therefore exploration can always help reduce uncertainty of assigned tasks.
Coupled approach gets the highest score. Decoupled approach is in between coupled and tasking agent only approaches. When there are less targets, decoupled approach is closer to coupled approach. When there are more targets, decoupled approach is closer to tasking agent only case.

because it utilizes the heterogeneous abilities of the team and encourages cooperation between them. When there are fewer targets, there is a higher chance that the more rewarding targets are also more uncertain targets, so the exploration vehicles will pair with tasking agents and the performance of decoupled approach is closer to the coupled result. When there are more targets, it is less likely for the exploration agents to pick the same targets as the tasking agents in decoupled approach, and therefore the performance of the decoupled approach is closer to the tasking agent only case.

5.2.3 Hardware Experiments

The planning algorithms were also tested using a robot system in the MIT Aerospace Control Laboratory [82]. Figure 5-13 shows an overall view of the hardware system. Figure 5-14a shows the tasking agent. These are iRobot Create using bluetooth to communicate with the controller computer. Figure 5-14b shows the exploration agent.
They are P5512 security cameras hanging on the wall of the lab and taking pictures at maximum frequency of 50Hz. These cameras can be tuned to focus on different points of the room by tuning the pan/tilt angles and zoom levels. Moving from one focus point to another takes time and the speed can be specified.

The targets and the measurements model is shown in Figure 5-16. Targets in this testbed are colored papers glued on the floor. Each picture has a dominant color among red, blue, green and yellow indicating the classification of the target. The camera will randomly take a pixel out of the target picture as a measurement of the classification of the target. Since each picture has pixels that are associated with the non-dominant colors, the measurement is not perfect – there is a chance that the camera will fail to identify the classification correctly. Figure 5-15 shows original generated pictures of four different target classes and Figure 5-16a shows an image of a target taken by the camera. In order to filter out background and extract color information, the image is converted from red/green/blue (rgb) format into hue/saturation/value (hsv) format. Background pixels have low saturation. Therefore a saturation threshold is set up to filter the background pixels and leave only target pixels. Figure 5-16b shows the image of the target in Figure 5-16a after converting to hsv format and removing background pixels. Figure 5-16c shows the histogram of hue values of the target pixels in Figure 5-16b. After mapping hue values into four classification colors, Figure 5-16d gives the probability of reporting four classes given the image in Figure 5-16a. It can been seen that the probability of detecting the correct classification \( \gamma \) in Equation (5.6) is about 0.7 and the probability of getting an incorrect classification is about 0.1.

Since the target is not pure in color, the measurement is not perfect (detection rate in Equation (5.6) \( \gamma \neq 1 \)). After taking one measurement and doing Bayesian update (2.10), the posterior probability of wrong classifications is non-zero, and there is still uncertainty in the target. The camera cannot get the right classification immediately after one observation. Therefore, the uncertainty can be further reduced when the camera stays at a target longer and takes more observations. Figure 5-17 shows an example scenario of change in uncertainty of a target (measured by entropy,
Figure 5-13: Hardware testbed in Aerospace Controls Lab., MIT

(a) Tasking agent  
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Figure 5-14: hardware components

(a) Target class 1  
(b) Target class 2  
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Figure 5-15: Target classification
see Equation (5.8)) and the number of measurements. In this example, when more measurements are taken, there is less uncertainty about the classification and the score of doing a task over this target is increasing.

In the hardware experiment, there are 2 exploration agents and 2 tasking agents in the system. There are 10 targets, which fall into 4 categories shown in Figure 5-15. The yellow, green, blue and red targets correspond to reward of 5, 20, 30 and 50. The speed of exploration is 1.5 times as fast as that of tasking agent. And the failure chance $\epsilon$ defined in Equation (5.5) is set to be 0.05 and the detection rate defined in Equation (5.6) is set to be 0.7.

Table 5.1 shows how decoupled and coupled approaches finish the tasks. It can be seen that they follow different sequences. Decoupled starts with tasks that have higher uncertainty (thus leading to lower scores), and slowly finds the most rewarding targets around 60sec. The mean entropy of the targets of the decoupled approach is
Table 5.1: Planning Algorithm Performance Comparison

<table>
<thead>
<tr>
<th>Target</th>
<th>Score</th>
<th>Entropy</th>
<th>Time (sec)</th>
<th>Target</th>
<th>Score</th>
<th>Entropy</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T02</td>
<td>5</td>
<td>0.6599</td>
<td>17.1</td>
<td>T08</td>
<td>50</td>
<td>0.1663</td>
<td>13.1</td>
</tr>
<tr>
<td>T06</td>
<td>5</td>
<td>0.6599</td>
<td>20.3</td>
<td>T05</td>
<td>50</td>
<td>0.1663</td>
<td>29.9</td>
</tr>
<tr>
<td>T07</td>
<td>5</td>
<td>1.0336</td>
<td>30.0</td>
<td>T03</td>
<td>30</td>
<td>0.1663</td>
<td>48.3</td>
</tr>
<tr>
<td>T05</td>
<td>50</td>
<td>0.1663</td>
<td>65.4</td>
<td>T10</td>
<td>20</td>
<td>0.0001</td>
<td>70.4</td>
</tr>
<tr>
<td>T08</td>
<td>50</td>
<td>0.1663</td>
<td>82.1</td>
<td>T09</td>
<td>20</td>
<td>0.0007</td>
<td>89.0</td>
</tr>
<tr>
<td>T10</td>
<td>20</td>
<td>0.1663</td>
<td>88.0</td>
<td>T02</td>
<td>20</td>
<td>0.1225</td>
<td>97.2</td>
</tr>
<tr>
<td>T03</td>
<td>30</td>
<td>0.0587</td>
<td>108.4</td>
<td>T06</td>
<td>20</td>
<td>0.0569</td>
<td>110.8</td>
</tr>
<tr>
<td>T04</td>
<td>20</td>
<td>0.0357</td>
<td>114.3</td>
<td>T07</td>
<td>5</td>
<td>0.0149</td>
<td>122.4</td>
</tr>
<tr>
<td>T01</td>
<td>5</td>
<td>$10^{-4}$</td>
<td>123.8</td>
<td>T04</td>
<td>20</td>
<td>0.0003</td>
<td>135.9</td>
</tr>
<tr>
<td>T09</td>
<td>20</td>
<td>$10^{-10}$</td>
<td>152.3</td>
<td>T01</td>
<td>5</td>
<td>0.0003</td>
<td>142.8</td>
</tr>
</tbody>
</table>

0.2947. On the other hand, the coupled approach will take observations of potentially more rewarding targets first instead of more uncertain targets, therefore they can find and go to most rewarding targets from the beginning. The mean entropy of targets of coupled approach is 0.0695, significantly less than that of decoupled approach. Figure 5-18 shows the cumulative scores obtained by the two approaches with time. The horizontal axis represents time and the vertical axis represents cumulative score. The VoI based planning algorithm gets higher score in the beginning as it can coordinate agents to most rewarding targets first. The gap between coupled and decoupled approaches narrows down around 60sec as the decoupled approach slowly finds the rewarding targets. Overall the score of coupled approach is always higher than decoupled approach, because agents are more certain about their tasks in the coupled approach.

5.3 Summary

This chapter evaluates algorithms discussed in Chapter 3 and Chapter 4 with both simulated data and real-world data. The numerical results show the new developed sensing and planning algorithms significantly outperform those that are currently available.
Figure 5-17: Uncertainty decrease and score increases with number of measurements.

Figure 5-18: Cumulative score of coupled and decoupled approach. Coupled approach is able to move towards rewarding targets first, thus outperforms decoupled approach from the beginning. Coupled approach also takes observations before taking actions on targets, therefore has less uncertainty and higher score on average.
Chapter 6

Conclusion and Future Work

This research is motivated by the need to develop more efficient algorithms for performing distributed estimation and planning than those currently available.

A Value of Information based Distributed Sensing (VoIDS) algorithm is presented in which agents identify themselves as informative and communicate their information only when the VoI exceeds a threshold. It is proven that the communication cost of VoIDS will asymptotically converge to zero and choice of the VoI threshold gives a upper bound on estimation accuracy. This upper bound drives a dynamic trade-off between the cost of transmitting information, and the accuracy of the final estimate. To accommodate this trade-off, an Adaptive VoI based Distributed Sensing (A-VoIDS) algorithm is developed that adjusts the VoI threshold adaptively to ensure that the available communication bandwidth is better utilized to guarantee asymptotic reduction of estimation error. To further be able to estimate parameters that are changing, Dynamic-VoIDS is developed that continuously forgetting old information to let new information stand out.

Both VoIDS and A-VoIDS are theoretically and experimentally compared with a Full-Relay algorithm, a censoring-based Random Broadcast algorithm, and a Hyper-parameter Consensus (HPC) algorithm [15]. Simulation shows that A-VoIDS incurs only a fraction of the communication cost of HPC, while arriving at an even better estimate of the hyperparameters. In case where parameters are changing, it is numerically shown that Dynamic-VoIDS can follow the dynamics in parameters and
get the correct estimate while VoIDS and A-VoIDS cannot. The algorithms are also tested on a real dataset (the Intel temperature dataset [83]), where similar results are obtained. A notable advantage of VoI based algorithms is that they can work on any dynamic network topology, as long as the network remains strongly connected.

An active planning framework is presented for a heterogeneous system with both tasking agents and exploration agents. In particular, a VoI based coupled planning algorithm is developed to assign missions in presence of environment uncertainty. The value of exploration/information gathering is coupled into exploitation of missions, therefore the heterogeneous agents show better cooperation. The framework can well fit into continuous as well as discrete uncertainties, hence goes beyond previous work that deals only with Gaussian uncertainties [35]. A Consensus-Based Bundle Algorithm (CBBA) is used to implement the framework, which can easily incorporate system dynamics such as agent velocities. This VoI based coupled planning algorithm is fully decentralized, and with polynomial computational complexity in the number of targets and agents thus easily scalable.

The coupled algorithm is compared with exploration/tasking decoupled approach by numerical studies. The results show that coupled algorithms can encourage stronger cooperation between heterogeneous agents thus get significant higher score than decoupled approach. These two approaches are further compared in the Aerospace Controls Laboratory hardware testbed, it is shown that coupled algorithm is able to go to high rewarding missions first and use exploration resources to get higher score of these missions.

This work contributes to the goal of developing the next generation intelligent distributed agents. It provides a more efficient framework for performing distributed parameter estimation and mission planning than existing approaches. Furthermore, it is significant to the distributed system literature because it brings in the notion of censoring marginally useful information and coupling information gathering to mission goals in a distributed framework. The algorithms discussed here, and their possible variants, could lead to significant resource savings and performance promotions in real-world distributed sensing and planning applications by better utilize the
incoming information.

Future work includes:

- Develop performance bounds for Dynamic-VoIDS
- Evaluate developed distributed sensing algorithms in the hardware testbed
- Conduct more experiments to study the effect of parameter settings on the performance of distributed planning algorithms
- Extend planning algorithms to mixed uncertainty types, for example, both the location and classification of a target is uncertain
Bibliography


