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Abstract. A modelling experiment has been conceived to assess the impact of transport model errors on methane emissions estimated in an atmospheric inversion system. Synthetic methane observations, obtained from 10 different model outputs from the international TransCom-CH 4 model inter-comparison exercise, are combined with a prior scenario of methane emissions and sinks, and integrated into the three-component PYVAR-LMDZ-SACS (PYthon VARiational-Laboratoire de Météorologie Dynamique model with Zooming capability-Simplified Atmospheric Chemistry System) inversion system to produce 10 different methane emission estimates at the global scale for the year 2005. The same methane sinks, emissions and initial conditions have been applied to produce the 10 synthetic observation datasets. The same inversion set-up (statistical errors, prior emissions, inverse procedure) is then applied to derive flux estimates by inverse modelling. Consequently, only differences in the modelling of atmospheric transport may cause differences in the estimated fluxes.

In our framework, we show that transport model errors lead to a discrepancy of 27 Tg yr⁻¹ at the global scale, representing 5 % of total methane emissions. At continental and annual scales, transport model errors are proportionally larger than at the global scale, with errors ranging from 36 Tg yr⁻¹ in North America to 7 Tg yr⁻¹ in Boreal Eurasia (from 23 to 48 %, respectively). At the model grid-scale, the spread of inverse estimates can reach 150 % of the prior flux. Therefore, transport model errors contribute significantly to overall uncertainties in emission estimates by inverse modelling, especially when small spatial scales are examined. Sensitivity tests have been carried out to estimate the impact of the measurement network and the advantage of higher horizontal resolution in transport models. The large differences found between methane flux estimates inferred in these different configurations highly question the consistency of transport model errors in current inverse systems.

Future inversions should include more accurately prescribed observation covariances matrices in order to limit
the impact of transport model errors on estimated methane fluxes.

1 Introduction

Methane (CH\textsubscript{4}) is the second most important anthropogenically emitted long-lived greenhouse gas in the atmosphere. While CH\textsubscript{4} mixing ratios have varied between 350 and 800 parts per billion by volume (ppb) over the past 650 000 yr (Spahni et al., 2005), current atmospheric methane levels have increased by more than 600 ppb since 1950 (Etheridge et al., 1992), reaching a global mean of 1794 ppb in 2009 (Dlugokencky et al., 2011). Methane is primarily emitted by biogenic sources linked to anaerobic decomposition of organic matter by methanogenic bacteria (in wetlands, rice paddies, animal digestion, waste, landfills and by termites). Emissions also involve thermogenic (geological sources, fossil fuel extraction, transportation and use) and pyrogenic (biomass and biofuel burning) sources. Global emission estimates range from 500 to 600 Tg yr\textsuperscript{-1} (Denman et al., 2007).

Typical ranges for estimates of global emissions for each process are of ±30 % (e.g. agriculture and waste) to more than ±100 % (fresh water emissions) (Kirschke et al., 2013). Atmospheric methane is removed mainly by the oxidation by OH radicals in the troposphere (90 % of the total sink). Additional sinks are the destruction in dry soils (methanotrophic bacteria), the oxidation in the stratosphere (OH, O(1D)) and the oxidation by active chlorine in the marine planetary boundary layer (PBL) (Allan et al., 2007). Because methane both plays a key role in air quality issues (Fiore et al., 2002) and is 23 times more effective as a greenhouse gas than CO\textsubscript{2} on a 100-yr horizon (Denman et al., 2007), it is pertinent to better understand and to accurately quantify the spatial and temporal patterns of methane sources and sinks. Disagreements between recent studies (Kai et al., 2011; Levin et al., 2012; Aydin et al., 2011; Simpson et al., 2012; Rigby et al., 2008; Montzka et al., 2011; Bousquet et al., 2006, 2011) explaining the weakening in the CH\textsubscript{4} growth rate from 2000 to 2006 and its increase since 2007 reinforce the idea that methane fluxes are poorly understood, both for their long-term mean and for their inter-annual variations.

Since the end of the nineties, several research groups have developed inverse methods to estimate CH\textsubscript{4} fluxes from global to regional scales by optimally combining CH\textsubscript{4} measurements with prior information and atmospheric chemical transport models (CTMs). Based on the Bayesian paradigm, a cost function is minimized either by analytical (Hein et al., 1997; Houweling et al., 1999; Bousquet et al., 2006; Chen and Prinn, 2006) or variational techniques (Pison et al., 2009; Meirink et al., 2008). The former solves for fluxes from large regions at typical monthly time resolution using low-frequency surface observations as constraints. The latter uses a minimization technique that can be used for a larger inverse problem, assimilating high-frequency surface measurements and satellite data, and solving for fluxes at the model resolution, therefore avoiding most of the aggregation errors of “large-region” inversions (Kaminski et al., 2001). Although these two methods differ in their implementation, they are both based on CTMs to link emissions and sinks to atmospheric CH\textsubscript{4} concentrations. Each CTM has its own characteristics: horizontal and vertical resolutions, boundary and initial conditions, meteorological drivers, advection schemes, sub-grid parameterization schemes for convection, turbulence or clouds, etc. Therefore, it is important to assess the sensitivity of estimated fluxes to the CTM used in the inversion process.

Since 1993, the TransCom experiment has compared the ability of transport models to represent trace gas concentrations in the atmosphere. Chronologically, the TransCom community characterized the atmospheric transport of CO\textsubscript{2} (Law et al., 1996; Geels et al., 2007), SF\textsubscript{6} (Denning et al., 1999), 222\textsuperscript{Rn} (Taguchi et al., 2011), and, more recently, CH\textsubscript{4} (Patra et al., 2011). One major outcome of the TransCom experiment, described in Patra et al. (2011), was that deficiencies in the ability of CTMs to accurately reproduce atmospheric methane concentrations hindering efforts to improve our knowledge on sources and sinks of methane. These limitations were thought to be due to both errors in the meteorological datasets used as drivers of the CTMs and in the CTM parameterizations. For the following, we define “forcing errors” as errors in the meteorological fields used by the CTMs and “model errors” as errors in the CTMs themselves. Hereafter, “transport model errors” will be used to group together forcing and model errors.

For a long time, efforts to deduce regional fluxes of CH\textsubscript{4} have been limited by the low density, in both space and time, of atmospheric observations (Gurney et al., 2002). However, with the increasing spatial and temporal density of surface observing networks and the availability of satellite data, this limitation is becoming less dominant, putting more pressure on forcing and model errors. Furthermore, as scientific objectives are moving towards regional to local flux estimates, more observations are being developed closer to emissions sources. This implies that CTMs need to improve their ability to represent processes that are important at these scales, or at least to ensure that the forcing and model errors are properly quantified and accounted for in atmospheric inversions. In this context, the main goal of our study is to quantify the impact of the misrepresentation of atmospheric processes by CTMs on the methane fluxes estimated by inverse modelling.

At present, forcing and model errors are either approximated or neglected in inversions, although studies aiming at quantifying these errors have shown a potentially high impact on the inverse estimates. In particular, Gerbig et al. (2008) focused on vertical mixing uncertainties for CO\textsubscript{2} inversions and highlighted large values of errors related to atmospheric transport. Stephens et al. (2007) showed the large impact of deficiencies in the modelling of CO\textsubcript{2} vertical transport for emission estimations by inverse modelling. Lin and Gerbig...
(2005) have assessed that horizontal wind was accountable for a 5 ppm error in the modelling of CO₂ during summertime. Engelen et al. (2002) showed that failure to properly account for these errors acts as a hard constraint on the inversion and produces incorrect solutions to the problem. Gloor et al. (1999) even claimed that inversions were not reliable for CO₂ flux monitoring because of the magnitude of transport model errors. The impact of transport model errors on inversions has already been studied for CO₂ (Gurney et al., 2002; Baker et al., 2006), but, to our knowledge, no study has investigated this issue for CH₄ yet.

In this paper, we estimate the impact of transport model errors on inverted CH₄ fluxes using one variational inversion scheme, one flux scenario, and 10 different synthetic observation datasets built from the model database of the TransCom-CH₄ experiment (Patra et al., 2011). Section 2 describes the methodology and the synthetic data used for our inversions. Section 3.1 presents the main differences in the forward modelling of CH₄ concentrations due to the different CTMs used in Patra et al. (2011). Such differences are useful to better understand the inversion results, which are explored in Sect. 3.2. Sensitivity tests of the impact of CTM resolution (Sect. 3.3) and density of the measurement network (Sect. 3.4) on the inverse estimates are then analysed. Section 4 discusses the limitations of this synthetic experiment and the implication of our work to better represent transport model errors in future inversions.

2 Methodology

2.1 The synthetic experiment

This study follows the TransCom-CH₄ intercomparison experiment (Patra et al., 2011), which aimed to quantify the role of transport, flux distribution and chemical loss in simulating the seasonal cycle, synoptic variations and the diurnal cycle of CH₄ mixing ratio. Significant differences in CTM simulations of CH₄ were identified in this work. For example, large differences were found in the CH₄ mixing ratios simulated by the different CTMs in the transition region between the troposphere and the stratosphere, especially at heights where the maximum vertical gradient in CH₄ occurred. A common protocol was followed in which each model used the same emissions, sinks and initial conditions. Therefore, simulated CH₄ mixing ratios for the different models should differ only because of the modelling of atmospheric transport by the CTMs (model errors) and the meteorology used to force them (forcing errors). In the TransCom experiment it was not possible to separate these two effects as simulations testing different meteorological forcings on the same CTM were not provided. The database of the TransCom-CH₄ experiment includes outputs of hourly CH₄ mixing ratios at 166 surface stations, 6 tall towers and 12 vertical profiles, each for 6 different emission scenarios.

Here we apply a 2-step methodology (Fig. 1) to quantify the impact of the different models on the inverted methane fluxes. In a first step, daily-mean CH₄ concentrations are extracted from the ten forward simulations of the TransCom-CH₄ database, using their IAV INV (inversion-derived emissions, herein called INV) scenario, which includes monthly- and inter-annually varying emissions provided by Bousquet et al. (2006). In doing so, we create 10 synthetic daily-mean observation datasets at selected sites. In a second step, the same emission scenario (INV) is combined with each synthetic observation dataset to infer optimized fluxes using the PYVAR (PYthon VARiational) variational inversion system, developed at LSCE (Laboratoire des Sciences du Climat et de l’Environnement) (Chevallier et al., 2005) and based on LMDZ-SACS CTM (one of the TransCom models). As the INV scenario is also used to generate synthetic observation, it can be considered as the “true” flux, hereafter referred as the “target”. Therefore, fluxes derived using the LMDZ-SACS (Laboratoire de Météorologie Dynamique model with Zooming capability-Simplified Atmospheric Chemistry System) synthetic observations in the inversion system give exactly the target fluxes, within the numerical errors. CH₄ fluxes are estimated in all the grid cells of LMDZ-SACS for eight-day periods using the PYVAR inversion algorithm (see Sect. 2.3). By repeating the inversion process for each synthetic observation dataset, ten estimates of CH₄ fluxes are obtained. Assuming that the range of the ten CTMs used here cover the typical range of transport model errors (see Sect. 2.2), the comparison between these estimates provides an estimate of the influence of transport model errors on the CH₄ fluxes. Indeed, the differences found in the inverted CH₄ fluxes are only due to discrepancies in the modelling of atmospheric transport by the different CTMs and in the meteorological analyses/reanalyses fields driving them.

2.2 The chemistry transport models

Results from ten CTMs have been extracted from the TransCom-CH₄ experiment: ACTM (Atmospheric Chemistry Transport Model) (Patra et al., 2009), IFS (Integrated Forecast System) (http://www.ecmwf.int/research/ifsdocs/CY37r2), IMPACT (Integrated Massively Parallel Atmospheric Chemical Transport) (Rotman, 2004), IMPACT-High resolution (Rotman, 2004), LMDZ-SACS (version 4) (Hoor-din et al., 2006; Pison et al., 2009), MOZART (version 4) (Model for Ozone and Related Chemical Tracers) (Emmons et al., 2010)), PCTM (Parallel Climate Transition Model) (Kawa et al., 2004; Bian et al., 2006), TMS (Transport Model, version 5) (Krol et al., 2005), TMS-High resolution (Krol et al., 2005) and TOMCAT (Toulouse Off-line Model of Chemistry and Transport) (Chipperfield, 2006) (see Table 1 for more details).

These CTMs represent the diversity existing in the research community with horizontal resolutions ranging from $6^\circ \times 4^\circ$ (TMS) to $0.7^\circ \times 0.7^\circ$ (IFS) and vertical discretisation
Table 1. Main characteristics (vertical resolution, horizontal resolution and meteorological drivers) of the TransCom models used in this experiment.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Vertical resolution</th>
<th>Horizontal resolution</th>
<th>Meteorological fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTM</td>
<td>67σ</td>
<td>2.8 × 2.8σ</td>
<td>NCEP2</td>
</tr>
<tr>
<td>IFS</td>
<td>60σ</td>
<td>0.7 × 0.7σ</td>
<td>ERA-interim</td>
</tr>
<tr>
<td>IMPACT</td>
<td>55σ</td>
<td>5.0 × 4.0σ</td>
<td>NASA/GSFC/GEOS 4</td>
</tr>
<tr>
<td>IMPACT 1 × 1.25</td>
<td>55σ</td>
<td>1.25 × 1.0σ</td>
<td>NASA/GSFC/GEOS 4</td>
</tr>
<tr>
<td>LMDZ-SACS</td>
<td>19σ</td>
<td>3.75 × 2.5σ</td>
<td>ECMWF</td>
</tr>
<tr>
<td>MOZART</td>
<td>28σ</td>
<td>1.8 × 1.8σ</td>
<td>NCEP/NCAR</td>
</tr>
<tr>
<td>PCTM</td>
<td>58σ</td>
<td>1.25 × 1.0σ</td>
<td>NASA/GSFC/GEOS 5</td>
</tr>
<tr>
<td>TM5</td>
<td>25σ</td>
<td>6.0 × 4.0σ</td>
<td>ECMWF, ERA-interim</td>
</tr>
<tr>
<td>TM5 1 × 1</td>
<td>25σ</td>
<td>1.0 × 1.0σ</td>
<td>ECMWF, ERA-interim</td>
</tr>
<tr>
<td>TOMCAT</td>
<td>60σ</td>
<td>2.8 × 2.8σ</td>
<td>ECMWF, ERA-40/interim</td>
</tr>
</tbody>
</table>

Vertical coordinates are pressure divided by surface pressure, and vertical coordinates are hybrid sigma-pressure coordinate.

The CTMs used in this experiment are distinguished both by the reanalysis/analysis fields used to drive the CTMs and by their own characteristics (for example, resolution and parameterization schemes). As a result, this experiment studies the impact on methane fluxes of these two contributions together (errors in meteorological drivers and errors in the models themselves) with no real possibility to separate them.

Five additional model output datasets (ACCESS/Australian Community Climate and Earth System Simulator, Corbin and Law, 2011; CAM/Community Atmosphere Model, Gent et al., 2010; CCAM/CSIRO Conformal-Cubic Atmospheric Model, Law et al., 2006; GEOS-Chem 3-D chemistry transport model, Fraser et al., 2011; Pickett-Heaps et al., 2011 and NIES/National Institute for Environmental Studies 3-D chemical transport model, Belikov et al., 2011, 2013) are available in the TransCom database. Unfortunately, some specific characteristics of these simulations make them unsuitable for our study. Indeed, we have chosen only to focus on the model and forcing errors and neglect all other sources of error on the estimated fluxes. For example, the different OH distribution used in GEOS-Chem simulation influences the chemical sink and may lead to misinterpretation of the impact of transport model errors on the estimated fluxes. One can expect the same issue with CAM, CCAM and NIES since the total atmospheric burden of methane in these three models differs significantly from the atmospheric burden of LMDZ-SACS. The differences in mole fraction between LMDZ-SACS and the discarded models range typically from 20 ppb up to 42 ppb. Only models with differences of less than 5 ppb from LMDZ-SACS were retained, such discrepancies being thought to be primarily due to transport differences impacting the location and magnitude of the OH sink relative to CH4. The ACCESS model, whose meteorology was not nudged towards real observations, has also been removed, since it cannot be expected to realistically simulate synoptic variations, which are essential in an inverse system using daily data.

2.3 Set-up of the PYVAR-LMDZ-SACS inversion system

The PYVAR-LMDZ-SACS system (Chevallier et al., 2005; Pison et al., 2009) finds the optimal state of CH4 fluxes given CH4 observations and a background estimate of fluxes using Bayesian inference formulated into a variational framework. The system iteratively minimizes the cost function $J$ (Eq. 1) using an adjoint approach (Errico, 1997) and provides the best linear unbiased estimate, $x$. The methane fluxes contained in $x$ are optimized for eight-day periods in all the grid cells of the model. The cost function $J$ is a measure of both the discrepancies between measurements and simulated mixing ratios and between the background fluxes and the estimated fluxes, weighted by their respective uncertainties, expressed in the covariance matrices $R$ (measurement) and $B$ (prior fluxes). The mathematical theory concepts are...
not detailed here, but may be found in Tarantola (2005).

\[ J(x) = (y - Hx)^T R^{-1}(y - Hx) + (x - x^b)^T B^{-1} (x - x^b) \]  \tag{1}  

\( B \) is the prior error covariance matrix with respect to the INV emission scenario. Its diagonal is filled in with the variances to 100% of the square of the maximum of emissions over the eight neighbouring cells during each month. Off diagonal terms of \( B \) (covariances) are based on correlation e-folding lengths (500 km over land and 1000 km over sea). No temporal correlations are considered here. \( x^b \) is the prior estimate using fluxes from the INV scenario.

\( H \), the observation operator connecting the measurement space to the flux space, is represented here by the off-line version of the general circulation model of the Laboratoire de Météorologie Dynamique (LMDZ) (Hourdin et al., 2006), complemented by a simplified chemistry module (SACS) to represent the oxidation chain of methane (Pison et al., 2009). Here, OH fields (Spivakovskiy et al., 2000) and loss rates, due to reactions of \( \text{CH}_4 \) with Cl and O(\(^1\)D), are prescribed as in Patra et al. (2011). LMDZ-SACS is run with a horizontal resolution of 2.5° × 3.75° and with 19 vertical levels.

\( y \) contains one set of synthetic observations for the whole period of inversion. In theory, the \( R \) matrix accounts for all errors contributing the mismatches between measurements and simulated \( \text{CH}_4 \) mixing ratios at the stations. The \( R \) matrix may be split into two major parts (see Eq. 2): measurement and model variances/covariances. Measurement variances/covariances account for potential instrumental errors, while model variances/covariances group representativity and transport model errors together:

\[ \mathbf{R} = \mathbf{R}_{\text{measurement}} + \mathbf{R}_{\text{model}} \]  \tag{2}  

Instrumental errors quantify the errors between the mole fractions measured by an instrument and the target mole fractions. For instance, Bergamaschi et al. (2005) assume an instrumental error of 3 ppb for methane measured at surface stations.

Representation errors account for the misrepresentation of a single spatial and temporal measurement point by a grid box of a 3-D model. Aggregation errors (Kaminski et al., 2001) are also included in representation errors. Transport model errors group together the forcing errors and the model errors. Forcing errors represent the contribution of the errors included in the reanalysis/analysis fields which drive the CTMs, while model errors quantify uncertainties in the physical processes calculated by the CTM (convection, diffusion, advection, etc.).

Here, \( \mathbf{R} \) is considered to be diagonal (no covariances) with variances taken from Globalview-\( \text{CH}_4 \) (Globalview-\( \text{CH}_4 \), 2009). Errors in Globalview-\( \text{CH}_4 \) are computed at each site as the residual standard deviation (RSD) of the measurements on a smooth curve fitting them. We use the RSD at each site as a proxy of the transport model errors, assuming that the measurement sites with a lot of variability around the mean (e.g., continental sites) are more difficult to model, especially for coarse global models (Geels et al., 2007). This simple approach has been used previously in atmospheric inversions (Bousquet et al., 2006; Yver et al., 2011; Rödenbeck et al., 2003). Errors at stations where Globalview-\( \text{CH}_4 \) data were not available have been interpolated from stations presenting the same characteristics (background/polluted, Northern/Southern Hemisphere, coastal/continental). A detailed discussion on the specification of the \( \mathbf{R} \) matrix takes place in Sect. 4. For now, it is important to keep in mind that both forcing and model errors are not explicitly incorporated in the \( \mathbf{R} \) matrix of our experiment, which is usually the case in current inversions.

The period of analysis is the year 2005 but all the inversions are run with the same set-up over the extended period of July 2004–July 2006 to avoid edge effects and only keep estimated fluxes for the year 2005.

### 2.4 The synthetic observation datasets

The model outputs from the TransCom-\( \text{CH}_4 \) database are available at selected sites from the most widespread surface networks: Advanced Global Atmospheric Gases Experiment (AGAGE; http://agage.eas.gatech.edu; Prinn et al., 2000), the NOAA Earth Research Laboratory, Global Monitoring Division (http://www.esrl.noaa.gov/gmd) and the Japan Meteorological Agency (http://www.jma.go.jp/jma/indexe.html). The synthetic observations are output at the locations shown in Fig. 2, comprising 166 surface stations (including 29 mobile measurements on ships), 6 vertical profiles (aircraft) and 12 tall towers. Some of these sites are continuous in situ stations (red-filled circles). In some other locations, flask...
Table 2. Main transport and sub-grid parameterization schemes (advection, convection and planetary boundary layer (PBL) schemes) of the TransCom models used in this experiment.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Advection scheme</th>
<th>Convection scheme</th>
<th>PBL mixing scheme</th>
</tr>
</thead>
</table>

Fig. 2. Geographical representation of the two main inversion components: atmospheric constraint locations (top) and the INV emission scenario (bottom).

samples are collected on a weekly basis (empty red circles). The blue triangles in Fig. 2 show the locations of tall towers and the green diamonds show where aeroplane measurements were taken. For continuous stations, daily means have been computed to be assimilated in the PYVAR inversion framework. In order to mimic realistic sampling strategies, 4 data per month are randomly chosen for each flask site. Following the approach that is often taken when real
Fig. 3. Time series of daily CH$_4$ mixing ratio at Karasevoe (58.25° N, 82.40° E) for 2005. Each TransCom model is represented by a specific colour, while LMDZ-SACS is represented by the black line.

Fig. 4. Map of the differences in the “synoptic” standard deviation (STD) computed for CH$_4$ mixing ratio simulated by LMDZ-SACS and TransCom models at surface stations ($\sigma_{LMDZ-SACS} - \sigma_{TransCom}$; $\sigma_{TransCom}$ is the average of all TransCom models STD). The synoptic STD difference is expressed in ppb.

observations are used (e.g. Peylin et al., 2005), high altitude (1500 m a.s.l. – metres above sea level) flask measurements are used only in the early morning (07:00 LT) because during the day, due to growing planetary boundary layer, these sites could be influenced by sources and air flows from the neighbouring valleys that may not be resolved by the TransCom models. Towers are considered as continuous stations, from which daily averages are calculated. Two afternoon flights per week are considered for every aeroplane site, on a random basis. When several measurements are available in the same grid box, only the observation located at the highest altitude is kept in the inversion.

We performed reference inversions using an ideal future network (NET1), which contains 166 continuous surface stations. In this network, we assume that all flask sampling sites become continuous. Indeed, if the efforts and the funding to develop and maintain surface networks are preserved (Houweling et al., 2012), more continuous stations should appear around the world in the next years, supplying very valuable information for inversions (Law et al., 2002). No
information on the CH₄ vertical distribution provided by tall towers or by aeroplanes are taken into consideration in the reference inversions.

However, because inversions are highly sensitive to the measurements sampled within the PBL (Geels et al., 2007), two other networks are tested (Fig. 2): a present-day surface network (NET2) with flask sampling sites (empty red circles) and continuous surface stations (filled red circles), and an extension of NET2 that includes aeroplane and tower data (NET3). The differences between the NET2 and NET3 estimates provide information on the contribution of PBL and tropospheric data to CH₄ flux estimates. The results are presented in Sect. 3.2 for NET1, and sensitivity tests using NET2 and NET3 are analysed in Sect. 3.4.

3 Results

3.1 Transport model discrepancies in forward modelling

Differences in the simulated CH₄ mixing ratios by the 10 TransCom models (Patra et al., 2011) can provide insights that could help in understanding the inversion results (Sect. 3.2). As mentioned in Sect. 2, differences in the CH₄ mixing ratio distributions given by the 10 CTMs are only due to differences in the meteorology (reanalysis fields) and in the modelling of the atmospheric transport (advection schemes, sub-grid scale parameterizations, horizontal and vertical resolutions). In this synthetic experiment, methane mixing ratios simulated by LMDZ-SACS are considered to be the target and we analyse the spread of other models around LMDZ-SACS.

3.1.1 Synoptic variability

Large differences in the seasonal cycle and synoptic-scale variations of simulated CH₄ mixing ratios are observed at continental sites, as illustrated at Karasevoe station (58.25° N; 82.40° E, Russia) (Fig. 3). For this station, located close to high emission zones in summer, differences in the magnitude of the seasonal cycle can be related to differences in the vertical transport within the PBL, which is primarily simulated by sub-grid scale parameterizations. Phase differences observed in the synoptic variations at Karasevoe can directly be related to the differences in the meteorological fields used by the models. Indeed, CTMs using similar meteorological drivers are found to be more highly correlated with each other than with other models. For instance, methane time series simulated by IFS using ERA-interim reanalysis are highly correlated to TM5 $1 \times 1$ and TM5, which use the ERA-interim reanalysis as well, with linear Pearson correlation coefficients of 0.92 and 0.84 respectively, whereas the average correlation of IFS with other models is approximately 0.68.

To more precisely quantify the magnitude of the variability between the synthetic observations and the target CH₄ mixing ratios generated by LMDZ-SACS, we compute the differences between the CH₄ mole fraction standard deviation (STD) of LMDZ-SACS and STD of other TransCom models at all surface stations of NET1 (Sect. 2.4). Discrepancies in the modelling of both the seasonal cycle amplitude and the synoptic variability contribute to STD differences. Hereafter, we call “synoptic STD” the STD related to synoptic variability when the seasonal cycle is removed from the time series. The analysis of STD at 16 continental stations shows that synoptic variability dominates over seasonal variability: STD related to synoptic variability (respectively related to seasonal cycle) are 87% (respectively 42%) of the total STD values. Moreover, synoptic differences can be converted into expectations for the estimates by inverse modelling: TransCom models simulating a larger synoptic variability (and consequently higher concentration peaks) than LMDZ-SACS at some stations are expected to give higher inverted fluxes within the area impacting these stations.

The map of synoptic STD differences between LMDZ-SACS and the average of all the TransCom models ($\sigma_{LMDZ-SACS} - \sigma_{TransCom}$, $\sigma_{TransCom}$ being the average of all TransCom model “synoptic STD”, $\sigma_{(TransCom models)}$,) is presented in Fig. 4 at stations of NET1. At first glance, a strong contrast is found between continental stations and stations with a dominant oceanic influence. On the one hand, synoptic STD differences close to zero ppb (or slightly positive) are found at oceanic stations of the Southern Hemisphere (e.g. AMS station in the Indian Ocean). On the other hand, strong negative values of synoptic STD differences are found for continental stations of the Northern Hemisphere, suggesting that amplitude of synoptic variations simulated by LMDZ-SACS are smaller, on average, than those simulated by the other TransCom models at these stations. Indeed, a previous study (Geels et al., 2007) has mentioned that LMDZ, as well as some other global models, underestimates synoptic variations of CO₂ concentrations and that the fast boundary layer ventilation of LMDZ could explain the small surface concentration peaks.

Stations located in the vicinity of methane sources appear to be associated with strong negative synoptic STD difference values. For instance, TVR (57.50° N; 33.75° E, Eastern Europe), LGB (52.8° N; 10.8° E, Europe), FRB (47.50° 23 N; 7.50° E, Europe) and HIL (40.1° N; 87.9° W, east coast of the USA) are exposed to high sources of methane from the INV scenario (see Fig. 2) and the mean synoptic STD differences at these stations are respectively $-20$, $-23$, $-35$ and $-15$ ppb. Indeed, small-scale transport processes, such as turbulence in the planetary boundary layer, which may be poorly represented by global CTMs, have a large influence on the mole fractions simulated at stations close to large emission areas. In contrast, stations far from any methane sources are mainly influenced by large scale transport of CH₄ signals from remote sources, which produce smaller differences.
between models. Stations may also be located either close to, or far from, CH₄ sources, depending on the season. Figure 3 shows a high concentrations period (from May to August) at Karasevoe which is completely correlated to emissions from wetlands in this area at this period of the year. The average STD for all models during the high methane emission period is 38 ppb, while the STD falls to 15 ppb outside this period. Turbulent mixing in the boundary layer and convection are the main processes acting in this area during the summer period. The more methane is emitted, the more skills in the modelling of turbulent mixing and convection are required to accurately simulate methane mixing ratios, leading to a poorer agreement between models during the summer months.

In order to better analyse the modelling of synoptic variability for each individual TransCom model, we computed the latitudinal distribution of synoptic STD differences at surface stations (Fig. 5). In the Southern Hemisphere, almost no distinction can be made between models: synoptic STD differences are around 0 ppb. In the Northern Hemisphere, MOZART, TM5 1 × 1, IFS and PCTM exhibit the largest negative synoptic STD difference values, meaning that these models simulate higher variability than LMDZ-SACS. On the contrary, TOMCAT is one of the models showing the largest positive difference with LMDZ-SACS. These statements are especially true for continental stations in the Northern Hemisphere. As a consequence, it is expected to find, higher inferred emissions for MOZART, TM5 1 × 1, IFS and PCTM and lower emissions for TOMCAT at least locally (close to monitoring sites) compared to the target INV emission scenario.

The impact of horizontal resolution on the modelling of synoptic variability is detailed in Sect. 3.3.

### 3.1.2 Inter-hemispheric (IH) exchange time

The inter-hemispheric (IH) exchange time is a good indicator with which to analyse large scale transport differences between transport models. The map of mean bias in simulated CH₄ mixing ratios at surface stations between LMDZ-SACS and other TransCom models reveals negative values at stations in the Northern Hemisphere, meaning that CH₄ mixing ratios simulated by LMDZ-SACS are, on average, lower than those simulated by other TransCom models (Fig. 6). In contrast, positive biases at surface stations in the Southern Hemisphere are found. Using SF₆ observations, LMDZ-SACS has been identified to exhibit relatively slow IH exchange, characterized by an exchange time of 1.2 yr, which is in the lower range of the ensemble of TransCom models (Patra et al., 2011, Fig. 8). Therefore, compared to the other models, LMDZ-SACS tends to transport methane more quickly from the dominant emission zones of the Northern Hemisphere to the Southern Hemisphere. This fast IH transport produces the inferred negative biases in the north and positive biases in the south.

Therefore, one can expect that higher emissions will be necessary over the northern continents, and/or lower emissions over the southern continents when deriving fluxes using LMDZ-SACS, compared to when synthetic observations were taken from the other models.

This finding is robust when looking at individual models and not only at the model average (Fig. 7). For instance, TM5 (orange triangles) shows larger gradients of biases between the stations of the Northern Hemisphere (difference of around −20 ppb) and of the Southern Hemisphere (difference of around +10 ppb). This is consistent with TM5 having the longest IH exchange time in Patra et al. (2011). As a consequence, using synthetic observations from TM5 in the inversions should increase the IH gradient of emissions, with lower emissions in the Southern Hemisphere and higher emissions in the Northern Hemisphere.

### 3.2 Impact of transport model errors on inversions

Ten variational inversions have been performed, in which methane fluxes were derived using synthetic observations from TransCom-CH₄ models (Patra et al., 2011). The same set-up (prior emissions from INV scenario, observation errors, prior errors, etc.) has been used for every inversion (see Sect. 2.3). In order to keep the explanations clear in the following sections, each inversion is called by the name of the CTM used to generate the synthetic observations.

#### 3.2.1 Global and hemispheric fluxes

Figure 8 presents the total estimated CH₄ fluxes for every inversion at global scale. The blue bars show the global...
Bias difference (LMDZ−SACS − TransCom models) at surface stations in ppb.

Fig. 6. Bias between CH₄ mixing ratios simulated by LMDZ-SACS and other TransCom models ($y_{\text{LMDZ}} - y_{\text{TransCom}}$; $y_{\text{TransCom}}$ is the average of CH₄ mixing ratios simulated by all TransCom models) at surface stations. The bias is expressed in ppb.

Fig. 7. Latitudinal distribution of the bias between CH₄ mixing ratios simulated by LMDZ-SACS and TransCom models ($y_{\text{LMDZ}} - y_{\text{TransCom model}_i}$) at all surface stations. Each TransCom model is represented by a specific symbol. The bias is expressed in ppb.

CH₄ estimates for TransCom models and the red line points out the value of the target global CH₄ flux (523 Tg yr⁻¹, INV scenario). The inferred CH₄ fluxes for 2005 range from 523 Tg yr⁻¹ (MOZART inversion) to 550 Tg yr⁻¹ (PCTM inversion), with an average of 538 Tg yr⁻¹. These results show that discrepancies in the modelling of atmospheric transport among the CTMs are responsible for a spread of 27 Tg yr⁻¹ (5% of the target flux) on the inverted fluxes at the global scale. For comparison, the annual global methane emissions from rice paddies are estimated to be 37.5 Tg yr⁻¹ in 2008 (EDGAR-v4.2, 2011). Global methane emissions from biofuel and biomass burning have been estimated to be 36 Tg yr⁻¹ in the late nineties (Andreae and Merlet, 2001; van der Werf et al., 2010). Likewise, EDGAR-v4.2 (2011) infers methane emissions of 19.8 Tg yr⁻¹ from European countries of the OECD in 2005. Consequently, in order to detect changes in methane emissions from a large region or to estimate global emissions from some specific process, the impact of transport model errors on the inverse estimates is currently an important limitation.
Table 3. Estimates of hemispheric methane fluxes in teragrams of methane per year (Tg yr$^{-1}$) for every TransCom model inversion. Inverted fluxes in the Northern (NH) and in the Southern Hemisphere (SH) are presented in the first two columns. The interhemispheric gradient (NH estimate–SH estimate) is shown in the third column.

<table>
<thead>
<tr>
<th>Model</th>
<th>Northern Hemisphere</th>
<th>Southern Hemisphere</th>
<th>Difference NH–SH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target flux</td>
<td>368</td>
<td>155</td>
<td>213</td>
</tr>
<tr>
<td>ACTM</td>
<td>391</td>
<td>142</td>
<td>249</td>
</tr>
<tr>
<td>IFS</td>
<td>388</td>
<td>150</td>
<td>238</td>
</tr>
<tr>
<td>IMPACT</td>
<td>385</td>
<td>148</td>
<td>237</td>
</tr>
<tr>
<td>IMPACT 1 × 1</td>
<td>385</td>
<td>152</td>
<td>233</td>
</tr>
<tr>
<td>MOZART</td>
<td>378</td>
<td>145</td>
<td>233</td>
</tr>
<tr>
<td>PCTM</td>
<td>410</td>
<td>140</td>
<td>270</td>
</tr>
<tr>
<td>TM5</td>
<td>429</td>
<td>116</td>
<td>313</td>
</tr>
<tr>
<td>TM5 1 × 1</td>
<td>414</td>
<td>133</td>
<td>281</td>
</tr>
<tr>
<td>TOMCAT</td>
<td>387</td>
<td>144</td>
<td>243</td>
</tr>
</tbody>
</table>

Fig. 9. Time series of weekly estimated CH$_4$ fluxes at the global scale for every TransCom model. The black line represents the time series of the target flux.

It is noteworthy to mention that all inversions have derived higher or equal total fluxes at the global scale compared to the target flux. Indeed, as previously stated, the faster IH transport exhibited by the LMDZ-SACS model, compared to other models, yields higher average emissions in the Northern Hemisphere (+29 Tg yr$^{-1}$) and lower average emissions (−14 Tg yr$^{-1}$) in the Southern Hemisphere. This leads to a global increase of 15 Tg yr$^{-1}$ in order to match the concentrations of the synthetic observations. Table 3 summarizes the estimates in the two hemispheres and the difference in emissions between the Northern and the Southern Hemisphere for each model. As expected, TM5 derives the highest estimates in the Northern Hemisphere and the lowest estimates in the Southern Hemisphere, which is consistent with the slower IH exchange time exhibited for TM5 compared to LMDZ-SACS.

Time series of estimated CH$_4$ fluxes at the global scale (Fig. 9) show similar seasonal variations for all the CTMs, with a peak in methane emissions during the boreal summer. The overlaid black line represents the target methane flux time series. Maxima in the estimated fluxes reach 0.3 Tg day$^{-1}$, which is about half of the amplitude of the seasonal cycle (0.7 Tg day$^{-1}$). The target flux is in the higher part of estimated emissions range during boreal winter and in the lower part during boreal summer. Consequently, the amplitude of the estimated CH$_4$ flux seasonal cycle is, on average, twice as large (∼1.4 Tg day$^{-1}$) as that of the target flux at the global scale. Indeed, the fast IH exchange time of LMDZ-SACS accentuates the derived seasonal cycle by increasing emissions in the Northern Hemisphere during boreal summer and decreasing emissions in the Southern Hemisphere during austral summer.

3.2.2 Regional fluxes

Figure 10 shows estimated CH$_4$ fluxes for seven continental regions (Europe, North America, Asia, South America, Africa, Oceania and Boreal Eurasia). The spread of the inverted regional fluxes quantifies the impact of transport model errors on the estimation of methane fluxes inferred by atmospheric inversions at regional scales. Transport model errors produce much larger relative uncertainties on the methane emission estimates at the regional scale than at the global scale: from 23 % for Europe (16 Tg yr$^{-1}$) to 48 % for South America (35 Tg yr$^{-1}$). The spread in Africa is quite large (25 Tg yr$^{-1}$) with estimates split in two groups: inversions deriving emissions around 95 Tg yr$^{-1}$ (ACTM, TOMCAT and TM5) and those around 75 Tg yr$^{-1}$ (IFS, IMPACT, IMPACT 1 × 1, MOZART, PCTM and TM5 1 × 1) for 2005.

Some characteristics of the TransCom models highlighted in Sect. 3.1 have a direct impact on the estimates at continental scale. For instance, the impact of the particularly fast IH exchange time of LMDZ-SACS is noticeable at continental scale. Indeed, for the majority of models, inversions derive higher estimates than the target fluxes in continental regions of the Northern Hemisphere (especially for North America). On the contrary, derive emissions from Southern Hemisphere continental regions tend to be lower than the target fluxes (especially for Oceania). This characteristic is particularly obvious for TM5, which has a particularly slow IH exchange time in Patra et al. (2011).

The spread of fluxes derived for North America is quite large (37 %). PCTM shows particularly high fluxes in this region, a feature which may be related to the propensity for PCTM to simulate relatively high concentration peaks at continental stations, especially in North America (see Sect. 3.1.1). On the other hand, TOMCAT, which simulates smaller synoptic variability than LMDZ-SACS, has estimates in Europe and in North America that are at the lower end of the derived estimates. These results confirm that discrepancies in synoptic variability of CH$_4$ concentrations have an impact on the flux estimates in regions with many continental stations in the vicinity of large emission areas.
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where modelling of synoptic variability may be very different among CTMs (Sect. 3.1.1).

Time series of weekly methane flux estimates are presented for one region of the Northern Hemisphere (Western Europe) and one region of the Southern Hemisphere (Oceania; Fig. 11). The spread in estimated methane fluxes is much higher at regional than global scales (see Sect. 3.2.1), relative to the amount of methane emitted from these regions. The mean flux variability in Western Europe has a magnitude more than twice as high ($\approx 0.1$ Tg day$^{-1}$) as the seasonal cycle of the target flux ($\approx 0.04$ Tg day$^{-1}$). Moreover, the distribution of flux estimates in Western Europe is slightly larger during winter months than during summertime. Indeed, extratropical storm tracks, which directly influence atmospheric conditions in Western Europe, are more active in winter than in summer. Consequently, more uncertainty is expected in wind fields provided by weather forecast centers during this period. Differences in the modelling of shallow winter boundary layers can also contribute to the large variability among models.

The amplitude of the estimated flux variability in Oceania is less pronounced because the magnitude of methane emissions is much lower than in Western Europe. However, again, the impact of the IH transport is clearly seen in the inverted fluxes: the target flux in Oceania is in the upper range of the estimated CH$_4$ fluxes throughout the time series, in agreement with the lower inverted emissions in the Southern Hemisphere regions, as would be expected following Sect. 3.1.2.

3.2.3 Spatial distribution of inverted fluxes

This section examines one of the advantageous aspects of the inversion using the variational approach, i.e. the ability to infer optimal fluxes at grid-box scale.

Figure 12 displays the maps of the differences between the target CH$_4$ fluxes (INV scenario) and inverted CH$_4$ fluxes for each model at the grid-scale. A positive (negative) difference, from light to dark red colours (from light to dark blue), means that fluxes estimated in inversions using synthetic observations are larger (smaller, respectively) compared to the target CH$_4$ fluxes.

When compared to the target flux field, we find groups of inversions that have coherent spatial patterns in the derived flux anomaly in some regions. For example, most inversions derive lower emissions than the INV scenario in South America, more or less around a north–south track. It is very clear for TOMCAT, PCTM and TM5. Some other models (IMPACT 1 × 1, IFS and TM5 1 × 1), characterized by higher horizontal resolution, show a dipole of emissions probably associated with the simulated position of the ITCZ (Intertropical Convergence Zone): they derive higher emissions than the target flux in the north of South America and lower fluxes in the south. In other regions, all inversions derive mostly the same sign for emission changes, compared to the target, but their geographical distribution within the
region may be very different depending on the model. For example, in North America most inversions derive higher emissions than the target methane emission. However, higher emissions are derived on the east coast of the United States by IMPACT, IMPACT 1 × 1 and PCTM, on the west coast by IFS and TM5 1 × 1, and on both coasts of the United States by MOZART and TM5.

In Asia, Europe and Africa it is difficult to distinguish any pattern in the inferred emissions. It is important to note that IFS and TM5 1 × 1 have a similar spatial distribution of inverted fluxes probably related to the fact that they use the same meteorological fields and have a very similar horizontal resolution.

To synthetize the impact of transport model errors at the grid scale, Fig. 13 shows the map of the spread between all methane inverse estimates as a percentage of the target flux. The regions previously identified with large discrepancies in the different methane estimates are highlighted here with grid cell differences up to 150 % of the target flux. For instance, we clearly see two patterns with large spreads in South America, owing to the emission dipole mentioned in the previous analysis. The west coast of the United States and the poorly constrained region of Eastern Siberia also show a large spread. We also see larger spreads in the grid cells surrounding some stations strongly constraining the inverse system. This is the case, for instance, at Cape Grim (40.68° S; 144.68° E, Australia, Oceania) and at Mount Kenya (0.06° S; 37.30° E, Kenya, Africa).

### 3.3 Sensitivity to the model horizontal resolution

The TM5 and IMPACT simulations included higher resolution versions (TM5 1 × 1 and IMPACT 1 × 1) which allow the investigation of the impact of an increasing horizontal resolution on the derived methane fluxes.

First, STD due to synoptic variability for the high-resolution version of TM5 and IMPACT are, on average, higher at continental stations of the Northern Hemisphere (see Fig. 5). Indeed, one can assume that the increase in horizontal resolution leads to less smoothing of the high concentration gradients in the high methane emission regions. It is found that STD values related to synoptic variability are, on average, 15 ppb higher for TM5 1 × 1 than for TM5 and 9 ppb higher in the case of IMPACT 1 × 1 compared to IMPACT, which could have a direct impact on the global estimate by increasing the emissions of TM5 1 × 1 and IMPACT 1 × 1 compared to TM5 and IMPACT.

Concerning inversion results, there is only a 2 Tg yr⁻¹ difference between estimates of TM5 1 × 1 (547 Tg yr⁻¹) and TM5 (545 Tg yr⁻¹) inversions and 3 Tg yr⁻¹ between estimates of IMPACT 1 × 1 (537 Tg yr⁻¹) and IMPACT (534 Tg yr⁻¹) inversions at the global scale. The increase of the global CH₄ emission estimates between the high and the low resolution versions of the CTMs is in agreement with the previous analysis of STD values. Nevertheless, in Patra et al. (2011) (see their Fig. 8), it is shown that the IH exchange time of TM5 1 × 1 (∼1.60 yr in 2005) is faster than for TM5 (∼1.75 yr in 2005) which should result in a global
estimate closer to the target global estimate. As a consequence, the impact of synoptic variability on the global flux is probably balanced by the impact of IH exchange, which results in only a slight increase of the global flux derived by TM5 1×1 compared to TM5. The results are less clear for IMPACT/IMPACT 1×1 because the magnitude of these two effects (amplitude of synoptic variability and IH exchange) in the forward modelling study are smaller than for TM5 and TM5 1×1.

The impact of horizontal resolution on the estimated methane fluxes may be relatively different at continental scales. Estimated fluxes in Europe and in North America are very close for TM5/TM5 1×1 (77 and 76 Tg yr\(^{-1}\) in Europe; 101 and 99 Tg yr\(^{-1}\) in North America) and IMPACT/IMPACT 1×1 (68 and 69 Tg yr\(^{-1}\) in Europe; 97 and 100 Tg yr\(^{-1}\) in North America). The larger amplitude of the synoptic variability of TM5 1×1 and IMPACT 1×1 does not result in larger fluxes, possibly because TM5 and IMPACT are already much more variable than LMDZ-SACS over these continents. On the contrary, differences between estimates of TM5/TM5 1×1 and IMPACT/IMPACT 1×1 are relatively large in Africa (94 and 79 Tg yr\(^{-1}\) for TM5 versions and 81 and 72 Tg yr\(^{-1}\) for IMPACT versions) and in Oceania (29 and 38 Tg yr\(^{-1}\) for TM5 versions and 35 and 40 Tg yr\(^{-1}\) for IMPACT versions). Estimates in Asia and South America are characterized by large differences between TM5 and TM5 1×1 (131 and 125 Tg yr\(^{-1}\) in Asia; 55 and 72 Tg yr\(^{-1}\) in South America), and small differences between IMPACT and IMPACT 1×1 (113 and 109 Tg yr\(^{-1}\) in Asia; 88 and 90 Tg yr\(^{-1}\) in South America). These larger changes could be due to tropical regions being less constrained in the inversions.

Fig. 13. Map of the spread of methane inverse estimates at the model grid-scale as a percentage (%) of the target flux (INV emission scenario).

3.4 Sensitivity to the measurement network

The fluxes inferred by atmospheric inversions are sensitive to the location and density of observations used to constrain them. We have used two other networks (NET2 and NET3) to assess the sensitivity of the modelling and transport errors on estimated fluxes to the network. NET2 assumes a mix of flasks and continuous data similar to the current situation. NET3 adds tower and aircraft measurements to NET2 (Sect. 2.4).
Using NET2, the inverse system derives lower global estimates compared to emissions derived using the NET1 configuration for all synthetic datasets, except for IFS (Fig. 14). For instance, fluxes derived using ACTM, IMPACT and TM5 drop to 523, 525 and 538 Tg yr\(^{-1}\) in 2005, compared to 533, 534 and 545 Tg yr\(^{-1}\) respectively in the case of NET1. If errors were unbiased and properly accounted in inversion, more constraints should ideally bring the estimated fluxes closer to the target. In other words, one could expect NET1 results to be closer to the target than NET2 fluxes. This discrepancy is discussed in more details in Sect. 4.

Estimates in the NET2 and NET3 configuration are very similar at the global scale, except for PCTM. IFS and the two high resolution versions of TM5 and IMPACT. Generally, the number of tall towers and aeroplane measurements is too low compared to the number of surface stations to produce a significant difference between estimates from NET2 and NET3 at the global scale. The higher horizontal resolution of IFS, IMPACT 1 × 1 and TM5 1 × 1 is a possible explanation for the differences obtained in the global estimates between the NET2 and NET3 configuration. Moreover, PCTM tends to simulate very strong vertical gradients compared to other models (Saito et al., 2013), potentially due to the larger number of vertical layers in the PBL, which could explain the differences found between NET2 and NET3 emission estimates for PCTM. The impact of vertical resolution on the inversion could not be investigated further since two variants of a model with different vertical resolutions were not available.

At a regional scale, the additional information provided by tall towers and aeroplanes included in the inversions (NET3) effectively reduced the spread in flux estimates in the regions where these additional data are available compared to the NET2 inversions (Fig. 15). The spread decreases from 27 to 16 Tg yr\(^{-1}\) and from 7 to 4 Tg yr\(^{-1}\) for respectively North America and Boreal Eurasia. The estimates also move closer to the target emissions. Consequently, one can assume that the system cannot match all surface, tower and aircraft measurements and derives emissions closer to the target for these regions. In Europe, the spread does not change much between NET2 (20 Tg yr\(^{-1}\)) and NET3 (21 Tg yr\(^{-1}\)). Indeed, in our synthetic experiment, NET3 has only 20 % additional synthetic observations in Europe compared to NET2. It suggests that NET3 estimates cannot be improved much in Europe compared to NET2 estimates. In regions where there are no additional synthetic observations in NET3 (South America, Africa and Oceania), inversions using NET3 synthetic observations are very similar to those obtained for NET2.

4 Discussion

The previous section shows that forcing and model errors have a significant impact on CH\(_4\) fluxes estimated by inverse modelling at the global scale. This impact is proportionally higher at regional and grid-cell scales. Several results highlighted in our study question the way that errors are specified in atmospheric inversions, with non-adapted errors in the R observation covariance matrix. For instance, a badly simulated IH exchange time can lead to biased interpretations of atmospheric signals, in terms of inverted fluxes, if the errors do not fully account for this modelling imperfection. In Sect. 3.4, it is shown that NET1 estimates of the global CH\(_4\) flux are further from the targeted flux as compared to NET2, even though more atmospheric constraints are considered in NET1 than in the NET2 configuration. Adding more constraints, as done in NET1, better defines in time and space the regional gradients of concentration between stations, which emphasizes, in terms of cost to be reduced in J, the differences between LMDZ-SACS and the other models. Associated with a potentially erroneous estimation of errors in the R matrix, especially concerning transport model errors, an amplification of the impact of errors can occur, leading to a larger difference in the global emissions compared to the target emissions, for NET1 compared to NET2. This effect is amplified by the fact that most stations moving from continuous to discontinuous (flask) when moving from NET1 to NET2 are remote stations with smaller model differences than continental continuous stations remaining in NET2. We have shown that discrepancies in synoptic variability at surface stations may result in different methane estimated fluxes in the area impacting these surface stations after transport. As highlighted in the Sect. 3.2.2, the PCTM estimate in North America is much higher than the other estimates. It is probably due to the fact that large uncertainties associated with the modelling of synoptic variability with LMDZ-SACS are not fully accounted for in the inversion. These elements suggest a misspecification of errors in the R matrix.

Table 4 compares the errors at 25 stations, representative of the different types of site encountered (background, polluted, coastal, continental, etc.) contained in the R matrix of Chen and Prinn (2006), Bergamaschi et al. (2005) and our study based on Globalview-CH\(_4\) (2009). The same order of magnitude for the errors is used in these studies, even if some large differences may be found at some specific stations. For instance, at Hegyátsál (Hungary) station, Chen and Prinn (2006) derive an error of 101.2 ppb while the error given by Bergamaschi et al. (2005) is 26.5 ppb. The errors in our study generally lay between the errors used in these two studies. This means that observational errors used in this study are overall comparable to those currently used in other inversions. However, transport model errors in current inversions are generally not represented explicitly. Indeed, state-of-the-art inversions usually implement parameterizations of model errors, which quantify the misrepresentations of a surface station inside a larger grid box of the chemistry transport model. Chen and Prinn (2006) introduced a “mismatch” error term in the inversion process, aiming to mimic the representation error. This term is computed at each measurement site as the standard deviation of the CH\(_4\) mole fraction.
Table 4. Errors (in ppb) contained in \( R \) matrix of Chen and Prinn (2006), Bergamaschi et al. (2005) and our study at 25 surface stations.

<table>
<thead>
<tr>
<th>ID</th>
<th>station name</th>
<th>Chen and Prinn (2006)</th>
<th>Bergamaschi et al. (2005)</th>
<th>Our study</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALT</td>
<td>Alert, Nunavut, Canada</td>
<td>6.5</td>
<td>5.4</td>
<td>6.0</td>
</tr>
<tr>
<td>ZEP</td>
<td>Ny-Alesund, Svalbard, Spitsbergen</td>
<td>13.3</td>
<td>6.8</td>
<td>9.3</td>
</tr>
<tr>
<td>BRW</td>
<td>Barrow, Alaska, USA</td>
<td>21.9</td>
<td>12.2</td>
<td>13.7</td>
</tr>
<tr>
<td>BAL</td>
<td>Baltic Sea, Poland</td>
<td>30.1</td>
<td>14.8</td>
<td>27.0</td>
</tr>
<tr>
<td>CBA</td>
<td>Cold Bay, Alaska, USA</td>
<td>8.7</td>
<td>10.8</td>
<td>10.7</td>
</tr>
<tr>
<td>MHD</td>
<td>Mace Head, Ireland</td>
<td>15.4</td>
<td>21.0</td>
<td>11.9</td>
</tr>
<tr>
<td>HUN</td>
<td>Hegyalsat, Hungary</td>
<td>101.2</td>
<td>26.5</td>
<td>41.0</td>
</tr>
<tr>
<td>LIF</td>
<td>Park Falls, Wisconsin, USA</td>
<td>21.9</td>
<td>13.0</td>
<td>22.8</td>
</tr>
<tr>
<td>BSC</td>
<td>Black Sea, Constanta, Romania</td>
<td>46.4</td>
<td>41.9</td>
<td>43.1</td>
</tr>
<tr>
<td>KZM</td>
<td>Plateau Assy, Kazakhstan</td>
<td>22.4</td>
<td>15.3</td>
<td>19.3</td>
</tr>
<tr>
<td>NWR</td>
<td>Niwot Ridge, Colorado, USA</td>
<td>16.3</td>
<td>8.3</td>
<td>19.2</td>
</tr>
<tr>
<td>UTA</td>
<td>Wendover, Utah, USA</td>
<td>27.7</td>
<td>13.2</td>
<td>20.7</td>
</tr>
<tr>
<td>TAP</td>
<td>Tae-ahn Peninsula, Republic of Korea</td>
<td>54.9</td>
<td>33.1</td>
<td>40.3</td>
</tr>
<tr>
<td>WLG</td>
<td>Mt. Waliguan, Peoples Republic of China</td>
<td>22.5</td>
<td>17.5</td>
<td>15.2</td>
</tr>
<tr>
<td>BME</td>
<td>St. Davis Head, Bermuda</td>
<td>17.5</td>
<td>11.5</td>
<td>18.9</td>
</tr>
<tr>
<td>WIS</td>
<td>Sede Boker, Neve Desert, Israel</td>
<td>17.8</td>
<td>13.6</td>
<td>23.9</td>
</tr>
<tr>
<td>ASK</td>
<td>Assakrem, Algeria</td>
<td>11.2</td>
<td>5.7</td>
<td>7.7</td>
</tr>
<tr>
<td>MLO</td>
<td>Mauna Loa, Hawai, USA</td>
<td>6.5</td>
<td>9.3</td>
<td>10.8</td>
</tr>
<tr>
<td>KUM</td>
<td>Cape Kumukahi, Hawai, USA</td>
<td>10.6</td>
<td>8.5</td>
<td>10.0</td>
</tr>
<tr>
<td>RPB</td>
<td>Ragged Point, Barbados</td>
<td>5.5</td>
<td>8.9</td>
<td>10.7</td>
</tr>
<tr>
<td>ASC</td>
<td>Ascension Island</td>
<td>5.8</td>
<td>6.4</td>
<td>5.1</td>
</tr>
<tr>
<td>SMO</td>
<td>Cape Matatula, Tutuila, American Samoa</td>
<td>4.9</td>
<td>7.6</td>
<td>7.9</td>
</tr>
<tr>
<td>CGO</td>
<td>Cape Grim, Tasmania, Australia</td>
<td>5.2</td>
<td>8.9</td>
<td>5.8</td>
</tr>
<tr>
<td>SPO</td>
<td>South Pole, Antarctica</td>
<td>7.6</td>
<td>3.0</td>
<td>1.6</td>
</tr>
<tr>
<td>Average over all stations</td>
<td>20.9</td>
<td>13.5</td>
<td>15.9</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 15. Regional methane estimates for every inversion using TransCom model outputs as synthetic observations in three network configurations. Estimates for seven continental regions (Europe, North America, Asia, South America, Africa, Oceania and Boreal Eurasia) are shown. For every continental region, the first (second and third) column represents the estimates in the NET1 (NET2 and NET3, respectively) configuration.
the erroneous representation of the IH transport by including spatial correlations between stations from the Southern Hemisphere (or/and from the Northern Hemisphere). Figure 3 also points out that transport model errors may vary significantly from one season to another depending on seasonal emissions, suggesting that temporal correlations in measurement errors should be included in the measurement uncertainty covariance matrix. However, properly taking correlations into account dramatically slows down the inversion process. Chevallier (2007) proposed, for CO₂ inversions, to inflate variances in order to limit the impact of unaccounted-for correlations on the accuracy of flux estimates as a computationally efficient method for indirectly considering correlations in future methane inversions.

Finally, our study faces some limitations. Firstly, one could question the development of an inverse modelling experiment assimilating synthetic observations in only one inversion model. However, at present, it is difficult to lead an inter-comparison of inverted fluxes with up-to-date methodologies (variational, ensemble methods, etc.) with the many models available in the TransCom-CH₄ experiment, because it would require an inversion framework for each CTM with either an adjoint model (variational) or a large number of inversions (ensemble methods). It could also be debated that by using synthetic observations, the true transport model errors are not properly represented. Indeed, gaps between CH₄ mixing ratios simulated by different CTMs may be different from gaps between observed and simulated CH₄ mixing ratios (Stephens et al., 2007). Here, it is assumed that transport model errors are properly mapped by the large number of CTMs used in this experiment. Finally, the modelling of the different physical processes (advection, convection, turbulent mixing, etc.) and characteristics of the models (resolutions, vertical coordinate systems, meteorological fields) contributing to transport model errors are considered all together and cannot be explicitly separated, although there are insights that IH transport differences play an important role here. Additional knowledge given by different sensitivity tests, together with literature on the skill of each CTM in representing these different atmospheric processes, would likely provide enough information to separate the specific contributions to overall transport model errors of forcing errors and model errors.

5 Conclusions

A modelling exercise, based on a variational inversion, is presented to quantify the impact of transport model errors on methane emission estimates derived by inverse modelling.

Synthetic observations are created from 10 CTMs that participated in the TransCom-CH₄ experiment and are used to constrain one atmospheric inversion framework with a common set-up. Therefore, inversions are only distinguished by the different simulated atmospheric transport, generating different synthetic observational datasets. The spread between the inverted emission estimates shows that transport forcing and model errors have a significant impact on CH₄ flux estimates. The range in global fluxes derived in the inversions is 5 % (27 Tg yr⁻¹). Ranges of 23 to 48 % are obtained in the fluxes derived at regional scales, and up to 150 % at the model grid-scale. Over the continents, patterns of emissions can be very different, depending on the region and on the model used to generate synthetic observations. Consequently, our results show that transport model errors impact significantly the inverted methane budget at all scales, with an increasing impact when going from global to smaller scales.

The need to improve chemical transport models in order to improve inverse flux estimates by inverse modelling has been highlighted recently (Chevallier et al., 2010; Houweling et al., 2010; Saito et al., 2013). For instance, Saito et al. (2013) give some indications for the future development of more accurate CTMs by improving the modelling of inter-hemispheric transport in particular. Indeed, they show that the models with larger vertical gradients, coupled with slower horizontal transport, exhibit greater CH₄ inter-hemispheric gradients in the lower troposphere. In LMDZ-SACS, which has relatively low inter-hemispheric exchange time (Patra et al., 2011), ongoing efforts are being made to improve the representation of vertical gradients by increasing the vertical resolution and by improving the modelling of physical processes in the planetary boundary layer.

The misrepresentation of transport model errors in methane inversions can exacerbate these modelling issues. Consequently, improved formulations of the observation covariance matrix R, taking more into account more fully the transport model errors in order to mitigate their impacts on the estimated methane fluxes, have to be addressed in future inversions.
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